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1 Introduction 

This thesis is concerned with the assessment of novel methods to discover emerging topics in science. 
This chapter explores the motivation behind this task. In particular, it explains why such an approach 
is necessary (Section 1.1) and its essential characteristics (Section 1.2). The chapter ends with an out-
line of the thesis and its relation to the author’s previous publications. 

1.1 Motivation 

This thesis addresses the identification of emerging topics in science. Typically, publication data are 
used to map progress in science and thus the emergence of novel topics. The goal of this thesis is to 
use these so-called bibliometric data to monitor the scientific landscape to detect emerging topics. The 
limitations of the data and the derivable indicators1 have to be acknowledged in this regard. Therefore, 
a clear focus of this thesis is on the distinction between reliable and unreliable indicators of emerging 
topics. The necessity for indicators that are independent of citation or impact measures is illustrated by 
a publication by Mendel (1865), which is discussed in more detail during the course of this thesis and 
also serves as a running example: 

Mendel wrote a highly innovative paper in 1865 titled “Versuche über Pflanzen-Hybriden (Experi-
ments with Plant Hybrids)” (Mendel 1865). This paper represented groundbreaking work for the un-
derstanding of genetics and inheritance and acknowledgement and follow-up studies by the scientific 
community could have been expected regarding the findings. On the contrary, however, there were 
only two noteworthy reactions: A few researchers questioned his figures, but the majority ignored his 
work for decades (see e.g. Atkins 2003, pp. 46f, van Raan 2004). Only one “misleading” citation was 
made in 1881 (Atkins 2003, p. 47). 35 years later, Mendel’s findings were confirmed or, more pre-
cisely, rediscovered (by Hugo de Vries, Carl Correns and Erich Tschermak) and only then acknowl-
edged by the scientific community for the first time.2 Similarly, but in a different field, the later find-
ings by Planck were first “met by silence [... and] regarded as a mathematical ruse” (Atkins 2003, 
p. 205).  

Reasons for the belated acknowledgement could be that the publication by Mendel “drowned” in the 
vast sea of scientific publications. It is true that, at that time, scientific publications were not produced 
in the same quantity as nowadays (for a discussion of growth rates in science, see Michels and 
Schmoch 2012), but the access to publication data was also unstructured and complicated. While the 
introduction of the internet has increased awareness of worldwide publications (and also facilitated 

1  If not stated otherwise, the term indicator will denote any part of the system that enables the flagging of 
documents or topics (cluster) as “emerging” (or - based on the lack thereof - as “not emerging”). Indicators 
are calculated based on certain characteristics of the publications. Those characteristics that are comput-
able, comparable and stable are labelled features and only these can form the basis for indicators. In them-
selves, features have no explanatory power about the emergence of a topic. However, indicators are gener-
ated by applying these features to rules, topic models etc. The concept of features is explained in more de-
tail in Chapter 4. 

2 http://www16.us.archive.org/stream/planthybridizati00robe/planthybridizati00robe_djvu.txt, last accessed 
on 2014/02/14. 
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open access – an option that was simply not possible with former publication means), past publications 
were restricted to physical outlets and thus also locally bound. Garfield (1970) argues that Mendel’s 
paper would have been cited if the ISI Science Citation Index3 had been around at that time: “I like to 
think that SCl will not only prevent inadvertent neglect of useful work but, feel confident it will pre-
vent much unwitting duplication of research and publication” (Garfield 1970, p. 70). 

Besides the restrictions related to the publication form, there are other known factors that might influ-
ence the reception of a publication. Even if a paper is read by a wide variety of researchers, in the end, 
its reusability in other (related) work and applications determines its dissemination and also the upper 
limit for its citation count. As Mendel’s work was deemed useful in retrospect, other reasons must 
have prevented its recognition. One possible explanation is that Mendel’s paper was refuted simply on 
the grounds of its high innovativeness, i.e. scientists were overwhelmed by the novelty of the findings. 
The gap between the state of knowledge prior to and after his groundbreaking work might have hin-
dered other scientists relating it to their work (cf. Grinnell 1987, pp. 45f). However, another factor that 
will be discussed later in more detail is that Mendel had to rely on Mathematics to explain his findings 
– a fact that was not well received in his scientific environment (Barber 1961, Atkins 2003, p. 47). 
Regardless of the exact or main reason, in the end, the relevance of Mendel’s work was acknowl-
edged, albeit belatedly.  

Given this background, it is important to grasp how humanity evolves as an intelligent species; dis-
coveries and errors (and errors are merely “negative” discoveries”4) are passed on to other humans 
and generations (cf. Section 2.1, Johnson 2013, p. 172). This spread of knowledge avoids repetition of 
efforts, errors and failures and ensures the advancement of science at the research front – the point of 
development where humanity is currently positioned – in contrast to the knowledge level of individu-
als or groups. 

Thus, it becomes irrelevant whether these earlier discoveries were made by the same person, group, 
country etc. Regardless of their source, they form the basis for further common advancement. None-
theless, as the above example and later discussions show, the selection of related work can be biased 
due to various factors (see in particular Sections 2.2 and 3.2.1). However, in the ideal case, research is 
based on the most recent discoveries in a scientific field. 

By developing a system for the semi-automatic detection of emerging topics in science, this thesis 
aims to facilitate their accessibility and observance. The resulting procedure is comparable to detecting 
outliers in a set of documents. The main problem with outlier detection is the correct definition of the 
selection criteria. In this thesis, different indicators were therefore tested for their applicability. All of 
them were calculated using bibliometric data available at the time of publication.  

3 See explanation of Web of Science below, Section 3.1. 

4 Cf. with the “most famous failed experiment in history” by Michelson and Motley, which built the founda-
tion for the refutation of the aether theory (Blum and Lototsky 2006, p. 98). 
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Independent of their application in the resulting system, these indicators can also be interpreted inde-
pendently to enable a better understanding of the evolution process of emerging topics. In particular, 
drivers of and factors for the success of new scientific topics can be derived.  

Deployed in the system developed in this thesis, the indicators enable the detection of publications in 
novel scientific topics and the extraction of deviant publications. The selected publications are pre-
sented to an end user for further inspection. This presentation not only serves as a signal but also fa-
cilitates the monitoring of ongoing research.  

Based on the publication set presented to him, the end user can derive new topics. The focus on single 
documents takes into account their role as catalysts for emerging topics. Every milestone in science, 
be it a discovery, a publication etc., starts as a line of thought. Some work aligns with previous devel-
opments but creates novel ideas so that the line of thought branches. In this sense, earlier research is 
merely the clay that is used as the input for new experiments, discoveries or thoughts. And similar to 
using clay, regardless of its colour or consistency, old ideas from different backgrounds are mashed up 
to form new developments that were never intended by their original producers. 

The resulting “paradigm”, as defined by Kuhn (1973, pp. 10f), is a unique and new topic in the scien-
tific landscape that still leaves enough room and is engaging enough for further scientific activity.5 As 
such, a so-called “paradigm shift” establishes new foundations and frameworks for scientific endeav-
ours. The incorporation of discoveries, new findings and new topics in the scientific landscape thus 
opens up new opportunities for research and allows the advancement of science as a whole. 

When imagining scientific progress as a simple linear equation, a new discovery might be just one 
more input parameter, e.g. one experiment, away. The publication of discoveries creates new input 
parameters from former outputs and allows the aforementioned local and organizational independent 
usage of knowledge. The underlying assumption is that given enough time and findings (by oneself or 
other people) as input parameters, at some point, a new discovery is the output. Thus, the knowledge 
creation process becomes a self-enhancing cycle. In this case, the institutionalization of paradigms 
assures that research is conducted efficiently. In the scientific community, this can be seen as a glob-
ally spanning knowledge cycle similar to that of a knowledge management system within an organisa-
tion (cf. Staab et al. 2001). The scientific publication process allows the cycle to be elevated to a 
global level: 
• Knowledge creation: A “knowledge worker”, in this case a scientist, makes a discovery 
• Capture: The so created knowledge is recorded in a scientific publication 
• Retrieve/Access: The publication can be accessed by the scientific community 
• Use: The knowledge is applied in new contexts or for further work on that topic6 

5 “[Such work is] sufficiently unprecedented to attract an enduring group of adherents away from competing 
modes of scientific activity [...but also] sufficiently open-ended to leave all sorts of problems for the practi-
tioners to resolve.” (Kuhn 1973, pp. 10f). 

6 This is the same as the original definition by Staab et al. (2001, p. 32): “the knowledge worker will not only 
recall knowledge items, but she will process it for further use in her context.” 
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Figure 1: The knowledge cycle as described by Staab et al. (2001, p. 27) shown on the left hand 
side, and transferred to the scientific communication process on the right. 

 
Source: Own illustration, partly adapted from Staab et al. (2001, p. 27) 

Figure 1 compares the initial knowledge cycle as given by Staab et al. (2001) with its described trans-
fer to the scientific communication process. “Research” as an action represents a researcher working at 
his desk, in the lab, at the test bed etc. 

Figure 2: The interplay between the acceptance of a paradigm and its development. 

 
Source: Own illustration, idea from Kuhn (1973, pp. 64f, 67f, 71, 77) 

While the knowledge cycle works on a small scale for individuals (or even as product cycles), the 
scientific evolution process can be described analogously to cycles in economics on a large scale (like 
Kondratieff waves). According to Kuhn (1973, pp. 62ff), the drivers behind scientific revolutions are 
“paradigm shifts”. A paradigm in Kuhn’s sense can be any establishment of concepts, rules or meth-
ods as the foundation of ongoing research. Thus, a paradigm shift represents the replacement of out-
dated beliefs on the basis of new findings. Acceptance plays a major role in this context and is a recur-
ring aspect in this thesis. 

Figure 2 illustrates the relationship between the acceptance of a paradigm and its substitution. Kuhn 
refers to acceptance indirectly when writing about paradigm shifts: A paradigm is neither questioned 
nor replaced as long as no “anomaly” is encountered (Kuhn 1973, p. 62). An anomaly is a contradic-
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tion to the rules stated by the paradigm.7 Depending on the severity of the anomaly and its recurrence, 
a “crisis” can be evoked. This crisis must not necessarily be recognized as such, but it stimulates the 
work on alternative ideas and rules and thus the “discovery” of new paradigms (Kuhn 1973, p. 86). In 
fact, a crisis is not a necessary precondition of a paradigm shift, but rather a catalyst for one.  

In any case, at some point, a new paradigm is found that resolves the anomalies posed by the current 
one. Figure 2 demonstrates that, during a crisis, the acceptance of a paradigm declines constantly, but 
due to the lack of alternatives, the scientific community still clings to it. If, and only if a new paradigm 
has been established, is the old scientific theory rejected (Kuhn 1973, p. 77). In time, the acceptance 
for the new paradigm increases. In the words of Abernethy and Sparrow (1992, pp. 12f), the two para-
digms “battle for acceptance”. 

Again, Kuhn indirectly mentions the importance of acceptance in the scientific community during a 
paradigm shift: “[...] novelty emerges only with difficulty, manifested by resistance, against a back-
ground provided by expectation” (Kuhn 1973, p. 64). By definition, a paradigm shift as defined by 
Kuhn can only be an improvement to the scientific status quo; since the concepts of the old (to be re-
placed) paradigm are taken as a given, the new paradigm must have a higher explanatory power, ap-
plicability and thus utility. And if this is the case, a paradigm prevails over its competitors (Kuhn 
1973, p. 23). Thus, what it boils down to in the end is the acceptance of a paradigm in the scientific 
community. In this context, it should be also noted that progress, e.g. in the sense of crossing bounda-
ries for new developments, is often triggered by the activities of single researchers (cf. Thompson 
Klein 1996, pp. 35, 44) – as was the case in the running example of Mendel. Thus, the acceptance of 
ideas or paradigms is closely linked to the acceptance of individuals (cf. Finger 2000, pp. 305f, Fang 
2014, Grinnell 1987, pp. 49f). 

Figure 3: The cycle of constant paradigm shift in science. 

 
Source: Own illustration, idea from Kuhn (1973, pp. 64f, 67f, 71, 77) 

7 In a similar notion, Fang (2014) shows how discrepancy between the “suitable scope” and the “examined 
scope” can lead to a crisis. 
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Figure 3 illustrates the paradigm shift as described above. Here, the concept of a discovery is intro-
duced, which triggers the paradigm shift. However, the image of such a discovery as a scientist ex-
periencing a “eureka” moment in his laboratory, under an apple tree etc. is rather unrealistic. “Discov-
ery” is an artificial construct to instantiate a theoretical or conceptual idea. In a succession of events, 
the result of scientific progress is thus “attributed to an individual and to a moment in time” (Kuhn 
1973, p. 55) to represent the “consequence of the whole process through which change is analyzed, 
debated and assessed” (Schaffer 1994, p. 19). Ultimately, the respective persons and actions are cho-
sen by the scientific community depending on their impact in terms of applicability, utility etc. 
(Schaffer 1994, pp. 13f). Thus, again, an action can only be denoted a discovery as long as its circum-
stances are accepted by fellow researchers. In Mendel’s case, this led to a time lag between the event 
and its labelling as a discovery (cf. Schaffer 1994, pp. 13f). In turn, the act of singling an action out as 
a discovery facilitates the dissemination and acceptance of a new finding.  

In Kuhn’s sense, the discovery, i.e. the active and conceptual work it represents, is the information that 
was missing in the old paradigm, which fills the gap that is (repeatedly) red-flagged by anomalies dur-
ing the crisis (Kuhn 1973, pp. 77f). Progress in science thus depends on the dissemination of informa-
tion or knowledge and its acknowledgement by the scientific community. In the course of this thesis, a 
closer look will therefore be taken at the diffusion and acceptance of novel topics in science and, pri-
marily, a system developed that spotlights emerging topics.  

Such a system could help to disseminate scientific findings, which – similar to economic goods – 
compete for consumers’ attention. Like products, knowledge that is not used by anyone is worthless. 
Propaganda is thus important and is typically achieved via publishing. The phrase “publish or perish” 
not only applies to researchers, but indirectly to ideas: be published or perished. Publication is only the 
first step on the producer’s side but an idea may perish if it is not acknowledged, as was the case with 
Mendel. It seems natural that some ideas are just not fit enough to survive and have to make room for 
other (better) ideas (cf. van Dalen and Klamer 2005, p. 399). This applies to both the evolutionary and 
economic counterparts. Thus, “publicity” is one key factor for the success of a scientific publication.  

Even though access to publications is much easier today, the fact that the main part of citation research 
is merely “browsing” makes the process and thus the outcome nondeterministic. This is a natural con-
sequence as the process is a non task-oriented, non system-oriented document study (Vakkari 1999). 
Since the researcher “does not have a precise objective in mind [... he] is simply exploring information 
pathways that appear to be exciting and interesting” (Garfield 1984, p. 530). Modern search engines 
and databases should enhance the chance of a (serendipitous) retrieval of sought-after knowledge (cf. 
Section 2.1), but new findings are frequently “overlooked”, even if they have already triggered a trend 
in a sub-group of scientists. Although most of the reasons for this are to do with human nature, they 
could still be eradicated with the help of a method that systematically points out the blind spot of the 
current procedure (cf. Garfield 1970 as referred to above). 

The importance of a “signalling effect” should be highlighted, especially for new findings and emerg-
ing topics: In an early development stage, no concept is known to “outsiders”. Because of this and 
other factors that will be discussed during the course of this thesis (see in particular Sections 2.2 and 
2.3 and Chapter 8), they are easily “overlooked” by the scientific community. A search explicitly for 
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emerging topics becomes necessary.8 Famous examples of innovative findings that forged new paths 
in science include the discovery of the double helix, the already discussed findings in genetics by 
Mendel or the Higgs boson (Higgs 1964, Englert and Brout 1964, O'Luanaigh 2013). As the examples 
show, the scientific community might not (immediately) recognize the importance of the new topics.  

Furthermore, new topics are not necessarily characterized by interdisciplinarity. However, they all 
enhance an existing topic by adding a new perspective, problem or solution. This enables scientists to 
work on issues that were not possible before.9 It might be the case that a theory or a discovery is 
proven wrong later or improved in a later iteration, but this does not diminish the level of potential and 
innovativeness of the topic at the point in time when it was discovered. As was already hinted at be-
fore, the greatest advancements in science are made thanks to the combination of different points of 
view, approaches etc. which in turn demands personalities from different backgrounds (cf. Chapter 7).  

These discoveries are important – in themselves and regardless of their later fate – as they provide new 
“food for thought”; they avoid stagnation in science because – as mentioned earlier – even the pursuit 
of false paths in combination with later rectification is progress. If the associated experience enters the 
knowledge cycle as described above, it can be used in the creation of new knowledge. This goes hand 
in hand with the view that a new paradigm is always an improvement (cf. Kuhn 1973, pp. 64f). 

Therefore, this thesis tries to neutrally identify emerging topics. Their importance or impact can be 
decided by an expert or by the scientific community later. In particular in the latter case, the fate of a 
topic depends on many outside factors that should play no part in its assessment. Funding programs 
that target risky endeavours like topics with unusual or unstable settings and an explorative nature are 
also emerging to support the knowledge creation process at an early stage and avoid unnecessary 
dead-ends.10 This political interest in new topics in science shows that monitoring ongoing research is 
in fact more important than or at least independent of their actual success. 

The difference between a new topic and a new idea is the scope of impact. With the introduction of a 
new topic, the overall setting in which the subsequent publications were framed changes completely. 
Previous work might no longer be applicable in this case. Either a) it does not cover the subject suffi-
ciently or b) the new discovery changes the view tremendously. The former might be the case if for 
instance the problem arises once two previously separate scientific areas are combined. Findings from 
one area were not included in the other area’s research (cf. exaptation in Section 2.1). Now, the com-
bined efforts may shed new light on former unexplained observations or “rejuvenate the merged com-
ponents” (Swanson 1993, p. 606).11 

8 In the course of this thesis, different definitions of new ideas or new scientific topics will be discussed (cf. 
Section 2.1). For now, it is sufficient to say that a new topic emerges on the basis of a discovery or similar 
aspects. 

9 Cf. discussion of paradigm shifts as defined by Kuhn (1973, p. 12). 

10 See for instance http://ec.europa.eu/programmes/horizon2020/en/h2020-section/future-and-emerging-
technologies, last accessed on 2014/05/27. 

11 For instance, combining elements of Mathematics and Biology formed the foundation for Genetics in Men-
del’s case. 
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With the help of a system that increases awareness of new topics at an early stage, new findings could 
be included in ongoing research with a shorter delay. Without it, unnecessary and pointless efforts or 
the reinvention of the wheel can be the consequence. This is inefficient and a waste of time and re-
sources. Note that previous findings might be unintentionally ignored. In this case, some kind of signal 
could help to avoid this mistake. Since topics stagnate as long as they arouse no interest, constant 
awareness of new findings or topics is important to keep research at the cutting edge. The research 
publication process as a global knowledge management tool thus forms the backbone of the scientific 
knowledge cycle. It can be improved by introducing new implementations of its individual compo-
nents. In this regard, this thesis delivers a tool for the retrieval/access part of the knowledge cycle. In 
the following section, the requirements of such a system are discussed. 

1.2 Problem Statement 

Section 1.1 explained the close link between acceptance and dissemination of new findings and the 
consequent need for heightened awareness of them. In the course of this thesis, other factors influenc-
ing the recognition of emerging topics will be discussed. The understanding and acceptance of meth-
ods play a crucial role here. In our example, the reasons for the rejection of Mendel’s work included 
(but were not restricted to) him being regarded as an “intrusive amateur [...] too closely related with a 
church [...whose] deployment of mathematics [...] was confusing” (Atkins 2003, p. 47). Similarly, the 
ideas of the psychologist Egon Brunswik were discarded, because “[c]orrelation and regression statis-
tics had become Brunswik’s indispensible tools of the experimenters’ rival community, “correlational” 
or “differential” psychologists [...]. Lack of acceptance went hand in hand with lack of understanding” 
(Gigerenzer 1994, p. 57). 

Similarly, reasons to do with pride or other emotions may hinder scientists from accepting novel find-
ings. The “confirmation bias” or “myside bias” (cf. Nickerson 1998, Baron 2000, p. 195) observed in 
Psychology shows that people tend to cling to their beliefs even when presented with contradictory 
information. Also, when seeking information, there is a tendency to look for information corroborating 
rather than contradicting one’s own beliefs. Such behaviour can lead to the rejection of novel findings 
(cf. Nickerson 1998). A paradigm shift, as explained in Section 1.1, may be deferred as a result. 

In turn, singling out new findings enables the scientific community to better react to progress. With 
heightened awareness of new findings, the chances increase that their impact will be objectively rec-
ognized. The approach developed in this thesis cannot change the procedures in the scientific publica-
tion system or the decisions individual scientists make. However, it can facilitate the dissemination of 
new findings that otherwise might drown in the vast sea of scientific publications. 

This enables a better if not optimal utilization of available means and resources. Of course, machines 
or scientists are not idle until a new topic is discovered. Yet, awareness of the new topic enables a 
better allocation of the resources. In particular, the new findings can render specific tasks, experiments 
etc. obsolete. Furthermore, scientific funding can be better organized. 
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Figure 4: The process of filtering documents in emerging topics from those in old topics.  

 
Source: Own illustration 
Notes: LDA: Latent Dirichlet Allocation, as explained in Chapter 5. 

Based on this, the goal of this thesis is to develop a system that detects documents in emerging topics. 
A schematic view of the proposed system is given in Figure 4. Two approaches, denoted here as 
“LDA” (Latent Dirichlet Allocation, details given in Chapter 5) and “Rules”, are combined to process 
a set of documents, the “initial dataset”. In the end, the system presents a set of documents to the inter-
ested user (cf. the “result set” in Figure 4). These documents are called “emerging topic candidates”: 
They deviate from the “usual pattern” but their actual status, i.e. the novelty, has not been verified yet. 
Such a deviation can be based on the publication behaviour or the missing similarity with previous 
topics. Separating them from the other documents reduces the document set that a human expert would 
have to inspect. The main goal is to significantly reduce its size while ensuring sufficient coverage of 
emerging topics.  

Two approaches are implemented and tested: 
• The LDA approach builds clusters and calculates their similarity based on textual features  
• The rule-based approach detects single documents that deviate from the publication norm 

The two complementary approaches are compared and combined in this thesis (cf. Figure 4). Addi-
tionally, an approach that links topics based on their textual and reference features is implemented and 
tested. Both features, text and references, can be directly influenced by the authors of a paper and both 
can be used to form connections between topically-related documents: The words and vocabulary an 
author chooses as well as the references he cites indicate the topical background of a document. Both 
parts can be interpreted as the results of a convergence process wherein the authors – independently of 
their whereabouts – gradually reach an agreement about the terms and references to be used in a spe-
cific topic. In accordance with this convergence process, MacRoberts and MacRoberts (1996) describe 
a journal paper as “the last in a series of often dozens of laborious and painful and continuously chang-
ing drafts in which authors and co-authors construct, reconstruct, and negotiate knowledge and in 
which outsiders, notably referees, colleagues, and editors, add their two-bits, often including refer-
ences (usually their own) the author has never seen.” (MacRoberts and MacRoberts 1996, p. 441). 
Based on their connection to the published document, these features will be called “internal features” 
in the remainder of this thesis. 

LDA
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In contrast to these features, there are other factors which are not fully under the authors’ control. For 
instance, the journal chosen for submission may reject the publication. Thus, the authors can only par-
tially determine the output source. Also, even though their decision for a specific journal can be based 
on its characteristics (e.g. the Journal Impact Factor, for a detailed definition see Section 3.2.3), they 
cannot manipulate them. Thus, there are certain external factors that influence the publication process, 
which may differ for emerging and established topics. In particular, certain publication behaviour 
might be “forced upon” the documents in emerging topics, e.g. due to various impeding factors affect-
ing emerging topics that will be discussed in this thesis (see in particular Chapters 6, 8 and 9). The 
resulting discrepancies in publication behaviour, however, can be also used to identify publications in 
emerging topics. These telltale indications of emerging topics struggling to gain ground in the scien-
tific landscape are the basis for the set of rules. The respective features are thus independent of direct 
“manipulation” or influence by authors, and therefore called “external features” in this thesis. 

There have been many studies introducing automatic or more often semi-automatic approaches to de-
tecting new topics in science. Most of them rely on a comparison with other topics in the existing sci-
entific landscape and citation-based indicators (see, for instance, Price 1965, Small and Upham 2009, 
Kajikawa and Takeda 2009, Shibata et al. 2009a, Shibata et al. 2009b). In addition to a high manual or 
computational effort, the former demands a knowledge base that includes all the necessary information 
for many years. Only then is it possible to monitor the fine granular changes in topics and thus detect 
emerging ones. In particular, because scientific fields shift and change, the topics have to be compared 
across field boundaries. Thus, tremendous efforts are necessary to establish sufficient coverage. In 
particular, the huge amount of manual effort required, i.e. labour and time, is very costly. Furthermore, 
the results of manual approaches are not necessarily reproducible.  

Morris and van der Veer Martens (2008) apply the metaphor of the blind men and the elephant to the 
analysis of emerging topics: each approach uses and consequently ‘sees’ only one part of the available 
characteristics of publications. Specifically, many approaches so far focus on citation analysis in any 
form (direct citations, bibliographic coupling, co-citation, cf. Section 3.3.3). Citations are – even unin-
tentionally – biased for many reasons (see Section 3.2.1 and Chapter 8, MacRoberts and MacRoberts 
1996, Bornmann and Daniel 2008). In particular, a publication’s accessibility and visibility can influ-
ence its citation rate tremendously. Citation-based detection relies on the judgment and capability of 
the scientific community to identify emerging topics among the vast number of monthly or yearly 
publications. In addition to detecting a new topic, the scientists also have to acknowledge and use it to 
provide grounds for a citation. These requirements make high demands on the capability and flexibil-
ity of the scientific community.  

Moreover, citation analysis requires a time window. Citations need at least a couple of years to be 
made (Rinia et al. 2001, Glänzel and Schoepflin 1999) and a citation analysis can only be conducted 
two years after the initial publication date at the earliest. Thus, detection of emerging topics via cita-
tion analysis would have a time lag of several years (cf. Kajikawa and Takeda 2009) – a requirement 
that is counterproductive to the goal itself since, by then, the topics would no longer be emerging. 
Also, the fact that someone else has already cited the respective documents shows that the topic has 
been “discovered”. In fact, as citation analysis relies wholly on the discoveries of others, the detection 
becomes obsolete.  
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In contrast, this thesis analyzes the characteristics of the publications themselves (and thus only infor-
mation available at the time of publication) to identify indicators of innovative papers. The goal is to 
find indicators that could be used to separate innovative papers from the rest.  

As a starting point, features are selected which are assumed to be suitable for this purpose. These fea-
tures rely on characteristics of the publications and the respective references, journals or authors. It is 
important that the features can be calculated for all the documents involved and that their different 
values are comparable in any form. For textual features, this is achieved using a similarity function 
between the term distributions. More details are given later in Sections 4.3 and 5.2 and Chapter 9. 
Since interdisciplinarity is often named as one of the drivers of innovation, this feature is analyzed 
separately in more detail (cf. Chapter 7). Hypotheses for all the features are formed in Chapter 6 that 
describe how the feature values should differ for documents in new topics (“new documents”) com-
pared to those in established ones (“old documents”). For instance, one of the hypotheses states that 
new documents are published more often in multidisciplinary journals than in specialized, mono-
disciplinary ones.  

The assumed setting for this thesis is a set of documents, M, from which documents representing new 
topics in science should be selected (cf. the “initial dataset” in Figure 4). These M documents12 can 
cover several consecutive years, but at least two years are needed for the approach to work. In the 
example illustrated in Figure 5, the time span of three years is represented by the time periods y1-y3. 
The innovative papers are to be found in the most recent year, i.e. – in the example – y3, which is also 
denoted as the observation year. In a real world application, this would correspond to the current year. 

Figure 5: Topic clustering and subsequent connection of topics. 

 
Source: Own illustration 

For the observation year as well as the preceding years, the documents are grouped according to their 
topical relatedness (Step 1 in Figure 5). The topic models produced in this way are thus generated 
separately for each time period. For instance, in Figure 5, there are no overlaps in the topics for y1, y2 
and y3. Therefore, each year is treated separately to deduce the topics. Then, the topics of consecutive 
time periods are compared. Similar topics are “linked” to identify chains of topics and their evolution 

12 The Appendix features a full list of all variable and parameter names used throughout this thesis. Please 
note the special usage of variable names for sets of instances and their size as shown on p. 206. 

Document in emerging 
topic
Document in established 
topic

Document (no 
labelling)

Step 1 Step 2

y1 y2 y3 y1 y2 y3 y1 y2 y3

Step 3

y1 y2 y3
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(see Step 2 in Figure 5). However, more importantly, those topics that have no predecessor can be 
identified (marked red in the graph). The respective documents are labelled candidates for new topics. 
A closer look at the exact approach will be taken in Section 4.3. Nevertheless, the main objective of 
this thesis is to identify parameters that could be used to 
• group the documents by topic (Step 1), 
• calculate the degree of similarity between topics in different time periods (Step 2), and 
• make the result set more precise by applying the specific indicators of emerging topics (Step 3, 

rejected documents are greyed out) 

In particular, the time span inspected needs to be evaluated: Are the predecessors of a topic only 
sought in the preceding year or is a longer time span considered? Of course, the chance of finding a 
predecessor increases with more topics and not all topics appear in two consecutive years. Yet the 
computation time and the error rate also increase if the time span is extended to include more years. 
This has to be considered when defining the time span for the approach (see Section 9.3.2). 

Furthermore, the set of indicators used in the overall approach has to be determined. As mentioned 
above, different features and hypotheses are tested in this thesis. In the end, those that are the most 
useful for the detection of emerging topics are selected. In this way, specific characteristics can be 
derived for new topics. These characteristics can help to deepen the understanding of how new topics 
are formed and evolve. 

1.3 Readers’ Guide 

The remainder of this thesis is structured as follows: There are three main parts which comprise an 
overview (the current part, “I. Overview”), the theoretical background (“II. Fundamentals”) and the 
contributions of this thesis (“III. Contributions”).  

The first part finishes with Chapter 2, which gives a definition of emerging scientific topics and ex-
plores potential indicators. In particular, Section 2.2 provides the theoretical background for the ex-
plicit exclusion of citation analysis as an indicator of emerging topics. 

The second part, “Fundamentals”, explores the theoretical background of this thesis. Specifically, 
theoretical basics are explained in regard to bibliometrics in Chapter 3 and in regard to Machine 
Learning and in particular LDA in Chapters 4 and 5.  

The third part presents the results of this thesis. A first, explorative attempt to assess possible indica-
tors of emerging topics on the basis of a regression is conducted in Chapter 6. The role of interdisci-
plinarity for the development and discovery of emerging topics is explored in Chapter 7. A study that 
supports the theoretical background in Section 2.2 is presented in Chapter 8. In Chapter 9, the overall 
approach is assembled and calibrated in regard to the parameters. The chapter ends with an evaluation 
of the implemented system in a test environment. Chapter 10 examines the terms used in emerging 
topics. Finally, Chapter 11 summarizes the findings and gives an outlook to future applications. 
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Table 1 shows the author’s previous publications and their role in this thesis. The thesis is based to 
varying degrees on these publications. In particular, earlier versions of Chapters 6, 7 and 8 have al-
ready been submitted, published or prepared for submission. The reader is referred to the respective 
publications for a more general setting of the analysis and results. 

Table 1: Relation between this thesis and the author’s previous publications. 

Referred publication Status Usage in this thesis Relation 

Michels and Rettinger 
(2014) 

Published (discussion  
paper) 

Describes a previous 
version of the ap-
proach presented in 
Chapter 5 

Preliminary studies for 
this thesis. 

Michels and Schmoch 
(2012) 

Published (refereed journal) Cited on pp. 1 and 41 Serves as motivation 
because the observed 
increase in data due to 
better coverage makes the 
described system neces-
sary. 

Michels and Fu (2014) Published (refereed journal) Cited on pp. 27 and 40 Shows the influence of 
document types on cita-
tion analysis. 

Schubert and Michels 
(2013) 

Published (refereed journal) Cited on pp. 24 and 43 Describes the influence of 
the publication source on 
the citation count of a 
publication. 

Michels and Schmoch 
(2014) 

Published (refereed journal) Cited on p. 42 Shows the interrelation 
between monitoring pub-
lication behaviour and 
adaptation thereof by the 
observed authors. 

Michels and Neuhäusler 
(draft) 

Prepared for submission 
(refereed journal) 

Resembles Chapter 6 
in large parts 

Shows the differences in 
bibliometric characteris-
tics for emerging and 
established topics. 

Michels (2013) Published (conference 
proceedings) 

Resembles Chapter 7 
in large parts 

Describes various meth-
ods to measure interdisci-
plinarity and its impor-
tance for emerging topics. 

Michels (under review) Under review (refereed 
journal) 

Resembles Section 2.2 
and Chapter 8 in large 
parts 

Analyzes the interrelation 
between a topic’s status 
and the citation count and 
timing of the associated 
documents. 

Source: Own illustration 
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2 Emerging Topics and Their Indicators 

The outline and implementation of a system to specifically detect emerging topics depends heavily on 
how these topics are defined and the inferred assumptions. However, even a common understanding of 
the term “topic” has proven difficult, in particular because the terminology changes with each new 
definition. In the following, a brief description is given of different levels of aggregation in science, 
i.e. topics, research areas and disciplines, where a discipline is the highest aggregation level for sets of 
publications. This overview is intended to foster an understanding of the approach and the granularity 
of its application. 

Topic 

According to the Oxford dictionary of English (2010, p. 1521), a topic is “a subject of a text, speech, 
conversation, etc.”. In the following, a topic is defined as a common subject of at least two independ-
ent documents, i.e. – in this thesis – scientific publications. Thus, a minimum of two groups of scien-
tists have to work on the topic independently of each other. This explicitly excludes algorithms in 
Computer Science that are only used by single research groups. Nevertheless, it allows high granular-
ity in terms of topic size: Small topics are made visible but their birth and death rate is relatively high. 
Every topic introduced by one research group or author that does not arouse the interest of at least 
another person seems to be merely personal interest (or a “hobby horse”) and not scientifically worth-
while. This holds in particular for the assumption made on scientific progress in Chapter 1. The in-
volvement of different authors or research groups is thus necessary.  

Specific to scientific publications is that the continuation of a topic is perceivable via the reference 
lists, even if the authors of a second publication do not use the same words or concepts. Therefore, 
even though the reference list might not be a clear indicator for the innovativeness of a publication, it 
can indicate the document’s topic. Analogously to the textual part, the reference list is thus a mixture 
of topics (cf. Section 5.1, Leydesdorff 1998). 

This thesis relies on the definition of “scientific specialties” by van den Besselaar and Leydesdorff 
(1996) in accordance with Kuhn (1973, pp. 10f) to define topics. In this case, a scientific specialty, or 
topic as it will be called in the remainder of this thesis, is an aggregation of an author network (“peo-
ple working on the same set of research questions”), a methodological network (“using the same 
methods”) or a reference-based, i.e. co-citation-based network (“referring to the same scientific litera-
ture”, van den Besselaar and Leydesdorff 1996, p. 416). In agreement with McCain (1990), they state 
that the “communication within such a network is more intensive than the communication with re-
searchers in other specialties” (van den Besselaar and Leydesdorff 1996, p. 416). In order to measure 
such communication or rather to use this communication to identify the respective networks, they use 
citations between journals.13 Their study on Artificial Intelligence shows in addition the difficulty of 
a) deciding whether a scientific topic is still in an emerging phase and b) defining the scope of a topic. 

13 For a discussion of establishing disciplinary boundaries via journal-to-journal citations see Section 3.3.4. 
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Research Area 

A research area lies between a topic and a discipline in terms of its aggregation level and thus (typi-
cally) size. Similar to a discipline and in contrast to a topic, it is definitely persistent. Yet new areas 
might be spawned. Areas are collections of established topics that are publicly known and approved. 
Due to their long persistence, they have clearly assigned labels. Examples for areas on different aggre-
gation levels are the Web of Science subject categories (cf. Section 2.4) and the 22 fields defined for 
the Essential Science IndicatorsSM14. The research areas of the latter range from Neuroscience & Be-
haviour and Agricultural Sciences to Space Sciences. 

Discipline 

Again using the definition given by the Oxford dictionary of English (2010, p. 408), a discipline is “a 
branch of knowledge, especially one studied in higher education”. Thus, the hierarchical relations 
between a topic, a research area and a discipline can be illustrated in terms of the course of one’s stud-
ies; first, a student chooses a discipline that he wants to study. After some general courses as an intro-
duction to the discipline, he has to decide which areas he wants to specialize in. In the end, the final 
thesis is one of many topics the student picks in this area.  

Several classification systems exist for scientific disciplines, especially for the use of educational stud-
ies. The list of fields of studies by the Statistisches Bundesamt offers a classification in 10 disciplines 
(Fächergruppen), which are in turn separated into 60 fields of study (Studienbereiche, Statistisches 
Bundesamt 2013). The specializations of these fields (270 in turn in total) are all on similar aggrega-
tion levels, but still differ notably in size. For instance, the discipline “Sports” has only one field of 
studies (“Sports, Sport Science”) which covers two specializations (“Sports Education/Psychology” 
and “Sport Science”). Conversely, the biggest discipline (“Linguistics and Cultural Studies”) has 17 
fields of studies and 87 specializations, ranging from “Ethics” to “Computer Linguistics” to “School 
Pedagogics”. 

The “Classification of Instructional Programs” (CIP) by the U.S. Department of Education's National 
Center for Education Statistics (NCES) distinguishes between 47 disciplines ranging from “Visual and 
Performing Arts” to “Engineering”.15 The Joint Academic Coding System (JACS) is provided by the 
Universities and Colleges Admissions Service (UCAS) and the Higher Education Statistics Agency 
(HESA). It currently contains 88 disciplines16. The JACS classification is regularly reviewed and up-
dated in order to “understand any new developments in the identified areas that may not have been 
reflected” in previous versions.17 In the last update (to JACS 3.0), 12 areas had to be reviewed. 
Among others, Bioengineering was moved to a higher hierarchical level in order “to reflect that Bio-

14 http://sciencewatch.com/about/met/journallist/, last accessed on 2012/08/16. 

15 http://nces.ed.gov/ipeds/cipcode/browse.aspx?y=55, last accessed on 2012/08/16. 

16 The term “discipline” is used somewhat loosely in this context, but all labels at the second level in the hier-
archy basically correspond to the definition of a discipline in this thesis. 

17 http://www.hesa.ac.uk/content/view/1776/649/, last accessed on 2012/08/16. 
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engineering [...] is now a well-defined discipline in its own right”.18 In a similar way, Computer Sci-
ences was split from Mathematics.19 These examples show that, despite the above made statements, 
there can be changes in the order of disciplines or areas, but they are not as frequent as changes in the 
topic landscape. Disciplines have longer durability and cover several topics. Changes in topics might 
be reflected in the overlying disciplines. In this case, the changes have a permanent effect the overall 
structure. For instance a topic could be elevated to the hierarchical level of a research area/discipline. 
In other cases, a novel, overlapping discipline can better account for the frequent interchange between 
topics of previously disparate disciplines. 

Based on the definition of a topic used above, the remainder of this section gives the definitions for 
emerging topics and features that are used in the course of this thesis. Possible indicators are dis-
cussed. In particular, Section 2.2 explains why citation analysis, a widely-used tool in bibliometrics, 
cannot be applied to detect emerging topics. The theories that are presented here are confirmed later 
by comparing the number and timing of citations of emerging and established topics (Chapter 8). The 
Section 2.4 depicts the data used in this thesis, while the final section relates the main points of this 
chapter to the remainder of the thesis. 

2.1 Definition of Emerging Topics 

As stated above, a topic denotes the conceptualisation of combined efforts, means and intellectual 
basis (references). The topic itself can be reified by the resulting scientific output, i.e. a set of scien-
tific publications. Scientific publications and the accompanying bibliometric data are more informative 
than a summarizing text for the topic (even though this might be the more condensed form with no 
redundant information). Thus, the representation of a topic (immaterial) via the connection to scien-
tific publications (materialized, even if in digital form only) is superior to a textual abstract. Based on 
this information, connections to other publications or topics can be traced, e.g. by the (re)use of vo-
cabulary/terminology or references to former work. In this way, a network of topics can be constructed 
that spans several years and shows relations between topics. 

More importantly, however, topics without connections or with only weak ties to earlier topics can be 
identified. It seems reasonable that topics without a predecessor are by definition emerging. This is the 
case in particular if a leap is taken in the development of an idea, such as a new treatment for a disease 
or the improvement or new application of an algorithm in Computer Science.  

The basis for such a new topic is a discovery or the merging of previously unrelated topics. Basically, 
both forms of evolution result in findings that enable new technologies or applications capable of solv-
ing old problems. Topic development can be better illustrated by comparing it to the evolution of spe-

18 http://www.hesa.ac.uk/dox/datacoll/jacs3/Bioengineering.pdf, last accessed on 2012/08/16. 

19 http://www.hesa.ac.uk/dox/datacoll/jacs3/Mathematics_and_Computing.pdf, last accessed on 2012/08/16. 
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cies (see Figure 620). Every species evolves over time, in the same way that every topic develops with 
every new publication. The changes may be marginal in individual years, but a change is perceivable 
in retrospect, even for an outside observer. Branches of a topic, like the different races of a species, 
might adapt to different circumstances more or less successfully. However, a more rapid and drastic 
change in the set of topics and species can be achieved by combination or mutation. A mutation is a 
change in the genetics that introduces a new combination independent of hereditary. New gene combi-
nations enter the gene pool, which allow new attributes or abilities. Thus, a former topic continues to 
exist, but on a higher level or in a different direction or manner which make the connection no longer 
important or even tangible. Swanson (1993) states that a scientific speciality “may fragment into new 
subspecialties or develop new relatedness with other older specialties – relatedness that may be unin-
tended and unnoticed” (Swanson 1993, p. 619). In the same way, previously independent specialties 
might merge to form a new hybrid species. Similar to a new species in biology, a topic which results 
from the combination of other topics can also be assessed as “new”. This merging does not necessarily 
occur between two equally developed or equally influential topics. Rather, Upham and Small (2010) 
write that a successful research front can be “absorbed” by other fronts if it does not grow in competi-
tion. 

Figure 6: Development of a topic over time in comparison to real evolution. 

 
Source: Own illustration, upper image downloaded from deskarati.com21 

On a lower aggregation level, topics can emerge as one result of new ideas or findings. Johnson (2013) 
lists different sources of such ideas, most of which depend on lucky chances and/or a diverse stimula-
tion. In the following, a closer look will be taken at four of these sources: 

20  Actually, the illustration in Figure 6 depicts the theory of evolution according to Lamarck, which is an even 
better image for the development of scientific topics than Darwin’s theory. Lamarck’s theory represents a 
change based on intrinsic motivation (of a species or – transferred to this thesis – a topic), while the “sur-
vival of the fittest” in Darwin’s theory depends on external selection criteria. 

21 http://deskarati.com/wp-content/uploads/2012/10/lamarks-giraffe.jpg, last accessed on 2014/02/17. 
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1. The “adjacent possible”: One natural limitation of ideas is that they need the appropriate context 
and means in order to become applicable and acceptable. Babbage’s “analytical engine”, for in-
stance, could not be constructed during his lifetime (Johnson 2013, pp. 46f). Thus, even though 
the first programmable computer had been drafted, the material needed for its construction was 
not yet available. Analogously, the applications and means need to be available for ideas to be 
accepted (Finger 2000, p. 305). Atkins (2003, p. 47) argues that – besides many other factors – 
only a modern view could help to put Mendel’s results in context with inheritance. Thus, pro-
gress in such an area might be impeded until other aspects “catch up”. In contrast, other inven-
tions or findings seem to force themselves upon humankind, as they “appear” in different con-
texts independently (Ogburn and Thomas 1922). For example, the automobile was invented al-
most simultaneously by both Gottlieb Daimler in Stuttgart and Karl Friedrich Benz in Mann-
heim without prior consultation between the two. Kuhn (1973, p. 65) also refers to the fre-
quently made observation of similar and concurrent discoveries and attributes it to the constant 
demand for change as soon as a paradigm is introduced.22 A similar notion is the establishment 
of a general framework with gaps to be filled later. A good example of how the “adjacent possi-
ble” might be conceivable but still not tangible is the periodic table by Mendeleyev, which, at 
the time of its publication, contained gaps for elements yet to be discovered (cf. Boden 1994, 
pp. 81f). 

2. Serendipity: Lucky chances have helped to unearth new facts but also permit new perspectives 
of established frameworks (cf. Grinnell 1987, pp. 31ff). Penicillin is one of the more famous ex-
amples of a lucky stroke as its discovery followed Fleming’s observations of a mould. Serendip-
ity is the exact opposite of goal-oriented work. Also, by definition, it is difficult to trigger. John-
son (2013, pp. 111ff) names information exchange, distractions, browsing etc. as possible trig-
gers of serendipity. In analogy to a poem by Roth (“Das Hilfsbuch”), a researcher might have 
begun work with a certain outcome in mind, thus acting in a goal-oriented way, but then dis-
missed that notion for another more promising route. 

3. Falsity: Disruptive factors have been shown to enhance the creativity and outcome of research 
groups (Nemeth 1995, Cheruvelil et al. 2014). Also the results of erroneous experiments etc. are 
not necessarily setbacks (cf. Section 1.1). Considering the running example followed in this the-
sis, Mendel’s research was initially assessed by himself and his fellow scientists as a failed at-
tempt to deliver a background for hybridization: The original experiments performed by Mendel 
were not meant to be an explanation of heritage, but a scientific foundation for hybridization. 
Considering only this aspect, they were a failure – and were also presented as such. Regardless 
of this, however, the results held the potential for the discovery of the rules of heritage. That 
they were the outcome of an operation with a completely different purpose is irrelevant. Quite 
the contrary in fact: Since errors in concepts and executions force researchers to think in new 
ways and adapt to new circumstances, they build one foundation for the paradigm shifts men-
tioned by Kuhn (1973, pp. 71, 77).  

4. Exaptation: Established methods, means or tools from other fields can be adapted or misused to 
build something new. In nature, mutation, falsity and serendipity lead to evolution or the “next 
step” (Johnson 2013, p. 172). Exaptation is the natural consequence after accomplishing a new 
tool (via a mutation or serendipity) for new purposes. One example is Gutenberg’s usage of 
wine presses for book printing (Johnson 2013, pp. 168f). Exaptation can also be a “spillover” 
between disciplines or research groups, like in the case of Watson and Crick, who acquired ini-

22 “[T]raditional pursuit prepares the way for its own change” (Kuhn 1973, p. 65). 
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tial input about the molecular structure of DNA from another research team (Atkins 2003, p. 80, 
Johnson 2013, p. 184). A study by Ruef (2002) also shows that organizations with a bigger and 
more multifaceted social network are more creative. The respective people collect ideas, find-
ings, means etc. from various sources and contexts and are able to combine them. According to 
Boden (1994, pp. 75f), creativity is characterized by the ability to mingle existing ideas in a new 
way. 

Exaptation is not the only source of novel ideas, but it integrates the other methods. Also, it enables 
the “gatherer” to outsource the (knowledge) production process to many heads. This allows him to 
focus on the combination of the means and tools at hand. 

Analogously – and corresponding more to the typical image of a researcher – gatherers in science do 
not necessarily need a big social network. They are able to collect ideas and insights from various 
sources using publication data. There are – in theory – no restrictions in respect to the quantity or dis-
ciplinary borders for this process. However, exaptation is especially fostered when disciplinary bor-
ders are crossed. This is fully in accordance with the given definition of novelty that something new 
can be created by the adaptation of outside means and concepts. 

Figure 7: Innovation and stage of development. 

 
Source: Own illustration, adapted from Utterback and Abernathy (1975, p. 645) 

When the topic starts, no “planning” is possible as the exact outcome, potentially applicable and de-
rivable methods have not yet been determined (see left hand side in Figure 7). In this regard, the topics 
resemble products for which, at the beginning, “market needs are ill-defined and can be stated only 
with broad uncertainty” (Abernathy and Utterback 1978, p. 45). However, social needs or interests in 
combination with new findings leads to new topics (cf. Upham and Small 2010). As stated above, the 
outcome might be a topic that can develop independently and even evolve into a scientific discipline 
(Upham and Small 2010). 

The progress in the beginning however is largely determined by the social setting of the topic. Invest-
ments have to be made by other researchers before entering or even understanding a topic, making the 
communication of findings, concepts and possibilities difficult (Callon 2000). Also, the knowledge 
production process and outcomes are instable in the beginning – a fact that can also influence the vo-
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cabulary used by the researchers. More tangible might be the rivalry and the uncertainty in the net-
work configuration, as methods, expectations and individuals enter and exit repeatedly (cf. Table 2). 
As explained above, rivalry or even “power struggles” might not only hinder the knowledge transfer 
from the inside of a topic but also from the outside, as the establishment and acceptance of a new topic 
is a highly socialized process. The process heavily depends on the way of dissemination, which in turn 
requires a strategic approach to ascertain stability and then growth (Weingart 2003, p. 47). 

Table 2: Comparison of network configurations for emerging and stable topics. 

 Emergent Configurations Stable Configurations 

Knowledge Statements + instruments + embodied 
skills 

Statements are information because 
embodied competences are duplicated 

 Non-substitutability between codified 
knowledge and embodied knowledge 

Codified knowledge and embodied 
knowledge are relatively substitutable 

 Private knowledge: rivalry and ex-
cludability 

Knowledge is public – i.e. non rival, 
non-exclusive – within the networks 
where it circulates 

 Knowledge replication = laboratory 
replication 

Knowledge replication = coding and 
replication of strings of symbols 

 Local knowledge is generalized 
through successive and costly transla-
tions 

The degree of universality of knowl-
edge is measured by the length of 
networks 

States of the world List and identity of social and natural 
entities constantly reconfiguring 

List and identity of social and natural 
entities are known 

 States of the world revealed, ex post, 
through trials and interactions 

All states of the world are known ex 
ante and the probability of their oc-
currence can be calculated 

 Uncertain and vague knowledge uses Uses of knowledge are predictable 

Modalities of action Programs only exist ex post, as the 
outcome of action and learning 

Research programs (problems + op-
erations) are defined ex ante and pro-
vide a framework for action (coordi-
nation) 

  Rational expectations 

 Cooperation is an obligatory passage 
point for action i.e. for translating 
identities and interests and for negoti-
ating the content of knowledge 

Cooperation is a strategy for cost and 
risk sharing or for consolidation of 
power position 

Source: Adapted from Callon (2000, p. 203), translation by Callon 

In the remainder of this thesis, emerging topics will always be differentiated from “established topics”, 
i.e. topics, which have already reached the level of maturity described above. For the sake of simplic-
ity, they might also be referred to as “new” and “old” topics, respectively. In the same way, to facili-
tate reference at the document level, documents in emerging topics will be called “new documents” or 
“new instances”. The remaining documents will be referred to as “old documents” or “old instances”. 
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“Innovation” in this context refers to the process of working in such an emerging topic as this – per 
definition – requires the application of new methods or ideas.  

The topical relatedness of two groups of documents can be measured in various ways. In this thesis, 
one dataset is based on the Science Map report by the Japanese National Institute of Science and 
Technology Policy (NISTEP, Saka, Igami and Kuwahara 2010). In this report, Saka, Igami and Ku-
wahara calculated the overlap in research fronts with the preceding report. Other studies have used 
citations or references to map the connections between topics (cf. for example Small 2006, Shibata et 
al. 2009c, Hummon and Doreian 1989, Kajikawa and Takeda 2009, Verspagen 2007). However, cita-
tion analysis assumes there is already a sufficient degree of awareness of ongoing work on the topic 
and a time lag that makes citations between related works possible (cf. Section 1.2). Since the data in 
the NISTEP Science Map report was generated by overlaps with the previous report, this would – in a 
more general context – demand knowledge about previously established topics. In this thesis, the 
analysis of topics in former periods is one of many features on which the discovery of new topics is 
based. It is complemented by other features that rely on publication data. The following section ex-
plains in more detail why citation analysis cannot be used to discover emerging topics. 

2.2 Citation Behaviour as an Unreliable Indicator of Innovation23 

A scientific career is heavily influenced by the impact of the respective publications. An unread or 
unused scientific publication cannot foster the progress of science. Usually the impact of publications 
is measured via citation counts. Citation counts easily denote how often a publication is used – regard-
less of which way. Citations are counted regardless of their context or their quality. In this sense, sci-
entists’ attitude to fame is the same as celebrities’ – bad publicity is better than no publicity.  

Some studies even suggest that citations equal some kind of quality measure. But clearly, there has to 
be a differentiation made. For one, citations can be used to refute or criticize previous work. Also, 
general reviews might be cited more often even though or because they present a summary of earlier 
work rather than novel ideas (cf. MacRoberts and MacRoberts 1996). Other work is applicable in 
more than one context and is thus cited more often, e.g. Aksnes’ paper (2003) on self-citations is fre-
quently cited when the exclusion or inclusion of self-citations in bibliometric studies is discussed.  

Various forms of citation-normalization have been introduced in bibliometric analyses to make up for 
differences in citation behaviour across scientific disciplines or fields, countries and even journals (c.f. 
among others Leydesdorff and Bornmann 2011, Leydesdorff and Opthof 2010, Leydesdorff, Zhou and 
Bornmann 2013, Zhou and Leydesdorff 2011, Zitt and Small 2008, Waltman et al. 2012, Glänzel et al. 
2011, Zitt, Ramanana-Rahary and Bassecoulard 2005, Zitt, Ramanana-Rahary and Bassecoulard 
2003). Sometimes citation rates are related to the average citation number in that field (field expected 
citations) or journal (journal expected citations). These values are supposed to relate the citation num-
bers to the “usual” value, which might differ by field or depending on the journal’s popularity and 
market coverage. Normalization might succeed in cases where the bias can be corrected automatically 

23 Parts of this section were submitted as part of a research paper (Michels under review). 
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by comparison with expected values, e.g. the average field citation rate. However, in the remaining 
cases, the distinguishing factor might not be identifiable or extractable. In particular, in the case of 
emerging topics, the normalization for the current “status” of a document’s topic might prove difficult 
to implement. 

The basis of an emerging topic in science can be a new discovery or a merger of former unrelated top-
ics. In turn, this may be the result of serendipity or alternative creativity, thinking outside the box, or 
any other factors that can be designated a “lucky strike” (cf. Section 2.1). All kinds of evolution can 
lead to findings that enable new technologies or applications. The speed with which their impact ma-
tures in a field can vary (Dorta-González and Dorta-González 2013) and thus also the reception of the 
new topic in the field which is measured using citations. 

Citation rates are usually treated as an indicator of a paper’s quality. They are used as an external sig-
nal to judge the complex concept of quality. This corresponds to using audience ratings to measure TV 
programmes’ quality, whereas, in most cases, high rates are the result of a “concept for the masses” 
combined with good placement (time and channel).24 In line with this idea, a low citation rate could 
also indicate outstanding papers in so far as no one else is working on the same topic. 

In accordance with the “concept for the masses” theory, Garfields’s (1979) explanation for the many 
citations of a paper by Lowry et al. (1951) is supported by the statement that “nearly everyone” could 
use it. Therefore, citations are – at the point in time when they are made – merely a sign of ongoing 
research that can be easily adapted by other scientists. Arrow et al. (2011) stated that, in economics, 
citations are biased in favour of the largest subfields. On a similar note, citation counts are, according 
to Garfield (1979), “…nothing more, nor less, than a reflection of that [scientific] community’s work 
and interests” (Garfield 1979, p. 364). In accordance with that, he also defines the number of citations 
a paper receives not as a measure of “importance” or “impact” but of “utility” (Garfield 1979). The 
problem is that the converse argument is not necessarily true, as there is no implication about the (po-
tential) usefulness of uncited/unnoticed publications. 

In contrast to Garfield, van Dalen and Klamer (2005) state that the uncited majority in science is not – 
as sometimes purported – mere “waste”, but a necessary side-effect of creativity: “Eliminate waste and 
you eliminate the possibility of a rare, outstanding piece of work” (van Dalen and Klamer 2005, 
p. 399). The same rule applies to innovation in academia (“the winner takes it all”). According to the 
authors, trial and failure are thus the typical fare in science. 

Of course, lower citation rates can also stem from other factors, some of which might be mere side-
effects of publishing in a new topic. Johnston, Piatti and Torgler (2013) show that the citation rate is 
lower for theoretical (in contrast to empirical) and single-country publications. The former are hard to 
evaluate on a large scale (Johnston, Piatti and Torgler only show it for publications in the American 
Economic Review), but the number of countries can be more easily evaluated. The question is, how-
ever, whether the latter is perhaps also a side-effect of some other (hidden) characteristic of the paper. 

24  Note that, in science, the target audience is both supplier and consumer (cf. Franck 1999), while in the TV 
programme simile, the audience acts as a consumer only. 
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Documents might be underestimated or less visible because they are cited less than other publications. 
This might be enforced by the Matthew effect (Merton 1968) – those that already have much (i.e. 
many citations) gain even more, those that have less gain nothing. 

As in the case of Mendel, certain publications might be “overlooked” by the scientific community and 
thus not cited for a longer period despite their (latent) impact (cf. van Raan 2004, Costas, Leeuwen 
and Raan 2011). The innovative papers by Nobel Prize winners Hans Krebs and Barbara McClintock 
were rejected by the journal Nature (Kilwein 1999, Benos et al. 2007). However, Glänzel and Garfield 
(2004) showed that belated recognition in terms of citations is relatively rare (0.013%) and affects the 
scientific disciplines differently, concluding that the Mendel syndrome does not occurs as often as one 
might think. 

Franck (1999) stated that time constraints make citations more and more superficial and that “advertis-
ing, public relations, and marketing” are therefore necessary tasks on the authors’ (i.e. the suppliers’) 
side to make up for this deficit on the readers’ (consumers’) side. He mentions that this is especially 
the case with a new theory for which “the attention received […] often differs from what it deserves 
after a second look” (Franck 1999, p. 54). 

As such an “advertising” effect, Schubert and Michels (2013) showed that the choice of journal can 
influence the citation rate of a publication. Similarly, van Dalen and Klamer (2005) pointed out that 
the reputation of a journal can be seen as a signal for the scientific community. However, it is also a 
question how much authors can influence where they publish novel ideas – “avoidance of unconven-
tional ideas” is one of the biased reasons for rejections of papers noted by Benos et al. (2007). They 
conclude that “avoidance of avant garde and controversial topics by reviewers and editors could ham-
per the advance of science” (Benos et al. 2007, p. 147). 

Barber (1961) gives a number of reasons why scientists reject new discoveries, explanations and 
methodologies in Science. In particular, he lists 
• Substantive concepts: Concepts that persist because the new findings are not understood or ac-

knowledged as the old ones seem to be more explanatory or intuitive. 
• Methodological Conceptions: The resistance to findings that stem from applying different methods 

or perspectives, e.g. the usage of “rather difficult mathematical deductions” by Mendel in Genetics 
(Iltis 1932 cited by Barber 1961, p. 599). 

• Professional Standing: “[…] the dignitaries who hold high honors for past accomplishment do not 
usually like to see the current of progress rush too rapidly out of their reach” (Zinsser 1940, p. 105 
cited by Barber 1961, p. 601). 

• Professional Specialization: e.g. “medical specialists have a long history of resisting scientific in-
novations from what they define as “the outside”” (Barber 1961, p. 601). 

The issue might be more profound for premature discoveries, for which Stent and Hook (2002) name 
two criteria for identification: 1) No impact is achieved and 2) “its implications cannot be connected 
by a series of simple logical steps to contemporary canonical knowledge” (Stent and Hook 2002, 
p. 84). Thus, in contrast to the aforementioned arguments, the scientific community does not refuse to 
acknowledge new findings, but rather they cannot acknowledge them, because there is still a missing 
link to ongoing work (cf. Grinnell 1987, pp. 45f as referred to above). However, it is difficult to tell 
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the difference and in most cases also irrelevant. More often, the (fellow) scientists are blamed for their 
stubbornness – as for instance in the case of Planck: 

“There are two lessons here for our comprehension of the scientific method. One is that revolutionary 
ideas gather strength from resistance to continuous attack. Unlike in some other fields of human en-
deavor [...], in science a crazy idea is subject to constant attack, especially – really especially – if it 
overthrows an established paradigm. The second lesson is that old men [...] are not the best evangelists 
of radical science [...]. Like new mores, new paradigms become accepted only as old generations die” 
(Atkins 2003, p. 205). 

Glänzel and Schoepflin (1999) considered a citation window of 2 to 3 years appropriate in the major 
(non-Social Science) disciplines and concluded that “a reasonable part of cited (citing) documents is 
covered in such a short observation period, and the usual citation-based indicators can be considered 
appropriate to measure the impact of published research results in these topics” (Glänzel and Schoep-
flin 1999, p. 43). It is questionable whether this also holds for emerging topics, which might suffer 
from lower visibility and acceptance in the scientific community. However, on a similar note, Pollman 
(2000) argues that the process of forgetting scientific literature, and thus its decay, is independent for 
all publications regardless of the publication source, the publication year and especially the field. This 
holds – according to his study – for all publications aged 4 years and above. Similarly, there is a “natu-
ral tendency” for groups to use an up-to-date knowledge base and more current findings (Amat and 
Yegros Yegros 2009, p. 450). 

In the course of this thesis, differences in citation rates and windows between emerging and estab-
lished topics will be elaborated in order to highlight the necessity for other indicators to detect emerg-
ing topics (see Chapter 8). The remainder of this chapter examines possible indicators and the bibli-
ometric databases used to apply the approach. 

2.3 How to Find Them 

Two approaches were used in this thesis to detect emerging topics:  
1. Topic clustering to detect clusters that bear little resemblance to former topics and  
2. Feature-based selection of “deviating” documents.  

The relation of the two approaches was shown in Figure 4 in Section 1.2, where the selection of 
emerging topic candidates was explained. This section focuses on the rule-based approach that com-
plements the cluster-based method. 

So far, the term “features” denoted those characteristics of publications that are used to identify 
emerging topics. In general, the term encompasses all the characteristics of a publication that can be 
calculated in a standardized way; for example the publishing journal, the number of authors and the 
publication year. However, only some of these features can be used in the rules on which the system of 
this thesis is based. In particular, feature values of different instances must be comparable. Only then 
can they be used to separate specific document groups. Thus, features with a very high or low variance 
are ineffective. For example, neither a constructive division nor an understanding of the emergence 
process of topics can be gained by singling out the documents written by a particular group of authors. 
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Similarly, a distinction by publication year covers too many (if not all) documents in a dataset and 
gives no indications of the characteristics of emerging topics. A feature functioning as a differentiator 
must have a variety of feature values across the dataset.  

In general, numeric features have many advantages. Instances can be compared and average values – 
and thus standard values for e.g. disciplines – can be calculated. Also, so-called threshold values can 
be introduced to separate a dataset according to values above or below a certain value. These threshold 
values are the foundation for the rule-based approach. Typically, rules can be derived with the help of 
the features that use the feature value and basic mathematical relations (equal, smaller/larger than, 
between) to separate sets of documents. This can be compared to skimming or cutting, where either 
the skimmed portion is eliminated (if it represents old documents in the majority) or selected for fur-
ther processing. 

Figure 8: Example of rule application for splitting a dataset. 

 
Source: Own illustration 

Figure 8 illustrates this process. First, the documents are sorted or arranged according to their feature 
values.25 A threshold is introduced (represented by a dotted line) that separates all the documents with 
feature values above the threshold. As the threshold cuts off the majority of old documents, the proc-
ess for detecting new documents continues with the other set. The respective documents can then be 
sorted and split based on another feature. The final result is the same whether the process is performed 
sequentially or in parallel. 

The rules either target the new (“skimming”) or the old documents (“cutting”, where the residuum is 
used). Of course, each rule can be reversed to target the other type of document. For example, a rule 
selecting old documents with a feature value higher than 1 can be rewritten to skim new documents 
with a feature value of 1 or less. There will be many examples of this since the method determining 

25 In the figure, this is represented in 2D and all the available space is utilized, even though, in a realistic 
scenario with simple numeric features and a coordinate system, the documents would be lined up. 
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the rules results in skimming as well as cutting rules, but the final approach is always applied to the 
document set containing more new documents and thus uses skimming rules only.  

The following two subsections deal with the background of the two kinds of emerging topic detection 
used in this thesis: First, possible features for the rule-based approach are explained. After that, the 
background of topic monitoring is explained including the possible stages of a topic and their indica-
tors. Being able to distinguish these development stages is the motivation for clustering and linking 
topics in this thesis. 

2.3.1 Possible Indicators 

Similar observations can be made for publication numbers as for citations: Publications in relatively 
unknown journals cannot be treated as equal to those in popular journals. Yet superficial studies lump 
them all together in one bin. Furthermore, sometimes the different preconditions in the scientific fields 
are ignored. For instance, conference proceedings publications have a different standing in Computer 
Science than in other fields; they are more important and acknowledged than in other fields and in 
some cases even outweigh journal publications (Michels and Fu 2014). But publication studies seldom 
acknowledge these differences. 

Both metrics, citation and publication numbers, have thus to be used wisely when assessing the impact 
of a particular paper or topic. In particular, citation numbers should not be confused with quality. The 
goal of this thesis was to focus on alternative indicators.  

Small and Upham (2009) performed a case study to determine the characteristics of an emerging re-
search topic. Besides citation analysis, interviews with authors of highly cited papers in the topic give 
indicatons of the potential drivers of emerging topics – funding from industry and new interdiscipli-
nary teams to name only two. Funding from industry provides a very clear indicator of the need for 
solutions in this topic (Stifterverband für die deutsche Wissenschaft 2013, Grupp 1998), which goes 
hand in hand with the definition by Kuhn (1973, pp. 71, 77). These findings are corroborated by a later 
study, in which 21 out of 26 highly cited papers in the emerging topic “Organic thin-film transistors” 

start by referring to possible applications (Upham and Small 2010). Kajikawa and Takeda (2009) 
measured the stage of an emerging topic by the journals that were used for publication and found dif-
ferences in the publication strategies for applied and basic research – an interesting notion if access to 
an appropriate journal classification is available.  

A further driver for the development of an emerging topic might be its applicability, not only in indus-
try, but in various research technologies. Leydesdorff and Rafols (2011) explain this in their study on 
“siRNA” research. Guo, Weingart and Börner (2011) identified an increase in interdisciplinary re-
search as another key factor. Other factors, according to their study, were the entering of new authors 
at the beginning and word bursts at the end. These word bursts are based on the frequency of unique 
words over time (cf. Mane and Börner 2004). Their approach does not take into account that vocabu-
lary might be highly volatile at an early stage of a topic, yet it provides an overview of the spread of a 
topic in the scientific community. 
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The characteristics presented above suggest that documents in emerging topics differ in their publica-
tion behaviour. In particular, stronger ties to applied technologies can influence the choice of publica-
tion source and references. Larger author teams in established topics indicate that collaboration is hin-
dered at the beginning of a topic. These factors thus formed the basis for the analyses (Chapters 6 and 
9) to deduce indicators distinguishing emerging and established topics. 

Small (2006) tracks the development of topics by building co-citation clusters in overlapping time 
periods using single-link clustering. First, the publications themselves are clustered. These clusters are 
again clustered repeatedly until the desired aggregation level is achieved. Clusters existing in different 
time periods, “threads of continuity”, are called “cluster strings” (Small 2006). Small (2006) differen-
tiates the forms of cluster development according to the distribution of the respective publications over 
time: They can grow or diminish, splice, merge, appear or disappear. Similar things are done in the 
trend analysis in this thesis. To apply Small’s approach, the time period and the time splits first have to 
be determined. In this thesis, the time splits were set to years. The time window of the analysis was 
determined in the parameter estimation in Section 9.3.2. 

Small notes that a cluster’s origin may be merely a special issue in a journal and excludes them via a 
measure called “in-group citation”. Parallels with this approach can be found for the detection of 
emerging topics in the NISTEP data, which is introduced in Section 6.3.1. 

In this thesis, topics in an early stage are analyzed which might disappear again if they do not assert 
themselves. In contrast to that, Glänzel’s (2012) definition of emerging research topics covers only 
topics which “have already reached a certain critical mass [... and] have strong links to their ‘mother 
fields’” (Glänzel 2012, pp. 196f). In this thesis, the absence of links to earlier topics qualifies a topic 
as an emerging one. This is independent of the further development of the topics themselves. Other 
work has focused on manual efforts to determine the clusters’ foci and connections (see e.g. Takeda 
and Kajikawa 2009).  

The identification of specific deviant characteristics of emerging topics was one way to implement a 
system that can detect emerging topics. Another possibility was to use the approach by Small (2006) 
mentioned above to create an overview of the topical developments of a document set first and then to 
extract those topics that come into existence during the analysis period. Such an approach was devel-
oped in this thesis, but it relies on inidcators different to those selected by Small (2006). For a better 
interpretation of the approach, the next section shows how topic development can be monitored and 
assessed in respect to the development stage. 

2.3.2 Topic Evolution  

After having created a set of topic clusters (for details on the implementation in this thesis see Section 
5.2) the development stage of a topic can be assessed with the help of different features. The clustering 
in different time periods and the connection of these clusters also allows the illustration of the evolu-
tion of a topic for better assessment (cf. Small 2006).  
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The simplest form of an evolution monitoring is the calculation of publication numbers over time for a 
specific topic. In this case, growth or decline of a topic can be measured. Cahlik (2000) provides a 
classification in five different development stages of a topic according to its publication numbers (see 
Figure 9). 

Figure 9: Stages of topic development. 

 
Source: Cahlik (2000, p. 384) 

It should be considered that the publication count is an easy to calculate metric if the topical bounda-
ries are already established. Typically, pre-defined classification schemas enable the calculation of the 
publication number per topic. However, in a real-time26 assessment, an established classification 
would not cover the emerging topics.27 Thus, the assessment of such topic developments is only an 
option after the detection of the topic. Still, the discussion of the theoretic development stages can 
provide an image of the actual emergence and the ideal development process of a topic. After all, the 
“institutionalization” of new topics is a necessary precondition for their establishment (Thompson 
Klein 1996, with reference to Chubin 1976, p. 455). 

Topic networks, in which the documents are connected in as well as across topic limits, allow the 
measurement of the density and centrality of the topics (cf. e.g. Coulter, Monarch and Konda 1998, 
Courtial 1994). The density represents the degree of connectivity in a topic, while the centrality meas-
ures the number of links with other topics. With the help of these metrics, the scientific topics can be 
divided into four groups according to the values for density and centrality (Callon, Courtial and La-
ville 1991, Cahlik 2000, Cobo et al. 2011, see Figure 10): 
• Topics with both high density and centrality are very well developed and also used in other topics 

(upper right corner in Figure 10). Therefore, they are called “motor themes”.  
• Topics with a high centrality but low density lack the expertise of “motor themes” (lower right 

corner in Figure 10). Thus, they do not provide highly developed expertise for other topics but 
merely (basic) knowledge that can be easily transferred to other contexts. 

• Low centrality combined with a high density hints at a high level of specialization that cannot be 
used in other topics (upper left corner in Figure 10). This might also correspond to former central 
topics that “have been progressively marginalized” (Callon, Courtial and Laville 1991, p. 166). 

26  The term “real-time” is used in this thesis to denote any analysis without a (necessary or implied) time-lag. 

27 And if it would cover them, it would render any method for their discovery obsolete. 
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• Peripheral and undeveloped topics (Callon, Courtial and Laville 1991), i.e. the ones with (yet) low 
density and centrality, might be categorized as “emerging or declining themes” (Cobo et al. 2011, 
p. 151), corresponding to topics in the initial or final stages of the topic evolution (lower left corner 
in Figure 10). 

Figure 10: Categorization of topics in respect to their density and centrality. 

 
Source: Cobo et al. (2011, p. 151), adapted from Cahlik (2000) 

The system developed in this thesis targets this final group of topics, the emerging or declining ones. 
Topics with some kind of publication “history” that have diminishing values for both parameters (den-
sity and centrality) are per definition “disappearing themes”. Noteworthy is, that in this case emer-
gence and disappearance are equal in the measured metrics. This also reflects the fact that not all 
emerging topics develop a stability to evolve to another maturity level before disappearing again.  

As was already mentioned in Section 2.3.1, numerous features can be used to create a network of 
documents or document clusters, but also determine the expressivity of the resulting map. The restric-
tion to citations adds not only an undesirable time component but also other effects already mentioned 
in Section 2.2. 

Cobo et al. (2011) use the Inclusion Index to look for overlaps in Keywords V in two themes k1 and k2 
from different time periods (in their case publication years, see Formula (1)). By using this index, the 
establishment of connections is restricted to those themes that share keywords. Furthermore, they 
measure the stability of a theme that is covered in at least two consecutive periods with the Stability 
Index (Small 1977, Braam, Moed and van Raan 1991, Cobo et al. 2011, see Formula (2)). Basically, 
the Stability Index measures the number of keywords V that survive the transition of the theme from 
one time period to the following. 

𝐼𝑛𝑐𝑙𝑢𝑠𝑖𝑜𝑛 𝐼𝑛𝑑𝑒𝑥 =  𝑉𝑘1∩𝑉𝑘2 
min (𝑉𝑘1,𝑉𝑘2)

 (1) 

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝐼𝑛𝑑𝑒𝑥 =  𝑉𝑘1∩𝑉𝑘2 
𝑉𝑘1+𝑉𝑘2 −(𝑉𝑘1∩𝑉𝑘2)

 (2) 

Cobo et al. (2011) investigate upon the thematic evolution of themes in the field “Fuzzy Sets and Sys-
tems”. By applying the Inclusion Index to the themes created by a co-word analysis (for details see 
Section 3.3.6), they can illustrate the evolution of a theme. Edges between these themes show the de-
velopment, while their thickness parallels the value of the Inclusion Index, so that topics that have a 
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higher number of common keywords are connected by a thicker edge. In accordance to the definition 
and assumption used in this thesis, if a theme has no connection to any theme in a previous period, this 
theme is an emerging one. However, the approach in this thesis uses additional features to establish the 
topic clusters and the respective connections. 

In the work by Cobo et al. (2011), some topics that appeared before 200528 have no connection to a 
theme in a previous or following period. These topics emerged but were not accepted in the scientific 
community, namely: 
• Relations29 
• Fuzzy-Mapping29 
• Entropy 
• Necessity-Measure 
• Intuitionistic-Fuzzy-Set 

There are some limitations of the approach that could cause this: On the one hand, the topics are only 
built in a very restricted document set, namely those documents published in two major journals in the 
area of “Fuzzy Sets”. Furthermore, the topics and connections are established solely based on shared 
co-words, but as mentioned above, the vocabulary as well as the categorization of the documents in an 
emerging topic is more fluctuant in its first instantiation as in later time periods (cf. Chapter 10). How-
ever, besides reasons caused by the approach itself, this could also be the observance of an actual 
“survival of the fittest” in research, i.e. the survival of only those topics that arouse interest and are 
thus adopted by other research groups. The necessity for the system developed in this thesis arises from 
the fact that the respective selection process does not only rely on objective reasons (cf. Chapter 1). 

Mann, Mimno and McCallum (2006) use a variant of the Journal Impact Factor (see Section 3.2) to 
measure the impact of a specific topic by its citation number relative to its publication number. Other 
indicators have been transferred from journals to topics as well for this purpose. The accessibility of 
comparable indicators and the visualization of topics is surely a valid mean for understanding a topic 
or its development. Still, all things said about indicators and especially the restrictions concerning 
citation analysis apply and should therefore be taken into account (cf. Sections 2.2 and 3.2.1). 

Rzeszutek, Androutsos and Kyan (2010) use a combination of LDA and Self-Organizing Maps to 
group and track topics in online documents over time. LDA is used in this thesis as well to cluster 
documents. However, the bibliometric data used in the LDA approach in this thesis contains additional 
information to that available for online documents. 

As already mentioned above, the approach presented in this thesis is basically one form of outlier de-
tection. In this case, documents that do not fit in the normal publication pattern or scheme are identi-
fied. For this purpose, a definition of the “normal” scheme of publication is important. As is the case 

28 In total, five time periods were analyzed: 1978-1989, 1990-1994, 1995-1999, 2000-2004 and 2005-2009. 

29 No connection to foregoing topics could be found as the respective topic was discovered in the first ana-
lyzed period. 
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with the approach presented here (cf. Chapters 6 and 9), the scheme or pattern might differ for scien-
tific fields. Furthermore, the pattern must cover all related characteristics of the publications. In this 
thesis, it is derived from reference lists, vocabulary, author names and bibliometric indicators, so that a 
distinction for new publications is measurable. In particular, in the approach presented here, the dis-
tance in years to the reference lists and the compound of a reference list, i.e. the mixture of topics in a 
reference list (cf. Leydesdorff 1998), is compared. The underlying assumption is that novel topics 
might be based on more diverse topics, more fundamental research, older work or similar – at least in 
comparison with already established topics that can refer to ongoing/recent research and have a more 
focused reference list.  

By trend the number of research topics increases with the career status of a researcher (Horlings and 
Gurney 2012), which is a natural deduction when thinking about the research stages ranging from PhD 
student to professor; with increasing career status, the possibilities to follow multiple topics at the 
same time increase. Thus, considering the author names in the approach can help to delimit the topic 
clusters or calculate the probability of an emerging topic. Besides the career status, there are other 
factors that might influence the chance that a researcher starts a new topic. Incentives could be his 
current career outlook, his former research, his current status and reputation or the development status 
of his current topic. The latter might be instantiated by a topic that does not yield enough problems, 
lacks perspective or attention or in other words, does not trigger enough citations for the involved re-
searchers. 

On a similar notion, a transition in topics might be observable if authors with different scientific back-
grounds work on a topic, yet have not collaborated before. In this case, the approach in this thesis de-
tects a lower similarity due to the low overlap in author sets with former topics. This might result in a 
missing connection to former topics and thus the labelling as emerging topic. 

In the case of this thesis, a mixture of the presented approaches for topic monitoring is applied: 
• first, the topics are connected over time to form strings of topics evolving over time for those that 

have at least one predecessor 
• second, of the topics for which no suitable predecessor(s) could be found, the individual features 

like reference lists, authors etc. are analyzed for outlier detection. 

Thus, by trend a high threshold for the similarity of topics in the first part is important. In this way no 
emerging topics are excluded from the remainder analysis just because they share a certain set of 
terms, authors or references with a former topic. 

2.4 Data Used in this Thesis 

Even though the approach presented in this thesis can be adjusted for any kind of documents in theory, 
the focus was restricted specifically to new topics in science. Thus, only scientific publications were 
used in the remainder of this thesis. In this way, the approach can benefit from specific features of 
scientific publications, which are explained in more detail in the following. 
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One advantage in bibliometric databases is the standardized form of (meta) data for the publications, 
in particular their title, authors, output source, type of document etc. In the beginning of bibliometrics, 
the data had to be aggregated manually from single journals. The introduction of ISI’s Science Cita-
tion Index facilitated the use of these data as it was the first structured collection of them (Malin 1968, 
cf. Section 1.1). Therefore, these data are presented uniformly in the bibliometric databases nowadays. 
The standardized representation allows for an automatic analysis of the data – this as well as the con-
sequential repeatability of the results enables the systematic analysis of publication data and is the 
foundation of bibliometrics.  

The textual body of a scientific publication contains three components which represent in most cases 
the only features that are not meta data per se in the bibliometric databases: title, abstract and text. 
Titles for textual documents are common in general, but are obligatory for scientific publications. The 
usage of abstracts on the other hand varies for publication types. In the case of scientific publications, 
abstracts are usually detached from the textual body and provide an overview of the conducted re-
search. In particular, the abstract should (in a good scientific publication) at least include the major 
findings or novel ideas encompassed in the document. In contrast to the main body, it does not contain 
references to former work. 

Most documents have a list of keywords, but their selection depends on the publishers or respectively 
journals. Their specificity can vary, as the assignment is made either by the authors or the publishers 
according to a fixed list or freely.  

In contrast to types of meta data for which there is only one correct value, some meta data can have 
different values in different bibliometric databases. For instance, the journal title of a publication has 
only one correct value. In contrast to that, the scientific discipline of a document can vary, as it is as-
signed by the database providers. In most cases, the journal in which the publication appeared deter-
mines its final classification. However, the information might vary for different databases. Such dif-
ferences will be discussed later in more detail when the specific databases used in this thesis are pre-
sented (Sections 6.3.1, 7.2, 8.1, 9.2 and 10.2.1). 

There are various publication types, for which in all databases articles and conference proceedings are 
certainly the most common and frequent ones (cf. Michels and Fu 2014). The focus of this thesis lies 
on these document types. Even though the document type assignment should be univocal it can differ 
for bibliometric databases (see e.g. Harzing 2013). The automatic inclusion of vast amounts of docu-
ments and the respective document type assignment seems to be error prone. Again, a closer look at 
error rates and discrepancies in the databases will be discussed later (see Section 3.1). 

In this thesis, different bibliometric databases are used to train and test the approach. The main data-
bases used were Elsevier’s Scopus and Thomson Reuters’ Web of Science (WoS). Both databases 
were implemented in an in-house Oracle SQL database. This allowed for more structural querying and 
aggregated results. The schema of both databases is similar in main parts (cf. Mallig 2010), i.e. there is 
only little information that is exclusive for one database. However, each database has specific quali-
ties, advantages and disadvantages that were considered when a dataset was created. For instance, 
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proceedings for the main conferences in Computer Science appeared to be better covered in Scopus. 
Thus, Scopus was used to create a bibliometric dataset covering conference tracks (see Section 9.2.1). 

As already mentioned before, the main parts of a bibliometric database are scientific documents for 
which at least the following meta data are given: 
• Title 
• Author(s) 
• Source, e.g. journal 
• Publication year 
• Abstract 
• Keywords 
• Citations/References (in most cases linked with other documents in the database) 

Note that bibliometric databases are mainly about the meta data of the documents. So far, access to the 
full text of a publication is either left out or handled separately (e.g. the online version of Scopus of-
fers restricted access to full texts for registered users). The bibliometric databases are concerned with 
the overall performance and structure in science, not the in-depth information of individual docu-
ments. 

Both databases assign unique IDs to the documents. These identifiers are also used for cross-
references, for instance when one document in the database cites another. The publication sources as 
well receive an ID. Sources can be journals, conferences or books with focus on the former two types. 
The Book Citation Index was launched by Thomson Reuters in October 2011,30 but is not included in 
the in-house implementation or this thesis. Elsevier started the “Scopus Books Enhancement Program” 
in the beginning of 2013, but the effects are also not (yet) perceivable.31 

Scopus was launched in 2004 by Elsevier. It currently contains 41 million records in the online data-
base.32 In comparison, Thomson Reuters’ WoS covers more than 12,000 journals as well as 148,000 
proceedings.33 At a first glance, when comparing these two databases, it seems as if by far WoS out-
performs Scopus in terms of document numbers (Figure 11). Only the number of conference proceed-
ings is higher in Scopus but this does not counterbalance the lower numbers for (articles and) other 
document types. However, in an analysis over the years covered (here publication year of the docu-
ments), Scopus has a broader coverage for more recent publication years than WoS (Figure 12). Thus, 
the choice of the database depends on the individual analysis.  

30 http://thomsonreuters.com/content/press_room/science/book-citation-index-launches, last accessed on  
2013/08/20. 

31  http://www.info.sciverse.com/scopus/scopus-in-detail/facts/, last accessed on 2013/08/20. 

32 http://www.info.sciverse.com/UserFiles/2508.SciVerse.Scopus_Facts_Figures%28LR%29.pdf,  
last accessed on 2013/08/20. 

33 http://thomsonreuters.com/products/ip-science/04_064/web-if-science-factsheet-SSR0810070.pdf, 
last accessed on 2013/08/20. 
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Figure 11: Number of documents contained in the in-house database of WoS and Scopus. 

 
Source: WoS, Scopus, own calculations and illustrations 

Figure 12: Number of documents per year in the in-house database of WoS and Scopus. 

 
Source: WoS, Scopus, own calculations and illustrations 

The creation of an adequate testing dataset required knowledge of actually emerging topics and thus 
was most problematic. Even in retrospect, the creation of such a bibliometric dataset via the definition 
of search terms and other query strategies always resulted in disputable outcomes. Because of that, the 
created datasets used alternative methods to discover emerging topics, but were used as a benchmark 
or Gold Standard to evaluate the methods and processes developed in this thesis. In one instantiation, a 
dataset based on conference proceedings was used that included the track titles of the conferences for 
the respective publications (cf. Section 9.2.1). With these titles, the tracking of topics and in particular 
the identification of new topics was possible.  
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Another dataset covering a distinction between emerging and established topics was generated via 
citation analysis (cf. Section 6.3.1). In this way it could be tested if the results of citation analysis can 
be reproduced by the alternative procedure and thus detected independently and on time. However, as 
stated above, this was merely done to provide some kind of guide value for the tested approach – cita-
tions were still not used in the approach itself. 

The dataset that was used in the main part of the evaluation (Section 9.5) was extensional information 
for the WoS database, where document IDs were labelled as belonging to a new topic or not.34 This 
information was added to the in-house database to systematically evaluate the approach in the end. Its 
foundation was a document collection created by the NISTEP as a basis for a report on hot research 
topics between 2003 and 2008 in the WoS (Saka, Igami and Kuwahara 2010). The report data encom-
passed approximately 50,000 documents (articles and reviews), which were the 1% top cited papers in 
22 fields. New topics were identified for the years 2007 and 2008. For more details about the creation 
of the research fronts and the identification of emerging research fronts, the reader is referred to the 
report by Saka, Igami and Kuwahara (2010). More details on these data are also given in Section 6.3.1. 

Therefore, overall three databases are distinguished in this thesis: Scopus, WoS and the NISTEP data. 
However, as explained above, the NISTEP data are an annotated excerpt of the WoS data. Restrictions 
on the dataset, e.g. to specific years or categories, are explained in the section in which they are used 
(Sections 6.3.1 and 9.2). An additional random sample set of the WoS was used in the analysis of the 
term usage in the topics in Chapter 10. 

2.5 Summary 

This chapter provided an overview of different definitions of emerging topics and the associated indi-
cators used for their identification. In particular, the advantages and disadvantages of applying bibli-
ometric indicators were discussed. Caution is necessary as discrepancies in the databases can lead to 
varying results. Thus, a sophisticated database selection is mandatory.  

Furthermore, this thesis discourages the usage of citation analysis to detect emerging topics for various 
reasons. The theoretical background underlying this approach was given in Section 2.2. This is elabo-
rated in more detail in Chapter 8.  

The remainder of this chapter focussed on monitoring topic development and the necessary features. 
The links between former studies and this thesis were shown, which will be elaborated in the follow-
ing sections. Up to now, the components of the developed system were always presented in relation to 
each other or as a single system, so they are discussed separately in Part II. Hence, Chapter 3 deals 
with bibliometric analysis in general, so that the system’s features can be placed in context. Chapters 4 
and 5 enhance the understanding of Machine Learning approaches and the respective parts in the sys-
tem developed in this thesis. 

34 This is a simplified view of the data used in this thesis. The original dataset encompassed much more in-
formation and was not divided into new or old topics as such but instead into rapidly developing, new and 
other research fronts. All topics that were not labelled “new” were marked “old” for the purpose of this the-
sis. 
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3 Bibliometrics 

Bibliometrics is the statistical analysis of publication data in science (cf. Havemann 2009, p. 7). Ac-
cording to its initial definition, this includes the mere descriptive or quantitative analysis of publica-
tion data (cf. Pritchard 1969). Indeed, publication counts and citation analysis constitute a huge part of 
bibliometrics (see e.g. Narin, Pinski and Hofer Gee 1976, Potter 1981, Broadus 1987). 

The analysis can encompass single documents, authors, research groups, countries or any other de-
fined set of the aforementioned (e.g. fields) and is in most cases of comparative kind, i.e. it is con-
ducted for a number of subjects which are then compared in terms of the bibliometric indicators (see 
e.g. Wallin 2005, Bar-Ilan 2008, Thompson, Callen and Nahata 2009, Alonso et al. 2009, Garfield and 
Sher 1963). Typical bibliometric indicators are the absolute or proportional number of publications, 
citations or variations and combinations of the aforementioned in a specific time frame.  

For instance, the influence or impact of a set of publications can be measured by the total number of 
citations they receive (for more details about citation metrics see Section 3.2.1). Micro-studies might 
be restricted to single specific publications, while macro-studies usually choose a set of publications 
from specific countries, years, subject categories and/or institutions.  

Bibliometrics is enabled by the written instantiation of scientific communications, i.e. publications. 
Havemann (2009, pp. 7ff) distinguishes between the collective side of the scientific production proc-
ess where the publications are shared freely,35 and the competitive side where each researcher has to 
publish to gain visibility and reputation36. Unpublished findings do not exist for science (Havemann 
2009, p. 8). In former days, publication was necessarily connected to “physical realization” or re-
cordings (cf. Boyce and Kraft 1985, Broadus 1987), however, nowadays the spectrum of publication 
methods shows a higher variety. In particular, digital publication outlets were introduced, which also 
offer new means for analyses (number of accesses instead of citations, cf. Altmetrics37) and more 
importantly an easier and more timely dissemination of results. Furthermore, references are no longer 
restricted to written communications as recent studies have shown (Kousha and Thelwall 2012). The 
mere introduction of links as references provides new possibilities for evidence bases but also makes 
the set of references more unstable.38 

In former years, repeatability and confirmability were major issues for bibliometric analyses. Since the 
accessibility to scientific publications was only possible in a physical (i.e. non-digital) form, bibli-
ometric studies in the early years demanded a tedious setup, for which publications and the respective 
citations had to be collected manually. However, the digital age also brought a number of biblio-
graphic databases which facilitated the monitoring of the increasing number of publications (cf. 

35 A requirement that, in its full extent, is only completely satisfied with the introduction and spread of open 
access publications. 

36 The genuine equivalent to monetary gain in the original production setting (cf. Chapter 2). 

37 For a definition see http://altmetrics.org/manifesto/, last accessed on 2014/03/04. 

38 I.e., if it is assumed that the written physical form at least in most cases ascertains the accessibility of a 
publication. 
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Borgman 1999, Borgman 2007, pp. 89f, Garfield 1970). Nowadays, bibliographic databases may al-
ready contain extensions for bibliometric analyses, like e.g. Scopus or WoS. Their coverage includes – 
but is not restricted to – all information concerning the references and citations of a publication, its 
author(s), its title and its source of publication.  

Bibliometrics further covers the analysis of structural changes in research activity or orientation. For 
instance, research output is mapped or clustered and compared over a number of years (see e.g. Small 
2006, Börner, Chen and Boyak 2003, Noyons, Moed and Luwel 1999, Noyons, Moed and van Raan 
1999, Cahlik 2000). In this way, research topics that emerged in the analyzed time period can be 
traced back to their origin. Furthermore, changes in research topics, especially connections with other 
topics but also decline or a new orientation can be revealed.  

In this thesis, bibliometric indicators are used to 1) organize the bibliometric data according to its topi-
cal focus and 2) identify those topics that can be called innovative (as assessed by bibliometric indica-
tors). As explained in more detail in Section 3.2.1 (see also Section 2.2 above), citation analysis can-
not be used as the necessary time lag prohibits the application to recent years. Still, the references of 
the analyzed documents can be used in order to give clues for the structure of the topic. This allows 
the computation of further indicators that are presented in this work. 

3.1 Bibliometric Databases 

As stated in Section 2.4, the bibliometric databases used in this work are Thomson Reuters’ WoS and 
Elsevier’s Scopus. Both databases collect information about scientific publications in various forms. 
Even though Thomson Reuters has a second database (Web of Knowledge) especially for patents, 
books and conference proceedings, the latter two may also be included in the WoS. As explained 
above (Section 2.4), the initial choice for a database can influence the results of an analysis. Further-
more, the outcomes are also highly dependent on various other decisions like document types, field 
delimitations, time windows etc. For instance, studies have shown that the in- or exclusion of confer-
ence proceedings can have major effects on the publication and citation counts for at least some fields, 
e.g. Computer Science (Bar-Ilan 2010, Michels and Fu 2014). Thus, in the following an overview of 
these influence factors in regard of the usage of bibliometric databases is given. First, however, the 
coverage is discussed. 

A systematic comparison of both databases would demand the calculation of the overlap in documents 
in both databases. However, in order to measure this overlap, one would have to compare the textual 
information of all articles in both databases. Jacso (2005) compared the overlap in citing items in WoS 
and Scopus (and Google Scholar) and showed that there are not only differences in the coverage of 
publications but also – as a consequence – of citing items. Therefore, the number of citations an article 
receives might vary according to the database coverage. There is one article in his document set, 
namely “Persistence in nonequilibrium systems” by Maumdar, which is cited 82 times according to 
the WoS, but only 58 times in Scopus. A similar study was performed by Meho and Yang (2007). 
According to them, there is a total overlap of 58.2% of citing items in Scopus and WoS, but the num-
ber of unique citing items found in Scopus is slightly higher than in WoS (26.0% in comparison to 
15.8%). The coverage of the items may also vary in the different fields. Rankings (in their case the 
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ranking of faculty members) according to citation numbers might change if the information provided 
in the WoS is supplemented with the information in Scopus. They show that mostly middle-ranked 
entities are affected by this.39 Therefore, a complete picture might require the analyses of both data-
bases.  

A later study by Meho and Rogers (2008) shows the variations in bibliometric indicators regarding 
different databases for the case of Human-Computer Interaction researchers. As in the former study, 
they show that due to the low coverage of proceedings, researchers that focus their scientific commu-
nication on this publication type (e.g. Computer Scientists) are disadvantaged especially in the WoS. 
In their set of top 22 citing journals and 20 conference proceedings, the WoS only covers 19 journals 
and 8 conference proceedings, while Scopus contains all of them. Following their reasoning, it is thus 
necessary to use “Scopus instead of Web of Science for citation-based research and evaluation in 
[Human Computer Interaction]” (Meho and Rogers 2008, p. 1724). Therefore, in the course of this 
thesis, both databases were used. The selection depended on the document types and requirements for 
the specific tasks. In particular, for an analysis focussing on proceedings, Scopus was used (see Sec-
tion 9.2.1). 

Note that the findings above also show the necessity for an error-free document type assignment. Si-
gogneau (2000) identified 18 out of 111 Physics journals in the WoS, for which “more than 70% of 
papers were Proceedings in 1996” (Sigogneau 2000, p. 599). In a White Paper, Harzing explains the 
logic behind the categorization:40 “presenting an early version [...] appears to mean that your paper is 
downgraded by ISI to be a “conference proceedings paper” even though the conference in question 
doesn’t even publish proceedings”. According to her, ISI/Thomson Reuters detects these publications 
via the acknowledgements. Since some bibliometric indicators, e.g. the Impact Factor (see Section 
3.2.3), are restricted to certain document types, misclassified publications as well as their citations are 
wrongly excluded from the calculations. In the two examples provided by Harzing, the authors lose at 
least half of their articles due to such a misclassification. 

Further important information might be the coverage of abstracts, for which Jacso (2005) states that it 
is slightly higher in Scopus than in WoS. Since some studies use keyword searches that also include 
the abstracts, a difference in coverage of abstracts might also affect the number of publications that 
can be found. 

In a study on in- and exclusion of journals in the WoS, Michels and Schmoch (2012) were able to 
show that an observed growth in publication numbers also stems from the fact that the database cover-
age is extended. An increase in article numbers for the period 2000-2008 by 34% was calculated. But 
half of the associated journals, that lead to additional articles, are either journals that make a reappear-
ance in the database after a long time or are newly introduced in the database even though they have 
been published for at least 10 years (i.e. have a volume number higher than 10). Thus, growth effects 

39  In this context, Schneider (2012) also pointed out that the mere ranking of entities according to (bibliomet-
ric) indicators can hide the fact that the actual values only differ slightly. 

40 “Working with ISI data: Beware of Categorisation Problems”, Anne-Wil Harzing,  
http://www.harzing.com/ISI_categories.htm, last accessed on 2012/10/18. 
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should not be interpreted in absolute values but only in relation to other study subjects or the overall 
growth rate. 

3.2 Bibliometric Indicators 

With time, a number of standardized bibliometrical indicators have been introduced to measure the 
scientific performance or standing of journals, authors, organizations, regions or countries. As a con-
sequence, several discussions dealt with the scientific and ethical implications of their application.  

Ibáñez, Larrañaga and Bielza (2011) use a Bayesian Network to analyze the relationship between dif-
ferent bibliometric indicators. Even though their main goal was to provide means for the deduction of 
reasons of a journal’s score in bibliometric indicators, it should be noted that these analyses also show 
that there might exist (latent) dependencies between indicators that also must be taken into account 
when they are used to evaluate a journal. Similar conclusions can be made in regard to the assessment 
of single documents, which corroborates the usage of multivariate analyses in this thesis (see Chapters 
6 and 9). 

Another factor that should be born in mind when applying bibliometric indicators is that the observed 
entities – scientists – are aware of the observation and the metrics used for assessment – bibliometric 
indicators. It is only natural that the study subjects adapt their behaviour (Bornmann 2011, Michels 
and Schmoch 2014). For instance, Fraser and Martin (2009) reported a change in usage of vocabulary 
or certain terms in publications to increase the chance for publication.  

Apart from the most prominent ones, there have been a couple of indicators that were proposed to 
measure impact or other new values in a different way. For example, Leydesdorff (2007) introduces 
the betweenness centrality of journals as an indicator for their interdisciplinarity. Klavans and Boyack 
(2010) introduce the notion of a thought leader denoting a scientific actor (i.e. a university, state or 
nation) that “is building on the more recent discoveries in a field” (Klavans and Boyack 2010, p. 546). 
They criticize previous work that was restricted to identify leadership in single scientific fields by 
using journal based metrics. While their argument is valid in suggesting the usage of co-citation in-
stead of journals to classify the leaderships, their definition of a thought leader is focused on the 
(re)use of already published ideas. A thought leader might per se not have recent work that he can 
refer to when conducting research at the research front. Thus, restricting leadership to those people 
that rely on recent findings of others might be counterproductive. 

In the following, a variety of bibliometric indicators is discussed to show the possibilities and limita-
tions of bibliometric analyses. First, citation analysis in general is discussed, then two derived indica-
tors for the assessment of individual researchers or journals respectively are exemplarily shown. The 
latter of the two, the Journal Impact Factor, which is in more detail explained later (see Section 3.2.3), 
is also applied in the rule-based part of the approach. 
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3.2.1 Citation Analysis 

Citations 

A very crucial part of bibliometric analyses is the assessment of individual scientists or institutions. 
Most assessments are based on indicators that use citations. As already hinted at above (cf. Sections 
2.2), the number of citations for a publication or an author might be influenced by various factors. For 
instance, a Matthew effect (Merton 1968) can be observed, i.e. authors with highly cited papers tend to 
gain more citations than comparable scientists (cf. definition on p. 24). Also, as was shown by Schu-
bert and Michels (2013), MacRoberts and MacRoberts (1989) and Lancaster, Lee and Diluvio (1990), 
the publication source and its location can affect the number of citations. It has to be considered that 
citations do only partly reflect the classification or surrounding of a publication. A huge part of the 
citation process is also politics and who-knows-who (see e.g. Bornmann et al. 2012).  

MacRoberts and MacRoberts (1989) name different problems of citation analysis, among them biased 
citations, self-citations and the different types of the citations. The notion “biased citations” means on 
one hand that former works are disproportionately used or cited. On the other hand, sometimes only 
the secondary sources are cited, so that the “’credit’ given was taken from the discoverer and allotted 
to someone who had nothing to do with the discovery” (MacRoberts and MacRoberts 1989, p. 344). 
Different types of citations refer to the citation context and the usage of citations. As will be discussed 
later in more detail, a citation does not necessarily imply agreement.  

Cronin (1984, pp. 35ff) gives an overview over different classification systems for citations. Inde-
pendently of the depth of the classification scheme, redundant and perfunctory citations can be distin-
guished. Also, differences can be observed on the level of reference, as citations can refer to similar 
applications or datasets (or even a reuse thereof), to a similar theory or methodology, to results or 
statements corroborating the findings in the citing paper, to substantial background or methodologies 
or to findings or statements that are criticized, refuted or doubted. With the exception of the reuse of a 
dataset, all types of citations indicate related topics in citing and cited paper. Also, Cronin points to the 
fact that citations are sometimes used excessively and unnecessarily (cf. “obsolete” or “self-serving” 
citations in Thorne 1977, cited after Cronin 1984, p. 64). Liu (1993) and MacRoberts and MacRoberts 
(1996) conducted related studies for the context of citations. 

Small (2011) states that “within a specialty the researchers are more likely to be using concepts, data, 
tools, and methods in an instrumental manner” (Small 2011, p. 383), i.e. cited work forms a basis for 
further improvement while avoiding the reinvention of the wheel (cf. Section 1.1). This assumption 
justifies the usage of the reference list of the observed documents to establish connections between 
documents and topics for this thesis (cf. Section 5.2). 
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Figure 13: Use of citations. 

 
Source: Small (2011, p. 374) 

Small (2011) investigated the contexts of citations and their respective sentiment to reveal their inten-
tions (Small 2011, see Figure 13). Table 3 shows the model behind his work, which includes the cita-
tion context, i.e. the research topic, as well as the commentary or sentiment, which might be one out of 
the seven listed in Table 3.  

Table 3: Cue words for the usage of citations. 

Sentiment Sample cue words 

Importance Significant, best, crucial, fundamental, ideal, notable, remarkable ... 

Utility Employed, with, applied, used, using, utilizing, application ... 

Report Described, discussed, account, stated, published, reviewed, observed ... 

Consensus All, common, majority, most, typical, widely, well-known ... 

Uncertainty May, might, could, should, possible, potentially, projected ... 

Differentiation Contrast, differs, difference, compared ... 

Negation Not, although, however, but, failed, controversial ... 

Source: Small (2011, p. 379) 

As Garfield (1974-76) puts it, “any paper cited ten times in one year is ipso facto significant [...,] a 
paper cited ten times in each of two successive years is well on its way to citation stardom” (Garfield 
1974-76, p. 419). This assumption led to the now wide-spread application of citations as a measure for 
importance, significance or popularity. On the other hand, also less qualitative work might result in 
citation scores. Opthof (1997) describes this very illustrative in his paper about the JIF (see Section 
3.2.3) as an impact metric: 

“It is obvious that citations like “we confirmed previous data of Opthof et al......” and “by misinterpre-
tation of their own data Opthof et al. erroneously suggest that.....” or “the fraudulous work of Opthof 
has retarded the field of autonomic influences on heart rate for decades” constitute different qualifica-
tions even if they all are scored as one citation” (Opthof 1997, pp. 1f). 
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Another factor with possible discrepancies is the number of citations a document received. Citations 
for one document are calculated by counting the number of documents that reference to it. As already 
discussed above (see Section 3.1), the citation count might vary depending on the coverage of the re-
spective citing documents. The number of citations for a document can only be calculated correctly, if 
all documents that cite the respective document are included in the database. Garfield (1974-76) hints 
that the list of references might influence the citation rate and thus be an indicator for a papers’ qual-
ity. The accuracy and coverage of the topic by a papers’ reference list might also indicate the diligence 
and the effort the authors put into the whole work. Thus, this can be seen as one indicator for the over-
all quality. Nonetheless, it is a difficult indicator for the innovativeness of a publication. In this thesis, 
alternative features of a reference list are tested as an indicator for the innovativeness of a publication.  

Bornmann et al. (2010) found that papers with extraordinary impact mostly contain references to other 
highly cited papers. Thus, the notion “on the shoulders of giants” was corroborated at least for papers 
with high citations in all fields. 

Interpretation 

Many studies rely on citations to measure innovativeness and impact, since a high innovativeness and 
impact might reflect in high citation rates. Still, a low citation rate in turn does not necessarily indicate 
a paper of low innovativeness or importance. One might argue that sooner or later the scientific com-
munity would discover and cite any paper of importance, but as the introductory example of Mendel 
showed, the induced delay can last for decades.  

It seems that all bibliometric studies that rely on citations assume that the scientific community is in-
fallible and will highly cite everything that is important and ignore a paper if and only if it is unimpor-
tant. In the case of Mendel and others the scientific community failed and there is no reason why it can 
be assumed that this was a single case (cf. Garfield 1970, Hook 2002, Ohba and Nakao 2012, Soh et 
al. 2012, Glänzel, Schlemmer and Thijs 2003, Kozak 2013). Also, only those examples are known 
where the scientific community neglected to acknowledge a paper for which this implicit decision 
against the paper was redeemed later (cf. Chapter 2.2). However, various (yet unknown) cases might 
exist where scientific findings are implicitly rejected despite their importance and innovativeness. 

High citation counts might not only indicate a high importance, but a high ambiguity or maybe also 
fundamental research. This does not imply that fundamental research is less important, but per defini-
tion the citedness of such work is higher than in other work (Boyack et al. 2013). Also, fundamental 
research can be cited more often because it applies in various contexts. The question remains if a fun-
damental work can be used as a basis for an emerging topic, i.e. if a new topic starts with fundamental 
research or if it builds the basis thereof. 

Also citation counts are in most cases independent of the context of a citation. Thus, if a citation is 
used to denounce another work, it is counted anyway. As argued above, the context, e.g. “Our results 
suggest that the work done by ... does not hold in realistic conditions”, is not considered in the citation 
analysis (see Opthof 1997, Cronin 1984, pp. 35ff). 
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Adams (2005) suggests that early citation counts reflect the overall or later citation counts. A closer 
look at the applicability of this observation on new topics is taken in Chapter 8. The time lag between 
the publication of a document and its citations makes the citation analysis useless for the assessment of 
current events. Nonetheless, the references of a document can give hints for its character, innovative-
ness and especially topical relatedness (cf. p. 15). For the debate on the appropriate citation window in 
which citation rates are calculated, the study mentioned above by Adams (2005) shows that the corre-
lation is higher between citations in the first two years with the total number of citations than with 
later citations. Thus, an article that receives many citations in the beginning can be expected to have a 
high number of total citations. But the implications on its later citation rate are not as confident. There-
fore, smaller citation windows might be an option to study the citation rate of an aggregation, but not 
to detect single high impact papers since for these the citation rate might differ from the usual pattern. 
Adams (2005) also confirms that the correlation between early and later/total citations also depends on 
the field of science. 

The number of references in an article may vary depending on different factors, most prominently the 
scientific discipline. According to Garfield (1974-76), shorter reference lists might derive from the 
fact that a field is more specialized than others or because a different literary style is used. The former 
case also applies to new or small topics.41 

According to Zuccala (2012), in order to measure scientific impact with citations, all sources should 
be used, i.e. articles as well as notes, letters etc. It is important to acknowledge different citation be-
haviour in different fields (Harwood 2008) and research studies (Hewings, Lillis and Vladimirou 
2010). The time lag as well as the citation counts are dependent on the disciplines. In particular, cita-
tions are more common in some disciplines than in others. Thus the citation count of an institution or 
country might depend on its disciplinary portfolio. 

Further differences in citation behaviour might arise due to varying types of science (e.g. empirical 
versus conceptual), personal concepts of appropriate citing and the publication outlet (Harwood 2008). 
A further study in agricultural research also showed that meta-level concerns could influence the deci-
sion to cite a document (White and Wang 1997). 

Levitt and Thelwall (2008) extended the idea behind disparating citation rates for different fields by an 
analysis of citation rates for monodisciplinary vs. multidisciplinary articles. The surprising result was 
that monodisciplinary articles were even higher cited than multidisciplinary ones. In the fields Life 
Sciences, Health Sciences and Physical Science, the citation rate was on average twice as high for 
monodisciplinary articles.  

Citation Analysis Manipulation 

Citing previous work can be a way to refer to steps and conclusions already made in a scientific elabo-
ration. In Sections 3.2.2 and 0, concrete examples for bibliometric indicators and possible manipula-
tions are given, which in the majority rely on artificially increasing the citation rate of certain publica-

41 Garfield (1974-76) uses the term “field” in his explanation but the same holds in this context for topics. 
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tions. Also, Tagliacozzo (1977) showed that all scientists seem to have a tendency to cite their own 
work more often than that of colleagues. This tendency is not correlated with the “number of citing co-
authors, size of bibliography, and author productivity” (Tagliacozzo 1977, p. 264) so that Tagliacozzo  
suggests that the degree of self-citation might simply be a personal trait. 

Because of that, some institutions have decided to calculate bibliometric indicators based on citations 
under the exclusion of self-citations (instead or additionally). The additional cost is relatively low, 
since these self-citations can be detected by a mere comparison of the authors of the citing and the 
cited work (cf. Aksnes 2003). Glänzel and Thijs (2004) emphasize that – due to potential biases 
caused by author-mismatches – self-citation analysis should always only complement any other kind 
of bibliometrical analysis but not substitute it. 

Another form of self-citations, journal self-citations (cf. p. 53), is more difficult to detect. Since a set 
of bibliometric indicators assesses the impact of a journal by the number of citations to its articles, 
some editors urge the authors to include more citations to papers previously published in the same 
journal, if they want their article to be published.42 Of course, these citations could be excluded simi-
larly to the author self-citations, but the impact would be higher in total and less accurate. The set of 
journals that is important for a single topic might be very restricted and thus, excluding all journal self-
citations might hurt the evaluation of more specialized work. 

Another way to push citation counts for one’s own work is the so called “Salami Publishing” 
(Abraham 2000, Roberts 2009). In this case, authors deliberately publish smaller portions of their 
work in a larger number of publications. In this way, there is (seemingly) more output, more stuffing 
for the CV and more publicity and thus also a higher chance of being cited. According to Leimu and 
Koricheva (2005b) this strategy does not necessarily result in higher citation rates, though. 

Sleeping Beauties and Similar 

Some scientific publications do not receive attention or citations at all for a very long time. If it is dis-
covered later-on that this was unjustified and that they indeed deal with a topic of uttermost impor-
tance, they are called “Sleeping Beauties” (van Raan 2004). Normally, a “prince” comes along in the 
form of another publication that cites the “Sleeping Beauty” for the first time (see van Raan 2004). 
The attention of the scientific community is then attracted and citations are emitted to the “prince” 
and/or the initial paper and the topic is finally picked up in the scientific discourse. The phenomenon 
itself is also called the Mendel Syndrome for the reasons discussed above (van Raan 2004). 

Contrasts to Sleeping Beauties are publications that are affected by the Matthew Effect (cf. definition 
on p. 24) or by “obliteration” (Merton 1968, Garfield 1979). The Matthew effect describes the phe-
nomenon that “For to all those who have, more will be given”, i.e. already famous scientists receive 
more attention and also more citations than their colleagues (Wang, Yu and Yu 2011). The original 
paper by Merton (1968) also mentions, that this is not only true when considering a collection of pub-
lications from various authors with different reputation level but also when dealing with one paper by 

42 http://scholarlykitchen.sspnet.org/2012/04/10/emergence-of-a-citation-cartel, last accessed 2012/08/29. 
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a multiple number of authors. To stress this point, Merton cites a laureate in Chemistry “When people 
see my name on a paper, they are apt to remember it and not to remember the other names” (cited after 
Merton 1968, p. 57).  

Note that this effect deals on the author level, while the “obliteration” concerns the publication level, 
as does the Sleeping Beauty. If a publication “becomes so generic to the field, so integrated into its 
body of knowledge” (Garfield 1979, p. 365), it might be cited less explicitly because it is already con-
sidered as common knowledge. In both cases, as well as for the Sleeping Beauties, citation analysis 
might fail to measure the impact of certain publications. 

In summary, the motives for the distinct status of the Sleeping Beauty paper can be manifold, includ-
ing the following: 
• The importance of the claims or implications of the paper are not visible or not acknowledged by 

the scientific community 
• There is no suitable application, yet, for the claims and implications of the paper 
• The output source, journal etc. has a very low visibility 

Independently of the reasons for the “sleep”, as soon as the paper is rediscovered, it is clear that it 
plays an important role for the scientific discourse (otherwise it would not have been discovered at 
all). Thus, its citations and attention at this time are even extraordinary. Furthermore, a variant of the 
Matthew effect occurs in this context as well: The more attention the paper gets, the more often it is 
cited. The more citations it receives, the more attention it gets, etc. Thus, an extensive neglect is com-
pensated by a disproportional amount of attention afterwards.  

As Braun, Glänzel and Schubert (2010) point out, the study of citation behaviour for Sleeping Beau-
ties and princes helps to understand the information flow in scientific publications induced by cita-
tions. More importantly for this thesis, though, is the conclusion that citations are a rather unreliable 
metric and indicator for the importance of a paper. This notion is discussed in more detail in Chapter 
8. However, Sleeping Beauties enable the analyses of papers that seemingly introduce a topic for 
which the scientific community is not ready yet (cf. the “adjacent possible” in terms of innovation as 
explained in Section 2.1).  

As already stated above, citation rates cannot be used as an indicator for a new topic without a time-
lag. The concept of Sleeping Beauties even corroborates this statement. However, Burrell (2002) pro-
posed a formula to calculate the chance for citation of a yet uncited paper. In his model, the probability 
diminishes over time, thus, with every year that a paper remains uncited, the probability that it ever 
will be cited decreases. This is a clear contradiction to any Sleeping Beauty that has been awakened, 
but one has to bear in mind that Sleeping Beauties are per se exceptions from the rule.  

Costas, Leeuwen and Raan (2011) also distinguished between different types of citation behaviour to 
identify cases of Mendel syndromes or Sleeping Beauties, namely normal papers, delayed papers and 
flashes in the pan. The measurement of citations was based on a comparison with the field average 
values. Concretely, they compared the point in time when a publication has received 50% of its cita-
tions. If this happens before 75% of the publications in its field have received the same proportion of 
their citations, it is called a flash in the pan. If the “break-even point” is reached afterwards, it is la-
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belled as a delayed publication. Thus, their definition of Sleeping Beauties somewhat differs from that 
given by van Raan (2004), as they focus on the delay of citations for a publication without making the 
high citedness of this publication a necessary condition.  

3.2.2 h-Index 

The h-index (Hirsch 2005) was introduced to measure the performance of individual researchers (see 
for example Cronin and Meho 2006). It measures the maximum number of publications h of a scientist 
that in turn also have at least h citations each. As a way to facilitate and illustrate the computation of 
the h-index, the publications are first ordered according to their number of citations. Figure 14 shows 
this for a fictitious distribution of publications and citations. The publication with the highest number 
of citations is at the left hand side. All publications are ordered so that the citation number is diminish-
ing from left to right. As the h-index denotes a point wherein the number of publications and citations 
are equal, it can be found via the intersection of the publication points and the diagonal. In Figure 14, 
this corresponds to an h-index of 3 as the third publication with 3 citations is the last above the diago-
nal. In this particular case it is also the intersection point. 

Figure 14: Exemplary calculation of the h-index for a researcher with 5 publications, which have 
been cited 10, 8, 3, 2 and 1 time(s) respectively. 

 
Source: Own illustration 
Notes: For a better readability the citation points are relocated with a small deviation from the horizontal lines. 

The h-index has been criticized, even though no major flaws due to missing publications of individual 
researchers could be shown (Rousseau 2007). However, the h-index favours older researchers since 1) 
“well-established researchers and projects are cited disproportionately more often than those that are 
less widely known” (Wendl 2007, p. 403), 2) “scientists who have worked in their field for a longer 
period than younger scientists have a greater chance to publish more” (Bohlen und Halbach 2011, 
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p. 193, on a similar notion see also Vinkler 2007) and 3) “the h-index increases with age” (Kelly and 
Jennions 2007, p. 403).  

As a simple example, a set of researchers is analyzed who all publish one publication per year that 
receives 5 citations. The only difference is the time span in which they have been publishing. Figure 
15 shows the respective illustration for three researchers with this publication pattern. Researcher # 1 
has been publishing for 1 year, while researcher # 3 has been publishing for 5 years and thus has al-
ready 5 publications with 5 citations each. In general, a researcher with this pattern who has been ac-
tive for Y years (with Y ≤ 5) will have an h-index of Y.  

Figure 15: The h-index for three exemplary researchers who publish annually one publication, 
which in turn is cited 5 times. 

 
Source: Own illustration 
Notes: Researcher # 1 has been publishing for 1 year, researcher # 2 for 3 years and researcher # 3 for 5 years. 

Thus, even though the citation rate is equal for all researchers, the “older” researcher profits from this 
calculation. Also, if one researcher is added who publishes a paper that receives 10 citations, he will 
have the worst h-index value of 1. And if the example is extended even further so that it deviates from 
the so far static citation rate, it becomes apparent that an older researcher receives more citations sim-
ply due the fact that his papers have been on the market for a longer time. 

Therefore, a variety of alternative calculations for the h-index have been proposed, like the a-, m-, r- 
and ar-index, that bring their own advantages and drawbacks (see Table 4 for a comparison, Thomp-
son, Callen and Nahata 2009). 
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Table 4: The h-Index and alternative metrics. 

Metric Definition Advantages Disadvantages 

h-Index A scientist has index h if h 
of his papers have at least h 
citations (and the other pa-
pers have less than h cita-
tions) 

Combines qualitative and quan-
titative features 
Identifies a core of high per-
formance articles (Hirsch core 
h) 

Insensitive to highly cited 
work 
Difficult to compare across 
disciplines 

a-index43 The average number of 
citations in the Hirsch core h 

Takes into account the skewed 
nature of citations 

Focuses more on the impact of 
the Hirsch core h instead of its 
size 
Can be sensitive to few highly 
cited papers 

m-index44 The median number of cita-
tions in the Hirsch core h 

Takes into account the skewed 
nature of citations 

Focuses more on the impact of 
the Hirsch core h instead of its 
size 

r-index45 The sum of all citations in 
the Hirsch core h 

Does not punish a high variety 
of citation counts for the publi-
cations in the Hirsch core h 

Focuses more on the impact of 
the Hirsch core h instead of its 
size 
Can be sensitive to few highly 
cited papers 

ar-index45 r-index normalized by the 
years publishing 

Takes into account the age of 
the researcher 

Like r-index 

Source: Adapted from Thompson, Callen and Nahata (2009) 

Bohlen und Halbach (2011) test the suitability of the h-index and comparable indicators for a pre-
selection of job application candidates but could not find any better way than “the old-fashioned (and 
time-consuming) method of reading the papers” (Bohlen und Halbach 2011, p. 196). There were also 
studies suggesting that even though the h-index could predict the future success of individual scientists 
(Hirsch 2007), it is not an indicator for a single article’s future citation rate (Hönekopp and Kleber 
2008). 

The h-index exemplarily illustrates the problems associated with bibliometric indicators and also cita-
tion analysis. In particular, various factors can influence the recognition of a work and interpretations 
of the indicators should always consider their limitations. In most cases, only a multivariate analysis 
can take into account the volatile nature of bibliometric indicators. More details are given in Chapters 
6 and 8, wherein such analyses are performed.  
  

43 Bornmann, Mutz and Daniel (2008). 

44 Hirsch (2005). 

45 Jin et al. (2007). 
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3.2.3 Journal Impact Factor (JIF) 

Among the journal-related indicators, the Journal Impact Factor (JIF) is probably one of the most 
prominent ones. This indicator measures the impact of a journal based on the citations for its articles. 
The exact formula is (Moed and van Leeuwen 1995): 

𝐽𝐼𝐹(𝑦) =  𝐶𝑖𝑡𝑦(𝑎𝑟𝑡,𝑛𝑜𝑡,𝑟𝑒𝑣,𝑙𝑒𝑡)
𝑃𝑢𝑏[𝑦−2,𝑦−1](𝑎𝑟𝑡,𝑛𝑜𝑡,𝑟𝑒𝑣,𝑙𝑒𝑡) (3) 

where Pub[y-2,y-1](art,not,rev,let) are all publications of the type article, notes, reviews and letters in the 
specific journal in the years y-2 and y-1 and City(art,not,rev,let) are all citations in the year y to the 
publications in the denominator. 

This indicator as well has been in life-long critic for biases due to the field and the language of a jour-
nal (Seglen 1997). Furthermore, Thomson Reuters uses all citations to all articles of a specific journal 
and divides this number by the number of “citable” articles in the journal. In the formula given above, 
it seems that citable clearly refers to all documents of the named types. However, reverse engineering 
suggest that other document types have been used by Thomson Reuters for the calculation of the JIF 
(Moed and van Leeuwen 1995). Not only did these types not match the ones given above, they also 
differed for the calculation of numerator and denominator.  

All in all, the exact definition of “citable” is not accessible and therefore, it can only be assumed, 
which formula is used (Moed and van Leeuwen 1995); “During the course of our discussions with 
Thompson [sic] Scientific, PLoS Medicines potential impact factor – based on the same articles pub-
lished in the same year – seesawed between as much as 11 (when only research articles are entered 
into the denominator) to less than 3 (when almost all article types in the magazine section are in-
cluded, as Thomson Scientific had initially done – wrongly, we argued, when comparing such article 
types with comparable ones published by other medical journals)” (The PLoS Medicine Editors 2006, 
pp. 707f). 

As is the case with nearly every bibliometric indicator, the JIF is sometimes applied in a way that was 
not intended by the inventors, e.g. to measure the performance of individual scientists or groups of 
scientists. The JIF was also suggested as a predictor of an article’s future citations (Hönekopp and 
Kleber 2008, Ogden and Bartley 2008). Opthof (1997) analyzed the applicability of the JIF for the 
assessment of the performance of single publications, researchers and group of scientists. At least for 
the latter two he was able to show that the JIF cannot be used in such a context. Regarding the results 
by Chang, McAleer and Oxley (2011) for the correlation between a JIF for 2 and 5 years and with and 
without self-citations, one can at least deduce that this indicator is stable independently of the consid-
ered time span and the inclusion of (journal-) self-citations. Nonetheless, with regard to this thesis, it 
can be concluded that the JIF is no suitable metric to detect high-impact articles, since as Chang, 
McAleer and Oxley (2010) already stated “Great papers appear in great journals [and] [a]ll great jour-
nals publish great papers [but] [n]ot all papers in great journals are great.” (Chang, McAleer and Oxley 
2010, p. 3, Chang, McAleer and Oxley 2011, p. 19). This has also already been corroborated by the 
findings by Leimu and Koricheva (2005b): “publication in a prestigious [high JIF] journal does not by 
itself guarantee high citation rates“ (Leimu and Koricheva 2005b, p. 32). Still, for the contributions of 
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this thesis, the JIF is applied to measure the reputation of a journal in order to detect patterns for 
emerging topics (cf. Chapter 6 and 9).  

There have been suggestions for a topic-adjusted JIF (Takahashi, Aw and Koh 1999, Uehara et al. 
2003). In this adjustment, the JIF only takes into account the publications and the citations from a 
specific topic. Fu et al. (2011) showed that there can be major differences between both calculation 
methods and thus both metrics should be taken into account when assessing a journal with mixed topic 
focus. 

A recent debate about “Honorary Authorship” in the journal Science shows the simplest form of indi-
cator manipulation: The number of publications and thus citations can be increased for both the real 
and the honorary authors. So, the incentive for this behaviour is two-fold, as “researchers add the 
names of prominent scientists to boost their papers’ credibility, and senior scientists demand that their 
names be added to the work of younger researchers” (Honorary Authorship 2012, p. 1453). Still, post-
detection is difficult and thus only “concerted efforts by institutions, authors, and journals are needed 
to put an end to this fraudulent and unethical practice” (Greenland and Fontanarosa 2012, p. 1019). 

On the journal side of publications and performance measurement, there have also been reports of so-
called citation cartels. In a first iteration of pushing their JIF, journals cited their own articles exten-
sively, or rather, they let them be cited. Self-citations of journals are easily to detect and some journals 
have already been excluded from the Journal Citation Report (JCR) by Thomson Reuters for exactly 
that reason.46 Thus, in a second iteration, journal editors started to collaboratively push their citations 
by urging authors in one journal to include more citations for their other journal.47 There have been 
reports of editor responses that included statements like the following: “you cite Leukemia [once in 42 
references]. Consequently, we kindly ask you to add references of articles published in Leukemia to 
your present article” (Wilhite and Fong 2012, p. 542). These – unsubtle – hints clearly are intended to 
boost the citation rate of journals, with which the editor might be also directly or indirectly connected. 
The authors on the other hand “are rewarded for acquiescing because their manuscript is published” 
(Wilhite and Fong 2012, p. 543). If more than one journal is involved as in the example above, citation 
manipulation is not that easily detected. Calero-Medina and Costas show a method to detect such “ci-
tation cartels” by looking for common editors and conspicuous citation patterns.48 

3.3 Maps of Science 

There have been different approaches to visualize and classify scientific publications according to 
topical relations. These maps can be used to analyze the interaction of different scientific topics in a 

46 http://scholarlykitchen.sspnet.org/2011/10/17/gaming-the-impact-factor-puts-journal-in-time-out/,  
last accessed on 2012/10/25. 

47 http://scholarlykitchen.sspnet.org/2012/02/02/when-journal-editors-coerce-authors-to-self-cite/ 
http://scholarlykitchen.sspnet.org/2012/04/10/emergence-of-a-citation-cartel/, last accessed on 2012/10/25. 

48 “Journal Citation Cartels: Can they be detected?”, Clara Calero-Medina and Rodrigo Costas, 
http://www.helsinki.fi/kirjasto_old/keskusta/images/verkkari/Calero-medina%20costas%20121011_ 
Cartels_presentation_Helsinki.pdf, last accessed on 2012/10/25. 
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fixed time period or their development over time. Thus, they serve as an illustration for later manual 
interpretation that highly depends on the primarily chosen set of indicators used to map the scientific 
landscape in a 2-dimensional space. In most cases, only one feature is selected to cluster and locate the 
documents, so that all interpretations of a map are basically restricted to its expressiveness as well.  

As will be shown in Sections 3.3.2 and 3.3.3, most mapping algorithms use co-citation or co-word-
analysis to cluster the documents. Therefore, a two-dimensionality of science is assumed (cf. Griffith 
et al. 1974, p. 363 with regard to the work by Price 1966). Other analyses have built upon this assump-
tion and used single-featured clustering for this purpose (see e.g. Small and Griffith 1974, Small, 
Sweeney and Greenlee 1985, Small and Garfield 1985), but also resulted in maps that combine differ-
ent features (Ahlgren and Colliander 2009, Janssens, Glänzel and Moor 2008). In these studies, the 
purpose was solely to create a map to illustrate, analyze and discuss ongoing trends and developments 
in science. However, as was already mentioned, the dimensional reduction to one or few features 
might influence the view so that the selection is crucial. Or as Leydesdorff (1987) already wrote, the 
so-gained results “are largely dependent on the choice of options offered by the computer programme 
[...so that] there remains always the technical question of how the lines drawn between the different 
points can be legitimized” (Leydesdorff 1987, p. 321). 

It should not go unmentioned that Klavans and Boyack (2009) also provided a study in which a con-
sensus map was built using the overlap of other maps. This approach sidesteps the problematic pre-
selection of features but also has to deal with combined restrictions with regard to coverage.  

To better interpret the implications of these features, comparisons of different clustering approaches 
have been performed (Cahlik 2000, Börner, Chen and Boyak 2003, Rafols and Leydesdorff 2009, 
Klavans and Boyack 2006a, Klavans and Boyack 2006b). For these purposes, metrics like the follow-
ing were available: 
• Coverage: How many publications are included in the map 
• Accuracy: How many publications are correctly aggregated in a cluster 
• Dispersion of publications: How many publications are covered by more than one class and if so, 

by how many 
• Bias: Are there any fields or topics that are preferred by the clustering algorithm and thus repre-

sented unproportionally 

This thesis uses variations of the former two metrics, namely Recall and Precision, as introduced later 
(Section 4.1.3). Similar to the work above, the calculation of such metrics facilitates the comparison of 
different mapping approaches. 

The following subsections list different possibilities for the mapping of scientific activity, which can 
be compared to the clustering approach presented in this thesis. The collection starts with the concept 
of classifications, which denote in contrast to the other elements not methodologies but structures. 
Classifications can be constructed via the methods listed below, but are usually characterized by a 
static assignment to manually labelled categories. Sections 3.3.2 to 3.3.4 describe citation-based map-
ping techniques. Author and term-based networks follow, before the selection of research fronts in 
scientific databases is described in more detail. 
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3.3.1 Classifications 

Publications from different research fields can be distinguished with the help of article or journal clas-
sifications. The bibliometric databases used in this thesis provide such classifications based on the 
field of research of the publications or their respective publication source. Further categorizations can 
be added to these databases as well. 

The associated classification for the WoS is the “ISI Subject Categories”. In this classification, one or 
more categories are assigned to each journal. The drawbacks and advantages of an ambiguous journal 
classification are discussed below. As a univocal alternative the classification for the Essential Science 
Indicators assigns only one out of 22 categories per journal49, but is restricted to the defined journal 
set50. Scopus also comes with an already implemented journal classification system. In this classifica-
tion, multiple assignments of journals and thus publications are also common but not as often the case 
as in the WoS classification. The classification system of Scopus is hierarchical in the sense that it has 
two structural levels, while the WoS categorization is flat. Counting all classes in the Scopus system 
(top and bottom level alike), 334 classes are distinguishable in total. By contrast, in WoS only 242 
categories are used.  

An ambiguous (journal or article) classification as implemented in both databases has its advantages 
and disadvantages. On the one hand, multiple assignments of categories have the capability for more 
specific classifications. If a journal or article in fact covers two or more scientific topics or disciplines, 
a distinct classification offers no possibility to represent this. In this case, information is lost. Further-
more, multiple classes show links between scientific areas more explicitly. The multidisciplinary jour-
nals and articles can be easily extracted from the data. In a 1:1-assignment, this has to be derived from 
additional data, e.g. works cited or the authors’ affiliations. 

On the other hand, multiple classes can blur the boundaries between the areas. In particular, since no 
detailed information is available, all classes are assigned with an equal weight – a notion, which in 
most cases is not correct since there is a dominant topic from which the research arises that uses meth-
ods, implications, etc. from other topics. In the WoS, there are up to 10 classes assigned to each jour-
nal. No information is available about the distribution of these classes on the articles. Thus, when us-
ing this information, it has to be assumed that all classes are equally represented in the journal. But 
such an equal weighting of classes can distort the results of bibliometric indicators. 

For instance, in Scopus and the WoS, the number of classes for a journal averages 3.5 or 1.9 respec-
tively. Publications in journals with multiple classes are also counted multiple times when the indica-
tors for e.g. a country are calculated for these different fields.51 By publishing one article in a journal 
with 2 classes, the publication count increases by one for both classes. 

49 http://incites-help.isiknowledge.com/incites_19_live/appendixGroup/subjectAreaSchemes/ 
essentialScienceIndicators.html, last accessed on 2012/11/09. 

50 http://archive.sciencewatch.com/about/met/journallist/, last accessed on 2012/11/09. 

51 An alternative would be the normalization with fractional counts for the fields, which similarly underrates 
publications if too many fields are assigned. 
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Beside manual classification, there have been various methods of clustering/categorizing scientific 
publications; Janssens et al. (2006) use a Latent Semantic Analysis on the texts of publications to clus-
ter them accordingly. Rafols and Leydesdorff (2009) compare different kinds of scientific classifica-
tions and conclude that even though the mapping of the journals to the classifications varies, the clas-
sifications show a high similarity on an aggregated level. Manual efforts (e.g. Glänzel 2003) and semi-
automatic or automatic approaches (Boyack and Klavans 2010, Sebastiani 2002, Small 1985) have 
been applied as well.  

In the following subsections, different features are discussed which can be used to group and catego-
rize scientific publications. These features highly depend on the citation data provided for the publica-
tions. Other methods to group scientific publications by their topical connection have been mentioned 
earlier – the only difference is that those maps are in most cases not labelled in such a way that classes 
can be derived. This thesis exploits the possibilities of an classification that assigns multiple classes to 
single documents or journals. With such a classification, the interdisciplinarity can be measured (cf. 
Chapter 7), which is implemented in some indicators of the system in this thesis (cf. Section 9.4). 

3.3.2 Citation Networks 

One possibility to group scientific publications is to generate a citation network on a set of publica-
tions. In order to do this, a directed graph is built based on the citation flow in the set of publications. 
The citation network allows deductions for the general structure of a topic or subtopics in a topic (i.e. 
larger clusters in the citation network) or its development over time (see e.g. Hummon and Doreian 
1989, Kajikawa and Takeda 2009, Verspagen 2007).  

The use of citations as a metric for topical relationship has been investigated in many publications. 
One of the first works dealing with this application in bibliometrics was written by Pinski and Narin 
(1976). Based on this paper, the famous Google PageRank algorithm was developed later, which 
measures the relationship between websites by links. In theory, using links between web pages is a 
mere continuation of the concept of citations between scientific works. 

Rosvall and Bergstrom (2008) created a map of science as a network of scientific areas (modules) 
where the edges between the nodes, i.e. the modules, represent the citation flow between them. The 
size of the nodes indicated the citation flow within the specific module. The graph was designed bidi-
rectional, i.e. edges were constructed in both directions from all nodes. The map reveals that applied 
science areas cite basic science extensively but not vice versa. The scientific disciplines are all con-
nected to one another via citations either directly or indirectly, i.e. by other disciplines bridging a gap. 
Thus, they state that the structure of science rather resembles a “U” than a ring, where social sciences 
and engineering would be at the terminal ends. These disciplines are merely connected by a “backbone 
of medicine, molecular biology, chemistry, and physics” (Rosvall and Bergstrom 2008, p. 6). 

Mina et al. (2007) identify the main path in the citation network of the most highly cited publications 
for the topic of “coronary angioplasty medical research”. The main path reflects and summarizes most 
efficiently the main research questions during the development of the topic over time. 
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Also, citation networks have been used to identify research fronts in a set of publications (Kajikawa 
and Takeda 2009, Shibata et al. 2009c, Shibata et al. 2009b, Winterhager and Schwechheimer 2002). 
In this case, publications are clustered according to similar citations and the most recent clusters can 
be labelled research fronts. Research fronts are explained in more detail in Section 3.3.7. 

As a last example for the usage of citation networks, Huang and Chang (2011) analyzed the interdisci-
plinarity of a topic by the disciplines of the cited publications, but also stated that the ongoing trend of 
interdisciplinarity was more apparent in the co-author network, which will be discussed in Section 
3.3.5. 

3.3.3 Bibliographic Coupling & Co-citation 

Co-citation analysis is the simplest form of citation analysis and is used to detect similar publications 
by comparing their sets of citing publications. One of the first implementations of a clustering ap-
proach for scientific publications based on co-citation was performed by Small, Sweeney and Greenlee 
(1985). The standard calculation of the similarity of two documents d1 and d2 corresponded to the ab-
solute number of documents that cited both documents d1 and d2. A clustering then was applied using 
this absolute value. A hierarchical clustering, for instance, could start with the maximum value of the 
similarities of all documents in the set and aggregate them in a cluster, then take the pair with the next 
highest similarity and so forth. In the work by Small, Sweeney and Greenlee (1985), each citation for a 
document d1 was normalized with the total number of citations from the emitting document de1, thus 

𝑐𝑖𝑡(𝑑𝑒1, 𝑑1) =  1
# 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑐𝑖𝑡𝑒𝑑 𝑏𝑦 𝑑𝑒1

 (4) 

This normalization was only used for the selection of documents for which the number of citations 
exceeded a certain threshold in order to select a set of documents on which the approach was applied. 

Furthermore, the co-citation of d1 and d2 was normalized with the number of citations both documents 
received: 

# 𝑐𝑜−𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 𝑑1 𝑎𝑛𝑑 𝑑2
�(#𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑑1∗#𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑑2)

=  ∑ (𝑐𝑖𝑡(𝑑𝑒1,𝑑1)|𝑐𝑖𝑡(𝑑𝑒2,𝑑2)>0)𝑒

�∑ (𝑐𝑖𝑡(𝑑𝑒1,𝑑1))𝑒 ∗∑ (𝑐𝑖𝑡(𝑑𝑒2,𝑑2))𝑒
 (5) 

Based on this Small, Sweeney and Greenlee (1985) applied a hierarchical document clustering. They 
compared the results obtained for a fractional and an absolute threshold for document selection as well 
as those for a constant versus a variable co-citation clustering threshold. They showed that the bias 
caused by more “citation-intensive” fields like in Biomedicine can be reduced by the fractional cita-
tion counting method and thus would be a first step towards a consistent mapping of science.  

As described above, Klavans and Boyack (2010) used co-citations to cluster publications independ-
ently of their original classification. Furthermore, Boyack and Klavans (2010) compared different 
clustering methods to identify the most suitable approach to represent research fronts. Bibliographic 
coupling uses the number of shared references, not citing documents, to calculate the similarity be-
tween two publications (see e.g. Sharabchiev 1989). According to the study by Boyack and Klavans 
(2010), bibliographic coupling outperforms co-citation analysis and direct citations. They themselves 
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showed differences to comparable studies in which direct citations sometimes provided better results, 
but in all studies, co-citation analysis performed worse than bibliographic coupling. Thus, apparently 
the references seem to be indeed a better indicator for topical relatedness than citations. Their applica-
tion for exactly that purpose in this thesis is explained in more detail in Section 5.2. 

3.3.4 Journal to Journal Citations 

As a further option for a disciplinary organization of science, journal to journal citations can be used. 
Then, the topical clusters are pre-defined by a journal’s context. In this way, development trends and 
convergence of topics can be studied (Doreian and Fararo 1985, Borgman and Rice 1992, van den 
Besselaar and Leydesdorff 1996, Leydesdorff 2003). 

Klavans and Boyack (2006a) evaluated ten different variations of journal relatedness measures based 
on citations. Six of these measures were based on journal to journal citations, the remaining four use 
co-citation of journals as a similarity measure. In their study, journal to journal citation based meas-
ures outperformed the co-citation metrics, but they acknowledged the usefulness of co-citation based 
measures when information about journals is needed for which no citation information but only cited 
information is given.  

Archambault, Beauchesne and Caruso (2011) listed various limitations to journal-based classifications 
and therefore developed a taxonomy (called “ontology” by the authors) to which the individual jour-
nals were assigned. 

3.3.5 Author Networks/Communities 

There are various possibilities to investigate the development of author networks. First, community 
detection systems and other social network analysis methods can be used to investigate the overall 
structure of an author network. Such a network can be constructed with graphs in which the nodes 
represent the authors and the edges are co-publications. The thickness of the edges can represent the 
number of co-publications a pair of authors has written in a specific time span. The second option is a 
qualitative analysis of an author network to derive incentives and reasons for collaborations in this 
network. In this subsection, a brief overview of both options is given.  

A quantitative, graph-based analysis of an author network was performed by Newman (2001). The 
graphical representation allows the adoption of graph-based metrics. Examples for these metrics used 
are “transitivity”, “betweenness” and “collaboration weight”. The transitivity measures the degree to 
which a connection between authors a1 and a2 and a2 and a3 implies a connection between a1 and a3. 
The betweenness is the number of shortest paths between any pair of authors a1 and a3 that passes 
through author a2. Thus, this metric reflects the number of authors that are connected via a third author 
without whom they would have no connection at all. The “collaboration weight” refers to the weighted 
number of collaborations of two authors a1 and a2 that shows the extent of their collaboration. Despite 
his findings, Newman (2001) also referred to some aspects of the graph model that demand a social 
explanation.  
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Racherla and Hu (2010) conducted a similar study restricted to the field of tourism research. With the 
help of similar metrics as Newman (2001), they were able to deduce the meaning of collaboration in 
this specific research field. Even though some of the most prominent researchers did not show a high 
betweenness value, the establishing of a big collaboration network may correlate with a high produc-
tivity. Again, the limitations of a solely quantitative analysis become evident, since it could not be 
deduced whether a high productivity causes other researchers to collaborate more often or whether the 
collaborations enable the high productivity.  

Of course, such a network analysis is not restricted to the author level. In other studies, the collabora-
tion pattern analysis was conducted on the level of NUTS52-regions (Hoekman, Frenken and Oort 
2009), countries (Li et al. 2010) or fields (Rosvall and Bergstrom 2008). 

Pepe and Rodriguez (2010) analyzed the development of one single research institute to look for 
changes in the collaboration behaviour. With their qualitative analysis it is possible to interpret 
changes like e.g. an increase in interdisciplinarity of the research performed.  

An interesting approach to detect hidden collaboration potential was proposed by Giuliani, Petris and 
Nico (2010). They measured collaborations by co-authorship and content of publications by keywords 
used in these publications. They were able to reveal unused collaboration potential for authors in a 
research group. They detected these potential collaborations by identifying authors that shared the 
same keywords in their publications, thus apparently worked on a similar topic. In this context, they 
were also able to confirm the role of geographical distance in collaboration. Comparatively, Hoekman, 
Frenken and Oort (2009) showed that even though “the choice for a collaboration partners [sic] should 
be based solely on scholarly ground, [...] this choice is significantly impeded by geographical barriers” 
in the case of the EU (Hoekman, Frenken and Oort 2009, p. 736). Similar results have been found for 
collaboration of firms (Torre 2008). 

Ding (2011) extended an LDA approach to detect communities in a co-authorship network. Basically, 
this is the reversal of the approach explained in this thesis (see Chapter 5), where an LDA model that 
is extended by the author distribution, detects clusters of documents. Yan et al. (2012) in turn extended 
the approach by Ding (2011) with the inclusion of the publication source. Thus, the LDA model does 
not only use the textual information and author names but also the “stamp” of a journal or conference. 
With their approach, they can show for the case of Information Retrieval that “topics are sustained by 
the creation of a community around these topics” (Yan et al. 2012, p. 152).  

3.3.6 Keyword Networks, Text-Based Clustering and Co-word Analysis 

The similarity between text documents can be measured by the number of words/terms they have in 
common (see e.g. van den Besselaar and Heimeriks 2006). The usual procedure is to calculate the term 
vectors of the documents and then compare these vectors according to a similarity measure. Börner, 

52  Nomenclature of Units for Territorial Statistics: “[A] hierarchical system for dividing up the economic 
territory of the EU”, http://epp.eurostat.ec.europa.eu/portal/page/portal/nuts_nomenclature/introduction, 
last accessed on 2014/05/23. 
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Chen and Boyak (2003) introduce the metaphor of comparing DNA fingerprints when talking about 
key term comparison, since a higher similarity between them corresponds to a higher probability of 
both being associated with the same “species”. 

The similarity between two term vectors can be calculated by different measures, the most common 
being the Cosine Similarity and the Jaccard Index (cf. Tan, Steinbach and Kumar 2006).  

According to the work by van Eck and Waltman (2009), the most appropriate metric to measure term 
co-occurrence is the equivalence index53 (cf. Cobo et al. 2011, p. 149). Opposed to the aforemen-
tioned similarity metrics between term vectors, this metric measures the similarity between two key-
words w1 and w2. The more of the documents that contain keyword w1 (𝑀1) also contain keyword w2 
(𝑀12 = 𝑀1 ∩ 𝑀2), the higher the similarity between both keywords. 

𝑒12 =  𝑀12
2

𝑀1∗𝑀2
 (6, equivalence index) 

Thus, two kinds of co-word analyses can be differentiated: 1) a document based approach in which the 
similarity between documents is calculated based on shared words and 2) a keyword based approach 
where the similarity between keywords is calculated based on the number of shared documents (nor-
malized with the total number of documents in which they appear). 

The former was for instance applied by Boyack et al. (2011) to compare different keyword-based ap-
proaches for clustering MEDLINE articles. According to Cobo et al. (2011), co-word analysis results 
in clusters of scientific publications representing the main concepts of a field, while co-citation analy-
sis shows the overall structure or connections within a field. The distinction between the two results 
can be illustrated by the difference between the analysis of cities or urban agglomerations and that of 
the routes between them. The focus of co-word analysis on topic representation justifies the high de-
pendency on term usage in this thesis to build topic clusters. 

The other form of co-word-analysis is the clustering of terms according to the number of shared 
documents. Thus, terms that oftentimes appear in the same documents are grouped together. This kind 
of co-word analysis was primarily introduced by Callon et al. (1983). It was adapted to the analysis of 
various topics (see Whittaker 1989, He 1999, Cahlik 2000, Coulter, Monarch and Konda 1998, to 
name only a few). Yi and Choi (2012) and Courtial (1994) calculated keyword networks for publica-
tions in selected journals and were thus able to look for trends and developments in these journals. 
Coulter, Monarch and Konda (1998) and Courtial and Michelet (1990) showed that this kind of co-
word analysis is in general useful for monitoring the development of a scientific discipline over time 
to account for changes in the vocabulary or a shifting focus. The resulting keyword network can be 
analyzed by the usual network indicators like density and centrality to assess individual keyword clus-
ters (Callon, Courtial and Laville 1991, Muñoz-Leiva et al. 2012). On a similar notion, the usage of 
terms during the emergence of topics in comparison to the remainder of the dataset and later years is 

53 Also referred to as association strength, proximity index and probabilistic infinity index. 
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analyzed in Chapter 10 to confirm the assumptions on term usage underlying the LDA approach (see 
Chapter 5). 

3.3.7 Research Fronts 

Price (1965) defined the research front in science as a set of papers “knitted together by the new year’s 
crop of papers” – the “epidermal layer” of science (Price 1965, p. 512). Given this definition, a re-
search front can easily be tracked by the references in a field, where research front papers are referred 
to by half of the current papers in a field (Price 1965). The delineation between a “hot topic” and a 
research front is fuzzy, as a communication between Leydesdorff and others made clear.54 Both refer 
to topics on which the majority of scientists in a field are currently working on.  

Whereas Price only used direct citations in his initial study, there have been other studies that also 
used or compared bibliographic coupling and co-citation for this task (Kajikawa and Takeda 2009, 
Shibata et al. 2009a). Furthermore, other indicators like the authors’ publication output (Tsai 2011) or 
the states in a Marcov model (Lee, Lee and Yoon 2011) have been used to judge the development 
stage of a topic.  

As stated by Kajikawa and Takeda (2009) the use of co-citation results in a time-lag between the pub-
lication date of the clustered documents and the point in time where an analysis is possible. The usage 
of direct citations on the other hand demands an already well-connected topic for which enough cit-
able, relevant literature is available and detectable. An alternative is the use of bibliographic coupling, 
which uses only the references of the documents as features for the clustering. However, this kind of 
usage is a clear contradiction to the initial definition in which the citedness of a document also is an 
indicator of its innovation factor. Thus, this aspect of the analysis is lost and it is reduced to a mere 
clustering of documents for which other indicators have to be used to decide whether a document clus-
ter represents a research front or not. In this thesis, the usage of citations is excluded because of the 
already mentioned induced time lag. Nonetheless, the aim and thus also the results of both analyses are 
comparable.  

3.4 Summary 

This chapter presented various aspects of bibliometric analysis and its relationship to this thesis. The 
databases used in this thesis were illustrated in more details. Section 3.2 discussed popular indicators 
in bibliometrics in general. Again, a closer look at citation analysis was necessary to distinguish be-
tween the usage of references – as in this thesis – and citations for the calculation of topical related-
ness. The JIF was introduced as one indicator for journals as it is also used in the later development of 
rules for the detection of emerging topics in this thesis (Chapter 6 and Section 9.4). A list of possible 
metrics for the mapping of scientific publications in general showed the alternatives as well as paral-
lels to the approach presented in this thesis. 

54 http://listserv.utk.edu/cgi-bin/wa?A2=ind1010&L=SIGMETRICS&D=0&m=5305&P=15045, last accessed 
on 2012/11/05. 

                                                      

http://listserv.utk.edu/cgi-bin/wa?A2=ind1010&L=SIGMETRICS&D=0&m=5305&P=15045


 

 



63 

4 Machine Learning Foundations 

This chapter gives an overview of the concepts and terminology in Machine Learning that are of use 
for the remainder of this thesis. The chapter focuses in particular on the distinction between Training 
and Test Sets, metrics for the automatic qualitative assessment of Machine Learning approaches and 
similarity calculations. In the final Section 4.3, a bridge is built between the theoretic foundations and 
their implementations in this thesis. The respective transfer concerns only the similarity calculation, 
but the following Chapter 5 covers the other main part of the approach, namely LDA. 

4.1 Terminology 

4.1.1 General Definition and Example 

Machine Learning denotes the progress of a computer program improving its performance for a spe-
cific class of tasks with experience (Mitchell 1997, p. 2). This improvement is oftentimes achieved by 
deriving rules from different occurrences of observations. These rules should, on the one hand, cover 
most of the observations in the dataset but, on the other hand, hold in general settings. In this way, the 
performance in regard of the tasks improves with the level of experience (Mitchell 1997, p. 2). 

A Machine Learning approach defines how rules for a specific task are derived. The approach is inde-
pendent of already existing rules or the task at hand. Thus, the specialization to a specific task is a 
subsequent step. In this way, Machine Learning algorithms can be adapted to various classification or 
distinction problems. In other words, there is one stable part or concept of the algorithm that denotes 
how the learning takes place and there is one variable part that is concerned with the adaptation to the 
specific problem. Turing (1950) described the distinction between these two concepts as follows: 

“The idea of a learning machine may appear paradoxical to some readers. How can the rules of opera-
tion of the machine change? They should describe completely how the machine will react whatever its 
history might be, whatever changes it might undergo. The rules are thus quite time-invariant. This is 
quite true. The explanation of the paradox is that the rules which get changed in the learning process 
are of a rather less pretentious kind, claiming only an ephemeral validity. The reader may draw a par-
allel with the Constitution of the United States” (Turing 1950, p. 458). 

As one example, Neural Networks are learning algorithms that calculate result values for a set of input 
values. These calculations are based on connections between neurons that are established during the 
learning phase.  

The concept of a Neural Network and its applications will serve as a running example in this section to 
illustrate the concept of Machine Learning. Basically, Neural Networks can be applied for all prob-
lems for which a decision has to be derived based on a multiple set of (inter-dependent or independ-
ent) factors, for example, decisions for steering a vehicle (Kehtarnavaz and Sohn 1991) or the pronun-
ciation of a letter in an English text (NETtalk by Sejnowski and Rosenberg 1986, also described in a 
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demo for neural networks55). For the latter example, the input for the neurons in the input layer are the 
respective letter itself plus the six surrounding letters, i.e. the three preceding and the three following 
letters, which are represented by 203 units (26 letters plus 3 units to encode punctuation and word 
boundaries times 7 positions). By combining these input features, the phoneme is determined, which 
in turn is represented by a combination of 26 units in the output layer. 

The concept of Neural Networks is based on biological neurons, which “fire” as soon as a certain 
threshold of necessary transmitters is achieved. The same principle can be used for Artificial Neural 
Networks, where each neuron gets input values from different other neurons or the input layer (compa-
rable to human perception or reaction that results in transmitter emission for the neurons). Thus, the 
total input of a single neuron is the sum of these various sources, where a different weight might be 
assigned to each of them. A neuron “fires” as soon as the threshold of the neuron is reached: it sends 
new transmitters along to the next layer. Note that the amount transmitted by the neuron, the “firing”, 
is not the amount that was taken in nor is it the difference between the input and the threshold. It is a 
binary value that is either 0 (if the threshold was underscored, i.e. no “firing”) or 1 (if the threshold 
was reached). However, this output might be weighted in turn before it is fed as an input to a subse-
quent layer’s perceptron. The weight between two connected neurons might also be 0 if actually no 
interaction between these two neurons is sought.  

In a Neural Network, the number of hidden layers and units are provided by the user, but the weight-
ings between the units are determined during the training of the Machine Learning approach. Figure 
16 shows one possible instantiation of such a network. This network has one input, two hidden and 
one output layer. In general, only the number of input and output layers is restricted to one. The num-
bers of hidden layers as well as the number of neurons in each layer are completely flexible.  

Figure 16: Exemplary Neural Network. 

 
Source: Priddy and Keller (2005, p. 8) 

The next subsections briefly describe the various training methods in Machine Learning and illustrate 
them in terms of the running example, the pronunciation of letters. 

55 http://ecee.colorado.edu/~ecen4831/lectures/NNdemo.html, last accessed on 2013/04/28. 
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4.1.2 Instances, Training and Test Set 

In Machine Learning, the subjects of an analysis are denoted as “instances”. In the case of this thesis, 
they represent scientific publications. Each instance can have a number of features that are included in 
the analysis. If the Machine Learning task is a classification problem, one of these features can be the 
class value. Then, the goal is to learn the relationship between the class value and the other feature 
values so that the class value can be derived for new instances for which it is (yet) unknown. In this 
thesis, Machine Learning is concerned with the relationship between the bibliometric features of a 
document and the development status of its topic. Thus, the algorithm determines whether a document 
belongs to a new topic or not. 

To apply and test the Machine Learning approach, the so called “Training Set” and “Test Set” are 
needed. Based on the Training Set, the Machine Learning approach derives rules between the features 
of the instances (in the example above, the surrounding, position and combination of the letters) and 
the correct solution (the phoneme). In the pronunciation example, the goal value is a kind of labelling 
or classification (e.g. “hard c”). In other cases, called regression problems, the goal value can be nu-
meric. The number of features F determines the dimension of a vector that is mapped to a value y. All 
characteristics of an instance that are not covered by the F-dimensional feature vector and the goal 
value y are ignored by the Machine Learning approach. 

The acquisition of a good Training Set is the basis of a well-performing Machine Learning approach. 
All rules that are not covered by examples in the Training Set, are not learned and thus not applied if a 
respective case is encountered later. In the running example, the algorithm is supposed to learn that 
‘e’, ‘i’ or ‘y’ following a ‘c’ or ‘g’ means a soft pronunciation of the latter, a hard pronunciation oth-
erwise.56 Thus, at least one word for each combination of these letters (and one for all the remaining 
variations) should be included in the Training Set. Otherwise, the pronunciation of the letter will be 
determined based on the remaining information and therefore may be wrong.  

Thus, the Training Set serves to tune the approach. In order to test the resulting approach, a second 
dataset is needed. Otherwise, the approach could perform especially well on the Training Set as it 
learned Training Set specific instead of general rules. The most extreme case would be a set of rules 
which specifically maps the input values of each instance in the Training Set to its output value. The 
phenomenon that a Machine Learning approach works better on the training data than on general data 
is called “overfitting” (Witten and Frank 2005, p. 86). This concept underlines the importance of a 
sufficient Training Set selection.  

As explained above, rules, which are not represented by training examples, are not derived. Similarly, 
if the Training Set contains misleading examples (e.g. a “c” at the beginning of a word is always pro-
nounced “hard”), generally non-applicable rules are generated. The evaluation on the Test Set checks 
whether such misconceptions are represented in the rules. Therefore, the now static approach is run 
after training on the Test Set. Thus, it is no longer learning but its performance at the current state is 
assessed. For this purpose, the Test Set usually also contains data for which the performance can be 

56 http://esl.about.com/od/speakingintermediate/a/hardsoftcg.htm, last accessed on 2013/04/28. 
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easily measured, i.e. instances for which either already a correct solution is known or for which the 
results gained with the Machine Learning approach can be manually assessed. 

There are different approaches how to “learn” with a given Training Set. Supervised learning assumes 
that the correct solutions for a given task are (at least) partially known, i.e. there is already a mapping 
of the input values x1,..., xn to a possible output value y for at least some instances. The goal is to de-
rive a set of rules that applies generally and is thus not dependent on the explicit expression in already 
observed cases. 

The Training Set contains those examples with already observed values for y. This might be for in-
stance a set of plant characteristics for which the fitting plant label is already known or customer data 
for which the insurance rate was calculated before. Or, to stick with the running example, a set of 
words or texts for which the pronunciation of the letters is represented in the desired form. 

Alternatives are unsupervised learning programs, in which no goal value exists for the instances in the 
Training Set. The most common examples are clustering programs. It might be already known that 
letters and their features should be classified according to their pronunciation (e.g. ‘cAt’ and ‘lAck’ 
together) in a certain number of groups, but the “how” is left to the Machine Learning approach. A 
clustering approach uses the features of a set of instances to calculate the similarity between these 
instances and groups them so that the instances with the highest similarity end up in one group, a so 
called cluster. 

There are variants of Neural Networks which use supervised learning, e.g. the Self-Organizing Maps 
(Kohonen Maps, Kohonen 1982). For these, the weightings, which are initially assigned randomly, are 
adapted by repeated processing of the training data. In this way, the Neural Network by and by adjusts 
to the underlying training data. 

The distinction between a clustering approach and a classification is that for the latter, the groups of 
instances for one topic are not only aggregated but also labelled in respect to the specific class. How-
ever, both aim at an aggregation of similar instances or, in the case of this thesis, documents. In the 
classification problem, the features of the documents that fall under one label are fixed. Thus, it is 
already known which kinds of “buckets” exist and for a small set of instances (the Training Set) the 
respective buckets are known. The goal of the Machine Learning approach is thus to derive, how the 
instances are connected to the respective class. In an unsupervised clustering problem, neither the 
“buckets” nor the method of assigning the instances to these buckets are known. Rather, this issue is 
solved by the Machine Learning algorithm. Nonetheless, both learning methods are comparable and it 
will be explained later how these common characteristics can be used to measure the performance of 
the clustering in this thesis. 

For the sake of completeness, reinforcement learning, the middle ground of both so far mentioned 
learning methods, is briefly explained as well: In reinforcement learning – as in unsupervised learning 
– the training data does not contain the goal values. However, the result generated by the approach in 
each iteration is assessed on the fly and delivers a cost or reward value. In this way, the learning algo-
rithm can approach the correct solution by and by. Thus, “the learner is not told which actions to take, 
as in most forms of Machine Learning, but instead must discover which actions yield the most reward 
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by trying them”, which results in a “trial-and-error search” for the right behaviour (Sutton and Barto 
1998, p. 3). 

4.1.3 Evaluation Metrics 

For the evaluation of a Machine Learning approach, Precision, Recall and F-Measure can be calcu-
lated. All three metrics stem from Information Retrieval and thus make only a distinction between 
documents that are sought by the end user (positive instances) and other documents (negative in-
stances). Usually, the basis of such an evaluation is the result set, i.e. the set of documents that are 
returned to the end user with a certain system and/or query. However, the comparison of the metrics 
for the result and the initial dataset (if possible) show whether the respective system is indeed an im-
provement to the status quo. 

Recall denotes the ratio of the number of documents an Information Retrieval system correctly identi-
fied to the maximum number of documents it could have (correctly) found. Thus, it reflects the share 
of positive instances that are returned to the end user in relation to the true number of positive in-
stances (Baeza-Yates and Ribeiro-Neto 1999, p. 155). Or in other words, the Recall is “an estimate of 
the conditional probability that an item will be retrieved given that it is relevant” (van Rijsbergen 
1979, p. 120). It follows, that the positive instances must be known in advance for its computation. 
The respective Training Set should thus cover this information. This is usually achieved by a binary 
value of y, that indicates if the instance is positive or negative. If the best solution for a retrieval prob-
lem is known, the respective dataset is called Gold Standard. The overlap between the document set 
found by the Information Retrieval system and the Gold Standard set can be counted. These docu-
ments are labelled “true positive” since they were found (positive) and were supposed to be found 
(true). In contrast to that, the documents that are included in the Gold Standard but not in the result set 
are called false negative. Those documents that were returned by the system even though they do not 
fulfil the right criteria (according to the Gold Standard) are labelled “false positives”. The false posi-
tive documents impurify the result set because they would make it harder for the end user to find the 
sought-after documents in the result set.  

The Recall can then be calculated by dividing the number of positive instances in the result set by the 
total number of positive instances. In total, the Recall denotes the share of documents from the Gold 
Standard that were found, which can be expressed by (Baeza-Yates and Ribeiro-Neto 1999, p. 155):  

𝑅 =  𝑀𝑝𝑟

𝑀𝑝𝑖
 (7) 

where M denotes the number of instances. The annotation pr indicates that only the positive instances 
in the result set of the system are examined, while pi refers to the positive instances in the initial data-
set. Thus, the ratio of the positive instances in the result set (“true positive”) and in the initial set are 
compared. 
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On the other hand, the Precision of a retrieval system sets the number of true positive documents to the 
total number of documents in the result set (Baeza-Yates and Ribeiro-Neto 1999, p. 155):  

𝑃 =  𝑀𝑝𝑟

𝑀𝑝𝑟+𝑀𝑛𝑟
 (8) 

Again, 𝑀𝑝𝑟 denotes the positive instances in the result set, while 𝑀𝑛𝑟 are the negative instances that 
are returned to the end user. 

Thus, the Precision of a dataset denotes its purity, i.e. the share of positive documents in the result set 
(Baeza-Yates and Ribeiro-Neto 1999, p. 155). The Precision can be also seen as “an estimate of the 
conditional probability that an item will be relevant given that it is retrieved” (van Rijsbergen 1979, 
p. 120). Thus, for both Recall and Precision, the documents that are relevant for the end user need to 
be already known.  

If the system simply returns all available documents, the Precision will be equal to that of the initial 
set. For only positive instances the Precision is 1, for only negative instances it is 0. If there are 100 
documents of which only one is in the Gold Standard, the Precision would correspond to 0.01. This 
accounts for the fact that the end user would have to read 99 documents – in the worst case – before 
finding the correct one. To take into account rankings, sometimes Recall @ n and Precision @ n are 
calculated which represent these metrics calculated for the top n ranks in the result set. Thus, Precision 
@ 1 is either 0 or 1 depending on the fact whether the/a right document was returned at that position 
or not (see Witten and Frank 2005, p. 171). 

The F-Measure is the combination of both metrics, so that a fair balance between coverage of positive 
instances (Recall) under the exclusion of negative instances (Precision) can be found. The formula for 
the F-Measure is (cf. van Rijsbergen 1979): 

𝐹β =  �1+ β2�(P∗R)
(β2∗P+R)

 (9) 

With β being a positive, real number, R being the Recall and P being the Precision (Witten and Frank 
2005, p. 172).  

Using the F-Measure as a basis of the evaluation and selection of the retrieval system avoids extreme 
rules, where the result set might be  
• small, but very pure, leading to a high Precision but a low Recall, or 
• large, covering many or all positive documents, but also many negative ones, accounting for a low 

Precision and a high Recall. 

In contrast to that, result sets with both a high Recall and Precision should be preferred and this is why 
the F-Measure should be applied. In this thesis, the F0.5-Measure is used, which weights the Precision 
higher than the Recall. Thus, approaches with a pure(r) document set get a higher score even though 
they might also have a smaller coverage. They are preferred to sets with a high Recall but also more 
negative instances (old documents). The intention of the overall approach is a method that delivers an 
as pure as possible set of new documents to the user. If a full coverage is desired, the initial dataset 
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could be used. By using β = 0.5, half “as much importance to Recall as Precision” (van Rijsbergen 
1979, p. 133) is given.  

Therefore, the quality of the representation of topics and the purity in the clustering should be meas-
ured. Both measures of Recall and Precision were adapted for the evaluation of clusters in this thesis 
in accordance with the definitions of “purity” and “Entropy” by Baeza-Yates and Ribeiro-Neto (1999, 
pp. 357ff). The Recall of a topic is used to calculate how many documents of a topic are covered by a 
single cluster. The aim is to represent each topic in exactly one cluster. Thus, for each topic t, the clus-
ter k that contains most of its documents is selected for the evaluation. The share of documents of 
topic t, which is covered by k, represents the Recall of this cluster k for topic t. To evaluate the whole 
result set, the average Recall over all topics is calculated as 

𝑅𝐾 = 𝐴𝑣𝑔𝑇
𝑚𝑎𝑥𝑘 (𝑀𝑘∩𝑀𝑡)

𝑀𝑡
  (10) 

RK is the adapted Recall for the clusters K, t is a topic (in the set of topics T) defined in the Gold Stan-
dard and k is a cluster (in the result set K). If each topic t is represented by exactly one cluster k, the 
Recall corresponds to 1. 

There is no weighting of the topics according to their size as this would imply that the importance of 
the correct representation of a topic increases with its size. That would be counterproductive for the 
system as it should also (and especially) represent topics that include only few documents. Thus a 
weighting according to size in terms of documents is not applied. However, a bigger topic is more 
difficult to cover completely in one single cluster than a smaller one as there are more aspects and 
documents to include per se. 

With the foregoing definition of Recall, it is measured how close the clustering result comes to repre-
senting each topic by a single cluster. However, in the ideal case each cluster should also represent 
only one topic. Thus, the Precision measures the share of documents in a cluster belonging to its 
dominant topic, i.e. the topic of which it contains most documents. Again, for the overall evaluation 
the average is used – this time across all clusters: 

𝑃𝐾 = 𝐴𝑣𝑔𝐾
𝑚𝑎𝑥𝑡 (𝑀𝑘∩𝑀𝑡)

𝑀𝑘
 (11) 

PK is the Precision for a set of clusters K and again k and t represent a cluster or topic respectively. The 
measure calculates how “pure” a cluster is and corresponds to the metric “purity” given by Baeza-
Yates and Ribeiro-Neto (1999, p. 357).57 Thus, a cluster that contains only documents from one topic 
results in the Precision value 1, a cluster k with Mk documents where each document stems from a 
different topic equals the value 1/Mk. Figure 17 gives an example of possible clusterings of a set of six 
documents and the comparison with the Gold Standard in terms of Recall, Precision and F-Measure 
(for β = 1 and β = 0.5).  

57 Given how the two metrics Purity and Precision calculate the same metric but only on different aggregation 
levels, it seems appropriate to use only one notation for both in this thesis. 
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Figure 17: Examples for possible clustering of six documents and the resulting values for Recall, 
Precision and F-Measure.  

 

 

 

Clustering Recall Precision 
F-

Measure 
F0.5-

Measure 

1 1 1/2 ¾ 5/9 

2 1/3 1 2/3 5/7 

3 2/3 5/6 20/27 25/36 

4 1 1 1 1 
 

Source: Own illustration 

Another metric in Machine Learning is the Information Gain, which is calculated as follows (see 
Moore 2003) 

𝐼𝐺(𝑐𝑙𝑎𝑠𝑠|𝑓𝑒𝑎𝑡𝑢𝑟𝑒) =  𝐻(𝑐𝑙𝑎𝑠𝑠) − 𝐻(𝑐𝑙𝑎𝑠𝑠|𝑓𝑒𝑎𝑡𝑢𝑟𝑒) (12) 

where the class is one of the possible classifications in the dataset (e.g. in this case “new”), the feature 
is one of the features of the instances (e.g. the size of the journal) and H is the “Information Entropy” 
either in a class, H(class), or in a class if the feature value is known, H(class| feature). In turn, for a 
class with possible values J the Entropy is denoted as 

𝐻(𝑐𝑙𝑎𝑠𝑠) =  −∑ 𝑝𝑗𝑙𝑜𝑔2𝑗∈𝐽 𝑝𝑗 (13) 

Or with regard to a feature with possible values X 

𝐻(𝑐𝑙𝑎𝑠𝑠|𝑓𝑒𝑎𝑡𝑢𝑟𝑒) =  ∑ 𝑝𝑥𝐻(𝑐𝑙𝑎𝑠𝑠|𝑓𝑒𝑎𝑡𝑢𝑟𝑒 = 𝑥)𝑥∈𝑋  (14) 

In the above formulas, note that the probability for a class values 𝑝𝑗 and that for a feature value 𝑝𝑥 are 
calculated for the whole dataset, while the Entropy 𝐻(𝑐𝑙𝑎𝑠𝑠|𝑓𝑒𝑎𝑡𝑢𝑟𝑒 = 𝑥) uses Formula  (13) to cal-
culate the Entropy for the class in the subset of all instances with the feature value x. 

Informally speaking, the Information Gain denotes how many bits (as a measure of amount of infor-
mation) in a communication can be omitted if the feature value is known by the recipient.58 While the 
Entropy of a class, H(class), shows how much information is needed for communicating the class 
according to the initial distribution, H(class| feature) denotes the amount needed when the feature 
value is already known. For example, if the initial distribution of the classes new and old was uniform, 

58 See Moore (2003). 

Topic 2Topic 1

Gold Standard

Clustering 1 Clustering 2

Clustering 3 Clustering 4
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1 bit would be needed to communicated the class value of a document (1 for new, 0 for old or vice 
versa): 𝐻(𝑐𝑙𝑎𝑠𝑠)  =  0.5. However, if the specific feature value of an instance bears information of its 
class, the direct communication or the transfer of the bit regarding the class might be obsolete. For 
instance, if it was known that for values of journal size smaller than 500 documents per year the class 
is old, no (further) information needs to be communicated. For the simple case that all other docu-
ments are of the class new it holds that 𝐻(𝑐𝑙𝑎𝑠𝑠|𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑆𝑖𝑧𝑒)  =  0 (the Entropy is zero because the 
class value is already observable) and 𝐼𝐺(𝑐𝑙𝑎𝑠𝑠|𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑆𝑖𝑧𝑒)  =  0.5 − 0 =  0.5. Thus, with solely 
the knowledge of the feature value, all necessary information can be derived and the communication is 
reduced to 0 bits. 

However, in order to apply the Information Gain in this thesis, the distributions of new and old docu-
ments had to be smoothed. Otherwise, evaluation metrics like the Entropy (and also Precision and 
Recall) are influenced by the overall distribution. If the a priori distribution is skewed, i.e. there are 
much more instances for one class than for the other, the Information Gain will always be low as cer-
tain values are more probable and the overall Entropy is low. 

For a low Entropy, H(class), the leeway for improvements through the usage of additional attributes, is 
relatively small. In general, the Information Gain can be at maximum 𝐼𝐺 = 𝐻(𝑐𝑙𝑎𝑠𝑠). The minimum 
value is 𝐼𝐺 = 0, which corresponds to a known class value for an observation like in the previous ex-
ample. Thus, the initial value H(class) also determines the possible value of an attribute’s usefulness 
(i.e. the Information Gain); for an initially small probability of a class, the Information Gain will al-
ways be very low. That, however, would be counterproductive for this study as these a priori prob-
abilities are irrelevant for deciding whether a document is an innovative paper. In theory there should 
be a 50% chance that the approach labels a document as new. In practice, the chance that a labelling as 
new is false corresponds to the initial share of new documents in the dataset. A dataset skewed in fa-
vour for old documents would lead to a system which is more prone to classify a (new) topic as an old 
one, since the chance for failure in this case is always smaller than for a classification as new. This 
would lead to more false negative classified instances, but due to the small portion of new instances in 
the dataset also to high evaluation metrics.  

Table 5: Possible classifications of topics in the use case. 

Class 
Classified as 

New Old 

New True positive, 𝑝 =  𝑀𝑛
𝑀𝑜+𝑀𝑛

 False negative, 𝑝 =  𝑀𝑛
𝑀𝑜+𝑀𝑛

 

Old False positive, 𝑝 =  𝑀𝑜
𝑀𝑜+𝑀𝑛

 True negative, 𝑝 =  𝑀𝑜
𝑀𝑜+𝑀𝑛

 

Source: Own illustration 

Table 5 shows the two classes (new and old) which a topic can have and be allocated to. In a set of M 
instances, the probability of an instance being new is 𝑝 =  𝑀𝑛

𝑀
= 𝑀𝑛

𝑀𝑛+𝑀𝑜
 where 𝑀𝑛 or 𝑀𝑜 is the number 

of new or old instances. For a diminishing share of new instances 𝑀𝑛 in the dataset, the probability for 
true positive assignments decreases. A classifier would incorporate this by classifying as old when “in 
doubt”. Also, for a small 𝑀𝑛, the evaluation metrics are good even if the classifier labels all instances 
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as old. The percentage of correct classified instances would then be at 𝑀−𝑀𝑛
𝑀

= 𝑀𝑜
𝑀𝑜+𝑀𝑛

 which ap-

proaches 1 when 𝑀𝑛 tends to 0. In this way, a skewed distribution leads to a biased classifier. Thus it 
is more reasonable to use a smoothed distribution. By doing that, attributes for new documents are 
equally considered in the classification process. 

A “smoothed distribution” can be achieved by Resampling, which is used to prepare the dataset on 
which the rule deduction in Chapter 9 is applied. For Resampling, a dataset is generated by drawing 
randomly with replacement from the original dataset. The size of the new dataset can be parameter-
ized. In the case of this thesis, it was always as large as the initial dataset. However, the main point of 
this method is that the drawing can be “manipulated” to change a biased class distribution to a uniform 
one. In this case, a drawn instance is put back without adding it to the new dataset if it contradicts the 
goal of a uniform distribution. Thus, drawing for example coincidently repeatedly from only one class 
is unproblematic as long as a uniform distribution can still be achieved, but after that, all instances 
drawn from the respective class are omitted. Note that a uniform distribution does not necessarily de-
mand an exact partitioning of the dataset according to the number of classes but allows for some vari-
ance. Furthermore, a dataset size equal to that of the initial set requires that one if not more instances 
of the underrepresented class are included multiple times in the new set. Because of the replacement in 
the drawing procedure, in theory each class might be represented by only one instance that is multi-
plied as often as the dataset size demands it.  

4.2 Similarity Measures 

Clustering is the process in which similar instances are grouped together to form one set, a so called 
cluster. In order to measure the similarity between instances in a formal way, a similarity function is 
applied. This similarity function can determine the similarity of pairs of instances and/or clusters.59 
The (groups of) instances with the highest similarity at a time are then grouped together to form one 
single cluster. In theory, the initial clustering between instances is a clustering of clusters, which have 
a size of 1 each. For each cluster pair, the similarity is calculated and the clusters with the highest 
similarity are merged. Then, the process is repeated until the stop criterion is fulfilled. The fact that the 
size of the single clusters increases with time is irrelevant as the similarity function should consider 
both single-instance as well as multi-instance clusters. 

After the clusters in different time periods have been built, the system in this thesis identifies topically 
related clusters. The method for this corresponds to that used in the clustering, as the clusters are com-
pared based on features to calculate a similarity value. However, in this case the clusters with a high 
similarity are not merged but linked across annual boundaries.  

The similarity between instances can be calculated by different combinations of the respective fea-
tures. For this, the F features of each instance can be represented as vectors in an F-dimensional space. 

59 This paragraph only deals with hierarchical agglomerative clustering. Agglomerative clustering starts with 
a cluster for each instance. With each iteration the clusters are merged. In contrast to that, other clustering 
approaches start with one single cluster containing all instances which is iteratively split in smaller clusters. 
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The easiest way is to aggregate over the similarity comparison of the individual feature pairs. For in-
stance, the sum over the absolute difference in feature values x for the features F can be calculated: 

𝑆𝑖𝑚(𝑑1, 𝑑2) =  ∑ �𝑥1𝑓 − 𝑥2𝑓�𝐹  (15) 

As an alternative, the Euclidian Distance between the two vectors can be used: 

𝑆𝑖𝑚(𝑑1, 𝑑2) =  �∑ (𝑥1𝑓 − 𝑥2𝑓)2𝐹  (16) 

This procedure might also use weightings of the different features. For example, the adaptation of the 
above function to 

𝑆𝑖𝑚(𝑑1, 𝑑2) =  ∑ 𝑤𝑓 ∗ �𝑑1𝑓 − 𝑑2𝑓�𝐹  (17) 

Furthermore, individual distance/similarity functions for each feature can be introduced to account for 
differences in the features: 

𝑆𝑖𝑚(𝑑1, 𝑑2) =  ∑ 𝑤𝑓 ∗ 𝑠𝑖𝑚𝑓(𝑑1𝑓, 𝑑2𝑓)𝐹  (18) 

This can be especially useful when mixing nominal and numeric features, e.g. a document’s statistic 
and its terms. An exemplary vector might look like this:  

⎝

⎜
⎛

𝑙𝑒𝑛𝑔𝑡ℎ 𝑖𝑛 𝑤𝑜𝑟𝑑𝑠
𝑎𝑔𝑒

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑠/𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠
𝑡𝑖𝑡𝑙𝑒

𝑎𝑢𝑡ℎ𝑜𝑟𝑠 ⎠

⎟
⎞

 

The similarity in the titles might in turn again use a vector representation of the terms, where each 
position of the vector denotes the usage of a certain term. Thus, the actual information about the order 
of the terms is lost. Such a vector representation of a set of terms, i.e. (w1, w2, w3, …)-1, is called “bag 
of words”. 

The vector representation of the features or terms makes it possible to calculate the Cosine similarity 
between them. Thus, they are indeed used as vectors in an F-dimensional space between which the 
degree is measured. 

In this thesis, the similarity between the instances and clusters during the clustering is calculated in a 
topic model, which uses the textual information as a bag of word. The underlying calculations, which 
enable the clustering of the instances, are explained in Chapter 5. Thereafter the connections between 
the clusters in different time periods are established. The necessary similarity calculation uses the term 
distributions of the LDA approach and is explained in full detail in the next section. 

4.3 Similarity Calculation of Topics in this Thesis 

As stated above, the resulting clusters are compared across the different time periods. The preceding 
clustering is performed for each year separately to allow for trends to be discovered. If a longer time 
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period was used, the weak signals for trends might be eclipsed with those of more established topics. 
Thus, the dataset is split in yearly portions and then the topics in these parts across the yearly bounda-
ries are compared. The similarity between the clusters can be measured with the aggregated term dis-
tributions, references, authors involved in the topic etc.  

Small (2006) used a similar approach but applied overlapping time windows to extract the connections 
between document clusters in different years. Thus, he calculated the clusters in a period between year 
y and year y+2 to look for documents that were connected over these years. As stated above, this is not 
an option when topics are yet emerging and the observation period ends with the year for which the 
emerging topics are to be detected. If a topic is emerging, there should be no connection to any previ-
ous topics (or only weak ones). But if only one document represents a new topic, the chance of “bury-
ing” this document in another topic increases with the inclusion of former years. This effect is en-
forced as the vocabulary used in the beginning of a topic might still resemble in large parts that in 
other topics. 

When two clusters from different time periods are compared, the necessary delimitations of the topics 
have already been made by the clustering. Now the relations on the more aggregated topic level are 
detected in the similarity calculation. 

The new dimension time enables some additional features that were impossible before: On the one 
hand, references to documents in other clusters provide a clear hint on relatedness.60 On the other 
hand, the time elapsed between two topics can be used as a kind of discount factor for their relatedness 
or the probability that the later cluster is directly founded on the former one. 

The similarity between the clusters can thus be determined based on the following features: 
• common terms/vocabulary comparison 
• common references 
• distance in years 

Co-citations and similar metrics are not available for the documents in the most recent, i.e. current 
time period (see in particular Section 3.2.1), and thus not covered in the following. 

For the first two features, the similarity calculation uses the term and reference distributions of two 
topics; the term and reference vectors of both clusters are compared.61 Basically, the term vector is a 
V-dimensional vector for V different unique terms in the whole document set. Element w of the vector 
denotes the absolute frequency of a term. The term vector for a document shows the absolute term 
frequency of a term w in respect to a specific document, i.e. restricted to occurrences in this document. 
The term vector of a cluster denotes the number of times the V terms appear in all the documents of 
that cluster. Two term vectors of two clusters can be compared by the cosine similarity, i.e. assuming 
that both vectors are depicted in a V-dimensional space, the degree between them is calculated. The 

60 Contrary, the absence of citations does not necessarily correspond to topical distinction but can have vari-
ous reasons, see Section 3.2.1. 

61 More precisely, the calculation is based on the distributions Τ and φ of LDA, which is explained in Chapter 5. 
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same can be done for the references. The combination of both metrics is achieved by a weighting wr 
that denotes the relation between both values. The similarity in respect to terms cannot be used as the 
sole base of cluster comparison because the vocabulary of a topic changes over time, new specific 
terms are introduced and older terms and the respective concepts are abolished. Thus, the overall simi-
larity between two topics t1 and t2 can be described as  

𝑠𝑖𝑚(𝑡1, 𝑡2) =  𝑤𝑟 ∗ 𝑠𝑖𝑚𝑟(𝑡1, 𝑡2) + (1−𝑤𝑟) ∗ 𝑠𝑖𝑚𝑡(𝑡1, 𝑡2) (19) 

where simr(t1, t2) and simt(t1, t2) is the cosine similarity between the two reference and term vectors and 
wr is a value in [0;1]. If the same vocabulary and references are used in both clusters, then it can be 
assumed that both clusters are topically related. The similarity value as a value between 0 and 1 de-
notes the degree of agreement between the two sets of vocabulary and references. 

The distance in years refers to the time span between the two compared topics. The reasoning behind 
this feature is that the chance of a topic reappearing after a number of years Y (without interim linking 
topics) should diminish over time and thus with increasing Y. Since the approach is intended for de-
tecting new emerging topics in the most recent year, the distance in years between the clusters which 
are compared corresponds to the age of the older topic.  

After the similarity between clusters in different years has been calculated, links are built between 
those clusters with the highest similarity or a similarity higher than tc. These links represent a topic 
evolution, i.e. the connection of two clusters in different years indicates that the former topic evolved 
to the newer one. Thus, by linking those clusters with a high similarity, their development over time 
can be monitored. Also, this approach makes it possible to detect those topics that have no predecessor 
in the sense of this linkage. When considering the way these links are established, this means that the 
topic did not occur from “thin air” but that all other topics (those from which it evolved as well as 
those, which are completely unrelated) do not share a similarity that is above the threshold tc and are 
thus not sufficiently similar.  

An alternative or in the case of this thesis complementary approach would be the detection of outliers 
regardless of links to former topics. In this case, the outliers are not detected by missing links but by 
tell-tale features of innovative topics. Or presented the other way around: Outlier detection is in theory 
a clustering algorithm, in which deviant documents/instances are not clustered together with the other 
instances. Chapter 6 and Section 9.4 explain how additional features enable the selection of deviating 
documents. 

4.4 Summary 

This chapter presented the most relevant concepts in Machine Learning for this thesis: The distinction 
between Training and Test Set is important for the evaluation for Chapter 9, wherein the parameters of 
the approach are defined, i.e. the approach is trained. It had to be considered that the datasets for cali-
bration and evaluation need to be distinct but also comparable. For that reason, the later introduced 
datasets for the evaluation (see Sections 9.2.3 and 10.2) were not used in other contexts in this thesis, 
while e.g. the datasets for the analysis of the bibliometric features (Chapter 6), the citation rate (Chap-



76 

ter 8) and the calibration (Section 9.3) were in large parts identical. Recall and Precision were intro-
duced as measures for coverage and accuracy of retrieval algorithms and their adaptation for the 
evaluation of clustering approaches in this thesis was shown. Other metrics like the Entropy and the 
Information Gain were explained for a better understanding of the rule derivation (Section 9.4). 

The measuring of distance and similarity between vectors or clusters was described, as the second step 
of the system links topic clusters in different time periods according to their relatedness. Section 4.3 
showed the necessary adaptations of the respective similarity measures for this thesis. The following 
chapter explains the concept of LDA and its adaptation for this thesis, so that the theoretic background 
covers all aspects of the system. 
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5 Latent Dirichlet Allocation (LDA) 

5.1 Basic Approach 

The underlying approach for the topic detection is based on an implementation of LDA (Blei, Ng and 
Jordan 2003, Heinrich 2008, Steyvers and Griffiths 2007). LDA deduces the topics in text documents 
by calculating the latent topic distribution of their words. Thus, each word belongs to a topic with a 
certain probability. The assumption that thus each document in turn is a composition of single prob-
ability distributions is based on the concept of mixture models in statistics. Before going into details 
for mixture models and their computation, the intuitive notion underlying LDA will be sketched.  

Each document is assumed to consist of a mixture of various topics, which are present to varying de-
grees. For instance, a document concerned with a countries flora might also cover related aspects like 
e.g. interaction with fauna, geography etc. Thus, the document is a mixture of topics, for which the 
exact definitions of the topics remain vague. Note that even for experts a clear delimitation of a topic’s 
concept is difficult and only feasible in comparison with other topics.  

LDA is called a topic mixture model because it uses distributions of words for distributions of topics. 
In general, any combination of underlying distributions can be called a mixture (Marin, Mengersen 
and Robert 2005). A mixture model consists of M observations, in this case the text documents, which 
in turn contain V categorical observations, the words, which are in the following called items. The 
points of observation contain information about parameters of the distribution indirectly (Marin, 
Mengersen and Robert 2005). In particular, information about the underlying probability distributions 
is only expressed latently. Mixture models assume that for each item there is a probability distribution 
for the K topics. According to this distribution, a probability distribution of mixture components for 
the K topics can be derived, which basically is the eponymous mixture or combination of distributions. 
Thus, the derived parameters majorly depend on the provided information.  

The innovative aspect of LDA and similar approaches was the introduction of the so called topic mix-
ture model as a contrast to clustering approaches. Even in fuzzy clustering, where a document is par-
tially assigned to K topics, the document as a whole is associated with all these topics. For a better 
differentiation between both aspects, the fuzzy clustering can be imagined as a cluster or topic centred 
approach while the topic mixture models work on the document level. Thus, in fuzzy clustering a clus-
ter might consist of documents where some are closer to its centroid and others farer away. This leads 
to overlaps in clusters where clusters might “share” documents to a certain degree. However, a mix-
ture model regards the single items, i.e. terms, of each document and their respective probability dis-
tribution for the K clusters or topics. 

In the case of mixture topic models, rather instead of a document being assigned to multiple topics the 
topics are associated with the terms and therefore the documents with a certain probability. Based on 
the observations, the probabilities of each item (the mixture components) can be calculated iteratively. 
They can be derived from the words used in the documents. Each word can represent and thus be 
mapped to each topic with a certain probability (which can nevertheless also be zero). Note that since 
the topics are assumed to be latent, the only observed variables are the words in the documents.  
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Figure 18: The idea behind LDA. 

 
Source: Blei (2012, p. 78) 

Figure 18 is an illustration by Blei (2012, p. 78), one of the inventors of LDA. On the left hand side 
are the K topics with their associated term probabilities.62 On the very right hand side, the topic pro-
portions θ(d,k) are depicted. They denote the likelihood for a topic ki to appear in document dj. Ac-
cording to these proportions, a topic ki is drawn for each word. This resembles sampling with replace-
ment, since probabilities for each topic stay the same over the whole process. Therefore, in theory, a 
document could contain only words from a single topic. Each topic ki in turn has a word probability in 
the distribution φ(k,w). Accordingly, a word is drawn from this distribution and placed in the text. This 
comprises the theory that enables the underlying assumptions about the text generation process. Be-
cause, if a topic is generated by these probability distributions, it should in turn be possible to ap-
proximate these distributions on the basis of the text documents. That is, if a topic appears in 60% of 
the documents, this topic’s proportion should account for approximately 60% (if the number of obser-
vations M is large enough). 

Figure 19 shows the general procedure of the approach. The initial setting assumes an equal probabil-
ity for each term to appear in each topic and each topic to appear in a document (distributions φ and 
θ). However, in the beginning, the words are assigned randomly to the topics. This refers to each in-
stance of a word, i.e. the term w appearing in document d on position n, and not a word in general. The 
result is the topic assignment z(d,n) for an observed word w(d,n). w(d,n) is the actual value of a term in 
document d on position n. z(d,n) is the topic that is associated with the word in document d on position 
n. The combination results in 𝑝(𝑤(𝑑, 𝑛) | 𝑧(𝑑, 𝑛), β(𝑘)), i.e. the probability of observing word w(d,n) 
given the topic of the document and the distribution of the words on the topic. 

62 In practice, each term appears in each topic but might have a probability close or equal to 0. Thus, each 
term probability vector has the same length for all topics. This is important when comparing these vectors 
later on e.g. with the Cosine similarity. 
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After that, the topic probability for a document can be deduced based on the number of words from a 
topic that appear in it and the word distribution for the topics (which is in the first iteration equal for 
all topics but will change later and is checked in the first iteration as in every subsequent iteration). In 
the first iteration, the topic probabilities for all documents are calculated based on 
𝑝(𝑤(𝑑, 𝑛) | z(𝑑, 𝑛), β(𝑘)) given θ. Thus, for each document the topic probabilities are recalculated 
based on the current word to topic distribution but regardless of its current assignment. The probability 
of a topic k for a document d is therefore calculated as 

θ(𝑑, 𝑘)  =  𝑛𝑑(𝑑,𝑘)+α
∑ 𝑛𝑑(𝑑,𝑘)+𝐾∗α𝑘  

  (20) 

where nd is the number of occurrences of terms assigned to topic k in document d. Then, the docu-
ments are reassigned in the topics that they fit the best.  

θ represents the per-document topic proportion and is a symmetric Dirichlet distribution Dir(α1, ..., αk). 
Thus, its initial as well as all following values are dependent on α.  

Figure 19: Iterations of the LDA approach. 

 
Source: Own illustration 
Notes: w(d,n) = term in document d on position n, z(d,n) = topic (for the term) in document d on position n, 
θ(d,k) = probability of topic k for document d, nd(d,k) = number of occurrences of terms assigned to topic k in 
document d, nw(w,k) =  number of times word w is assigned to topic k, φ(k,w) = distribution of word w for topic 
k.  

The per-document topic proportion θ(d,k) represents the composition of these single proportions. After 
calculating the topic-proportions, all other parameters can be updated accordingly. This includes the 
per-topic word distribution φ which is calculated as 

φ(𝑘,𝑤)  = 𝑛𝑤(𝑤,𝑘)+β
∑ 𝑛𝑤(𝑤,𝑘)+𝑉∗β𝑤  

 (21) 

where nw(w,k) is the number of times the word w is assigned to topic k. 

φ represents the probability of a word to occur in a topic k. This in reality latent information is derived 
from the distribution of words in the topics. As stated above, it depends on an initial random assign-
ment. However, the process of assigning words to topics and topics to documents is repeated so many 
iterations i that this does not affect the result. It has been shown that LDA converges after i=10,000 
iterations (Griffiths and Steyvers 2004), i.e. changes become less and less and the initial distribution of 
documents has no influence on the final result. 

Calculate probability for 
topic k for document d 

(θ(d,k))

Initial setting 
φ and θ

For each observed word 
w(d,n): Random assignment 

to one of K topics (z(d,n))

Update Parameters
nd(d,k)
nw(w,k)
φ(k,w)
z(d,n)

i iterations
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With this new φ, the word topic assignment z(d,n) can be recalculated for the next iteration. The new 
assignment depends on the probability of a topic appearing in the document and then this topic causing 
word w to be drawn. Thus, the formula can be rewritten to: 

𝑝(𝑘|𝑑, 𝑛) = 𝑝(𝑤|𝑘) ∗ 𝑝(𝑘|𝑑) 

= φ(𝑘,𝑤) ∗  θ (𝑑, 𝑘) 

= 𝑛𝑤(𝑤,𝑘)+β
∑ 𝑛𝑤(𝑤,𝑘)𝑤 +𝑉∗β

∗ 𝑛𝑑(𝑑,𝑘)+α
∑ 𝑛𝑑(𝑑,𝑘)𝑘 +𝐾∗α  

 (22) 

The final assignment of a topic to z(d,n) is conducted via a scaled sample. Thus, the probabilities for 
the K topics are recalculated as  

𝑝(𝑘) = 𝑝(𝑘 − 1) for 𝑘 > 1  (23) 

and a random number u between 0 and p(K) is drawn. The topic k with the smallest value of k for 
which 𝑢 <  𝑝(𝑘) is selected for z(d,n). Figure 20 illustrates this procedure: topic k-1 is selected be-
cause it is the first topic – when ordered from the left according to the cumulated probabilities – for 
which 𝑢 < 𝑝(𝑘 − 1). The higher the non-cumulated probability of a topic k, the higher the chance that 
u falls in the range [p(k-1); p(k)) since basically a bigger “impact area” is offered. However, the scaled 
sample enables to simulate drawing the topic rather than strictly assigning it. 

Figure 20: The multinomial sampling with a cumulative method. 

 
Source: Own illustration 

In the end, the following estimations can be derived: 
• The probability of each term w for a topic k: φ (k,w) 
• The probability for a topic k to appear in a document d: θ (d,k) 

Thus, for each topic, the set of important vocabulary can be derived by looking at the terms with the 
highest probability, i.e. those that are used most frequently in the respective documents.  

Also, for each document the topic(s), to which it is most probably related, can be calculated. In order 
to achieve this, the probability for each document to belong to any of the K topics is calculated. Then, 
each document is assigned to the topic for which it has the highest probability. The topic with the 
highest probability for a document will be denoted as its “dominant topic” for easier references in the 
remainder of this thesis. 
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All in all, some parameters of the basic LDA algorithm enable an adjustment to the input parameters. 
In particular, these are the parameters α and β, the number of iterations i and the number of topics K. 
All these parameters stay fixed over the whole runtime of the algorithm and determine the initial val-
ues for θ (since the respective Dirichlet distribution is based on α), z (the multinomial distribution that 
is in turn based on θ) and φ (the distribution for the word probabilities that is based on β). The only 
observed variable that is unchanged during the whole process is w(d,n), the true value of the word in 
document d on position n. Derived variables are the number of unique words V and the number of 
documents M. In the following, the input parameters are briefly explained in terms of their role for the 
LDA algorithm. Their final values for this thesis are set in Section 9.2. 

α determines the shape of the Dirichlet distribution for the topics and thus the likelihood of a topic 
being selected. The exchangeable Dirichlet distribution, which is used in LDA, requires all elements 
of α being equal, leading to a set of topics that initially have the same likelihood. This avoids favour-
ing any of the K topics since no prior knowledge about the topics is given.  

The smaller α, the sparser is the topic distribution θ. A small value of α results in only few topics be-
ing associated with a document and thus the more α converges to zero, the fewer topics are assigned to 
one document at a time (with a minimum of a 1:1 mapping). 

β is the equivalent for α in the multinomial distribution for the word-topic distribution φ. Again, it 
holds that the smaller the initial value of β, the sparser the distribution of the words on the topics.63 

The integer K determines the number of topics that LDA generates. Thus, for a given K, in the first 
iteration of LDA, K topics are created and the M documents are randomly distributed among these 
topics. Also, it sets the size of the vector α, i.e. α = α1, ...,αK, which is a uniform distribution anyway.  

5.2 Adaptations for this Thesis 

Preprocessing 

Before applying LDA, a preprocessing step is conducted to eliminate stopwords and frequent words 
and to stem the remaining words. A list of stopwords was used to identify and remove common words 
with no content, as e.g. “and”, “with”. This list was supplemented with words that appeared frequently 
in the abstracts of the scientific articles as e.g. “Copyright”.64 

Stemming was performed using Porter stemmer (Porter 1980).65 Porter stemmer was designed for 
English texts and reduces all words to their word stem. No thesaurus is checked in the background. 
Instead, the endings of a word are stemmed according to a fixed set of rules. This might be problem-

63 To be precise, in the original definition, β is the initial probability for p(wj = 1|zi = 1) for all combinations 
of 𝑖 ∈ 𝐾 and 𝑗 ∈ 𝑉 (cf. Blei, Ng and Jordan 2003). 

64 Such annotations were wrongly but oftentimes included in the abstracts by the database providers. More 
such terms were found in a later dataset, which made further adjustment necessary (see Section 10.2.1). 

65 http://tartarus.org/martin/PorterStemmer/, last accessed on 2013/03/13. 
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atic in cases in which the verb forms end with “y”, because Porter stemmer cannot detect whether such 
a word derives from a noun, adjective or verb.66 This is certainly a drawback but the independence 
from any thesaurus or other hard coded part of the stemmer makes up for that. However, the main 
point is that words, for which the word stem is stable despite inflection, are reduced to the same word 
stem. For better illustration, a list of examples for Porter stemmer follows (non-existent words in ital-
ics):67 
• liar  lie 
• lie  lie 
• lied  li 
• lies  li 
• ly  ly 
• lying  ly 
• natur  natur 
• natural  natur 
• naturalize  natur 
• naturally  natur 
• nature  natur 
• natured  natur 
• natures  natur 

Terms (and references, see below) that appeared in too many documents were sorted out before apply-
ing the extended LDA approach. Therefore, after stemming and stopword removal, the term vector is 
used to determine the frequency of all words. Frequency is measured in document frequency (number 
of different documents in which a term appears) and term frequency (number of times a term appears 
in any document in total). This functionality is based on a notion of Blei in a lecture on LDA, in which 
he stated that common words should be eliminated before its application.68 The criterion for the ex-
clusion of common words can be set dynamically via the parameter tw. The threshold tw denotes the 
maximum share of documents in which a term can appear before being marked as ambiguous. The 
threshold tw is relative to the number of documents in the set, M, and thus a value in the range (0,1]. 
All terms that appear in more than tw*M documents are excluded from the further analysis.  

For instance, a threshold of tw = 0.5 corresponds to the fact that a word can appear at most in 50% of 
the documents. All terms marked as ambiguous are excluded from the LDA approach as they have no 
distinctive value for the topic model. On a similar notion, all terms that appear in only one document 
are excluded as the goal was to determine the representative words for a topic. 

66 In other words: No hard coded lexicon is used.  

67 All examples taken from http://tartarus.org/martin/PorterStemmer/voc.txt and http://tartarus.org/ 
martin/PorterStemmer/output.txt, last accessed on 2013/11/29. 

68 Machine Learning Summer School (MLSS), Cambridge 2009, for reference see 
http://videolectures.net/mlss09uk_blei_tm/, last accessed on 2013/11/29. 
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References 

LDA was enhanced by a feature that uses the references of a document for the topic models. Similar 
extensions have been made for web links as well as references in scientific documents (Erosheva, 
Fienberg and Lafferty 2004, Nallapati et al. 2008). Basically, a similar distribution as for words is 
applied for references. Thus, the additional parameters Τ for a topic reference distribution and its pa-
rameter γ are established. γ is the equivalent of β for the reference distribution among the topics. Thus, 
γ determines how specific a reference is for one topic. Therefore corresponding to φ, Τ shows the 
probability of each reference belonging to a topic 1...K. Accordingly, Τ is a multinomial distribution 
with the parameter γ. Also z’ is introduced as the equivalence of the term-topic assignment z. Variable 
R denotes the number of unique references in the dataset. Unlike words though, each reference can 
only appear once in a document. Figure 21 shows the overall LDA approach which is the result of this 
extension. 

Figure 21: LDA extended for the usage of references (right hand side). 

 
Source: Own illustration, adapted from Blei, Ng and Jordan (2003, p. 997)69 

There are approaches that do not assume the same underlying set of K topics for the references (or 
links) and the terms from the documents’ texts.70 Rather, they have two sets of topics that are repre-
sented by the references and the terms independently. Here, both distributions, references and terms, 
use the same set of underlying topics. Thus, the probability of a specific document to belong to one 
topic ki is calculated based on the probability of its references and the probability of its terms to belong 

69 In the original illustration by Blei, Ng and Jordan (2003, p. 997), the multinomial distribution φ as de-
scribed above is not explicitly shown. Instead, w is directly derived from βk (via an implicit multinomial 
distribution). However, to better represent the actual implementation and calculations in the background, 
the illustration in this thesis also shows φ (and Τ respectively) as distribution for parameter β (γ respec-
tively). Also, the labels of the parameters (in particular M and V) had to be adjusted in order to coincide 
with the remainder of this thesis. 

70 See the “Alternative Models for References” by Erosheva, Fienberg and Lafferty (2004, p. 5233). 
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to topic ki. Both probabilities are combined to get the overall probability of the document for topic ki. 
The simplest way to do that would be to calculate the average of both metrics, resulting in a 1:1 
weighting. However, a weighted combination of the probabilities takes into account that one of the 
two features might be a better indicator for a topic assignment than the other. Still, it would be possi-
ble to have an equal weighting for both metrics if it turns out that this is the best solution for the given 
scenario. Thus θ is now calculated as 

θ(𝑑, 𝑘)  =  𝑛𝑑(𝑑,𝑘)+𝑟𝑑(𝑑,𝑘)+α
∑ (𝑛𝑑(𝑑,𝑘)+𝑟𝑑(𝑑,𝑘))+𝐾∗α𝑘

 (24) 

where rd is the number of occurrences of references assigned to topic k in document d (cf. Formula  
(20)) and  

𝑝(𝑘|𝑑, 𝑟) =  𝑝(𝑟|𝑘) ∗ 𝑝(𝑘|𝑑) 

=  Τ(𝑘, 𝑟) ∗  θ(𝑑, 𝑘) 

=  𝑛𝑟(𝑟,𝑘)+γ
∑ 𝑛𝑟(𝑟,𝑘)+𝑅∗γ𝑟

∗ 𝑟𝑑(𝑑,𝑘)+α
 ∑ 𝑟𝑑(𝑑,𝑘)+𝐾∗α𝑘

 (25) 

where nr is the number of occurrences of references assigned to topic k (cf. Formula  (22)). 

z' is calculated accordingly to z with a scaled sample. Since z and z’ both determine the number of 
words and references respectively that are assigned to a document, they influence the values of nd and 
rd and thus the overall value of θ. 

Usage of Multiple Textual Features 

The standard LDA approach uses only one kind of text input. Some text documents, e.g. scientific 
publications or web pages, offer various kinds of text fields that can be used to extract textual features. 
In bibliometric databases, these include the title, keywords, abstract or the full text of a publication. In 
order to better take into account the different natures of the text fields, the LDA approach was ex-
tended so that not only the mere combination of two texts could be processed – which would corre-
spond to attaching the text fields to one another – but also terms from different fields could have a 
different weighting. Therefore, the features Ft as well as their weighting wt are defined. 

The vector Ft determines which textual features of the bibliometric documents are used as input for the 
term based part of the LDA approach. Possible options with the datasets in this thesis are title, ab-
stract, keywords and authors (which can be used as terms as well with certain probabilities to appear in 
each topic) and any combination of the aforementioned.  

For a number of textual inputs Ft, the weighting wt is an Ft-dimensional vector that associates a weight 
with an input. The weight determines how much a term of a specific input is valued in comparison 
with a term from another input source. The implementation is so simple that it explains this feature 
best. For a weight wti, the input data fti is read wti times. So, in the following it will seem as if a term 
appearing once in the input now appears wti times. To avoid unnecessary data, all values in wt are di-
vided by their greatest common divisor first. 
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In Section 9.2, different combinations of input data as well as varying values for wt are tested, to de-
rive the best setting for the textual basis and the importance of the single inputs for the topic model. 
The goal of this estimation was to see whether for instance the terms used in the title are more impor-
tant than those in the abstract.  

Dominant topics 

Some evaluations made it necessary to have a 1:M mapping of documents to topics. This was in par-
ticular the case for experiments, in which the results of LDA had to be compared to a Gold Standard 
consisting of separate clusters. In order to calculate evaluation metrics correctly when comparing with 
such Gold Standards, the mixture model had to be reduced to a hard clustering. Thus, after LDA was 
run, each document is assigned to its dominant topic as its topic cluster. The term and reference prob-
abilities generated by LDA are used to determine the dominant topic for each document. In this way, a 
(probabilistic) K:M assignment of topics to documents becomes a distinct 1:M association. Each 
document now only refers to the topic that it contains in the majority of its text and the references. 
When each document is assigned to only one topic, distinct topic clusters are created. These clusters 
can then be represented by a set of documents as well as their individual distribution of terms and ref-
erences. Furthermore, they can be illustrated for instance by the top n most common terms.  

Figure 22: Clustering via dominant topic estimation after topics have been defined. 

 
Source: Own illustration 

Figure 22 gives an overview of the steps from a mere assemblage of documents to the topic clusters. 
The first step is the topic generation via LDA. Based on the K topics defined in this step, the topic 
probability for each document is calculated. The dominant topic is assigned to each document to gain 
a distinct allocation of documents to topics which can be used in the end to group the documents ac-
cording to their main topic.  

Other text clustering algorithms would not additionally calculate these distributions but instantly cre-
ate the topic clusters based on the similarities between the documents. This similarity could be based 
on the terms and references and other features, but the algorithm would not be capable to abstract from 
an equal weighting of the terms for different topics. For instance, if only the term vector was used, the 
clustering algorithm would merely compare the term vectors of two clusters, maybe even include the 
document frequency of the terms and thus account for overall common terms but not for terms that are 

K topicsDocuments Topic ClustersDocument Topics

1. LDA 2. Dominant Topic 
Assignment 3. Clustering
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important for certain topics and not for others. Furthermore, if no abstraction from documents to the 
concept of topics is made, two documents might end up in the same cluster simply because they both 
share a number of words with a third document but not necessarily among themselves. Opposed to 
that, lifting the clustering on a topic level is a means for defining the vocabulary of a topic first before 
trying to fit specific documents in a particular shape. 

Parameter n, variable parameters K and α 

In this thesis, an additional parameter n is used to keep K flexible for varying numbers of documents 
M. K was not fixed because of the changing number of documents per year, but an additional parame-
ter n was introduced that defines how many documents are assigned to a topic on average if there is a 
strict K:1 assignment. Thus, n denotes the number of documents a topic contains on average if the 
documents were equally distributed among these topics (which of course they are not) and 𝑛 =  𝑀

𝐾
. 

More importantly in the case of this thesis, the number of topics to be built can be determined by 
𝐾 =  𝑀

𝑛
. The notion behind this supplementary parameter is to adapt the number of topics to the num-

ber of documents. The assumption is that larger document sets also contain more (latent) topics and 
vice versa. Also, it is assumed that the (average) size of the topics (or their spread) is independent 
from the specific year of analysis. Thus, while K is adapted to the varying number of documents, the 
number of documents per cluster should be rather stable. 

This facilitated the usage of multiple datasets, e.g. when running the same instance of LDA on multi-
ple years, because then K was automatically adjusted to the number of documents in each particular 
year. Thus, the problem of determining K so that it fitted for all numbers of documents in the various 
datasets was avoided by introducing parameter n which denoted the average size of the topic clusters. 
This parameter seemed far more flexible and especially far more intuitive because of the difficulty of 
deciding for a number K to denote how many topics can be expected in a set of M documents. In con-
trast to that, it is easier to estimate the size n of the desired topic clusters. A human end user can better 
imagine which granularity such a size would represent. Also this parameter adapts much better to 
varying numbers of documents that are fed to the LDA approach. 

Similarly to that, α sometimes is set with respect to the value of K. A usual approach is to use α =  50
𝐾

, 

as has been done for example by Steyvers and Griffiths (2007) and Grün and Hornik (2011). A variant 
of this is the general setting of α = c

𝐾
 with c being a constant (see e.g. Wallach 2008). Thus, as an 

alternative to a fixed value for α, the approach was extended to also compute α = 50
𝐾

. This also works 

with the variable K in which case α = 50∗𝑛
𝑀

 

5.3 Summary 

Table 6 lists all parameters that were mentioned in this chapter. In summary, there are three types of 
parameters: Those already incorporated in the original LDA approach, parameters that were added to 
allow the usage of additional data in this thesis and parameters that influence the connection of the 
resulting clusters. For the additional parameters, γ and wr are the only parameters that directly concern 
the usage of references in the approach. All in all, there are in this context not many options how the 
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references can be applied. Thus, the only parameters left to estimate are the Dirichlet parameter and 
the relative weighting with regard to the term usage in the basic LDA approach. However, this should 
not diminish the importance of the extension. Both features, the wording as well as the references, can 
be influenced by the authors directly and are available as soon as the publication is published. The 
other parameters in the LDA extension, n, tw and Ft are used to facilitate the usage of LDA for the 
publication data. The parameters in the last group are used to calculate the similarity between the clus-
ters in different time periods. In theory, the respective implementation could built upon any form of 
clustering approach. The derived values for the parameters are, however, of course dependent on the 
similarity calculation which in the case of this thesis relies on the LDA topic models. 

Table 6: List of parameters used in the approach. 

Basic parameters LDA Description 

K Number of topics created by LDA 

α Dirichlet parameter for topic-document association 

β Parameter for word-topic association 

i Number of iterations performed by LDA 

Additional parameters Description 

n Average number of documents per topic 

γ Parameter for reference-topic association 

tw Relative threshold for word occurrences 

Ft Input used for term probabilities in LDA 

Parameters connections Description 

tc Threshold for similarity between two topic clusters to establish a connection 
between them 

wr The weight of the references in the similarity calculation 

Y Maximum or minimum time span between connected topics in years 

Source: Own illustration 

All of the parameters can be adapted to fit the data most efficiently. Section 9.2 explains how the val-
ues for these parameters were determined. However, having stated that i=10,000 is a sufficient number 
of iterations for convergences, this parameter is fixed beforehand. 
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6 Emerging Topics – What They Look Like 

The purpose of this thesis is the development of a system that allows a facilitated detection of emerg-
ing topics in the vast amount of publication data. Their identification allows a better assessment of the 
current status of science but also of the individual documents. In Chapter 8, reasons against the usage 
of citation-based features for the detection of emerging topics are given. However, the therein pre-
sented results also suggest that the emerging topics are disadvantaged with regard to citation counts, so 
that the impact measurement of a topic or its documents should consider the development stage of a 
topic as well. In turn, the assessment of research topics according to their development stage can be 
used for different purposes, most importantly for decisions regarding the (financial) support of re-
search groups and regions. For such objectives, it might also be necessary to decide whether the re-
spective topics have the necessary prerequisites to persist. 

In this chapter, the influencing factors of new scientific topics during their early development stage are 
determined. Documents in five pre-defined fields are analyzed with regard to the characteristics of the 
involved authors, their references and journals. With the help of an assignment to emerging and estab-
lished topics, the publication behaviour of documents in different development stages can be com-
pared. Foremost, indicators can be derived that can help to identify publications in emerging topics in 
science at an early-stage after publication as the features presented here are all available at the time of 
the publication of a document.  

The chapter is structured as follows: An introduction to the work presented in this chapter and its rela-
tion to the thesis are provided in Section 6.1. In Section 6.2 the theoretical arguments for the specific 
characteristics of publications dealing with emerging topics in science are developed. Section 6.3 pre-
sents the data and describes the variables and methods used for the analyses. The descriptive and mul-
tivariate results are provided in Section 6.4. Finally, in Section 6.5 the implications of the findings 
with regard to this thesis are discussed. 

6.1 Introduction 

As has been discussed before, various reasons determine whether emerging topics might or might not 
establish themselves as independent research fields in the course of time (see van Dalen and Klamer 
2005, Campanario 2009, Kilwein 1999, Benos et al. 2007). Besides structural factors like scientific 
and technological uncertainties, path-dependencies and lock-in effects (cf. Barber 1961, Johnson 2013, 
Stent 1972, Stent and Hook 2002), new findings are sometimes overlooked or rejected simply because 
the already established knowledge seems more intuitive or persuasive (Atkins 2003, p. 205) – a reac-
tion that is not necessarily a result of the quality or potential of the finding itself (Kilwein 1999, Benos 
et al. 2007, van Raan 2004, Costas, Leeuwen and Raan 2011).  

Chapter 1 already described how the scientific community ignored Mendel’s work because of its inno-
vativeness or “deviation” from established facts, patterns or methods (Atkins 2003, p. 47, Costas, 
Leeuwen and Raan 2011, van Raan 2004). In Chapter 2, the consequential necessity of pointers for 
publications in emerging topics was motivated. Therefore, this chapter was meant as a starting point to 
show in what way emerging topics differ in their publication behaviour from other, established topics. 
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The findings could on the one hand indicate hurdles in the publication process for emerging topics. On 
the other hand, a first impression of possible indicators for emerging topics can be gained. The fea-
tures presented here were also a basis for the rules derived for the overall identification system in 
Chapter 9. 

The goal therefore was to identify and test features that might help to distinguish publications dealing 
with emerging topics from the remainder of publications. A basic assumption is that the publication 
process for emerging topics is shaped by internal and external factors in such a way that it differs from 
the course taken by publications in more established topics. The associated characteristics for a publi-
cation are first and foremost deviations from the publishing “norm”. They can be forced upon the pub-
lication if review or writing processes make it necessary to publish with certain co-authors from spe-
cific countries, in certain kinds of journals or with reference to specific former work (cf. MacRoberts 
and MacRoberts 1996). Even though these factors are “thrust upon” the publications and their respec-
tive authors by the circumstances, they can in turn help to identify such publications in emerging top-
ics. Due to this “forced publication behaviour” it is in turn possible to detect the publications in emerg-
ing topics by these tell-tale characteristics. In the case that these assumptions about deviating publica-
tion characteristics and patterns can be substantiated, this might serve as a lever for the identification 
of emerging topics in science already at a very early stage after publication. 

6.2 Theory & Hypotheses 

Similar to the citations (cf. Chapter 8), other factors – more or less under the control of the respective 
author – prior to or following the publication process can be dependent on the acceptance of a topic. 
For instance, the development stage of a topic can influence its acceptance in (renowned) journals 
(Campanario 2009), the opportunities for collaboration, as well as the availability of the knowledge 
base and thus the references. Such features allow the indirect measurement of acceptance and spread 
of a topic. However, they are available at the time of the publication in contrast to the citation counts. 
Thus, the focus of this thesis lies on the identification of bibliometric indicators that are accessible ex-
ante and are derived to allow for an identification of emerging topics in real-time. To be more precise, 
the aim is to apply exclusively bibliometric indicators that are available at the point in time when a 
paper is published. With the help of these indicators, documents in emerging topics could be identi-
fied, so that the respective topics can be deduced (or the documents clustered to represent these top-
ics). For that purpose, in this chapter three groups of bibliometric indicators are differentiated, namely 
a) the features of the publishing journal, b) characteristics of the references of a publication and c) 
characteristics of the authors of a scientific document. 

In this way, possible impeding as well as fostering influence factors regarding the publication source, 
possible influences of its knowledge foundation as well as underlying collaboration are analyzed. 
Thereby it can be deduced whether documents in emerging topics deviate in their bibliometric charac-
teristics from those in established ones. This allows the inference of possible impediments or disrup-
tive factors in the publication process for emerging topics. The findings show whether bibliometric 
indicators can be regarded as suitable indicators for emerging topics in the context of this thesis. 
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6.2.1 Journal-Specific Features 

Journal size 

When a topic is still relatively unknown, its importance and innovativeness might not be recognized. 
The placement of the topic to other existing topics in a later development stage might be difficult. 
Also, the acceptance and placement of the associated publications in journals can be aggravated.  

Chew (1991) showed that rejected publications are often resubmitted to (and finally published in) 
journals with a smaller size and smaller circulation paths. Furthermore, smaller journals are by ten-
dency more specialized, while journals with a higher page count have a broader focus (cf. Michels and 
Schmoch 2014). Thus, a resubmission in smaller journals can be seen as a process wherein a special-
ized document searches for its niche where it can be published. This might be a more important proc-
ess for new emerging topics for which this niche has not yet been defined and thus is unclear for both 
the authors as well as the reviewers (cf. Thompson Klein 1996, p. 200). 

Turoff and Hiltz (1982) stated that both journal size as well as rejection rate have increased, which 
augments the demand for highly specialized journals. This is especially due to the fact that the larger 
journals often have to perform a balancing act among various research areas. This bears implications 
on the readership as well as on the set of authors which are able to publish in these journals. Most 
importantly, new emerging topics are unlikely to fit into the concept of a journal that aims at a broad 
overview of ongoing research in many topics. A publications dealing with a highly innovative topic 
might thus be better recognized and acknowledged in a smaller, thematically more specialized journal.  

Building on the work by Chew (1991), the size of a journal is measured by the number of articles it 
publishes per year. The basic assumption hereby is that the more articles a journal publishes per year, 
the broader its focus and vice versa. Good examples for journals with a broad focus are Science or 
Nature. In accordance with the findings of Chew (1991) and Ray, Berkwits and Davidoff (2000), it is 
analyzed if documents dealing with new emerging topics, for which publication in general might be 
more difficult, are published more often in smaller (more specialized) journals. This leads to the first 
hypothesis. 

H1: The chance of finding an emerging topic in a journal is on average decreasing with the size 
of the journal.  

Journal age 

The growth in scientific output and the spread of information makes the introduction of new, more 
specialized journals necessary (Turoff and Hiltz 1982). New journals are introduced when a topic be-
comes so important and established that a continuation of that topic in a separate community is fore-
seeable. For example, the journal “International Journal of Disaster Risk Reduction” was first issued in 
2012 in response to rising attention to this topic and the need for a consensus on proper definitions in 
the field (Alexander 2012). However, it is evident that a topic needs to reach a certain level of estab-
lishment and dissemination so that the introduction of a new journal for it seems reasonable, i.e. the 
number of scientists involved and thus possible authors have reached a critical mass. Turning the ar-
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gument the other way around, it is unlikely that emerging topics, i.e. topics for which only few (if any) 
publications already exist, can be found in newly issued journals. Therefore, documents published in 
younger, more recently issued journals should in the majority deal with established topics.71  

H2: The chance of finding an emerging topic in a journal is on average increasing with the age 
of the journal. 

Journal fields 

One of the main sources for innovation is the combination of existing means and knowledge in a novel 
way. Exaptation, the misuse or adaptation of methods from other fields, is an illustrative example for 
innovation via combination (Johnson 2013, p. 172, cf. Section 2.1). Thus, topics in a still early devel-
opment stage might be characterized by a higher interdisciplinarity.72  

H3: The chance of finding an emerging topic in a journal is on average increasing with the 
number of fields a journal is classified in. 

Journal Impact Factor (JIF) 

Similarly to the size of a journal deducing its level of specialization, the prestige or standing of a jour-
nal can be represented by the JIF, i.e. the number of citations it achieved divided by the number of 
publications published in the respective years (see Section 3.2.3). Its value shows how much attention 
articles published in the respective journal receive. This in turn reflects the readership and shows the 
standing of a journal. As van Dalen and Klamer (2005) pointed out, the reputation of a journal can be 
seen as a signal for the scientific community. 

It is questionable whether documents that start a new topic can be placed in journals with a high repu-
tation, and therefore a high JIF, because the reviewers might be more critical73 and the acceptance of 
new ideas lower. One of the reasons for rejections of papers can be “avoidance of unconventional 
ideas” (Benos et al. 2007, p. 147). The Nobel prize winners Hans Krebs and Barbara McClintock have 
been rejected in the journal Nature for their innovative papers (Kilwein 1999, Benos et al. 2007). Be-
nos et al. (2007) conclude that that “avoidance of avant garde and controversial topics by reviewers 
and editors could hamper the advance of science” (Benos et al. 2007, p. 147). Reviewers can easier get 
by with such biased reviews if the journal has many submissions (cf. H1), which is one effect of a high 
standing or popularity. Thus, the following hypothesis is tested: 

H4: The chance of finding an emerging topic in a journal is on average decreasing with an in-
creasing JIF. 

71  It should be noted in this context that Dirk (1999) was not able to show a relationship between the age of a 
journal and the originality of published articles. 

72 More details on the notion of interdisciplinarity as an indicator for emerging topics are provided in Chapter 7. 

73  Ragone et al. (2013) proved a high discrepancy between reviewer scores and citation counts for conference 
papers. Even though the notion of using citations as a sole quality indicator has its flaws (which the authors 
mention as well), the divergence cannot be denied. 
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6.2.2 Reference-Based Features 

Age of references 

In accordance with the saying “dwarfs standing on the shoulders of giants”, new (still small) topics 
might have to rely on more established, older topics. This relationship between a topic and “external” 
or former work can be traced by the references in the papers.  

With external work, publications from other topics are denoted, which are used or adapted for the on-
going research. As Rinia et al. (2001) have shown, the citation delay for work from other disciplines is 
higher than for work from the same discipline. In other words, the knowledge transfer takes longer if 
disciplinary boundaries have to be crossed. As innovative research might make this necessary more 
often than traditional research, the age of the references is supposed to be higher. 

Furthermore, more established, fundamental work in the own discipline might be used more often than 
ongoing research as the new discoveries can seldom refer to other current research issues. Thus, it can 
be assumed that the chance of finding a new document increases with the average age of its references. 

H5: The chance of finding an emerging topic is on average increasing with the age of the refer-
ences used in a document set. 

Fields of references 

The argumentation for the fields of the references is the same as the one for the fields of a journal. The 
question is just how the interdisciplinarity of a document is measured. In particular, with the require-
ments of this thesis, all metrics that use citations for the documents are excluded (like e.g. applied by 
Porter and Chubin 1985 in a similar context). Morillo, Bordons and Gomez (2001) showed that the 
measurement of interdisciplinarity via journal categories and reference categories does not necessarily 
lead to similar results. Therefore, both metrics are tested as they are not only used to measure the ab-
stract concept of interdisciplinarity but also indirectly that of the emergence of a topic. 

The references can reflect the specialization of a topic or its interdisciplinarity. For this feature, the 
number of different fields of the references of a document was calculated. This should reflect on how 
many fields a document in a discipline or a topic relies on. Analogous to H1 and H3, the underlying 
assumption is that new emerging topics are less focused and thus have to use more fields in their refer-
ences than other topics (cf. previous reference to a more in depth analysis of this assumption in Chap-
ter 7). 

H6: The chance of finding an emerging topic is on average increasing with the number of dis-
tinct scientific fields the references of a document are classified in. 
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6.2.3 Author-Specific Features 

Number of Authors 

Collaboration among scientists can be hindered by the early development stage of a topic. Scientists 
with new ideas might be reluctant to share their research and rather keep the idea and the expected 
reputation for themselves. This might in particular concern the communication across research groups 
as trust cannot be as easily established in a remote collaboration (Olson and Olson 2000, Rocco 1998, 
Handy 1995). According to Olson and Olson (2000), “Rocco’s (1998) result [...] suggests that team 
members should travel to remote sites to engage in a team-building activity to engender lasting trust” 
(Olson and Olson 2000, p. 169). Trust might play a more important role in emerging topics, where the 
involved researchers might be more cautious with regard to premature disclosure of the findings (as 
they give up part of the control of that knowledge, cf. Zand 1972). Trust is especially important in 
risky situations (Olson and Olson 2000), in which the disclosure of new findings – which is not sup-
ported (or driven) by a project – can be categorized. Similar observations have been made for interdis-
ciplinary collaboration (cf. Anholt, Stephen and Copes 2012). 

In addition, knowledge exchange might be difficult in fields that are not yet properly defined. This 
does not only hinder the direct communication but also fostering supportive activities like exchange 
programs, projects etc. To be able to write a project proposal which is accepted, either a common un-
derstanding or many preliminary studies are necessary. In the case of sustainability science, it was 
found that collaboration was hindered by borders between regional clusters as the focused fields were 
different and thus “collecting, exchanging, and integrating diverse types of knowledge” were inhibited 
(Yarime, Takeda and Kajikawa 2008, p. 19). 

Therefore, authors in emerging topics might be very conservative in respect to co-authorships. The 
impeded collaboration might reflect in smaller author groups. Consequently, the higher the number of 
authors, the smaller should be the chance for finding a new emerging topic. 

H7: The chance of finding an emerging topic is on average increasing with a decreasing num-
ber of authors named on a document. 

Number of countries involved 

As was already discussed in H7, communication about new topics might be more difficult than in 
other topics due to missing definitions and foundations of research. In particular, the dissemination of 
a topic across borders might not be as good for emerging topics as for established ones. An emerging 
topic can be locally/geographically bound. Reasons for this might be that necessary preconditions for 
collaboration are more difficult to attain in international settings.  

Parallels might be drawn to research in small, more secluded countries which are more dependent on 
their innovative results and thus less open for collaboration (cf. Roolaht 2012, Perry 2001). Continuing 
this line of thought, Roolaht’s (2012) statements about small countries and enterprises might also be 
applied in this context, where actors “succeed through focused collaboration in international networks 
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and by using niche strategies” (Roolaht 2012, p. 35). However, this might be seen contradictory as the 
collaborations might threaten the stand alone criteria and thus the settling in an open niche.  

In this study, international spread of a topic is measured by the number of different countries from 
which the authors of a paper originate. For high values of this feature, it can be assumed that the topic 
is already well known across borders. This might concern in particular already established topics, as 
they do not have the above mentioned problems of missing trust and common ground. Emerging top-
ics on the other hand might suffer from these issues and thus their geographical spread might be rather 
small.  

H8: The chance of finding an emerging topic on average decreases for an increasing number of 
distinct author countries named on a document. 

Table 7 summarizes the individual features as well as their hypothesized effects. 

Table 7: Summary of the hypothesized effects. 

Hypothesis Feature Type Relationship to finding an emerging topic 

H1 Journal size 

journal-specific 

negative 

H2 Journal age positive 

H3 Journal fields positive 

H4 JIF negative 

H5 Age of references 
reference-based 

positive 

H6 Fields of references positive 

H7 Number of authors 
author-specific 

negative 

H8 Number of countries negative 

Source: Own illustration 

6.3 Data & Methodology 

A necessary precondition for testing which of the features might help tell apart emerging from estab-
lished topics is a dataset where a distinction between emerging and established topics has already been 
made. Therefore the classification of documents in emerging and established topics by the NISTEP is 
applied, which is based on an analysis of co-citations (cf. Saka, Igami and Kuwahara 2010). With the 
help of this classification, the explanatory power and significance of each of the discussed features can 
be tested with regard to identifying emerging topics as defined via the NISTEP analyses of co-
citations. The features that provide significant explanatory power for the differentiation between 
emerging and established topics can subsequently be used as a stand-alone solution to separate emerg-
ing from established topics. This results in a set of indicators for the identification of emerging topics 
in science, which has the clear advantage of being available at a very early-stage after a document has 
been published. 



98 

6.3.1 The Data 

The data employed for the analyses is based on a document collection created by NISTEP as a basis 
for a report on hot research topics (cf. Saka, Igami and Kuwahara 2010). In their work, Saka, Igami 
and Kuwahara (2010) collected the 1% most highly cited papers in 22 scientific fields for the years 
2003 to 2008 from the WoS database by Thomson Reuters. Only journal publications from the Science 
Citation Index Expanded (SCIE) and the Social Science Citation Index (SSCI) were taken into ac-
count. The resulting documents (articles and reviews) were clustered thematically on the basis of a co-
citation analysis to form what Saka, Igami and Kuwahara (2010) labelled “research fronts”. In a sec-
ond step, Saka, Igami and Kuwahara (2010) identified emerging topics as those document clusters 
which only contained documents published in the years 2007 and 2008 that had no thematic overlap to 
any of the document clusters from the earlier years 2003 to 2006. The documents for the years 2007 
and 2008, which had a thematic overlap to earlier document clusters were classified as "established" 
(Figure 23). For this study, this classification of established and emerging topics was employed, trans-
ferred to the document level and used to extract all documents (established and emerging) of the year 
2007 from the WoS database.74 

Figure 23: Identification of emerging topics by NISTEP and usage in this study. 

 
Source: Own illustration, based on Saka, Igami and Kuwahara (2010) 

This core dataset consists of 3,271 scientific papers including their assignment to one or more of 22 
scientific disciplines and the information whether a document was classified as "established" or 
"emerging". Using it as a basis, additional data from the WoS database were collected, which are nec-
essary prerequisites for the calculation of the features, e.g. the size of the journal in which an article 

74  Due to the two year time-span between 2006 and 2008, the data for the year 2008 was excluded in this 
study to keep the potential errors as few as possible. 
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had been published and the number of authors per document. Since the number of documents defined 
as emerging was too small for statistical inference in a fine-grained field classification, the fields had 
to be aggregated to a more coarse-grained classification. 19 disciplines in the original dataset were 
therefore aggregated to form 5 disciplines for the further analyses.75 It has to be noted that, even 
though this step was not avoidable in order to achieve a proper number of cases and statistically sig-
nificant results, it also irrevocably led to a more imprecise analysis. However, this also avoided multi-
collinearity that could be caused by a too granular classification (cf. Wissmann, Toutenburg and 
Shalabh 2007). 

Table 8 provides an overview of the distribution of documents in emerging and established topics by 
scientific fields. 

Table 8: Overview of the distribution of documents in emerging and established topics by scien-
tific fields. 

Discipline Documents in 
established topics 

Documents in 
emerging topics 

Total 

Engineering 356 67 423 
 84% 16%  
Biology, Environmental Science & Geoscience 679 56 735 
 92% 8%  
Medicine 828 64 892 
 93% 7%  
Chemistry 449 53 502 
 89% 11%  
Physics, Mathematics & Computer Science 659 60 719 
 92% 8%  
Total 2971 300 3271 
 91% 9%  

Source: Saka, Igami and Kuwahara (2010), WoS, own calculations and illustrations 

Clearly, the dataset has limitations as it contains only the 1% highest cited papers in 2007. Thus, there 
is already a pre-selection of papers based on citation values. This does not only restrict the dataset to a 
smaller size but also limits the generalizability of the results to a certain extent, as only publications 
that were deemed noteworthy by the scientific community are included. However, this in turn reduces 
the dataset to those emerging topics that have been considered important by the scientific community 
from the beginning. Therefore, whenever this dataset is used, the results apply to emerging topics that 
have already been labelled as successful from the start and are thus of particular interest for e.g. politi-
cal decision makers. 

75  The disciplines regarding the Social Sciences were dropped due to small numbers of observations even in 
an aggregated point of view. 
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6.3.2 Variables & Summary Statistics 

In this subsection the calculation of the feature variables used for the further analyses is briefly dis-
cussed. The summary statistics for all variables are presented in Table 9 at the end of this subsection. 

Following the theoretical discussion, the information if the document is classified as belonging to an 
"established" (coded as 0) or an "emerging" (coded as 1) topic within the NISTEP database is used as 
the dichotomous dependent variable (newTopic) for the regression models. The models are differenti-
ated by the five science fields "Engineering", "Biology, Environmental Science & Geoscience", 
"Medicine", "Chemistry" and "Physics, Mathematics & Computer Science".  

The features discussed in Section 6.2 will serve as explanatory variables. For all documents in the 
dataset, the following variables were calculated, which can – according to the theoretical discussion – 
be described as either journal-specific, reference-based or author-specific: 
• Journal size 
• Journal age 
• JIF 
• Journal fields 
• Age of the references 
• Number of fields of references 
• Number of authors 
• Number of countries of the authors 

Basically, there are four features that can be regarded as journal specific. The size of a journal is 
measured by the number of articles published in a given journal in the respective year, in the case 
2007. The age of the journal is defined as the number of years since its first appearance in the WoS 
database. In theory, the first appearance in the database and the actual appearance on the market can 
differ. In particular, this might occur due to a belated inclusion of a journal in the Science Citation 
Index (SCI). Since Thomson Reuters, however, demands the fulfilment of specific criteria of quality 
and quantity for the inclusion of a journal in the SCI, this can be seen as a certain selection mechanism 
for journals to reach a common standard.76 The third journal specific measure is the JIF, which is a 
citation based indicator for the evaluation of the quality of a journal. It represents the prestige and 
reputation a journal has in the scientific community and is measured as the frequency with which arti-
cles in journals on average are cited in a given period of time (cf. Section 3.2.3). In this case, the JIF is 
defined as the number of citations in the year 2007 divided by the number of cited publications in the 
period 2005-2006. The final journal specific measure is the journal fields variable. Its calculation is 
based on the classification of scientific disciplines in WoS. It is measured as the distinct number of 
scientific disciplines, in which a journal is classified, and thus is used to assess the interdisciplinarity 
of a journal or conversely its level of specialization. 

76  http://wokinfo.com/media/essay/journal_selection_essay-en.pdf, last accessed on 2013/06/25. 
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As for the reference based measures, information about cited references in a publication is used. This 
is first of all the average age of the references of a document. For that, the age of each reference is 
calculated as the difference between the year of the citation and the year of the cited publication. The 
values for all references of a paper are then averaged. Thus, the value indicates if the article in ten-
dency relies rather on an older or newer knowledge base. Analogously, the number of fields of the 
references counts all the distinct science fields the references in the document are classified in based 
on the WoS classification of scientific disciplines (cf. Section 3.3.1). The frequency of the emergence 
of the respective fields is not taken into account. Therefore, a value of 5, for instance, might indicate 5 
references to publications classified in 5 different, non-overlapping fields or a reference to one publi-
cation assigned to 5 different fields. In any case, this value indicates the field specific diversity on 
which a given document is building its knowledge base. This builds on the assumption that the inter-
disciplinarity can be derived from the disciplines of the references independently of their actual distri-
bution among the respective documents. 

The final set of features refers to the author specifities of a document. The first indicator calculated 
within this context is the number of authors that are named on a given document. This measure is 
based on the different standardized names of authors77 in WoS and indicates the extent of collabora-
tion that resulted in a given publication. In a similar fashion, the distinct countries of origin of the au-
thors named on a publication are calculated in order to indicate if the publication is the outcome of a 
national or an international collaboration. 

Table 9: Summary statistics. 

Variable Obs. Mean Std. Dev. Min Max 
newTopic 3271 0.09 0.29 0.00 1.00 
Engineering 3271 0.13 0.34 0.00 1.00 
Biology, Environmental Science & Geoscience 3271 0.22 0.42 0.00 1.00 
Medicine 3271 0.27 0.45 0.00 1.00 
Chemistry 3271 0.15 0.36 0.00 1.00 
Physics, Mathematics & Computer Science 3271 0.22 0.41 0.00 1.00 
Journal size 3271 1478.57 1456.40 5.00 7266.00 
Journal age 3271 35.42 28.15 0.00 105.00 
JIF 3236 7.50 6.05 0.20 63.97 
Journal fields 3271 1.72 1.20 1.00 7.00 
Age of ref. 3271 5.18 2.05 0.00 15.17 
Fields of ref. 3271 10.02 5.43 1.00 46.00 
Nr. of authors 3271 8.57 31.94 1.00 1311.00 
Nr. of author countries 3271 1.76 1.65 1.00 19.00 

Source: WoS, own calculations and illustrations 

77  Since this measure is based on standardized names, it might fail in the case of two co-authors of a single 
publication who share the first name initials and the last name. However, this can be considered as a rather 
rare event, which is why distortions on this indicator should be limited. 
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6.3.3 Estimation Method 

For the multivariate analyses of the features and their power in explaining the variance between new 
and old research topics logistic regression models are employed as the outcome variable is dichoto-
mous. In the logit model, the log odds of the outcome are modelled as a linear combination of the pre-
dictor variables (Long 1997). After estimating a general model including the publication features as 
independent variables and controlling for field specific effects, the models are re-run for each of the 
five scientific fields since it can be assumed that the explanatory power of the publication features 
varies across disciplines. 

To interpret the model coefficients, marginal effects at the means of the independent variables were 
calculated. They reflect the probability for a publication to fall into the "newTopic" category as identi-
fied in the NISTEP dataset. More specifically, the marginal effect represents the effect of a one-unit 
change in the independent variable on the probability to belong to the newTopic category of the de-
pendent variable (coded 1), holding all other variables constant (Long and Freese 2006). The interpre-
tation of the coefficients is different for continuous and discrete independent variables. In the case of 
continuous independent variables, an infinitesimal change of the independent variable changes the 
probability to belong to the newTopic category of the dependent variable, i.e. that the dependent vari-
able takes the value of 1, by X%. For dummy variables, a change of this variable from zero to one 
changes the probability that the dependent variable takes the given outcome value by X%. 

6.4 Empirical Results 

In this section, the results of the analyses will be presented. In a first step, a descriptive overview on 
the selected bibliometric feature variables is provided and it is explained how well they are able to 
discover differences between emerging and established topics. The second step will be to test the as-
sumptions via multivariate regression models which provide us with a more detailed overview on pos-
sible combinations of features for the early-stage identification of emerging topics. 

6.4.1 Descriptive Statistics – Box Plots 

Before discussing the multivariate analyses, first of all a descriptive overview of the specific features 
and their relationship to established and emerging topics is presented with the help of box plots 
(Figure 24). The box plots show the distribution of the feature values in comparison. For the purpose 
of these graphs, outliers were excluded in order to allow for an easier visual comparison of the focal 
features of the distributions. 

It is evident from the box plots that no overly large differences between the two types of topics regard-
ing the single features can be found. The differences are largest for the journal size, where the median 
is smaller for emerging topics than for established topics, which is in line with H1. A similar observa-
tion can be made for the JIF (H4). Contrary to H2, however, the median for the journal age indicator is 
lower in the case of emerging than for the established topics. With regard to the reference-based indi-
cators (H5 and H6) as well as for the number of authors (H7), only very slight differences between 
established and emerging topics can be observed. As for the journal fields (H3) as well as the number 
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of countries (H8), the variance in these variables is comparably low, i.e. 90% of the publications in the 
sample have a value of 3 or lower and a median of 1. Thus no differences between established and 
emerging topics for these two features can be found, at least not in this rather coarse-grained view. 

Figure 24: Differences between established and emerging topics. 

 
Source: WoS, own calculations and illustrations 
Notes: est.=established, emg.=emerging. 

When splitting up the box plots by scientific disciplines (Figure 25), the differences between estab-
lished and emerging topics alongside the individual features become more evident. With regard to the 
journal size, which has been introduced as a measure of specialization, quite distinct distribution pat-
terns can be found between emerging and established topics for all disciplines, except for Physics, 
Mathematics & Computer Science. As hypothesized, scientific articles dealing with emerging topics 
are generally published in smaller, more specialized journals (H1). In a similar vein, the feature on the 
number of fields of the journal can be interpreted, as it indicates, on the one hand, the level of speciali-
zation of the publishing journal, but can on the other hand also be seen as an estimate for the interdis-
ciplinarity of the publication itself. However, the low variation on the variable does not leave much 
room for a descriptive interpretation, also when differentiating the results by scientific disciplines. 
Only for Engineering – which in general seems to have a higher interdisciplinarity than the other fields 
under analysis – differences between emerging and established topics become visible. Contrary to the 
hypothesis (H3), however, emerging topics in Engineering seem to be published less often in journals 
with a high interdisciplinarity.78  

78  As for Chemistry, the distribution of the values is highly skewed. In 79% of the cases, journals are only 
assigned to one field. Thus, a box plot cannot be drawn in this specific case. 
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Figure 25: Differences between established and emerging topics across scientific disciplines. 

 

 

  

  
Source: WoS, own calculations and illustrations 
Notes: est.=established, emg.=emerging, BEG= Biology, Environmental Science & Geoscience, PMC= Physics, 
Mathematics & Computer Science. 
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With regard to the age of the publishing journal, the largest differences can be found in the fields of 
Medicine and Engineering. As for the JIF, a high variation in the values across the scientific disci-
plines can be found. In Engineering as well as Physics, Mathematics & Computer Science, for in-
stance, the JIF is generally lower than in Medicine or Chemistry. Yet, in Chemistry, Medicine as well 
as Physics, Mathematics & Computer Science the highest differences in the JIF values are found be-
tween established and emerging topics. Across these fields, emerging topics seem to be more com-
monly published in journals with a lower JIF, which supports the hypothesis (H4). 

For the reference-based measures (H5 & H6), i.e. the age and the number of fields of the references, a 
rather differentiated picture can be found, which does not allow for a general conclusion at this point. 
The range of the age of the references is similar across the disciplines, yet the differences between 
established and emerging fields are subject to high field-specific variations. As for the number of 
fields the citations are referring to, some variation across disciplines becomes evident. However, the 
differences between established and emerging topics seem to be minor across all fields. 

Regarding the authors involved in a publication, on the other hand, differences between emerging and 
established topics are perceivable for all disciplines but Chemistry. In most disciplines, the number of 
authors per document is by trend smaller for emerging topics, which supports the hypothesis that col-
laboration partners are harder to find in a yet underdeveloped topic (H7). However, this observation 
does not reflect in the number of countries of the authors (H8), which is equally distributed for emerg-
ing and established topics, although this can once again be attributed to the rather small variance in 
this variable. 

In sum, the evidence from the descriptive statistics points into the direction that an indicator system 
based on the selected bibliometric indicators may help with an early-stage identification of emerging 
topics in science. It is, however, already evident from the box plots that the fact that there are large 
variations across fields has to be acknowledged, implying that a simpler general model for the early-
stage identification of emerging topics might not be suitable. Therefore, besides providing a general 
model, the multivariate analyses will be differentiated across fields, in order to additionally provide 
field-specific recommendations for the identification of emerging topics in science. 

6.4.2 Multivariate Results 

As a further step towards providing indicators for the early-stage identification of emerging topics in 
science, a set of logistic regression models was run with the discussed publication features as explana-
tory variables and the information if a document is dealing with an emerging or an established topic as 
the dependent variable. Analogous to the descriptive analyses, first of all a general model across all 
disciplines, yet controlling for the field specifities, was estimated. In order to test for multicollinearity 
between the explanatory variables, variance inflation factors (VIFs) were calculated based on an Ordi-
nary Least Squares (OLS) model with newTopic as the dependent variable. As a rule of thumb, VIF 
values above 5 indicate a high multicollinearity between the variables. Besides the field dummies, 
which showed VIF values between 2.12 and 2.79, the journal age variable had the highest VIF (1.70). 
The mean VIF for the model was 1.67. Hence, no multicollinearity concerns can be found (O'Brien 
2007). 
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Table 10: Logistic Regression – Marginal effects. 

dV: newTopic dy/dx  S.E. 
Biology, Environmental Science & Geoscience -0.059 *** 0.018 
Medicine -0.064 *** 0.018 
Chemistry -0.035 * 0.018 
Physics, Mathematics & Computer Science -0.057 *** 0.017 
Journal size 0.000 

 
0.000 

Journal age 0.000 
 

0.000 
JIF -0.003 ** 0.001 
Journal fields -0.005 

 
0.005 

Age of ref. -0.004 
 

0.003 
Fields of ref. 0.001 

 
0.001 

Nr. of authors 0.000 
 

0.000 
Nr. of author countries -0.010 * 0.005 
Number of obs. 3236 
Wald chi² 50.1 
Prob > chi² 0.000 
Pseudo R² 0.026 
Significance Level: ***p<0.01, **p<0.05, *p<0.1 

Source: WoS, own calculations and illustrations 
Notes: "Engineering" is the reference group for the field dummies. For dummy variables, dy/dx is for discrete 
change of dummy variable from 0 to 1. The number of observations is slightly lower in the model than in the 
summary statistics as there are some values missing on the JIF variable. 

Table 10 shows the marginal effects for this model. Overall, only the features for number of countries 
of the authors and the JIF show significant effects. The coefficients for both variables are negative. It 
can thus be concluded that the probability for documents in emerging topics to be published decreases 
with a rising impact factor of a journal, which supports the arguments of Benos et al. (2007). In addi-
tion, the significantly negative coefficient for the number of author countries provides evidence that 
the probability of finding an emerging topic on average decreases for an increasing number of distinct 
author countries named on a publication, which is in correspondence with hypothesis H8. For all the 
other feature variables, however, no significant effects can be found in this general model across dis-
ciplines. Yet, highly significant coefficients can be observed for the field dummy variables, once again 
indicating that the differences between established and emerging topics are varying highly across dis-
ciplines. The individual features might therefore also have different effects depending on the field. 

In a next step, the models were therefore re-run separated by disciplines in order to find out which of 
the feature variables show significant effects in which of the scientific fields. Table 11 shows the mar-
ginal effects for the five disciplines. 
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Table 11: Logistic regressions for the single disciplines – marginal effects. 

dV: newTopic 

Engineering Biology,  
environmental science  

& geoscience 

Medicine Chemistry Physics, mathematics 
& computer science 

 
dy/dx   S.E. dy/dx 

 
S.E. dy/dx 

 
S.E. dy/dx 

 
S.E. dy/dx 

 
S.E. 

Journal sizeα -0.167 *** 0.041 -0.013 
 

0.014 -0.004 
 

0.008 -0.009 
 

0.038 0.019 *** 0.006 
Journal ageα 4.712 *** 1.669 -0.460 

 
0.546 -0.095 

 
0.369 0.101 

 
1.012 0.417 

 
0.921 

JIF -0.003 
 

0.004 -0.002 
 

0.002 -0.001 
 

0.001 -0.004 
 

0.005 -0.006 
 

0.004 
Journal fields -0.002 

 
0.017 -0.015 

 
0.012 -0.007 

 
0.011 0.009 

 
0.011 0.002 

 
0.007 

Age of ref. -0.009 
 

0.008 -0.005 
 

0.006 0.001 
 

0.005 -0.015 * 0.009 -0.002 
 

0.005 
Fields of ref. 0.001 

 
0.004 -0.002 

 
0.002 -0.001 

 
0.002 0.001 

 
0.003 0.006 *** 0.002 

Nr. of authors 0.002 * 0.001 -0.002 
 

0.002 -0.008 *** 0.002 0.004 
 

0.007 -0.006 
 

0.006 
Nr. of author countries -0.021 

 
0.025 -0.015 

 
0.013 0.006 

 
0.007 0.008 

 
0.026 -0.015 

 
0.021 

Number of obs. 420 730 886 500 700 
Wald chi² 22.94 13.89 20.82 5.84 26.79 
Prob > chi² 0.003 0.085 0.008 0.665 0.001 
Pseudo R² 0.061 0.049 0.050 0.020 0.063 
Significance Level: ***p<0.01, **p<0.05, *p<0.1 

Source: WoS, own calculations and illustrations 
Notes: α Coefficients and standard errors multiplied by 1,000 to make effects visible. 
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As was expected, different effects of the independent variables can be found across the disciplines. 
Most distinctively, there are no significant coefficients in the field of Biology, Environmental Science 
& Geoscience, implying that within this field the early-stage identification of emerging topics with the 
help of these indicators is not possible. Similarly, in the field of Medicine, only one significant coeffi-
cient can be observed, namely the number of authors. The negative value of the coefficient shows that 
within Medicine the chance of finding an emerging topic increases when fewer authors are named on a 
publication. In Medicine, collaboration might therefore be impeded (at least on a small scale) for 
emerging topics. As for Chemistry also only one coefficient can be found to be significant. Here, the 
age of the references proves to be a valid indicator of the novelty of a topic. However, an increase in 
the average reference age by 1 decreases the chance of finding an emerging topic by 1.5%. This ob-
servation contradicts the hypothesis (H6). Documents in emerging topics in Chemistry seem to rely by 
trend more on a more recent knowledge base. 

When it comes to Physics, Mathematics & Computer Science as well as Engineering, the indicators 
show a more precise picture. In Physics, Mathematics & Computer Science, two coefficients are found 
to be significant, namely the journal size and the number of fields of the references. The journal size is 
positively related with the development stage of a topic in Physics, Mathematics & Computer Science. 
Although the effect is relatively small as the journal size was measured via the number of articles of a 
journal in a year, this contradicts H1. Furthermore, the number of fields of the references shows a 
positive coefficient within Physics, Mathematics & Computer Science. Thus, at least for this field, the 
assumption can be confirmed that different fields are combined in the generation of a new topic. 

Finally, in Engineering three variables are found to be significant, implying that an early-stage indica-
tor system based on the publication features works best within this field. Here, the journal size is nega-
tively related to the newTopic variable, i.e. an increase in article numbers decreases the chance of find-
ing an emerging topic in this field (16.7% per 1,000 articles). The age of a journal also has a positive 
effect on the chance of finding an emerging topic (H2). For each additional year in the age of a jour-
nal, the probability to find an emerging topic increases by 0.5%. In Engineering, emerging topics are 
thus on average published in older journals. In addition, the number of authors named on a publication 
shows a significantly positive coefficient. In Engineering, documents dealing with emerging topics are 
thus on average published more often by larger research teams. 

In sum, it can be stated that there are early-stage indicators for the identification of emerging topics in 
science. However, at the expense of a very timely availability of these indicators, one has to deal with 
certain inaccuracies that cannot be fully controlled. Using the indicators at hand thus provides the pos-
sibility of making a certain pre-selection of documents that might – with a given probability – deal 
with an emerging topic in science. After this pre-selection via the discussed publication features, still a 
manual search or a further analysis with the help of citation indicators is indispensable in order to truly 
find out if a publication in fact deals with an emerging topic or not. As soon as a document is identi-
fied as such, it can further be used to search for other publications that are thematically related. In 
addition, the analysis shows that the publication characteristics of emerging topics vary widely across 
disciplines. Therefore, only field specific analyses should be performed with the indicators that have 
been identified as possessing a given explanatory power in differentiating emerging from established 
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topics. To be more precise, specific characteristics of emerging topics involve the journal size and age, 
the reference age and the fields and the number of authors. However, the exact parameter values dif-
fered for the analyzed disciplines. This also makes it rather difficult to make clear statements about the 
hypotheses. In general, H4 and H8 can be supported, i.e. journal size and the number of author coun-
tries named on a publication are negatively related to documents in emerging topics. As for the journal 
size (H1) and journal age (H2) variables, evidence for the hypotheses was found only in Engineering. 
Similarly, for the indicators on the number of the fields of the references (H6) supporting evidence can 
only be found for Physics, Mathematics & Computer Science, while for the number of authors named 
on a publication (H7) support could be found only in Medicine. With regard to the number of the 
fields a journal is classified in (H3) as well as the age of the references (H5), no evidence in support of 
the hypotheses was found. 

6.5 Summary 

Various features of scientific publications were tested in order to identify a set of early-stage indica-
tors for new topics. As mentioned in the beginning, the respective set of indicators not necessarily 
aims to be complete. That means in particular: 1) There are certainly more characteristic features for 
new topics which were not covered in this study and 2) the application of the features does not neces-
sarily yield a result set covering all new topics from a document set. Furthermore, the features are 
highly dependent on relative factors and comparison to other publications in a dataset. Nonetheless, 
they offer a useful insight in the development process of topics and their initial obstacles in the publi-
cation process. 

Specific characteristics of new topics involved the journal size and age, the reference age and the 
fields and the number of authors. However, the exact parameter values differed for the analyzed disci-
plines. The most pronounced discipline was Engineering for which a smaller journal size, a higher 
journal age and a higher number of authors were identified as indicators for new topics. Thus, publica-
tions in new topics were by trend published in established and specialized journals but with a higher 
collaboration effort than usual. In contrast, Medicine was found to have a smaller number of authors, 
which corroborated the assumption that collaboration might be hindered in new topics. Thus, there 
were two effects apparent: In technical fields, more researchers, research groups and/or equipment 
were needed in order to promote a new topic while in other fields, communication and thus collabora-
tion might be impeded by the novelty of a topic. 

These features of emerging topics might facilitate their promotion. By a heightened awareness of par-
ticularly these topics, their development can be channelled in beneficent directions at an early stage. 
Foremost, strategic planning is enabled, which fosters the optimal allocation of funding, equipment 
and work force. The set of indicators presented here allows only for a pre-selection step of candidates 
for emerging topics. However, given the vast (increasing) amount of annual scientific publications, 
such a pre-selection could be a crucial step in research monitoring. 

Yet, there are still some limitations to this study. First, it was limited by the small sample size, which 
only allows restricted general deductions. Because of that, the disciplines had to be aggregated more 
coarsely, which made the results less precise. With a larger dataset, more profound and universal re-
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sults could be expected. Second, the restriction to the top 1% highly cited papers might induce a bias: 
the pre-selection covered only documents that were already acknowledged in the scientific community 
at least within a time span of one year. This led to a distinction between “established” and “emerging 
and important” topics instead of only “established” and “emerging”. More interesting, however, would 
be a study based on a general dataset of emerging and established topics without such a limitation. 
Since many of the features are targeted towards the hindered publication process of novel ideas, the 
results gained with such a dataset could also be expected to be more universally applicable and dis-
tinct. 

Finally, especially the variables for the number of fields of a journal and the number of countries had a 
very small variance, which handicapped their evaluation. More profound variables would be needed to 
represent a similar notion on a more granular level. 
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7 Emerging Topics – Interdisciplinarity as one Indicator79 

As was discussed in the beginning (see Section 2.2), there have been various attempts in the past to 
identify innovative or high impact topics in science semi or fully automatically. Many studies did this 
in retrospective and with the help of citations (see e.g. Boyack and Klavans 2010, Shibata et al. 2009c 
and Price 1965) – a method that demands a time span of at least two years to give the scientific com-
munity enough time to discover, react and cite the topic in question (cf. Section 1.2). In this case, the 
identification of an innovative topic relies – on its basis – fully on the “wisdom of the crowd”, i.e. the 
ability of the fellow researchers to discover and communicate the novel findings. Section 2.2 already 
listed reasons against citations as a measure for emerging topics. In Chapter 8, a detailed analysis of 
the citation counts of emerging topics will be given. In this thesis, the goal was the identification of 
indicators that are independent of the number of citations a topic receives. The citation analysis can 
however also be used to corroborate findings in this thesis, as done in Chapter 9 and in the current 
chapter.  

In this chapter, the interdisciplinarity is tested as an indicator for highly innovative topics. Interdisci-
plinarity was defined – quite loosely – as the combination of different fields or even topics in a field. 
The only other necessary condition is that the combination of the topics is a novelty, i.e. the topics 
should have developed independently until then. Even though differences between multi-, inter- and 
transdisciplinarity exist (see e.g. Russell, Wickson and Carew 2008) the implications hold for all three 
kinds of combinations of knowledge across former boundaries. Thus the actual location for the knowl-
edge combination is neglected, which is the basic differing factor for all three definitions, and merely 
its existence is noted.  

7.1 The Relationship between Emerging Topics and Interdisciplinarity 

The assumption that interdisciplinarity might be used as an indicator for innovation derives originally 
from Kuhn’s definition of paradigm shifts (Section 1.1, Kuhn 1973, pp. 64f). According to Kuhn 
(1973, pp. 71, 77), revolution in science happens when a crisis appears. Crises in turn are evoked when 
present theories and methods are no longer sufficient to explain (new) observations or to fulfil the 
current needs (e.g. in the case of scarce resources). The solution to a crisis, a paradigm shift, can only 
be achieved if new theories or methods are introduced. The easiest way to do so is to be open-minded 
to standards in other scientific disciplines, e.g. when “scientists adopt new instruments and look in 
new places” (Kuhn 1973, p. 111). Thus, the transfer or adoption of knowledge across boundaries can 
help to turn the corner in a crisis (Thompson Klein 2004). For example, genetic algorithms use the 
basic biological principles of recreation and evolutionary survival of the fittest to facilitate complex 
mathematical calculations. In general, science is gradually but slowly becoming more interdisciplinary 
(Porter and Rafols 2009). 

The combination of knowledge in turn can result in independent topics or fields (see e.g. Shafique 
2013, Alvargonzález 2011) that can evolve in an independent way. Sometimes, this might lead again 

79 This chapter has been published in large parts in Michels (2013). 
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to a diminishing multidisciplinarity, which might “hinder tapping the full potential of research” in 
severe cases (Shafique 2013, p. 77). 

Furthermore, some findings already suggest that an interdisciplinary approach has more impact than a 
monodisciplinary one. As was explained before, the impact (measured in whatever form) is a reason-
able indicator for innovativeness. For instance, it has been shown that multi- or interdisciplinary work 
enhances the citedness (Leimu and Koricheva 2005a, Levitt and Thelwall 2008) or the success rate 
(Sigelman 2009) and thus the impact of a paper. Albright (2010) argues that according to Adams 
(2006), creativity is a product of “the convergence of knowledge, creative thinking, and motivation” 
(Albright 2010, p. 105) and since these factors are promoted by multidisciplinary work, multidiscipli-
narity leads to creativity which in turn causes innovation (cf. exaptation in Section 2.1).  

For single cases of innovative topics the interdisciplinary roots have been already shown. If innovative 
topics imply interdisciplinarity, does interdisciplinarity indicate innovativeness? 

In order to answer this question, a Test Set was created in the field of Artificial Intelligence in Com-
puter Science. The documents in this set were aggregated automatically in topic clusters separately for 
each year. The interdisciplinarity of each topic cluster was measured with different calculation meth-
ods. To compare these methods as well as test the overall hypothesis, those clusters with a high inter-
disciplinarity were selected and evaluated manually for their innovativeness.  

7.2 Data 

The document set was extracted from the in-house implementation of Elsevier’s Scopus database (as 
described in Section 2.4). All articles in Artificial Intelligence (Scopus code “1702”) that had a title 
and an abstract, at least 5 references and at least 2 citations were collected and 1,000 documents per 
year were selected randomly. The restriction to the documents meeting a specific threshold value was 
necessary to ensure a certain quality level in the sample set. However, the restriction might also influ-
ence the coverage of innovative work, as Chapter 8 shows. For the purpose of this study that not nec-
essarily needed a full coverage of emerging topics, the bias introduced by such a low threshold level 
should be manageable. Because of the lower data coverage in the years 2010 and later, the data analy-
sis was restricted to the years 2000 to 2009. 

A first intention was to also include knowledge transfer to/from other fields in Computer Science, for 
instance from the field “Human-Computer Interaction” to Artificial Intelligence and vice versa. How-
ever, only few documents in Artificial Intelligence are exclusively categorized in fields of Computer 
Science (see Table 12). Most of them have a second assignment to fields in other classes. Thus, if an 
Artificial Intelligence document was cited only by Artificial Intelligence documents approximately 
95% of these citations would be deemed interdisciplinary since the respective documents are also as-
signed to another category. Because of this, only non-Computer Science citations were classified as 
interdisciplinary citations.  
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Table 12: Percentage of documents in Scopus in the category Artificial Intelligence that are only 
assigned to Computer Science categories. 

Publication year 
Mono-disciplinary artificial 

intelligence documents 
2000 1.4% 
2001 2.1% 
2002 2.6% 
2003 2.7% 
2004 2.7% 
2005 4.2% 
2006 4.7% 
2007 6.0% 
2008 8.0% 
2009 6.1% 
2010 4.7% 

Source: Scopus, own calculations and illustrations 

In the following, Scopus codes are aggregated to the first two digits to represent disciplines, e.g. all 
publications with codes starting with “16” are subsumed under the label “Chemistry” and denoted with 
“16XX”.  

7.3 Methodology 

7.3.1 Clustering 

The LDA approach as described in Section 5.2 was used to cluster the documents. The desired number 
of topics was k=120 per year.80 α= 50/k was fixed, too; β was set to 0.01 as in other comparable stud-
ies (see e.g. Nallapati et al. 2008), γ was set accordingly. The textual input, Ft, for the word-based part 
of LDA was the title and the abstract of each document. The references were represented by the 
document IDs used in Scopus.  

7.3.2 Interdisciplinarity 

Interdisciplinarity was measured via citations and references for the documents. Furthermore, two 
aggregation levels were differentiated, namely the actual combination of disciplines or the mere com-
bination of topics within the same discipline. Thus, four different kinds of interdisciplinarity for a 
cluster k were evaluated: 
a) The percentage of cluster k’s citations from documents in other scientific disciplines 
b) The percentage of cluster k’s references to documents in other scientific disciplines 
c) The existence of other clusters citing cluster k for which the co-citation value is 0 

80  As the training of the approach was conducted later (see Section 9.3), parameters had to be set according to 
literature and in such a way that the number of resulting topics was manageable. Therefore, the 1,000 
documents per year were split between 120 topics.  
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d) The existence of other clusters for which the co-citation value would be 0 if not for the citation(s) 
by cluster k 

Interdisciplinary work should be detectable either by its use of theories or approaches from other dis-
ciplines or by its applicability in other disciplines. Thus, metrics a) and b) were used to measure the 
interconnection with other disciplines. A topic cluster was deemed interdisciplinary if at least 50% of 
its references or citations were assigned to another (non-Computer Science) discipline. Even though 
probably not all topics come in the same form and can be detected by the same measure, all topics 
identified by the presented procedure can be deemed interdisciplinary. 

Figure 26: The approach for detecting clusters that cite or are cited by different contexts. 

 
Source: Own illustration 
Notes: Arrows with continuous lines represent citations between clusters. The arrow points to the cited cluster. 
Dotted lines denote missing links via citations or missing linking clusters.  

Not necessarily interdisciplinary in the usual sense, but still innovative are the clusters identified by 
the measures c) and d). These measures are included because the applicability of a topic in different 
contexts or a combination of different topics in a new context might be a sign of innovation. In this 
way, so far separate developments are combined. Figure 26 depicts these approaches and shows ob-
served citations (arrows) and non-existent citations (dotted arrows and clusters).  

Approach c) selects a cluster k if it is cited by two clusters k1 and k2 which do not cite each other and 
are not cited together by any other cluster. This metric is used to identify topics that can be applied in 
various contexts. Citations between clusters (for options c) and d)) are only taken into account if there 
are at least two citations. This condition avoids single appearances of connections. The threshold for 
crossing topical boundaries might not be as high as for connecting disciplines. But surely, this is the 
middle ground between building on former already intertwined work and genuine interdisciplinarity.  

In approach d), a cluster k was selected if it cites two so far unconnected topics k1 and k2 (see Figure 
26). Again, both clusters are not allowed to cite each other and be cited by other clusters conjointly. 
Since this led to many candidates for cluster k, a restriction on the time span of at least two years was 
introduced.81 In this way, the time span between k1 and k2 and k2 and k must be at least 2 years. 

81 See footnote 80. 
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7.4 Results 

7.4.1 Fields 

The interdisciplinarity across fields was measured with options a) and b). Table 13 lists the number of 
clusters in Artificial Intelligence for which more than 50% of the citations were emitted by documents 
in other fields (option a)). The cluster numbers are split up among those classes from which the re-
spective citations came.  

Chemistry, which had the highest count of clusters, targeted only clusters that contained misclassified 
documents in the Scopus database, i.e. documents for which the class Artificial Intelligence was as-
signed even though the document dealt purely with chemical aspects. The same holds for Social Sci-
ences, Veterinary and Agriculture. 

By contrast, citations from the disciplines Psychology, Neuroscience and Medicine indicate topics 
with computational as well as biological aspects, e.g. verb/sentence processing, visual perception 
and/or object recognition and learning in general. 

Table 13: Number of clusters for which more than 50% of the citations stem from non Computer 
Science disciplines. 

Scopus Code Discipline # of clusters cited by this discipline 

16XX Chemistry 22 

32XX Psychology 21 

11XX Agricultural and Biological Sciences 5 

28XX Neuroscience 3 

22XX Engineering 2 

13XX Biochemistry, Genetics and Molecular Biology 1 

27XX Medicine 1 

33XX Social Sciences 1 

26XX Mathematics 1 

34XX Veterinary 1 

Source: Scopus, own illustration 

Thus, in sum, there are two possible observations with option a): Either the topic indeed merges dif-
ferent disciplines or the documents in the topic were misclassified to Artificial Intelligence in Scopus. 
Both interpretations do not necessarily imply innovativeness. 
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Table 14: Number of clusters in which more than 50% of citations target a non Computer Science 
discipline. 

Scopus Code Discipline # of clusters citing this discipline 

16XX Chemistry 24 
32XX Psychology 21 
27XX Medicine 14 
28XX Neuroscience 11 
13XX Biochemistry, Genetics and Molecular Biology 9 
13XX Biochemistry, 9 
11XX Agricultural and Biological Sciences 7 
22XX Engineering 3 
19XX Earth and Planetary Sciences 1 
18XX Decision Sciences 1 
26XX Mathematics 1 
31XX Physics and Astronomy 1 
34XX Veterinary 1 

Source: Scopus, own illustration 

The second variant of interdisciplinarity, option b), identified those documents that cited at least in 
50% of the cases documents in other classes (Table 14). Again, a high citation rate of Chemistry etc. 
shows merely a misclassification of the respective documents. However, there are some topics that cite 
other disciplines extensively because they adopt or transfer knowledge. 

A high percentage of these citations fall on similar aspects or rather aspects that are transferred from 
human behaviour to Artificial Intelligence, e.g. memory aspects. Even so, some topics can be found 
that introduce new techniques or applications, e.g. some clusters refer to Biochemistry or Medicine 
because Artificial Intelligence is applied to model biological processes. 

Many clusters found with method a) are identified again, which indicates that applications in Artificial 
Intelligence that are based on psychological findings are also reused in the respective discipline. For 
instance, a topic that appeared in both lists deals with “Perception, distortion and degradation” and 
uses findings from Medicine and Neuroscience and is also cited in Neuroscience. Nonetheless ap-
proximately every second cluster is newly introduced in the list in approach b) and some of these top-
ics seem a bit more focused in terms of content than those in the previous list. For instance, some top-
ics deal with word ambiguity in text and not with speech processing in general. 

As the results of method b) seemed better than those of method a), it can be concluded that the inter-
disciplinarity of the reference list is better at indicating a high level of innovativeness than the citation 
list. This corroborates the findings in Chapter 6 for Physics, Mathematics & Computer Science. How-
ever, this indicator might be misleading as in cases shown above, which might be also a special char-
acteristic of the field of Artificial Intelligence. 
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7.4.2 Contexts 

As described above, the interweaving of different contexts was measured by options c) and d). The 
smaller number of identified clusters which even had a clearer focus makes it possible to present and 
discuss these results in more detail.  

19 clusters were identified in total that were cited in different contexts (option c)), i.e. cited by clusters 
that were otherwise so far unconnected. Some clusters were detected by this method multiple times; 
for these clusters, different variants of triples k, k1 and k2 existed in which they held the position k but 
the clusters for k1 or k2 changed.  

Figure 27: The network of 9 triples, in which the cited clusters connect yet unconnected clusters. 

 
Source: Scopus, own illustration 

Of the 26 different cluster triples (of the form k cited by k1 and k2) in total, 9 were interwoven in such a 
way that they can best be interpreted as a whole (see Figure 27). The clusters on the left hand side are 
those that are cited in different contexts (depicted on the right). Dashed arrows indicate that no citation 
between two clusters could be found even though they cite the same clusters. Thus, the notation mir-
rors the one in Figure 26. The grey boxes indicate clusters that were cited by the same clusters, e.g. in 
the case of “Fuzzy neural control” and “Adaptive (fuzzy) control”.  

Most of the topics depicted on the left hand side of Figure 27 emerged before the observation period of 
the presented approach. Thus, they cannot be deemed as particularly innovative. For instance, the top-
ics “Fuzzy control” and “H-infinity control” started well before 2000. Also, the network indicates that 
the topics in question had similar “siblings” and thus were not very innovative. 
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The remaining clusters identified by option c) are shown in Table 15. Clusters that appear in multiple 
triples are only shown once. The clusters represent rather ambiguous topics, that can be applied in 
multiple contexts, but which are not necessarily innovative. 

Table 15: Clusters k cited by clusters (k1 and k2), which never cited the same topic before. 

Clusters k 

Adaptive (fuzzy) control 
(2007) 

Games, auctions, etc., optimization 
(2002) 

Recommendation systems 
(2004) 

   
Blind source/signal/component 

separation 
(2004) 

Hierarchical structures with  
evolutionary algorithms 

(2004) 

Source separation 
(2005) 

   
Evolutionary/genetic algorithms 

(2002) 
Image retrieval, recognition and 

classification 
(2004) 

SVM 
(2001) 

   
Face recognition/classification 

(2004) 
Movement representation and 

perception 
(2001) 

 

   
Fuzzy classifiers, classification 

(2000) 
Neural network performance 

optimization 
(2000) 

 

Source: Scopus, own calculations and illustrations 
Notes: Only clusters not yet depicted in Figure 27 are shown. The clusters are presented in alphabetic order (in 
the order top to bottom, left to right). 

The final analysis concerned those clusters that cited clusters which were so far unconnected (option 
d)). Table 16 shows the 6 triples of citing and cited clusters which correspond to k and k1 and k2 in the 
former description. The triples will be examined in detail in the following with a focus on the aspect of 
innovativeness of the citing cluster. For their discussion, the first column in the table introduces a 
numbering of the triples. 

The citing cluster in the first triple shows best the idea behind the procedure in method d) – two so far 
unrelated topics (k1 and k2) are merged under a new aspect (in topic k). In this specific case, the find-
ings in teleoperations, stability analysis and maintenance are aggregated in order to build robust 
nonlinear systems (Triple 1a). The same is done for fuzzy control and dynamic systems (1b). Their 
separate study forms a new research topic in 2009. 
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Table 16: Triples of cluster, where the citing cluster k connects two clusters (k1 and k2) that where 
never cited together before.  

Triple 
No. 

Cluster (k) Cited cluster 1 (k1) Cited cluster 2 (k2) 

1a “Robust” output regulation/ 
control/performance, 

nonlinear systems 
(2009) 

Stability analysis Teleoperations and autono-
mous vehicles 

1b Fuzzy/feed- 
forward control 

Identification of dynamic 
systems 

    
2 Sparse (Bayesian) modelling, 

dimensional reduction 
(2009) 

Sampling/experiment selec-
tion for face/ 

object/image recognition 

Independent component 
analysis 

    
3 Classifier ensembles 

(2007) 
Face recognition/ 

classification 
Inconsistencies in structured 

text 

    
4 Robot navigation, path  

planning 
(2008) 

Target tracking  
with robots 

Fuzzy behaviour based robots 
and multiple object tracking 

    
5 Genetic algorithms 

(2008) 
Dimensional knowledge  

reduction 
Image transformation 

Source: Scopus, own calculations and illustrations 
Notes: For a better interpretation the publication years of cluster k are given in brackets. 

Triple 2 shows a similar procedure in another topic. The initial cluster in the year 2009 combines dif-
ferent approaches to determine meaningful samples and models. All named aspects are not new them-
selves, but the approach of combining so far unrelated topics for the old task might be innovative. 
Analogously, neither face recognition nor text analysis are new topics (Triple 3), but the combination 
of their findings bears potential. Similar observations can be made for Triple 5. 

In contrast to that, Triple 4 seems less innovative since both cited clusters are similar. It is noteworthy 
that both clusters – despite their similarity – are unconnected, i.e. have not been cited together so far or 
cited each other even though they seem to deal with the same topic. Still, their connection through the 
citations by cluster k is merely a result of their similarity and not an innovation process. 

Table 17: Citation rates (average and maximum) for clusters that cite different contexts and for 
Artificial Intelligence in general. 

Cluster Average citation 
rate in cluster 

Average citation 
rate in the same 

year 

Maximum cita-
tion rate in  

cluster 

Maximum  
citation rate in 
the same year 

1 6.2 5.8 17 88 
2 10.25 5.8 88 88 
3 26.35 13.2 136 334 
4 6.6 9.1 26 163 
5 10.4 9.1 19 163 

Source: Scopus, own calculations and illustrations 
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Despite the small yield of the approach, four out of the five selected clusters seem to be highly innova-
tive. To evaluate their overall impact and potential, the citation rates for the respective documents 
were calculated and compared with the overall field value. Table 17 shows that the citing Clusters 2 
and 3 have a citation higher than the average and Cluster 2 even contains the document in the dataset 
with the highest citation rate in the year 2009. Cluster 1, 2 and 5 have at least a citation rate higher 
than the average. This corroborates the findings suggesting that these clusters indeed have high poten-
tial in terms of innovativeness.  

7.5 Summary 

In previous work, the relationship between field dynamics, innovation and interdisciplinarity has been 
studied in one direction, i.e. it was shown that high innovative topics had a high interdisciplinarity. 
The results in this chapter suggest that the topics that were cited by different other topics (Method c)) 
were highly volatile, ambiguous or dynamic but not necessarily innovative. Being cited by other fields 
did not necessarily indicate a high innovativeness as well (Method a)). But the samples for clusters 
that cited other fields (Method b)) or differing topics (Method d)) extensively showed that indeed 
these clusters were in most cases high impact clusters. This level of innovativeness could be confirmed 
by a manual assessment of the respective clusters as well as their citation rates.82 

For an illustrative interpretation of the results in the context of this thesis, the analysis was restricted to 
the field of Artificial Intelligence. It would be very interesting to know if a repetition of the approach 
in other fields yields similar results or not. At least in Artificial Intelligence, an automatic detection of 
highly innovative clusters can be achieved by analyzing their reference list. The reliance on the refer-
ence list in contrast to citations even allows the study of recent publications. Otherwise, a time lag 
between the topics and the citing publications would be necessary. The reference list is used in various 
contexts in the remainder of this thesis: First, the references are used as textual input to calculate simi-
larities between documents and topics. Second, the number of fields in the references, which was also 
already used in Chapter 6, is applied in the rules for the outlier detection (Chapter 9). 

82 The study via citation rates is limited due to the reasons given in Section 2.2 as elaborated in the next chap-
ter. However, as stated before, while citation rates are not an indicator for innovative work, they can be 
used to assess the findings of an approach identifying emerging topics. 
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8 Emerging Topics – Why Citation Analysis is not an Adequate 
Metric83 

This chapter supports the claim that citation analysis is not a valid measure for emerging topic detec-
tion. It might seem odd to dwell on a particularly inappropriate metric. However, citation analysis is 
one of the most widely-used metrics in bibliometric analysis84 in general and for the detection of 
novel “high-impact work” (Small and Upham 2009, Mann, Mimno and McCallum 2006, Boyack and 
Klavans 2010, Shibata et al. 2008, Small, Boyack and Klavans 2014, see also Section 2.2). Because of 
this, rectifying the underlying assumption that citation analysis is not a reliable metric for innovative-
ness has become one main part of this thesis.  

In the following, this will be shown with the help of the dataset acquired from NISTEP (cf. Section 
6.3.1). It needs to be mentioned that, as this dataset was generated based on a citation analysis in the 
first place, the distribution of citations in this dataset is skewed. More pointedly, the expected citations 
in this dataset are higher than on average, as the contained documents all belonged to the 1% highest 
cited papers in the respective publication years and fields. However, the detection of emerging topics 
in the dataset was conducted based on a comparison of clusters in different time periods. Thus, re-
stricting the view to the pre-selected set, the emerging topics are not necessarily (and – as will be seen 
later – neither practically) the documents with the highest citation rate. If anything, the pre-selection of 
the documents based on their citation rate might even be enforcing the observed effects. This will be 
discussed in further detail at the end of this chapter, when the results are at hand. 

8.1 Methodology 

The dataset was based on the implementation of the NISTEP dataset as explained in Section 6.3.1. 
This time, the original disciplines were used and the following six disciplines were selected for the 
purpose of this citation analysis: 
• Computer Science 
• Engineering 
• Molecular Biology & Genetics 
• Pharmacology & Toxicology 
• Physics 
• Plant & Animal Science 

The documents of the NISTEP dataset published in 2007 were matched with the WoS database to 
calculate the citation rate over time with the most recent data. All citations were counted, i.e. alleged 
self-citations were not excluded. Also, no filter for document types in the citing documents was used. 
The derived variables are citTotal, which shows the number of overall citations between 2007 and 

83 Major parts of this section were submitted as a research paper (Michels under review). 

84 Also, in accordance with the original definition of bibliometrics, there is not much else left that could be 
used. Bibliometrics seems to be one of the many fields in science that is – per definition – resilient to 
changes and new methods. 
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2012, and cit0, ...cit5, which reproduce the annual citation rate in the time period between the publica-
tion year until 5 years after publication (i.e. 0, 1,..., 5 year(s) after publication). 

With regard to the time window, the year of the first citation (firstyear) and the year with the maxi-
mum number of citations (maxyear) were compared. The year with the most citations is of course rela-
tive to the individual reception of a publication, i.e. the absolute values for this maximum might vary 
heavily. However, it considers the point in time when the publication received the maximum attention. 
This measured how long it took the scientific community to acknowledge the publication (since the 
restriction of the dataset demands that it is a highly cited paper anyway it seems that it is at least “wor-
thy” of that attention). In other words: The maxyear reflects how long the publication had been pub-
licly available until the masses recognized it. 

All first citations happened in the year of publication or 1 year later.85 Since the dataset consisted of 
papers published in 2007 and the citation analysis was calculated at the end of 2008, these were the 
only options for the papers that were among the most cited publications.86 

8.2 Hypotheses 

As discussed in the introducing chapters of this thesis (see in particular Sections 1.1 to 2.2), the accep-
tance and especially reception and adaptation of new topics might influence the time and the number 
of citations they receive. More precisely, this reluctant acknowledgement should lessen the total num-
ber of citations as well as the citations received in a certain time window.  

Furthermore, the total number of citations might be influenced because fewer people are involved with 
a new topic. Since the research community is smaller, there are at first fewer people who would be 
even able to cite the work. Thus, this effect could lead to a smaller citation number in total for the 
documents published in new topics. In particular, it should be observable that the number of citations 
is by trend lower for documents in new topics in contrast to those in established ones. 

H9: The total citation number is smaller for documents in new topics. 

Using the same reasoning, it can be argued for a delay for the point in time when an article receives its 
first citation as well as its maximum citation number. With a lower acceptance rate and fewer re-
searchers involved, the year of the first citation might be later for documents in new topics. Addition-
ally, or because of that, the year in which the maximum number of citations is achieved might be “de-
layed” in comparison with other publications in established topics. As the citations can be seen as a 
measure of attention or application in the current time frame (cf. Sections 2.2 and 3.2.1) the year in 

85 With the exception of one publication that was cited in 2006, i.e. one year before its publication. This re-
spective publication in Physics was excluded from the dataset. 

86  Please note that this is caused by the two-year time window (in this case the years 2007 and 2008) for the 
identification of the emerging topics in the original dataset; if the variance in the citations should be higher 
the time span for the identification of newly developed topics would have to be increased as well. However, 
with a citation window of 4 years, the “emerging” topics for the year 2005 would be found in a report in the 
year 2008. 
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which a publication reaches the peak in citations could also be influenced by the novelty of its topic. 
Using this reasoning, the following hypotheses were tested: 

H10 - A: Publications in new topics are by trend cited later than those in old topics. 

H10 - B: The year in which a publication reaches its maximum annual citation rate is later for 
documents in new topics than for those in old topics. 

8.3 Results  

Overview 

Table 18: Overview of the dataset. 

Discipline Documents  
in old topics 

Documents  
in new topics Total 

Computer Science 46 7 53 
Engineering 206 39 245 
Molecular Biology & Genetics 124 13 137 
Pharmacology & Toxicology 19 7 26 
Physics 558 50 608 
Plant & Animal Science 167 9 176 
Total 1,120 125 1,245 

Source: WoS, own calculations and illustrations 

For a better understanding and interpretation of the following analyses, a description of the used data 
is provided first. Table 18 gives an overview of the number of documents for each discipline and de-
velopment stage of the topic. The distribution of new and old topics (and the respective selection crite-
rion) might be biased across the fields, so that the field variable was used as a control variable in all 
following regression models. 

Table 19: Overview of distribution of variables in the dataset. 

Variable Obs Mean Std. Dev. Min Max 

newTopic 1,245 0.1 0.3 0 1 
citTotal 1,245 117.4 161.0 4 2,830 
cit0 1,245 6.2 9.1 0 108 

cit1 1,245 24.9 27.0 2 409 

cit2 1,245 26.8 34.7 0 590 
cit3 1,245 25.7 40.3 0 731 
cit4 1,245 23.8 40.7 0 765 
cit5 1,245 9.9 18.1 0 332 
firstyear 1,245 0.3 0.4 0 1 
maxyear 1,245 2.1 1.1 0 4 

Source: WoS, own calculations and illustrations 
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The single variables and their distributions are listed in Table 19. The variable newTopic indicates 
whether a document was published in a new or an old topic (cf. Chapter 6). An entry of “1” in this 
variable corresponds to a publication in a new topic, “0” to a publication in an established topic. The 
mean of newTopic corroborates the statistics in Table 18: The number of publications in old topics is 
much higher. The variable citTotal represents the total number of citations a publication received in 
the observation period. This value corresponds to the sum over the variables cit0 to cit5, which ac-
count for the annual citations in that time period. Since the dataset contains only cited publications, the 
minimum value of citTotal is necessarily greater than 0. cit0 shows the citations in the year of publica-
tion, cit1 the citations in the first year after publication etc.  

The variable firstyear represents the year in which the publication was first cited. It was calculated by 
subtracting the publication year from the citation year. In theory, this feature could have values be-
tween 0 and 5, but in the available dataset, there were only the values 0 and 1 (and one case of -1 as 
discussed before), as only publications in 2007 were contained that had been cited by the end of the 
year 2008 (see above). Since the dataset contained only the highly-cited papers, (at least) all publica-
tions that were not cited by then were excluded. Thus, the variable resulted in a binary codification 
whether a publication was cited for the first time in the publication year (0) or in the first year after 
publication (1). This had to be acknowledged in the statistical models. The maxyear represents the 
year in which the publication received its maximum annual number of citations. If more years with the 
same maximum value were found, the earliest of them was used. Again, this is a relative value repre-
senting the years 0 to 4 after the publication year. 

Table 20: Correlation between the variables. 

  citTotal cit0 cit1 cit2 cit3 cit4 cit5 

cit0 0.5698* 1 
     

cit1 0.9385* 0.6584* 1 
    

cit2 0.9773* 0.5370* 0.9424* 1 
   

cit3 0.9883* 0.4978* 0.8981* 0.9571* 1 
  

cit4 0.9750* 0.4609* 0.8542* 0.9274* 0.9749* 1 
 

cit5 0.9412* 0.4070* 0.7961* 0.8828* 0.9472* 0.9687* 1 

maxyear 0.2621* -0,0553 0.0962* 0.2233* 0.2989* 0.3496* 0.3369* 

Significance Level: *p<0.01 

Source: WoS, own calculations and illustrations 
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Table 21: Pairwise polyserial/polychoric correlation for variables firstyear and newTopic. 

  Pairwise polyserial correlation 

  firstyear newTopic 

  Rho S.E. Rho S.E. 

citTotal -0.5478 0.0491 -0.4000 0.0708 

cit0 -0.9916 0.0000 -0.7093 0.0201 

cit1 -0.7028 0.0376 -0.5616 0.0437 

cit2 -0.4532 0.0639 -0.3828 0.0749 

cit3 -0.4238 0.0677 -0.2648 0.0794 

cit4 -0.3821 0.0709 -0.2444 0.0834 

cit5 -0.3231 0.0709 -0.1799 0.0795 

maxyear 0.1164 0.0391 0.1612 0.0478 

newTopic 0.5856 0.0459 

  Source: WoS, own calculations and illustrations 
Notes: In case of the correlation between the variables newTopic and firstyear, the correlation coefficient is 
polychoric rather than polyserial since both variables are categorical. In all other cases a polyserial correlation is 
calculated. 

Next the pairwise correlation between these variables was analyzed (see Table 20 and Table 21). The 
variables firstyear and newTopic both can only take the values 0 or 1. Therefore, the correlation be-
tween these variables and the remaining ones was calculated as a polyserial correlation for which no 
significance levels are available. The values for Rho and the Standard Errors are given in Table 21. 

Correlation with the total number of citations is the highest for the citations 3 years after publication. 
Note that a standard citation window of 3 years uses only the citations in cit0 to cit2 (like suggested 
for example by Glänzel and Schoepflin 1999). The variable newTopic shows a negative correlation 
with the total citation number, indicating that those documents with a value of 1 for newTopic have 
fewer citations than the others. The correlations of citTotal with the firstyear and the maxyear on the 
other hand seem rather tautological, as it is a natural effect that publications which are cited later are 
also cited less in a restricted time window. However, there is also a correlation between firstyear and 
newTopic, which supports hypothesis H10 - A, which stated that publications in new topics tend to be 
cited later than other topics. Similarly, there is a correlation between maxyear and newTopic, indicat-
ing that the latter could latently influence the citation process. 

8.3.1 Citation Count 

Figure 28 depicts the average number of citations per paper at the point of calculation. Numbers are 
shown for each discipline and each status of topic, i.e. old and new. The graphs for average citation 
numbers after 1 year and 2 years are nearly identical, only on other levels, and are thus not depicted 
here as well. The absolute values are relatively high – another side effect of using only the top 1% 
highly-cited papers. 
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Figure 28: Average citation rate in total. 

 
Source: WoS, own calculations and illustrations 

The ratio of new and old topics varies between 130% (Plant & Animal Science) and 341% (Pharma-
cology & Toxicology). The average number of citations for old topics in Molecular Biology & Genet-
ics accounts for 227% of those for new topic publications. The latter two extreme cases indicate that 
progress in a topic might foster citations. Reasons for this might be that established topics are more 
commonly known and thus new publications are perceived by more scientists. Some journals and pub-
lication databases offer push-services which send an automatic message to the user if a publication 
that matches his defined keyword search is published. The necessary keywords should be easier to 
define for established topics.  

The extreme discrepancies between new and old topics in Molecular Biology & Genetics and Pharma-
cology & Toxicology might be due to a wider spread of topics in those disciplines, where it is even 
more difficult to keep track of new findings if one is working in the field. Or it might be the case that 
new topics are more specialized and cannot be as easily adapted to other research.  

Table 22 shows the results of a regression estimating the total citation number while controlling for the 
disciplines. As the dataset contains only documents that have been cited at least once in the observa-
tion period, a zero-truncated negative binomial regression model was used for the estimation of the 
citation counts. An ordinary negative binomial regression would try to predict zero counts despite the 
fact that there are no zero values in the observed data, which in turn would lead to biased estimates. 
Thus, the dependent variable in this model is the citation count as a non-zero integer number. The 
independent variables are the discipline variables as explained above as well as the binary coded status 
of the document, i.e. emerging topic (1) or not (0). 

The regression confirms the hypothesis H9 and the findings in the pairwise correlation: The value of 
newTopic influences the total citation number negatively, i.e. for new topics the expected citations are 
significantly lower. 

 



127 

Table 22: Regression model for the total number of citations. 

# Citations 
Zero-truncated negative binomial regression 

Coef.   Std. Err. 

Engineering 0.146   0.104 

Molecular Biology & Genetics 1.870 *** 0.111 

Pharmacology & Toxicology 0.666 *** 0.163 

Physics 0.691 *** 0.098 

Plant & Animal Science 0.456 *** 0.107 

newTopic -0.399 *** 0.065 

Constant 0.098 *** 0.026 

Observations 1,245 

Pseudo R² 0.047 

Likelihood ratio chi-square test 672.200 

Significance Level: ***p<0.01, **p<0.05, *p<0.1 

  Source: WoS, own calculations and illustrations 

8.3.2 Time Window 

Figure 29: Year of the first citation of a publication. 

 
Source: WoS, own calculations and illustrations 
Notes: For each discipline, new (n) and old (o) topics are analyzed separately. 
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Figure 29 shows a comparison of the years of first citations of publications in new (n) and in old (o) 
topics. In all disciplines, the documents in old topics are cited more often in the publication year than 
those in new topics. In Molecular Biology & Genetics, this accounts for 89% of the publications. In 
most other disciplines, this ranges from 78% to 84%. In Engineering, only 70% are cited in the publi-
cation year and in Computer Science, there is even a 50:50 chance of a paper being cited in the publi-
cation year or the first year. On the contrary, apparently the chance of a document being cited in the 
first year is higher for old topics. The disciplines in which this is most pronounced are again Engineer-
ing and Computer Science. This might be due to the fact that citations one year after the publication 
are more common here than in the other disciplines. However, the difference between the types of 
topics is observable throughout all disciplines. 

Table 23: Regression model for the year of the first citation. 

Firstyear 
Logistic regression 

Coef.   Std. Err. 

Engineering -0.804 ** 0.319 

Molecular Biology & Genetics -1.887 *** 0.375 

Pharmacology & Toxicology -1.683 *** 0.571 

Physics -1.607 *** 0.305 

Plant & Animal Science -1.313 *** 0.340 

newTopic 2.020 *** 0.210 

Constant -0.015   0.286 

Observations 1,245 

Pseudo R² 0.109 

Likelihood ratio chi-square test 153.750 

Significance Level: ***p<0.01, **p<0.05, *p<0.1 

  Source: WoS, own calculations and illustrations 

To test the hypothesis that first citations are delayed for documents in new topics, a regression model 
was applied to look for dependencies between the variables newTopic and firstyear. Again, the inde-
pendent variables were the control variables for the disciplines and the status of the document’s topic. 
A logistic regression had to be used as the dataset only allowed for two options: Citation in the year of 
the publication or later (i.e. in 2008). Thus, the dependent variable was a binary codification of the 
year of the first citation and the model used a logistic model which calculated the probability of a cita-
tion in the publication year as a linear combination of the status of the document’s topic and the scien-
tific field. 

Indeed, there is a positive significant influence of the value of newTopic on the first citation year 
(Table 23). Translating the binary codification of these variables, the first citation happens by trend in 
the year after publication for documents in new topics, while the other documents are cited in the pub-
lication year. 
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Figure 30: Number of years, after which the maximum number of citations was achieved. 

 
Source: WoS, own calculations and illustrations 
Notes: For each discipline, new (n) and old (o) topics are analyzed separately. 

Next, the year, in which the maximum number of citations for each publication was achieved, was 
calculated (Figure 30). The year was again set relative to the publication year, so that values between 0 
and 5 were observed. However, only few publications reached their peak in the first (0) or last (5) year 
of the observation period. Here the differences between the new and old topics are not as pronounced 
as they were before. Also, the observed trends are not similar across all disciplines. In Computer Sci-
ence, there is almost no difference but only that more publications in new topics achieve their maxi-
mum citation count in the third and not the fourth year. In Molecular Biology & Genetics, Engineering 
and Physics, publications in old topics reach their peak more frequently in the first year. In Plant & 
Animal Science, the majority of documents in new topics clearly attain their maximum value in the 
fourth year while those in old topics are equally distributed over the first to fourth year. 

Thus, no overall trend can be observed. However, it can be said that some publications in new topics 
would be disadvantaged if the citation window is too small. This is in particular the case for the new 
topics in the disciplines Plant & Animal Science, Engineering, Physics and Molecular Biology & Ge-
netics if the citation window is less than four or three years respectively. Above all, if the analysis is 
reduced to the first year after publication, only 25% of the documents in new topics would be covered, 
while 38% of those in old topics would have already reached their peak. This might be important if the 
top cited documents are selected.87 

87 In this case, the analysis was already performed on a dataset that was selected by exactly this method. The 
possible bias is discussed in the summary. 
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Table 24: Regression model for the maximum citation year. 

Maxyear 
Negative binomial regression 

Coef.   Std. Err. 

Engineering -0.167 * 0.101 

Molecular Biology & Genetics 0.026   0.105 

Pharmacology & Toxicology -0.018   0.157 

Physics -0.213 ** 0.095 

Plant & Animal Science 0.015   0.103 

newTopic 0.145 ** 0.063 

Constant 0.830 *** 0.090 

Observations 1,245 

Pseudo R² 0.008 

Likelihood ratio chi-square test 32.330 

Significance Level: ***p<0.01, **p<0.05, *p<0.1 

  Source: WoS, own calculations and illustrations 

Despite the findings above, the regression model in Table 24 shows a significant influence of the vari-
able newTopic on the maximum citation year. In this model, the maximum citation year was used as a 
count variable in a negative binomial regression. To account for the unobserved heterogeneity between 
observations in the data, the negative binomial regression uses an overdispersion parameter “alpha” 
(cf. Long and Freese 2006, p. 243). 

The model shows that the peak in citations occurs later, if the document deals with a new topic. The 
Pseudo R² in all three models was highest in the logistic regression for the year of the first citation. As 
was discussed before, the number of citations depends on various factors (quality, visibility, etc.) and 
can thus not be explained as good as the actual year of the first citation. This variable is the one for 
which the available variables have the highest explanatory value. 

8.4 Summary 

The regression models showed that the development stage of a topic can influence the citations for the 
respective publications. In particular, the citation rate is significantly lower for publications in new 
topics. Depending on the scientific discipline, the average citation count for publications can be more 
than twice as high if it is written about an established instead of a new topic. Also there is a higher 
chance that it will be cited earlier than innovative work. Also the year in which a publication in a new 
topic reaches its citation peak can be delayed in comparison to other papers. The findings suggest that 
there is indeed a disadvantage for innovative work. 

However, the reasons for this also lie in the nature of the research. The research community for new 
topics is smaller, thus the number of papers in which the work could be cited is lower. Also publica-
tion sources might be fewer and the full scope of the findings might not be acknowledgeable or usable 
for “outsiders” of the topic. Regardless of the reasons, the publications in new topics are disadvan-
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taged in citation analysis. This might be a major issue when the results are used to evaluate perform-
ance (as innovative research is underrated) or in particular to identify “important” publications. 

Limitations of this analysis are grounded in the dataset size for some categories (i.e. Pharmacology & 
Toxicology and Computer Science) as well as the dataset generation. The origin of the dataset was 
already mentioned in the beginning as based on highly cited papers in the disciplines. This might in-
troduce a bias. Since the new topics are already those that are cited less in this dataset, the trends 
should be transferable to a general setting in which they should be even more pronounced. Given the 
time window, there were also some restrictions because only publications that were at least cited in 
2008 were covered. In this way, only new topics that were identified by other researchers in the first 
two years were included, which also might reduce the differences found. In this case as well, a higher 
variation is to be expected if the analysis was to be performed on a more general dataset. However, the 
creation of such a dataset would be a very time consuming as well as subjective task and thus also 
prone to (other) biases. For this thesis, the important main outcome was the perceived bias that cor-
roborated the assumption that apart from a time lag, other reasons limit the usage of citations for the 
detection of emerging topics. 
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9 Emerging Topics – How They can be Detected 

This chapter shows the calibration and application of the approach – as proposed in Sections 4.3 and 
5.2. After a summary of the overall approach is given, the Training and Test Sets are described (Sec-
tion 9.2). Based on these datasets, the parameters for LDA and the similarity calculation as well as the 
rules are estimated. The resulting approach is then assessed in Section 9.5. In the end, a summary of 
the main observations is presented. 

9.1 Proposed Approach 

The system for emerging topic detection proposed in this thesis consists of three components (cf. Sec-
tions 1.2, 4.3 and 5.2): 
• Topic clustering 
• Topic connection 
• Emerging topic selection 

In the majority, these parts were developed and tested mostly independently, but of course also evalu-
ated as a whole (see the following Sections 9.3 and 9.5). In this section, a brief overview is given for 
these components.  

The topic clustering is based on the publication data in the annual document sets. By using LDA for 
the clustering, the output data are not mere document clusters. They are also instantiations of the topic 
model which is provided by the approach. The topic model is – in contrast to the respective document 
clusters – a conceptual representation of the topics. The term (and reference) probabilities for each 
topic are thus created as well. The clustering itself uses the features of the publications as described in 
Section 5.2.  

The parameter setting also includes the testing and training of the similarity calculation between 
documents. The similarity between documents is calculated according to various features. One main 
part of this thesis was to determine the suitable features for this task. Again, the error rate and the 
threat of overfitting increase with a higher number of features (cf. p. 65). However, an approach with 
too few features for the similarity calculation runs the risk of underfitting or a superficial matching. 

The similarities and thus the connections are calculated for clusters in different time periods, i.e. years. 
A topic that is found in the most recent year is compared to topics in the preceding years. A connec-
tion is built as soon as the threshold value tc is exceeded. This connection represents the fact that a 
topic is continued over a time span of at least two years. The underlying assumption is that a topic 
cannot be new or innovative if it has a predecessor with such a high similarity. Thus, only those clus-
ters that have no predecessor are selected for presentation to the end user. 

The main part of the similarity calculation relies on the term probabilities of the topics. However, as 
the vocabulary changes over time for some topics, necessary connections might not be built. On the 
other hand, even after the removal of stopwords there might be terms that appear in various topics, 
maybe in different contexts or with different meanings, which suggest a factual non-existent similarity 
between topics. Because of that, the references are used as well. A weighting wr for the references in 
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comparison to the terms had to be found. Furthermore, a threshold value tc had to be selected to denote 
when two clusters were “connected”. All these parameters are discussed, set and evaluated in Section 
9.3. 

In the third and final step, the emerging topic candidates are presented to the end user. These candi-
dates are those documents that 1) belonged to unconnected topics and 2) deviated in their bibliometric 
feature values. The “deviation” had to be measured according to the usual values for the bibliometric 
features in established topics. For this, patterns in established and emerging topics are discussed in 
Section 9.4. The goal was to present the set of emerging topic candidates for intellectual inspection to 
an end user. 

Each of these components can be developed and tested individually. For instance, the topic clustering 
can be developed independently and the results can be evaluated solely on the Precision and Recall of 
the topics. In contrast, the aggregated evaluation of all components is difficult, as will be discussed 
later in more details. In particular, the concept of a topic, its boundaries and its assignment to certain 
documents are all mere points of discussion. 

In fact, in one project in which a system for topic classification was to be developed, the results of the 
Machine Learning algorithm were supposed to be evaluated with those of human experts. What had 
not been foreseen was the high disagreement between the three Computer Science experts and the 
classification in the dataset (see Table 25). In the end, the initially intended setting in which the ex-
perts’ decision was compared to the assignment of the algorithm was nearly impossible. 

Table 25: Agreement in class assignment for 100 documents by experts and classification system. 

 Expert 1 Expert 2 Expert 3 Classification system 

Expert 1 100% 61% 48% 39% 

Expert 2  100% 46% 35% 

Expert 3   100% 26% 

Source: Own illustration 

This experience showed the difficulty in assessing the quality of a classification system. Similarly to 
that project, in this thesis the codification of documents with regard to their topics’ novelty had to be 
verified. Thus, one major task was to create a dataset for the automatic assessment of the system. Such 
a dataset facilitated on the one hand tasks like the parameter setting that required the repeated calcula-
tion of the evaluation metrics. On the other hand, the acquisition of an external validation source was 
meant to ensure credibility of the results. In the following section, the main datasets (Training and Test 
Sets) used in this thesis are discussed. Parts of them – namely of the NISTEP dataset – have already 
been introduced and applied (see Chapter 6 and 8). However, in the context of the parameter setting, 
rule derivation and evaluation of the proposed system, they are introduced again as a whole. Also, 
even though the initial dataset is the same, the selected parts differed for this chapter and Chapter 6. 
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9.2 Datasets 

There were in total two bases for the datasets. One dataset was generated for the parameter setting of 
LDA in this thesis. It was established with conference proceedings of the Association for the Ad-
vancement of Artificial Intelligence (AAAI) and the associated track information. The track informa-
tion enabled the clustering of the respective documents for the Gold Standard. The additional bibli-
ometric data was extracted from Scopus. 

The second dataset was used for the derivation of the rules, the testing of the combination of the ex-
tended LDA and the rules and the evaluation of the overall approach. For these purposes, it was neces-
sary to split the dataset in a Test Set and a Training Set in advance. The dataset was generated with the 
data from the NISTEP Science Map report 2008 (Saka, Igami and Kuwahara 2010). The information 
about the underlying disciplines was used to separate the data for the Test and Training Set. Overall, 
the dataset covered 10 out of 22 disciplines in the publication year 2007. The two datasets, one for the 
rules and the combination and one for the evaluation, consisted of different disciplines: 6 for training, 
4 for testing.  

The datasets are described in more detail in the following. The first dataset which was used for the 
parameter tuning in LDA is called “Training Set for LDA”. The other two datasets were labelled 
“Training Set for Rules and Overall Approach” and “Test Set for Overall Approach”. Their separation 
enabled a step by step training of the components and the final (unbiased) evaluation. 

9.2.1 Training Set for LDA 

As a Gold Standard for the clustering with LDA, documents were collected in Scopus that represented 
publications of the AAAI conference in the years between 2005 and 2010. For 2009, no documents 
could be found. The conference had approximately 15 tracks per year and 1,220 documents in total 
(see Table 26). The tracks were used to show one (of many) possible mapping that served as basis for 
the evaluation of the clustering approach.  

Table 26: Overview of the Training Set. 

Year # tracks # documents Arbitrary tracks (#documents) 

2005 19 224 1 (19) 

2006 14 263 4 (83) 

2007 15 261 4 (71) 

2008 11 222 4 (67) 

2010 15 250 6 (72) 

total 74 (52) 1220 19 (312) 

Source: Scopus, own calculations and illustration 
Notes: Arbitrary tracks denote tracks that covered – by definition – documents from different topics, e.g. “um-
brella topics”. 

Even though there might be many possible clusterings (see Section 4.1.2 for Unsupervised Learning), 
it can be assumed that all documents in each track share at least one leitmotif or a common topic. Even 
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though some topics seemed arbitrary or ambiguous, e.g. “Intelligent Systems Demonstration”, they 
were included in the dataset to check the system’s ability to handle them. The number of such am-
biguous tracks and the associated documents are listed in the last column in Table 26. 

With the help of the so attained Gold Standard, the respective evaluation metrics for the LDA ap-
proach could be calculated (see Section 4.1.3). Without a sample of possible clusters, the evaluation 
would be restricted to non-quality evaluation metrics (e.g. equal distribution/cluster size) or a manual 
assessment in each application of the approach. With the calculation of Recall, Precision and F-
Measure, a quantitative comparison of the results was enabled.  

9.2.2 Training Set for Rules and Overall Approach 

The Training Set for the rules and their combination with the LDA approach was equal to the dataset 
presented in Section 8.1. The origin, potential and limitations of this dataset were already explained in 
Sections 6.3.1 and 8.1. For the disciplines and respective document numbers see Table 18. 

9.2.3 Test Set for Overall Approach 

The Test Set was created in an analogous way as the Training Set. Thus, it was also based on the 
NISTEP dataset as described before (see Sections 6.3.1 and 8.1 in particular). However, it covered 
other disciplines in the year 2007 (see Table 27). The former disciplines and thus their associated 
methods were mapped on this dataset so that the approaches could be tested on a novel but similar and 
genuine dataset. 

Table 27: Overview of distribution of document types in total numbers in the Test Set. 

Discipline New documents Old documents Total 

Chemistry 53 (11%) 450 (89%) 503 (100%) 

Mathematics 2 (5%) 38 (95%) 40 (100%) 

Materials Science 18 (16%) 92 (84%) 110 (100%) 

Space Science 10 (15%) 57 (85%) 67 (100%) 

Total 83 (12%) 637 (88%) 720 (100%) 

Source: WoS, own calculations and illustration 
Notes: The shares in brackets are calculated in respect to each discipline. 

For the evaluation, the approach uses only the information that would be available in a real case sce-
nario, i.e. the textual information of the documents and the bibliometric data. This excludes the infor-
mation whether a document is new. This particular information is however available for the later 
evaluation (and only for that), when the emerging topic candidates have been presented by the ap-
proach. Only then is the information about the new documents used to assess the quality of the candi-
date set. In particular, the share of new documents in the candidate set is calculated (= Precision, see 
Section 4.1.3). Furthermore, the number of new documents that is not contained in the dataset is de-
rived (i.e. “losses” in new documents, share = 1 – Recall). In this way, it can be assessed how well the 
approach performs and whether it succeeds in separating the new documents from the rest or not. 
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9.3 Parameter Settings  

9.3.1 LDA 

The clustering results of the LDA approach for the varying parameter settings were compared to the 
above explained Gold Standard. As evaluation metrics, the adapted form of the Recall and the Preci-
sion as well as the F0.5-Measure (as described in Section 4.1.3) were calculated. The clustering was 
performed on a yearly basis. For each testing of different parameters for LDA, the Recall and Preci-
sion values of the years were averaged to form one value. Therefore, the Recall and Precision were 
first calculated for each track and for each cluster respectively. For the overall value, the values for all 
clusters and tracks in all years were averaged. In addition, the derived value for the F-Measure is used 
to compare the different parameter settings. Parameters or parameter combinations are chosen accord-
ing to the F-Measure values. 

The aforementioned documents of arbitrary tracks might influence the Recall and Precision values as 
follows: When these documents are clustered separately instead of in combination with other docu-
ments, the Precision value goes up, because the other clusters are purer. Recall is unaffected as long as 
the documents are kept together in whatever form. Nevertheless, this might always lead to Recall and 
Precision values below 1.0 because of the distribution of these documents among other topics.88 

For LDA, the following parameters were tested and adjusted: 
• K,  
• α,  
• β, 
• γ,  
• threshold tw,  
• input data Ft 
• weighting of the input data wt 

Because of the large number of different parameters, the parameters were tested consecutively. The 
sequence was: 
1. α and n (K respectively) 
2. β and γ 
3. tw  
4. Ft (abstract, title, ...) and wt 

88 It can be shown that for an evenly distribution of Mt documents in an arbitrary topic t among K clusters, 
where each cluster k contains nk documents in total, Precision can be 𝑃 =  1 − ∑ 𝑀𝑡/𝐾

𝑛𝑘𝐾   and Recall can be 

R = 1 + 1−𝐾
𝐾∗𝑇

 at maximum for T topics in total. Thus, the maximum value for Recall and Precision for the 
year 2005 are 1 and approximately 0.98 respectively; for the total dataset they account for approximately 1 
(0.997) and approximately 0.99 respectively. This holds for K = 5, which is the lowest value tested in the 
following. However, with increasing values for K, the Precision value approaches 1. 
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All other parameters were set to initial values that were based on related work. The according reason-
ing is given in Chapter 5. 

In the first parameter estimation, n and α were varied. α was either fixed to values between 0.1 and 1.0 
or depended on the number of topics K. Usually, α is set to α =  50

𝐾
 (see Section 5.2 for discussion). 

But this works best if 𝐾 ≥  50. Thus, both variance were tested – α with the fixed values between 0 
and 1 and with the flexible value 50

𝐾
. It follows from the latter, that the number of documents M and the 

(parameterized) number of documents per topic n determine not only the number of topics 𝐾 =  𝑀
𝑛

, 

also K and thus n in turn influence α. 

Table 28 shows the parameter settings that were tested in the first run. Fixed values are indicated by 
the value 1 in the last column, which denotes the number of variations of a parameter. 

Table 28: Parameter settings for testing α and n. 

Parameter Fixed value(s) Variable 
value 

Number of  
different values 

α 0.1, 0.2, ...,1.0 50/K 11 

K --- M/n 1 

n 5, 10, 20, 30, 50 --- 5 

β 0.01 --- 1 

Γ 0.01 --- 1 

Ft abstract --- 1 

wt 1 --- 1 

tw 0.5 --- 1 

Source: Own illustration 

Therefore, α could take any value from 0.1 to 1.0 in 0.1 steps or 50
𝐾

 and n was set to values 5, 10, 20, 30 

and 50 (see Table 28). Since many of the values of n resulted in K<50, α had in most cases values 
above 1.0 for its variable setting. All other values were – for the time being – fixed to their default 
values, i.e. β = γ = 0.01 and tw=0.5. 

Figure 31 shows the F-Measure values for these test runs. The colour of the lines represents the value 
of n while the x-axis shows the varying values for α. The best parameter combination was α=0.8, n=50 
with a Recall and Precision value of approx. 0.50 and 0.31 respectively. Since Precision prefers larger 
clusters, here the best results overall were achieved with n = 5, whereas the best results for Recall are 
achieved with large values for n. On the other hand, the Recall was slightly improved with a small 
value for α, since this seemed to make the topic representation more distinct. For Precision, no ten-
dency for any specific value of α could be seen – the variance for the different parameter settings was 
0.0044. 
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Figure 31: The F-Measure for different values of n (colour of lines) and α (x-axis). 

 
Source: Scopus, own calculations and illustration 

Next, different values for β and γ were tested ranging from 0.01 to 0.09 and from 0.1 to 1.0 in 0.01 or 
0.1 steps respectively.  

Table 29 lists the top 10 values for F-Measure, Recall and Precision and the respective values of β and 
γ. Recall varies between 0.55 and 0.57, Precision between 0.31 and 0.33 and the F-Measure between 
0.39 and 0.41. The high value for β suggests that a sparse word distribution is inappropriate. Rather, a 
high ambiguity of terms was favoured, i.e. a scenario where each term belonged to a multiple set of 
topics. In contrast to that, rather low values for γ were preferred in terms of F-Measure and especially 
in terms of Recall.  

Table 29: Top 10 values for Recall, Precision and F-Measure for varying values of β and γ. 

Rank F-
Measure 

β γ   Rank Recall β γ  Rank Precision β γ 

1 0.41 1.0 0.08  1 0.57 1.0 0.4  1 0.33 1.0 0.08 

2 0.40 1.0 0.6  2 0.56 1.0 0.04  2 0.32 0.03 0.9 

3 0.40 0.6 0.1  3 0.56 1.0 0.05  3 0.32 0.06 0.06 

4 0.40 1.0 0.01  4 0.56 0.8 0.9  4 0.32 0.05 0.3 

5 0.40 0.06 0.06  5 0.55 1.0 0.01  5 0.32 0.9 0.6 

6 0.40 1.0 0.05  6 0.55 0.8 0.05  6 0.31 1.0 0.6 

7 0.40 0.9 1.0  7 0.55 1.0 0.02  7 0.31 0.9 1.0 

8 0.40 1.0 0.7  8 0.55 1.0 0.03  8 0.31 0.2 0.08 

9 0.39 0.9 0.6  9 0.55 1.0 0.3  9 0.31 0.2 0.02 

10 0.39 0.2 0.2   10 0.55 1.0 0.06   10 0.31 0.6 0.1 

Source: Scopus, own calculations and illustration 
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In all three measures, β = 1.0 seemed to be the best choice. The combination of β = 1.0 and γ = 0.08 
ranks first in terms of Precision and F-Measure and is ranked on position 11 with a value of 0.55 for 
Recall. Thus, β was fixed to 1.0 and γ to 0.08.  

Then, different values for the term occurrence threshold tw were tested (Table 30). Values between 0.1 
and 1.0 were used in this analysis to determine again the best setting for Recall, Precision and in par-
ticular the F-Measure. 

Table 30: Values for Recall, Precision and F-Measure for varying values of threshold tw. 

 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Recall 0.65 0.65 0.66 0.68 0.65 0.67 0.68 0.66 0.66 0.64 

Precision 0.32 0.31 0.30 0.30 0.35 0.32 0.33 0.31 0.32 0.35 

F-Measure 0.43 0.42 0.42 0.42 0.46 0.44 0.44 0.42 0.43 0.45 

Source: Scopus, own calculations and illustration 

Best values for Recall were achieved with tw = 0.7, while Precision and F-Measure were highest for tw 
= 0.5. Thus, tw was fixed to 0.5 in the following. Recall now accounts for approximately two thirds, 
i.e. for each topic there exists a cluster that covers on average at least two thirds of the respective 
documents. 

First, different input texts Ft, i.e. abstracts, keywords, titles and authors, and then different combina-
tions of the aforementioned were tested to define the best mixture of inputs. When combining them, 
the inputs were weighted differently to account for a varying importance of terms from the respective 
fields. However, a distinctive topic modelling like for terms and references is not made for the differ-
ent fields. Thus, after the weighting, all terms are used in the same term topic distribution.  

Alternatives for the abstract as input were tested, but Recall, Precision and F-Measure values only 
worsened in comparison (Figure 32). This may stem from the fact that the abstract was used as a fixed 
input so far and the remaining parameters were adjusted respectively. Alternatively it may indeed be 
the best indicator for topical relatedness.  
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Figure 32: Recall, Precision and F-Measure values for different textual inputs Ft. 

 
Source: Scopus, own calculations and illustration 

The combination of abstracts with titles, keywords and authors with different weightings follows. 
Since abstracts performed best before, the usage of abstracts with the other text fields was combined. 
Figure 33 shows the results. 

Figure 33: Recall, Precision and F-Measure for different combinations of abstracts and other tex-
tual input features. 

 
Source: Scopus, own calculations and illustration 
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There are few combinations of inputs that lead to better results than the sole usage of abstracts; Recall 
and Precision measures can be improved by an equally weighted combination of abstracts with authors 
or keywords. However, the best results in terms of F-Measure are achieved with abstracts and authors 
with a ratio in weighting of 1:2. 

Further testing with the combination of three input files, e.g. abstracts, authors and keywords did not 
improve the results. Thus, abstracts and authors are used as input data with a weighting of 1:2. Hence, 
the parameter setting ends with the values shown in Table 31. 

Table 31: Final parameter settings for LDA. 

Parameter Setting 
α 0.8 
K M/n 
n 50 

β 1.0 

Τ 0.08 

Ft Abstracts, authors 
wt 1, 2 
tw 0.5 

Source: Own calculations and illustration 

9.3.2 Similarity between Topics 

For the similarity between topics, the parameters concerned the weighting of the reference in compari-
son to the term distribution wr, the threshold for a connection between two topics tc and the number of 
years Y considered for the similarity calculation. Table 6 on p. 87 lists a complete set of parameters 
that were adjusted for the similarity calculation between topics. 

The threshold tc was first set to 0.0 so that all matches (with all similarities) were covered in the result 
set. The values for wr were varied between 0.0 and 1.0 in 0.1-steps. Again, the set of conference tracks 
of the AAAI conference were used as a Gold Standard. This time, the tracks were used as input for 
already built clusters to keep the parameter estimation free of errors due to a former imprecise cluster-
ing. The connections between the tracks were assessed manually. Therefore, the labels of the respec-
tive tracks were compared. The number of connections that were correct was calculated for each value 
of wr first. Connections between topics that did not necessarily represent the same concept but which 
where related were weighted 0.5 (in contrast to a correct connection with the value of 1.0). 

The number of correct (or sensible) connections was summed up over all years. No normalization 
could be performed because there was no standard for the exact number of connections that should be 
established. However, the more correct connections that could be confirmed manually the better. 
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Figure 34: Number of incorrect and correct connections for varying values of wr. 

 
Source: Scopus, own calculations and illustration 

Figure 34 shows the number of connections that were correct, incorrect or at least sensible. The mini-
mum number of incorrect connections is achieved with a weighting of 0.9 of the references. With wr = 
0.9 and wr = 1.0, the highest number of correct connections is accomplished (75 out of 137). Thus, the 
approach was run with wr = 0.9 in the following. While the parameters in the LDA approach did not 
indicate the weighting between the importance of the references and the terms used in the approach, 
the parameter wr for the connections can be seen as a clear sign for the importance of references for 
the connection of topics. A weight of 0.9 for the references (which reduces the relative weight of the 
terms to 0.1) shows that the unstable vocabulary in topics can lead to false connections. Conversely, a 
connection via references is more reliable. 

Figure 35 shows the absolute number of incorrect and correct connections for a diminishing threshold 
value tc from left to right. As can be expected, the number of incorrect connections increases with a 
diminishing threshold, i.e. with a lower threshold more and more incorrect connections are accepted. 
However, at the same time correct connections are added as not all of them are covered by the highest 
possible threshold values. A steep increase can be observed for threshold values tc > 0.62 (see vertical 
line on the left hand side of Figure 35). After that, the increase in correct connections more or less 
levels out. Conversely, up until that point the number of incorrect connections is relatively low (8 in-
correct to 58 correct connections). However, while the line for correct connections flattens for tc > 
0.62, the one for incorrect connections steepens. For a value of tc < 0.58 the observation is reversed 
(see vertical line on the right hand side of Figure 35). Thus, the approach was applied with a threshold 
value of tc = 0.58. 
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Figure 35: Absolute number of correct and incorrect connections for varying threshold values tc. 

 
Source: Scopus, own calculations and illustration 

Since connections were built with all topics in all previous years, the question was whether connec-
tions with topics in a shorter period might not be more reliable than others. A comparison of the con-
nected topics in the different time periods confirmed that the set of topics that is connected in one year 
is independent of the target year for the connections. Thus, it is better to restrain the connections to 
those with the topics in the previous year, since there is no information lost for the detection of uncon-
nected topics.89 However, the distinction between correct and incorrect connections showed that the 
connections with a time window of one year are more accurate. 

9.3.3 Overall Approach 

Table 32 shows the final parameters for the connections. With these parameters and the above deter-
mined parameters for LDA, the approach was run again on the whole dataset. After restricting the 
connections on consecutive years, the final year of the evaluation was set to 2008. 

Table 32: The final setting of the parameters for the connection establishment. 

Parameter Description 
tc 0.58 
wr 0.9 
Y 1 year 

Source: Own illustration 

89 Except for the information of the year 2010 for which there was no foregoing year in the Training Set. 
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Table 33: Clusters generated by the approach with the so far set parameters (number of citations are 
derived from the Scopus database). 

ClusterID Document Title Track Cit 

1 Manifold integration with markov ran-
dom walks 

Knowledge Representation, Logic, and 
Information Systems 

0 

3 Voting on multiattribute domains with 
cyclic preferential dependencies 

Constraints, Satisfiability, and Search 4 

 Determining possible and necessary 
winners under common voting rules 
given partial orders 

Constraints, Satisfiability, and Search 6 

 Minimal contraction of preference rela-
tions 

Knowledge Representation, Logic, and 
Information Systems 

0 

6 Non-monotonic temporal logics that 
facilitate elaboration tolerant revision of 
goals 

Knowledge Representation, Logic, and 
Information Systems 

0 

14 On the dimensionality of voting games Agents, Game Theory, Auctions, and 
Mechanism Design 

1 

 On range of skill Constraints, Satisfiability, and Search 0 

 Manipulating the quota in weighted vot-
ing games 

Constraints, Satisfiability, and Search 1 

19 Extending the knowledge compilation 
map: Krom, horn, affine and beyond 

Knowledge Representation, Logic, and 
Information Systems 

0 

 Efficient haplotype inference with An-
swer Set Programming 

Knowledge Representation, Logic, and 
Information Systems 

0 

 Parallel belief revision Knowledge Representation, Logic, and 
Information Systems 

2 

 A reductive semantics for counting and 
choice in answer set programming 

Knowledge Representation, Logic, and 
Information Systems 

9 

 Efficient haplotype inference with an-
swer set programming 

Knowledge Representation, Logic, and 
Information Systems 

3 

 A meta-programming technique for de-
bugging answer-set programs 

Knowledge Representation, Logic, and 
Information Systems 

0 

 A semantic approach for iterated revision 
in possibilistic logic 

Knowledge Representation, Logic, and 
Information Systems 

0 

 Yoopick: A combinatorial sports predic-
tion market 

Intelligent Systems Demonstrations 1 

 Horn complements: Towards Horn-to-
Horn belief revision 

Knowledge Representation, Logic, and 
Information Systems 

1 

36 A scalable jointree algorithm for diag-
nosability 

Knowledge Representation, Logic, and 
Information Systems 

1 

37 Prime implicate normal form for ALC 
concepts 

Knowledge Representation, Logic, and 
Information Systems 

1 

Source: Scopus, own calculations and illustration 
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7 clusters were selected by the approach as not having any connections with previous research (Table 
33). The majority (namely clusters 1, 6, 36 and 37) contained only one document. For the other clus-
ters, the majority of the documents in a cluster originated from the same track, i.e. 2/3 of the docu-
ments of clusters 3 and 14 and 8/9 of cluster 19 had been assigned to one track at the conference and 
thus showed a high topical relatedness. With regard to the innovativeness, the citation rate in the first 
three years after publication does not provide many hints – as already discussed in Chapter 8 this 
comes to no surprise. However, some documents in clusters 3 and 19 receive extraordinarily high cita-
tion rates. The associated topics are “Voting rules and preference relations” and “Efficient answer set 
programming”.  

A genuine assessment of a cluster’s innovativeness and novelty would demand the judgement by an 
expert. Thus, the assessment of the topics was restricted to a description which gives the reader the 
opportunity to wager for himself whether he would deem the topic as emerging in the year 2008 or 
not. The topics of the respective clusters are: 
• Cluster 1: The paper presents an approach for manifold integration as an alternative to RKKS and 

DISTATIS. According to Google Scholar, the paper so far90 has been cited by 6 publications, of 
which all but one stem from at least one of the authors of the original paper. Interestingly enough, 
this particular publication deals with answer set programming like Cluster 19. 

• Cluster 6: The authors show a new form of non-monotonic logics that allow revision and exception 
handling of goals. The paper aims at directives given to robotic agents that need to be adjusted to 
current situations or need to be revised because of new ideas, thoughts or requirements of the hu-
man handler. The authors express the necessity for such options: “In rescue and recovery situations 
with robots being directed by humans, there is often so much chaos together with the gradual trick-
ling of information and misinformation that the human supervisors may have to revise their direc-
tives to the robots quite often” (Baral and Zhao 2008, p. 406). 

• Cluster 14: The cluster is concerned with the assessment of voting games. The first two papers 
listed in Table 33 deal with dimensionality and running time estimations of games. The last paper 
estimates the power of individual players in a game depending on their quota, or more precisely, it 
calculates whether a player is reduced to a dummy role given his and other players’ quota.  

• Cluster 19: The majority of the papers in this cluster deal with answer set programming. Other 
papers were added that are concerned with probability related prediction, beliefs or horn clauses.  

• Cluster 36: This paper offers a new approach for the diagnosibility problem that avoids typical 
issues of the so far applied twin plant method. According to Google Scholar, it has been cited at 
least 4 times by other authors. 

• Cluster 37: A new normal form for expressions in ALC is provided and compared to former normal 
forms. In particular the fact whether a concept subsumes another concept can be more easily and 
efficiently verified with the new normal form. 9 citations (including 1 selfcitation) can be found in 
Google Scholar for this paper. 

90 Status February 2013. 
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9.4 Rules 

For the second step of the approach, rules to identify outliers in the document sets had to be found. 
These rules were derived from “typical” feature values for publications in a discipline. The distinction 
in the NISTEP dataset between “new” and “old” topics helped to specifically identify those features 
for which “new” publications deviate. 

9.4.1 Methodology 

For each discipline, a description of notable deviations is shown with the help of diagrams. Out-
standing distributions of new and old topics with regard to the features are discussed. Furthermore 
rules for the detection of emerging topics are derived with a Machine Learning approach. The results 
are compared for both methods to find a set of sound rules for the emerging topic selection. This set 
builds the foundation for the second part of the approach, the selection of single documents as emerg-
ing topic candidates. 

For the final feature selection, the Information Gain (cf. Section 4.1.3) was calculated to deduce Con-
junctive Rules. Conjunctive Rules are a set of rules as small as possible that enables a classification in 
the dataset (Witten and Frank 2005, pp. 408f). Thus, they use one or more features to make an impli-
cation for the class value. They facilitate the selection of features and feature values for the emerging 
topic detection. 

The approximation of a uniform distribution was realized by Resampling in Weka (see p.72, Witten 
and Frank 2005, p. 400). The size of the new sample was for each discipline equal to the initial size. 
The resampled sets were then used to derive Conjunctive Rules.  

Figure 36: The combination of both approaches to get a more specific or wider result set. 

 
Source: Own illustration 

Both approaches, the rules derived from the Machine Learning approach as well as the initial LDA 
approach can be applied solely as well as in combination. Figure 36 shows exemplarily the correlation 
between the respective result sets. The initial dataset can be used as input for either LDA or the rules, 
which might result in different or similar document sets. The union of both sets is the or-conjunction, 
i.e. either LDA or the rules would label the respective documents as new documents. In contrast to 
that, both approaches need to agree on the labelling for new documents for the result set in their and-
combination, which equals their overlap. 
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9.4.2 Descriptive Analysis and Conjunctive Rules 

For each document, the values for the features in Section 6.2 were calculated. The individual values 
were also aggregated to determine the discipline average. The documents were ordered and grouped 
according to their feature values. For instance, all documents that shared the value for the journal size 
were summarized. Thanks to the determined class values, the share of new documents for a specific 
feature value or even a range thereof can be calculated. 

In order to evaluate the rules, a restriction to a maximum value as well as a minimum value was tested. 
In this way, also rules that define a range for a feature value can be visualized. Therefore, two thresh-
olds are introduced that help monitor the data for increasing or decreasing values:  
• A lower threshold measures the number of documents (new and old) that lie above a certain value. 
• An upper threshold quantifies all documents that have feature values below a specific value. 

The upper threshold simulates a rule that cuts away all documents that lie above a specific value. The 
share of new documents in the so gained document set can be calculated to indicate the ratio of new 
and old documents in the remaining set. This simulates the effect of a rule that uses the threshold to 
separate new and old documents; the share of new documents in the remainder set indicates how well 
such a rule performs on the Training Set. A high share of new documents, i.e. 100% in the best case 
when only new documents are left, signifies a well applicable threshold value. Since this facilitates the 
interpretation of the rules, these shares of new documents are shown in the following. 

Figure 37 is one exemplary illustration for the following analysis and is used for explaining the inter-
pretation of the respective graphs. It shows the share of new topics in a dataset for the upper and lower 
threshold. These threshold values are the basis for the rules that are derived later; each rule uses an 
upper and/or lower threshold to diminish the set of documents to a set in which all documents have 
values above and/or below the threshold values. Thus, measuring the share of new documents in a set 
of documents which have feature values above/below a certain value shows the usefulness of a 
(lower/upper) threshold of the same value. Therefore, the lines in Figure 37 show the share of new 
documents in the dataset for the thresholds. They enable the estimation of the quality of the result set 
for diminishing or increasing threshold values at a glance. 

On the x-axis, the values for the feature (journal size in the category Molecular Biology & Genetics) 
are shown. The bars above illustrate how many of the documents were published in a journal of that 
size (y-axis on the right hand side). For other features, which include fractional values, the rounded 
values are shown for better readability and interpretation. The light grey bar denotes the absolute 
number of new instances, the dark grey bar that of the old instances. 

The blue and the red line represent the shares for the respective threshold values as described above. 
The threshold value always corresponds to the value on the x-axis. Therefore, the threshold values 
increase from left to right. For the lower threshold, this leads to a narrower delineation and thus a de-
creasing size of the result set. The share of new documents in the resulting set is depicted by the lines 
(y-axis on the left hand side). For instance, the lowest feature value in the overall document set in 
terms of journal size is 78. The bar in Figure 37 shows that only one (old) document has this value (y-
axis on the right hand side). If the upper threshold is set to this value, all other documents are excluded 
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from the result set. Therefore, the blue line representing the share of new documents in the result set 
shows a value of 0%. The lower threshold in turn represents the rule covering all documents with a 
feature value of at least 78. For the lowest value in a dataset this corresponds to no restriction. Thus, 
resulting and original dataset are equal. The share of new documents (approx. 9%) reflects the figures 
shown in Table 18. Conversely, for a value of 3771, there are 4 documents left of which only one is a 
new document. Thus, the lower threshold accounts in this case for 25%. For the value of the upper 
threshold, the initial set is covered completely for an upper threshold of 3771. Thus again, a value of 
approximately 9% can be observed. 

Figure 37: Illustration of thresholds used in the descriptive analysis (journal size in Molecular Bi-
ology & Genetics). 

 
Source: WoS, own calculations and illustrations 

The immense number of publications with a journal size of 347 is excluded for an upper threshold of 
346 or below. Since these cover only old documents, there is a steep increase in the percentage of new 
documents in the result set and thus in the blue line. However, seemingly both threshold values are 
sensitive for small document sets. 

The grey dotted line in the graph denotes the average value in the respective discipline. It allows inter-
pretations that rely on the comparison to the total discipline (in that specific year). In particular, it en-
ables the deduction of rules regarding the average. For example: Documents with a feature value lower 
than average have a higher chance to be new etc. In this particular case, this additional view shows 
that by tendency, a lower threshold below the average is less useful than one above the average. Please 
note that in this case as well as in all other graphs, for better readability the average is always depicted 
as a line exactly in the middle between the two values between which it lies. However, the actual value 
might be closer to one of the two values between which it is illustrated. 
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In the following, the graphs for the different disciplines are shown. For each discipline the course of 
the upper and the lower threshold are depicted. The line denotes the respective share of new docu-
ments in the total document set with this threshold. Thus, the higher the share, the higher is the Preci-
sion of the feature/threshold combination and also the probability for a new document when selecting 
one document in the remaining document set randomly. Therefore, the threshold helps to sort out the 
old documents, but if it also loses many of the new documents it would be counterproductive. 

For the deduction of rules, Conjunctive Rules were applied. Conjunctive Rules always select the best 
fitting features to separate the data according to the given class distribution. However, in order to get 
as many rules as possible, the attributes from the first Conjunctive Rule were exclude before applying 
the Conjunctive Rule a second (and a third, and a forth, …) time. This step was repeated as long as the 
Conjunctive Rule resulted in a class separation better than average (or better than the one given in the 
initial dataset). Each table presented for the rules consists of the following columns: 
• Feature & Condition: This is the rule that was derived by the Machine Learning approach. The 

feature, feature value(s) and the relation (e.g. larger/smaller than, equal to or between) are given. 
Some rules consisted of multiple parts which were connected with an “and”-connection. In this 
case, the column also contains “AND” and the other conditions. 

• Separated class: The rules either aimed at selecting a set of new or a set of old documents (cf. ex-
planations for skimming and cutting given in Section 2.2). This column shows, whether the main 
part in the result set was new or old documents. 

• New documents/Old documents: The last columns show the distribution of new and old documents 
in the set of selected documents and in the remainder set. The latter numbers are given in brackets 
to indicate that they are included in the part of the set that is “cut away”. However, these numbers 
are still of value to show how many false negative classifications (see Section 4.1.3) are introduced 
by that rule. However, more important in the context of this thesis are the respective values for the 
selected set. With their help, Recall and Precision (see Section 4.1.3) can be calculated for the re-
sult set (in the Training Set). 

After the derivation of Conjunctive Rules, the rules were tested on the initial dataset. They were tested 
solely and in combination. The performance was measured with the F0.5-Measure. 

In a first testing, it became apparent that the “or”-combination of the tested rules was always inferior 
to any “and”-combination. Thus, in the following only the testing of “and”-combinations are de-
scribed. 

First, the “and”-conjunction for two and for all rules was tested. If the set of two rules had higher 
scores, it was extended with further rules. This step was repeated until no improvement could be 
achieved with further extensions. 

If the best set in the initial setup was the combination of all available rules, the removal of single rules 
was tested instead. Again, this was performed until the F0.5-Measure was equal or less to previous re-
sults.  
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Computer Science 

The descriptive analysis shows that the new documents in Computer Science were published only in 
journals with an age between 3 and 27 (Figure 38). Thus, in the oldest or youngest journals in the set, 
only old documents were published.91 

The most obvious reason behind this observation might be the already narrowed down topical cover-
age of the journals and the usage of proceedings in Computer Science. The topics of the older journals 
are partly very specific. One describes itself as focusing “on all telecommunications including tele-
phone, telegraphy, facsimile, and point-to-point television, by electromagnetic propagation, including 
radio; wire; aerial, underground, coaxial, and submarine cables […]”.92 Current hot topics can be ex-
pected seldom in such journals. An outdated topical focus in established journals might repulse publi-
cations in emerging topics. However, as long as the readership is sufficiently large, there might be no 
need for a change (observable). On a similar notion, new developments may be first published at con-
ferences where they might be more on the cutting edge and have a smaller time lag between submis-
sion and publication (Eckmann, Rocha and Wainer 2012). The first publication might make a (re-) 
publication in (older) journals obsolete.  

 

 

91 Note that in the regression model (Chapter 6), no direct relation could be found for the respective aggre-
gated discipline. 

92 http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=26, last accessed 2013/04/24. 
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Figure 38: Journal age  
(Computer Science). 

 

Figure 39: Age of the references  
(Computer Science). 

 

Figure 40: Fields of the journal 
(Computer Science). 

 
Figure 41: Fields of the references  

(Computer Science). 

 

Figure 42: JIF  
(Computer Science). 

 

Figure 43: Number of authors  
(Computer Science). 

 

Source: WoS, own calculations and illustrations 

 



153 

Furthermore, new documents can only be found in the set of documents with a reference age between 
4 and 8 years (Figure 39). Also, the distribution clearly shows that new documents are restricted to 
those journals with only 2 or 3 fields or in other words below average (Figure 40). Contrary to that, 
most new documents’ references cover more scientific fields than those of the average publication 
(Figure 41). Only the latter could be confirmed by the regression for the aggregated field (cf. Chapter 
6). It is difficult to decide which of these would be the better measure for interdisciplinarity. However, 
the results suggest that the new documents are published in specialized journals but have to rely on 
foundations from different fields. The JIF and the number of authors also show a high tendency for 
lower values (Figure 42, Figure 43). 

Table 34: Proposed rules for Computer Science. 

Feature & condition Separated Class New documents Old documents 

  Classified as 
new 

Classified as 
old 

Classified 
as new 

Classified 
as old 

Fields of Journals >4 Old (25) 0 (20) 8 

Age of References > 8 Old (20) 5 (17) 11 

Fields of References < 
11 Old (22) 3 (14) 14 

Source: WoS, own calculations and illustrations 

Table 34 shows the number of new and old documents in the set resulting from the application of the 
derived rules. As explained above, the first column lists the rule that is applied while the second col-
umn shows the target class of the rule. In this case, all rules are used to extract old documents, which 
can then be excluded to form a more precise document set. The following columns show how many of 
the new and old documents are covered by this rule. For instance, the third and fourth column show 
how many of the new documents are classified as new or old when the rule is applied. If a rule targets 
old documents, the documents that need to be inspected are those labelled old. The other documents 
are only implicitly tagged as new. Rather, they are in the resulting set which is due to further process-
ing anyway and are therefore denoted in brackets. In other words: The table shows the number of true 
positive, true negative, false positive and false negative instances of a rule. However, whether “posi-
tive” is associated with new or old documents depends on the target of the rule, i.e. the separated class. 
Therefore, the table shows the number of new/old documents classified as new/old. Note in this con-
text that the information whether a document is new or old is only known in the Training Set scenario 
and only for the evaluation. 

The very first rule derived for the set of Computer Science publications is that by trend a number of 
journal fields higher than the average indicates a publication in an old topic (Table 34). Interestingly, 
29% of the old documents can be filtered out by applying this rule. Therefore as already noted in the 
descriptive analysis, a high number of fields rather indicate an established topic. 

The second rule shows that all publications with higher average age of references were old documents. 
However, a small loss in genuine new documents can be perceived for this rule in the resampled set. 
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As was observable from the descriptive analysis, the age of the references indeed proofed to be a well 
suited indicator. 

The final rule found by the Machine Learning approach for Computer Science is even the most selec-
tive. The rule states that documents with fewer fields in the references than the average are by trend 
old documents. It describes that no or only few interdisciplinarity induces a smaller chance for new 
documents. In fact, 43% of the documents in the resampled set have a value of less than 11 fields and 
could be sorted out. In the genuine dataset, these accounted for 48%.  

The rules thus tested on the initial dataset were:93 
• R1: Fields of the journal < Average 
• R2: Age of the references between 4 and 8 
• R3: Fields of the references ≥ Average 
• R4: Age of the journal ≤ 27 
• R5: JIF < 4 
• R6: Authors ≤ 5 

All the above rules were confirmed by the descriptive analysis. Rule 2, which corresponds to the sec-
ond rule found with the conjunctive rules, was extended with the findings of the descriptive analysis to 
also exclude those documents with the youngest average age of their references. 

By applying these rules, the F0.5-Measure in Computer Science could be improved from 19% to 32%. 
The Precision increased to 43% while only one of the 7 new documents was sorted out by the rules. 
Rules 5 and 6 could be removed without changing the result set. A smaller set of rules is preferred for 
better appliance on other datasets (cf. definition of overfitting on p. 65). Removing R1 showed that 
this rule and R3 are complementary – a notion that was not perceivable from the descriptive analysis. 
Thus, the final rule set for Computer Science encompasses rules 1 to 4.  

93 The rule country = 1, which was tested because of the results in the descriptive analysis, only led to worse 
results as a stand-alone rule as well as in combination with others. 

 

                                                      



155 

Engineering 

Figure 44: Age of the journal (Engineering). 

 
Source: WoS, own calculations and illustrations 

For Engineering the slope for the journal age shows that the youngest journals do not contain any 
(since 2003) or only few (since 1995) new documents (Figure 44). The upper threshold suggests an 
increasing chance for new documents in older journals. Only the oldest journal with one document in 
total makes an exception. The regression in Chapter 6 corroborates these findings, as a positive sig-
nificance for the journal age could be found. 

Given the data, the introduction of a rule covering the “minimum age of a journal” seems advisable. In 
the rules tested below, the split is made for documents with a journal age of at least 8 years.  

Figure 45: JIF (Engineering). 

 
Source: WoS, own calculations and illustrations 
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Furthermore, most new documents were published in journals with a JIF below 4 or respectively 
around the discipline’s average (Figure 45). Also, there were no new documents with more than 9 
authors (Figure 46). The latter contradicts the findings in the regression model for Engineering (Chap-
ter 6), which also bore a low significance. 

Figure 46: Number of authors (Engineering). 

 
Source: WoS, own calculations and illustrations 

Table 35: Proposed rules for Engineering. 

Feature & condition Separated class New documents Old documents 

  Classified as 
new 

Classified as 
old 

Classified 
as new 

Classified  
as old 

Fields of Journal = 1 New 45 (72) 10 (118) 

Age of Journal < 11 
AND 
Fields of References < 
14 
AND 
Countries < 3 

Old (92) 25 (71) 57 

Authors > 4 Old (81) 36 (64) 64 

Size of Journal 
(108;228) 
AND  
JIF > 1 

New 51 (66) 42 (86) 

Age of References > 
10 New 80 (37) 73 (55) 

Source: WoS, own calculations and illustrations 
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The first of the conjunctive rules suggests that new documents are published in journals with a broader 
focus (Table 35). However, a comparison with the descriptive analysis (not shown) suggested that 
rather the documents published in both extremes of the feature values are new documents. Thus, the 
rule is extended to journal fields having either the minimum or maximum value of journal fields in the 
respective year in Engineering. 

The next rule consists of three parts which are connected by an “and”-conjunction but will be in-
spected separately for the purpose of the rule derivation. The first part states that the publications in 
younger/newer journals are in tendency old documents.  

This trend was also observed in the genuine dataset (see above) and the regression model (Chapter 6). 
However, according to the descriptive analysis, this rule will be changed so that the age of the journal 
should be 8 or larger. The second part (age of references) cannot be confirmed as the descriptive 
analysis (and the regression) showed that the new documents are more or less equally distributed 
among all feature values. Thus, this rule was omitted. The third and last part of the rule however can 
be made even more restrictive based on the descriptive analysis as 82% of the new documents have 
authors from only one single country (data not shown). The next rule which concerns the authors can 
be confirmed as well by the descriptive analysis as the majority of new documents have a number of 
authors lower than the average.  

The rule about the size of the journal as well as the one about the age of the references cannot be con-
firmed with the genuine dataset and they are thus dropped for further analysis. The remaining rule, 
stating that the JIF is greater than 1 for new documents applies to 90% of the new documents and is 
thus tested; 
• R1: Age of the Journal ≥ 8 
• R2: Country = 1 
• R3: Fields of the journal = min or max 
• R4: JIF > 1 
• R5: Authors < average 

All of the above rules except for R4 proved to be applicable on the Training Set and were thus used in 
the later testing on the Test Set. 

Molecular Biology & Genetics 

For Molecular Biology, a huge gap can be found in terms of journal sizes (Figure 47). While 105 of 
137 documents have a journal size of 646 items and below, there are some documents that have values 
of several thousand documents. This makes deduction with the average rather difficult. Nonetheless, 
the specific journals for this discipline can be closer inspected to make deductions: 
• Science (size 2551) published only old documents 
• Nature (size 2679) contains 16 documents of which one is new 
• The Proceedings of the National Academy of Science of the United States of America (size 3771) 

covers 1 new and 3 old documents of the dataset 
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Figure 47: Journal size (Molecular Biology & Genetics). 

 
Source: WoS, own calculations and illustrations 

These journals and the respective documents increase the overall average. Also, there is a huge gap 
between journal sizes 347 and 367: The 37 documents that are excluded based on an upper threshold 
higher than (or a lower threshold smaller than) 347 are all of established topics and all published in 
“Nature Genetics”. Overall, looking at the journal titles a high focus on Genetics can be found for the 
emerging topics. In particular, the following journals were used: Genome Research (size 201), PLOS 
Genetics (229), Genes and Development (307) and Genome Biology (346). Furthermore the above list 
shows that the major journals with a broad focus publish new documents only in rare cases. 

Figure 48: Age of references (Molecular Biology & Genetics). 

 
Source: WoS, own calculations and illustrations 

In Molecular Biology, the lower threshold shows an increasing trend for new documents with increas-
ing average age of references (Figure 48). Yet, this is a rather slight trend which also is disrupted by 
the publications with the highest reference age which are all old. Thus, the derivation of a general rule 
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is difficult. It will be analyzed later if this feature can be used as a stand-alone solution in the proposed 
approach. For instance, the exclusion of those 21 documents that have a value of 6 and higher seems 
promising as a supporting rule. 

Figure 49: Countries (Molecular Biology & Genetics). 

 
Source: WoS, own calculations and illustrations 

More distinctively, Figure 49 shows the trend that new documents are published with only low num-
bers of author countries. Both threshold show a peak at a feature value of 2, as the majority of new 
documents in this discipline are published with two countries involved whereas the majority of old 
documents are published with only one country. Nevertheless, a rule could exclude all documents with 
a country number of 3 or more because there is only one new document that has 3 countries but no 
other with more countries.  

Figure 50: Fields of the journal (Molecular Biology & Genetics). 

 
Source: WoS, own calculations and illustrations 
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The number of fields in the publishing journals cannot be interpreted so clearly but the lower threshold 
suggests that – with the exception of the most extreme feature value of 4, which is only observable for 
one document – the chance for a new document increases with an increasing number of fields in the 
journal (Figure 50). The limitation to documents which were published in journals with a minimum of 
two fields excludes 79 old documents while only 3 out of 13 new documents are lost. For a threshold 
of 3, the ratio is even 5:6 new to old documents, but also the total number of new documents is re-
duced to a minimum. Thus, a rule that demands more than two fields in the journal for the result set 
will be tested later. A more general rule for later purposes seems advisable, which can be accom-
plished by substituting the absolute value with the discipline’s average. 

Figure 51: Number of authors (Molecular Biology & Genetics). 

 
Source: WoS, own calculations and illustrations 

The number of authors in Molecular Biology & Genetics shows a falling trend of new documents for 
higher numbers of authors (Figure 51). Indeed, such a trend is visible in all topics but Plant & Animal 
Science. The upper threshold drops for all other disciplines for a higher number of authors. The actual 
values differ, as do the distributions. In the rules section, it will be confirmed whether this observation 
can be used for separating the new documents from the old ones. It should be noted that all of the 
above findings can neither be confirmed nor rejected with the regression model in Chapter 6; for the 
aggregated discipline, no significant variables could be found. 

The rules found by the Conjunctive Rules concerning the size of the journal, the fields of the journal 
and the number of countries can be confirmed by the descriptive analysis (Table 36), as can the com-
posites of the next to last rule. The age of the journals as well as the JIF cannot be confirmed and are 
thus omitted from further analysis.  
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Table 36: Proposed rules for Molecular Biology & Genetics. 

Feature & condition Separated class New documents Old documents 

  Classified as 
new 

Classified as 
old 

Classified 
as new 

Classified 
as old 

Size of Journal <347 New 38 (30) 18 (51) 

Fields of Journal < 2 Old (55) 13 (39) 30 

JIF > 14 Old (44) 24 (35) 34 

Age of Journal < 7 New 30 (38) 13 (56) 

Fields of References < 9 Old (50) 18 (43) 26 

Authors > 14 
AND  
Age of References < 5 

Old (54) 14 (40) 29 

Countries > 3 Old (47) 21 (35) 34 

Source: WoS, own calculations and illustrations 

The rules tested then were the following:94 
• R1: Fields of the journal >= 2 
• R2: Authors <= 14 
• R3: Age of References >= 5 
• R4: Country <= 2 
• R5: Size of the journal < 347 

The combination of all rules except R4 performed best on the Training Set and led to a result set that 
contained 6 new and 5 old documents and a F0.5-Measure of 50%.  

94 The rules that were contradictory to the descriptive analysis were tested nonetheless, but could not lead to 
an improvement. 
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Pharmacology & Toxicology 

Figure 52: Age of the journal (Pharmacology & Toxicology). 

 
Source: WoS, own calculations and illustrations 

The thresholds in Pharmacology and Toxicology show clearly that new documents are neither pub-
lished in the oldest nor in the newest journals (Figure 53). The problem is how to define the threshold 
value for the rule as the absolute values might change in different time periods. To be on the safe side, 
the minimum and the maximum values (7 and 34 years respectively) in the new document set were 
taken. 

Figure 53: Reference age (Pharmacology & Toxicology). 

 
Source: WoS, own calculations and illustrations 

For the age of the references, the share of new documents in the subset is increasing for an increasing 
lower threshold and decreasing for a decreasing upper threshold (Figure 53). All new documents ex-
cept for one have a reference age value higher than the average. The lower threshold value thus in-
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creases from 27% in the initial dataset to 56% for values higher than the average to 100% for the high-
est value of average reference age in this discipline. Thus, publications in new topics indeed rely more 
heavily on older publications than those in established topics. 

In Pharmacology & Toxicology, the Conjunctive Rule was without result. Thus, the following rules 
were derived from the descriptive analysis: 
• R1: Age of the journal between 7 and 34 
• R2: Age of References >= 6 
• R3: Authors <= 8 (not shown) 
• R4: Country <= 2 (not shown) 

The combination of the first two rules led to the highest F0.5-Measure value (71%): new documents are 
by trend published in middle-aged Journals (R1) while their references are much older than the aver-
age (R2). 

Physics 

Figure 54: Journal size (Physics). 

 
Source: WoS, own calculations and illustrations 

The smaller journals in Physics do not show a higher share of emerging topics (Figure 54). On the 
contrary, all documents with journal sizes below a value of 295 do not belong to a new topic (reflected 
in an upper threshold value of 0) and approximately three quarters of the new documents were pub-
lished in a journal with an item size of 1,000 or more. This observation reflects the findings in the 
regression model for the aggregated discipline (Chapter 6). The journals with journal size 3,816 and 
5,916 which cover 26 of the 51 new documents are Physical Review B and Physical Review Letters. 
The former is specialized despite its size and “devoted to condensed matter and materials physics”95 

95 http://prb.aps.org/, last accessed on 2013/04/23. 
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while the latter “provides its diverse readership with weekly coverage of major advances in physics 
and cross disciplinary developments”96. 

Figure 55: Age of the journal (Physics). 

 
Source: WoS, own calculations and illustrations 

Figure 55 is slightly misleading as the thresholds are prone to small absolute values beside the vast 
majority of articles that are published in journals of the age 34 to 37. These journals also cover the 
majority of new documents (40 out of 51). Other groups of documents with the same journal age cover 
two new documents at most. The journals with the ages 34 to 37 are: 
• JETP (age 34, 1 old document) 
• Journal of Low Temperature Physics (age 34, 2 old documents) 
• Journal of Physics B-Atomic Molecular and Optical Physics (age 34, 2 old documents) 
• Journal of Physics D-Applied Physics (age 34, 1 old document) 
• Nuclear Physics (age 34, 1 new and 11 old documents) 
• Nuovo Cimento Della Societa Italiena di Fisica B-General Physics Relativity, Astronomy and 

Mathematical Physics and Methods (age 34, 1 old document) 
• Physics Review A (age 34, 3 new and 1 old documents) 
• Physical Review D (age 34, 7 new and 122 old documents) 
• Progress of Theoretical Physics (age 34, 2 old documents) 
• Annals of Physics (age 35, 2 old documents) 
• Physica Scripta (age 35, 1 new document) 
• Physica Status Solidi A-Applications and Materials Science (age 35, 1 old document) 
• Physical Review B (age 35, 11 new and 41 documents) 
• Physical Review C (age 35, 6 old documents) 

96 http://publish.aps.org/about, last accessed on 2013/04/23. 
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• Physical Review Letters (age 37, 15 new and 111 old documents) 
• Physics Letters B (age 37, 2 new and 27 old documents) 

This list makes it obvious that one could also restrict the search for new documents in Physics to a set 
of major journals; the Physical Reviews series A to D and Letters would cover 36, i.e. approx. 71%, of 
the new documents.  

Figure 56: Countries (Physics). 

 
Source: WoS, own calculations and illustrations 

Despite the overall low numbers in Physics, a trend for the countries as expected by the hypothesis is 
visible in Figure 56. The only exception is one new document with 7 countries that leads to an in-
crease in the lower threshold value. Otherwise, all new documents have a number of countries of 3 or 
less. In comparison with the other categories, a feature value of 3 is very high, but the overall distribu-
tion in countries has the highest variance in Physics. Thus, in relation, 3 countries are comparable to 
the 1 or 2 country rules in the other disciplines. Physics is also the discipline with the highest number 
of documents. Therefore, the 2 new documents with 3 involved countries are more or less negligible. 
The rule that the new documents have two or less countries will be tested later. Furthermore, a similar 
behaviour can be found for the number of authors (see Figure 57): The higher values are excluded for 
the new documents.  
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Figure 57: Number of authors (Physics). 

 
Source: WoS, own calculations and illustrations 

Figure 58: Fields of the journal (Physics). 

 
Source: WoS, own calculations and illustrations 

For Physics, Figure 58 shows that the majority of new documents is published in journals with less 
than average fields. Thus, even though the relative chance of finding a new document (and thus the 
lower threshold) increases with an increasing number of fields, the majority of them can be found in 
the more specialized journals.  
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Figure 59: JIF (Physics). 

 
Source: WoS, own calculations and illustrations 

Figure 59 shows that no new documents were published in journals with a JIF higher than 9. The ma-
jority of them have been published in Journals with a JIF between 3 and 6. The upper threshold shows 
that the relative share of new documents is higher in those journals with a low JIF. 

Table 37: Proposed rules for Physics. 

Feature & condition Separated class New documents Old documents 

  Classified as 
new 

Classified as 
old 

Classified 
as new 

Classified 
as old 

Size of Journal < 393 Old (206) 86 (190) 127 

Age of Journal < 14 
AND 
Age of References > 2 

Old (290) 2 (267) 50 

Fields of Journal > 2 
AND 
Authors < 4 
AND 
Fields of References > 6 

New 182 (110) 150 (167) 

JIF > 3 
AND 
Countries (1;6) 

Old (190) 102 (167) 150 

Source: WoS, own calculations and illustrations 

Since the reversal of an and-conjunction results in an or-conjunction, the rules presented here can be 
split into single rules. The rules for the size of the journal, the age of the journal, the fields of the jour-
nal, the JIF, the authors and the countries (Table 37) can be confirmed with the descriptive analysis 
but also adapted to have a more general scope or more precise results. For instance, the journal fields 
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and the number of authors can be set in relation to the average in the discipline. The size of the journal 
was set in relation to the value 300 to better suit the results gained with the threshold. The rule cover-
ing the age of the references was with regard to the number of documents covered less useful. The 
same was true for the fields of the references. Therefore, the list of tested rules included the following: 
• R1: Age of the journal ≥ 14 
• R2: Size of the Journal > 300 
• R3: Country ≤ 2 
• R4: Fields of the journal < average 
• R5: JIF between 3 and 6 
• R6: Authors < average 

In the evaluation of the single rules and their combination, adding R3 and R4 improves the results only 
slightly in comparison with applying only R1 and R2. However, given the initial size of the dataset, 
more restrictive rules seem to be appropriate and thus the favour is also given to this. Thus, in the end, 
rules R1 to R4 are used and lead to a F0.5-Measure of 20%.  

Plant & Animal Science 

Figure 60: Age of the journal (Plant & Animal Science). 

 
Source: WoS, own calculations and illustrations 

Except for one document, all new documents in Plant & Animal Science have a journal age of 27 
years or older (Figure 60). Also, the 3 highest values of age (87, 95 and 105) only apply to old docu-
ments. According to the graph, most new documents are published in journals have an age close to the 
average.  
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Figure 61: Reference age (Plant & Animal Science). 

 
Source: WoS, own calculations and illustrations 

The lower threshold in Plant & Animal Science for the reference age shows that no new documents 
can be found in the document set with the oldest reference age (Figure 61).  

Figure 62: Fields of the journal (Plant & Animal Science). 

 
Source: WoS, own calculations and illustrations 

Journals with fewer fields are chosen for the publication of new findings or topics in Plant & Animal 
Science (Figure 62). Out of the 9 new documents, 8 are published in a journal with one field and only 
one is published in a journal with two fields. Thus, excluding all journals with more than one field of 
the journal or a value higher than the average, which corresponds to an upper threshold of 1, would 
exclude 78 of the old documents but only one of the new documents. Similarly for the number of 
fields in the references, new documents are published rather with fewer fields. All new documents can 
be found in journals with 8 to 15 fields. A respective rule will be tested later. The number of fields in 
the references also varies around the average values whereas the most extreme cases are only old 
documents (Figure 63). 
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Figure 63: Fields of references (Plant & Animal Science). 

 
Source: WoS, own calculations and illustrations 

Table 38: Proposed rules for Plant & Animal Science. 

Feature & condition Separated class New documents Old documents 

  Classified as 
new 

Classified as 
old 

Classified 
as new 

Classified 
as old 

Fields of Journals >2 Old (34) 53 (1) 88 

Authors > 18 New 34 (53) 1 (88) 

Fields of References 
>15 Old (87) 0 (55) 34 

Size of Journal 
(144;390) Old (87) 0 (53) 36 

Age of Journal <27 Old (87) 0 (56) 33 

Source: WoS, own calculations and illustrations 

The rules for the authors, the size of the journal and the fields of the references were adapted accord-
ing to the descriptive analysis (Table 38). Rules considering the number of countries and the age of the 
references were added to account for the observations made in the descriptive analysis. Thus, all in all 
7 rules were tested: 
• R1: Size of the Journal ≥ 390 
• R2: Age of the Journal ≥ 27 
• R3: Country = 1 
• R4: Fields of the Journal = 1 
• R5: Fields of References ≤ average 
• R6: Authors ≤ 7 
• R7: Age of the references < 8 

 



171 

The appliance on the Training Set confirmed that the new documents are by trend published in highly 
specialized journals (R4) that are older than for the majority of publications (R2). However, the refer-
ences are relatively young (R7). The assumption that communication in new topics might be impeded 
is confirmed, as in most cases all authors stem from one country (R3) and less authors are involved in 
total (R6). 

9.4.3 Derived Features of Emerging Topics 

Table 39 shows the rules that were found with the foregoing analysis. These rules were in most cases 
adapted to use relative instead of fixed values. For instance, the rule for Engineering considering the 
fields of the journal was that the value equals either 1 or 5, which corresponds to the minimum and 
maximum values in that discipline. 

Table 39: Derived rules for the disciplines. 

Discipline Rules (and conjunction) 

Computer Science Fields of the journal < Average 
Fields of the references ≥ Average 
Age of the references between 4 and 8 
Journal age ≤ 27 

Engineering Age of the Journal ≥ 8 
Country = 1 
Fields of the journal = minimum or maximum 
Authors < average 

Molecular Biology & Genetics Fields of the journal ≥ average 
Size of the journal < 347 
Authors ≤ (rounded) average 
Fields of the references > 8 

Pharmacology & Toxicology Age of the journal between 1/3 of average and 1/2 of maximum 
Age of References > average 

Physics Size of the Journal > 300 
Age of the Journal ≥ 14 
Country ≤ 2 
Fields of the Journal ≤ average 

Plant & Animal Science Country = 1 
Fields of the Journal = 1 
Age of the references < 10  
Authors ≤ (rounded) average 
Journal age ≥ 27 

Source: WoS, own calculations and illustrations 
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9.5 Evaluation 

9.5.1 Final Testing on Training Set 

LDA, rules and the combination thereof were applied to the Training Set to show the final results that 
could be achieved with the data on which the parameters were optimized (see Figure 64). The size of 
the circles represents the size of the respective document set. The figures in percent denote the Preci-
sion of the respective document set. For instance, in Computer Science the initial Precision value is 
13%. The size diminishes with the application of the approaches while the Precision increases. 

In most cases, the combination of LDA and rules performed best as this reduced the result set to a 
minimum size while showing the highest Precision. In particular, this was true for Computer Science, 
Engineering, Pharmacology & Toxicology, and Plant & Animal Science. In the latter, the result set 
consists of only 6 documents, of which 2 were new. The other 163 old and 7 new documents in the 
initial dataset were sorted out.  

In Pharmacology & Toxicology, the rules as a sole solution and in combination with LDA performed 
equally well. In this case, the result set of LDA covered the result set of the rules but also more old 
documents. Thus, the only effect of their combination was the restriction to the result set of the rules. 
In Physics, the rules performed best but also covered still a relatively high number of documents in 
total (249 out of 626). The results with the combination of LDA & rules are slightly worse but leave 
only 28 documents for the user to inspect. Only in Molecular Biology & Genetics, the combination of 
LDA & rules fails. Different publication behaviour or characteristics might hinder transferring the 
approach, which was tuned on Computer Science, without changes to this or other disciplines. 

Figure 64: Size (in documents) and Precision of sets before and after application of the approach on 
the Training Set. 

 
Source: WoS, own calculations and illustrations 
Notes: The size of the circles represents the size in documents; the Precision is specified by the numbers in per-
cent. The numbers in bold are the best results for Precision for each discipline. 
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Similar outcomes can be observed when the results are presented on the topic level (Figure 65). The 
decline in Precision for Computer Science, Engineering, and Plant & Animal Science suggests that the 
identified new documents belonged in the majority to the same topic(s). In contrast, in Pharmacology 
& Toxicology the Precision increases when switching to the measurement of topics. Thus, in this case 
most documents found by the approach represent different topics. Still, also on this aggregation level 
the combination of LDA & rules led to the best outcomes with regard to result set size and Precision. 
Again, only for Molecular Biology & Genetics, the bad transferability of the LDA approach worsened 
the overall performance. 

Figure 65: Size (in topics) and Precision of sets before and after application of approach on the 
Training Set 

 
Source: WoS, own calculations and illustrations 
Notes: The size of the circles represents the size in topics; the Precision is specified by the numbers in percent. 
The numbers in bold are the best results for Precision for each discipline. 

The results achieved with the F0.5-Measure are not as clear as those for the Precision. The losses in 
coverage caused by the massive reduction in size as shown in Figure 64 reduce the Recall and thus the 
F0.5-Measure. Only in Computer Science, Pharmacology & Toxicology, and Plant & Animal Science 
the combination of both approaches outperforms the other variants. In Engineering, the combination of 
LDA & Rules has a higher F0.5-Measure value than the initial set, but since the rules work better than 
the LDA in this case, the sole application of them or an “or”-combination of both approaches leads to 
better results. 
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Figure 66: F0.5-Measure for the Training Set 

 
Source: WoS, own calculations and illustrations 

To show a more consolidated approach for all disciplines, the “and”-combination of LDA and the 
rules was tested on the Test Set in the following. 

9.5.2 Evaluation with Test Set 

In the following, the overall approach is tested on the Test Set. Overall approach in this context means 
the approach as described in the previous section as a combination of LDA and rules. 

To test the existing rules on the new disciplines, a mapping had to be done to justify the application. 
Table 40 shows the mapping that was performed. Computer Science and Pharmacology & Toxicology 
performed similar in the previous analysis, so both were mapped on Chemistry to test which rule set 
would be better suited. Computer Science was also used as a basis for the approach for Mathematics, 
as these disciplines have similar backgrounds. Engineering was used with the same reasoning for both 
Space Science as well as Materials Science. 

Table 40: Transfer of rules to Test Set. 

Rules of … …were applied on… 

Pharmacology & Toxicology/ 
Computer Science 

Chemistry 

Computer Science Mathematics 

Engineering Space Science 

Engineering Materials Science 

Source: WoS, own calculations and illustrations 
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To better interpret the following results, Table 41 list the number and share of topics in the Test Set 
(cf. with number of documents in Table 27). Like for the Training Set, the share of new docu-
ments/topics in the initial dataset corresponds to the initial Precision. In most cases (except for Materi-
als Science), the initial share of new documents is lower than in the disciplines of the Training Set. 

Table 41: Size of Test Set in number of topics (research fronts). 

 
New topics Old topics Total Share new topics 

Chemistry 39 198 237 16% 
Materials Science 16 66 82 20% 
Mathematics 1 19 20 5% 
Space Science 8 24 32 25% 

Source: WoS, own calculations and illustrations 

The respective rules and the LDA approach were applied on the different disciplines separately. Please 
note that while LDA used the same parameters for all disciplines, the rules were based on the findings 
for the disciplines in the Training Set.  

Figure 67 shows the results for the single disciplines before and after the approach was utilized. Since 
two different kinds of rules were applied on Chemistry, two result sets are depicted here: The one on 
the left was achieved with the rules of Pharmacology & Toxicology, the one on the right with those of 
Computer Science. Further tests show that the results of rules & LDA and rules are equal in Space 
Science, i.e. LDA has a result set that covers that of the rules completely. In general, the approach 
performs differently depending on the disciplines. As already seen in the case of Molecular Biology & 
Genetics above, the transfer of the approach from one discipline to another can influence the perform-
ance. Even though the transfer was selected based on common discipline characteristics and “behav-
iour”, rules that apply in one discipline do not necessarily hold in another. However, the result sets are 
surprisingly small as the total numbers listed in Table 42 suggest. 

Figure 67: Size (in documents) and Precision of sets before and after application of approach. 

 
Source: WoS, own calculations and illustrations 
Notes: The size of the circles represents the size in documents; the Precision is specified by the numbers in per-
cent. Chemistry has – depending on the applied rules – different result sets. The one on the left hand side was 
achieved with the rules of Pharmacology & Toxicology, the one on the right hand side with those of Computer 
Science. 
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Table 42: Initial and result set size. 

Discipline Initial number of 
documents 

Number of documents 
to inspect 

Chemistry – Ph 503 36 

Chemistry – CS 503 2 

Materials Science 110 2 

Mathematics 40 12 

Space Science 67 7 

Source: WoS, own calculations and illustrations 
Notes: Chemistry has – depending on the applied rules – different result sets. “Ph” denotes the one achieved with 
the rules of Pharmacology & Toxicology, “CS” the one with those of Computer Science. 

When interpreting the results as a whole, the approach improves the document set in any case, i.e. the 
document set size is considerably reduced while the Precision is increased. In Materials Science, the 
result set merely consists of 2 documents that are both new. In Chemistry, the rules of Computer Sci-
ence work better with regard to both Precision and size reduction. Again, the Recall is influenced tre-
mendously by this reduction in size and accounts for only 2% in the case of Computer Science. In 
contrast to that, the result set for the Pharmacology & Toxicology rules covers 7 instead of 1 new 
document and thus at least has a Recall value of 13%.  

Table 43: Normalized comparison of results in the single disciplines. 

Discipline Total New Old 

Chemistry – Ph 72 14 58 

Chemistry – CS 4 2 2 

Materials Science 18 18 0 

Mathematics 300 50 250 

Space Science 104 30 75 

Source: WoS, own calculations and illustrations 
Notes: Chemistry has – depending on the applied rules – different result sets. “Ph” denotes the one achieved with 
the rules of Pharmacology & Toxicology, “CS” the one with those of Computer Science. 

It is difficult to compare to the results in the disciplines with each other, in particular because they 
have different document set sizes, and furthermore to imagine the outcomes in a real application. 
Therefore, the results are also represented in a normalized view (Table 43): If the initial set of each 
discipline covered 1,000 documents, how many documents were returned and how many of them were 
new/old? The normalized representation better illustrates the performance of the approach even though 
a real evaluation of that size cannot be performed. Mathematics clearly has the biggest result set with 
many old documents., but also the highest Recall of 100%. The other result sets could be inspected 
manually with justifiable effort. In particular in Chemistry and Materials Science, the rate of new 
documents in the result set is promising. 
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Figure 68: Size (in topics) and Precision of sets before and after application of approach. 

 
Source: WoS, own calculations and illustrations 
Notes: The size of the circles represents the size in documents; the Precision is specified by the numbers in per-
cent. Chemistry has – depending on the applied rules – different result sets. The one on the left hand side was 
achieved with the rules of Pharmacology & Toxicology, the one on the right hand side with those of Computer 
Science. 

Looking at the number of topics, the results improve even more for some disciplines (Figure 68). In 
particular for Space Science the Precision increases from 25% to 50%. In Chemistry with Pharmacol-
ogy & Toxicology rules (left hand side) and in Mathematics, the results improve slightly in compari-
son with the document numbers. In Chemistry with Computer Science rules (right hand side) and in 
Materials Science this change of view offers no leeway for improvement and thus the results stay the 
same. Table 44 lists the total number of topics before and after the application of the approach. An 
inspection of 2 to 5 groups of documents seems fairly manageable for a human user. 

Table 44: Size of topic set (research fronts) before and after application of approach. 

Discipline Initial number of 
topics 

Number of topics to 
inspect 

Chemistry – Ph 237 34 

Chemistry – CS 237 2 

Materials Science 82 2 

Mathematics 20 5 

Space Science 32 4 

Source: WoS, own calculations and illustrations 
Notes: Chemistry has – depending on the applied rules – different result sets. “Ph” denotes the one achieved with 
the rules of Pharmacology & Toxicology, “CS” the one with those of Computer Science. 

Next, the set of new documents that were lost during the process was inspected. Since the Recall of the 
combination of the overall approach highly depends on the single approaches’ performance, the first 
step was to analyze their individual performance on the new dataset. Therefore, the share of new 
documents, that were excluded by each approach and their combination was calculated, where 100% 
accounted for all of the new topics available in the respective discipline. Table 45 shows that in all 
cases but Space Science, the share of new documents that was lost was higher for the rules than for 
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LDA. The combination of both approaches can only worsen the results, as in this way all publications 
that are excluded (falsely) by one of the two approaches are excluded. However, this step is still justi-
fied by the high Precision that can be achieved by this. Mathematics, which was previously the disci-
pline on which the worst performance in terms of Precision were measured, shows the highest Recall 
here, as no false negative documents can be observed. 

Table 45: Exclusion rate of new documents of the two approaches and their combination. 

Discipline Rules LDA Rules & LDA 

Chemistry – Ph 77% 53% 87% 

Chemistry – CS 92% 53% 98% 

Materials Science 72% 67% 89% 

Mathematics 0% 0% 0% 

Space Science 60% 80% 80% 

Source: WoS, own calculations and illustrations 
Notes: Chemistry has – depending on the applied rules – different result sets. “Ph” denotes the one achieved with 
the rules of Pharmacology & Toxicology, “CS” the one with those of Computer Science. 

Since the set of rules has the higher share of false negatives, the specific rules that caused the exclu-
sion of the new documents were analyzed. Table 46 shows the share of documents which were ex-
cluded due to a rule. Of course, the specific rules differed for the disciplines. However, the comparison 
shows which rules could not be transferred to the new disciplines. 

Table 46: Percentage of wrongly excluded new documents and the rule which excluded them. 

Disciplines Journal 
fields 

Journal 
size 

Journal 
age Authors Reference 

fields 
Reference 

age Country 

Chemistry – Ph 0% 0% 73% 0% 0% 80% 0% 

Chemistry - CS 22% 0% 69% 0% 57% 47% 0% 

Mathematics 0% 0% 0% 0% 0% 0% 0% 

Space Science 0% 0% 0% 50% 0% 0% 100% 

Materials Science 46% 0% 31% 62% 0% 0% 38% 

Source: WoS, own calculations and illustrations 
Notes: Chemistry has – depending on the applied rules – different result sets. “Ph” denotes the one achieved with 
the rules of Pharmacology & Toxicology, “CS” the one with those of Computer Science. Values higher than 
50% are marked in bold. 

When applying the Pharmacology & Toxicology rules on Chemistry, many (30) of the 41 misses are a 
result of the journal age. Probably the mapping via the average and maximum value leads to a misclas-
sification. In addition to that, in most cases (33 out of 41), the reference age is too small and thus the 
respective documents are excluded from the result set. When applying the rules from Computer Sci-
ence, the journal age is again the major issue. Here as well, the average values for the two disciplines, 
Computer Science and Chemistry, differ strongly: In Chemistry, the average is around 44, in Com-
puter Science approximately 27. This might indicate that the overall distribution and relevance of the 
journal age differ and thus the rules cannot be that easily transferred. 
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In Space Science, the number of countries involved in new topics is clearly higher than in Engineer-
ing; the same is partly true for the number of authors. The higher costs of research projects in Space 
Science might demand funding across country boarders or work in bigger research teams. Also, the 
results in the descriptive analysis showed that the number of countries is higher in Physics (see Figure 
56), which might also reflect here. 

In Materials Science, most missed new documents are caused by differing values in journal fields and 
too many authors per paper. According to the rule from Engineering, the number of fields in the jour-
nal should only take the maximum and minimum value in the discipline, in the case of Materials Sci-
ence this would correspond to values of 1 and 6. However, 6 new documents were published in jour-
nals with two research fields, which seems like a rather small deviation.  

Note that in most cases, problems occurred even though no fixed value was used but the average of the 
discipline. Thus, changing the absolute values to relative ones did not necessarily improve the trans-
ferability of the rules. 

9.6 Summary 

This chapter presented the calibration, composition and evaluation of the proposed approach. With the 
help of different Training Sets, parameters for the LDA approach and the similarity calculation were 
estimated and rules for the outlier detection were derived.  

Best results were achieved on the Training Set with the combination of both approaches, LDA and 
rules. Therefore, their combination was used on the Test Set as well. Since the rules differed for the 
disciplines, a mapping between the disciplines in the Training Set and those in the Test Set had to be 
found. In the end, the rules of the disciplines Pharmacology & Toxicology, Computer Science and 
Engineering were tested on the four new disciplines Chemistry, Mathematics, Space Science and Ma-
terial Science. Only with this mapping, could the evaluation be conducted independently from the 
training data. The content-based aggregation however could still lead to the transfer of rules between 
disciplines that have different publication behavior. 

Best results in terms of Precision were achieved in Chemistry and Materials Science with values of 
50% and 100%. Mathematics performed worst, but further investigations showed that the Recall in 
this particular result set accounted for 100%. In most cases, documents were lost because the values or 
thresholds for the new documents seemed to differ slightly. For instance, in Space Science the number 
of countries was higher than in Engineering in general. 

In all disciplines, the size of the set for manual inspection could be reduced to 0.4% to 30% of the 
initial documents set size. In combination with the high Precision values, the results seem promising 
for future applications. In the following chapter, the application of the approach on another dataset is 
shown, which enables a better understanding of the term development. 
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10 Emerging Topics – How New Terms are Introduced in the Scien-
tific Landscape 

10.1 Introduction 

A main part of the approach presented in this thesis is based on the assumption that a topical change is 
pronounced by a different usage of terms. In particular, it is assumed that topics use terms in varying 
quantity and that new topics introduce a new vocabulary or use existing terms in novel combinations. 
The identification of emerging topics mainly focused on the detection of new vocabulary and new 
combinations of existing terms. It has already been noted that – on the level of document sets – “words 
change both in terms of frequencies of relations with other words” (Leydesdorff 1997, p. 418). In this 
final chapter of the thesis, the representation of changes in the scientific landscape via term vectors is 
tested. Therefore, the approach is applied on an original dataset. The resulting emerging topics enable 
the study of the term usage. The analysis compares the vocabulary used at the point of the emergence 
of at topic with the distribution in the overall dataset. In this way, new structures in the vocabulary can 
be identified. Also newly introduced terms can be found. The exemplary findings support the high 
focus on term usage in the approach presented in this thesis.  

The evaluation so far concentrated on replicating other (older) results. This stemmed from the fact that 
only with the help of such existing Gold Standards, an automatic and structured evaluation was en-
abled. In addition to the term analysis, the application of the approach on a new random dataset from 
WoS in this chapter was meant as a final evaluation that also delivered content-wise results. Now, the 
topics detected by the approach in a real-world application were assessed. Again, this was partly curi-
osity for content-wise results, but furthermore another (intellectual) form of evaluation. 

10.2 The Emerging Topics in Focus 

This section explains the adaptation of the so far developed approach on the new dataset. The changes 
were necessary to enable the analysis on a larger scale. Also, the topics found by the approach are 
presented. Not all of them are depicted in detail. Yet, the content of these topics is explained in a way 
that is also understandable for non-professionals. The set of clusters presented here was selected re-
spectively – a fact that is explained and considered when the cluster selection and the results are dis-
cussed in Sections 10.2.2 and 10.3. 

10.2.1 Identification via Introduced Approach 

Changes had to be made to adapt the approach for the new dataset. In particular, since the approach 
had so far been only parameterized and evaluated on relatively small datasets, changes in regard of the 
scalability had to be made. While the overall procedure stayed the same, the following parts of the 
implementation, which will be discussed in more detail below, were adapted: 
1. Accessing the SQL Oracle database via Java Database Connectivity (JDBC) 
2. Using an enhanced list of stopwords 
3. Selecting dominant topics in consideration of ambiguous topics 
4. Connecting topics with an adapted threshold parameter tc 
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The first change concerned the now necessary interface with JDBC. It facilitated the data access in 
particular for larger datasets. In this way, datasets could be defined more flexible, while the local stor-
age space could be reduced. By this means, data were requested in real-time and did not have to be 
extracted from the bibliometric database in advance. Overall, this was also a step to facilitate a later 
integration in other systems or an adaptation for other purposes. 

The second point considered new terms that were found by a thorough check of the abstracts in the 
new dataset. Frequent terms in these abstracts were sometimes “residues” from the database process-
ing (an example for that is given below) or frequent terms specific for scientific publications. The lat-
ter are for instance terms that are used more often by researchers in abstracts or publications without 
adding to the content.97 For example, terms like “recently” etc. are not helpful for the delimitation of 
topics. The approach was more prone to be disturbed by such “scientific stopwords” when applying it 
to a larger dataset. Thus, the list of stopwords was first extended with a set of terms that could be 
found frequently in the abstracts at hand and also with those which were included in the list of fre-
quent adverbs in scientific publications with a publication count of two or more.98 All terms were 
included in the stopword list once in the adverbial and once in the adjective form. Other terms were 
covered spuriously in the abstracts. This concerned in particular terms like copyright statements etc. 
One frequent phrase for instance was the copyright statement by Elsevier (“© 2013 Elsevier Ltd.”), 
which was appended to the original abstract text in the respective documents. Such terms were col-
lected as well manually in the bibliometric datasets and added to the list of stopwords. The fixed 
threshold tw, which was used before to exclude frequent terms in general, was replaced by this more 
precise method. 

The third step was necessary, as a phenomenon occurred that also was not apparent in the smaller 
datasets; the topic model also covered more general topics. These topics were on a higher hierarchical 
level than others and thus more ambiguous. In turn, they also provided the scientific background for 
many other topics. Due to their more general definition, these topics prevailed in the dominant topic 
selection process. Few (ambiguous) topics in one year were connected to the majority if not all of the 
topics in the following year. This in turn influenced the identification of the emerging topics. Because 
of that, an additional step in the dominant topic assignment was added which excluded by and by those 
topics that covered “too many” of the documents at hand. A threshold of 50% was used to identify 
these nearly omnipresent topics. The overall procedure for the determination of dominant topics was 
then as follows: 
1. For each document, the dominant topic is determined as described in Section 5.2. 
2. For each topic, the share in documents for the overall dataset is calculated:  

a. If one topic covers more than 50% of all documents, it is added to a “blacklist” of ambiguous 
topics. The procedure starts then all over (Step 1) with no assignment of a document to a 
topic on the “blacklist” 

b. If no topic is added to the blacklist, the procedure finishes. 

97 For an analysis of trends in frequent terms in scientific (biomedical) literature see  
http://nsaunders.wordpress.com/2013/07/16/interestingly-the-sentence-adverbs-of-pubmed-central/,  
last accessed 2014/01/30. 

98 https://github.com/neilfws/PubMed/blob/master/adverbs/output/adverbs.freq.csv, last accessed 2014/01/30. 
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For the theoretically possible case that no dominant topic could be found for a document, a topic of the 
blacklist was assigned. However, in order for this to happen, the probability for all other topics had to 
be 0. 

One final adjustment concerned the threshold parameter tc. The connections were more difficult to 
establish after the explicit exclusion of ambiguous topics. Also, the higher number of overall topics 
might influence the similarity calculation: The similarity value between clusters with a higher granu-
larity in the topic representation can be expected to be lower than that for general topics. Again, this 
can be attributed to the shared vocabulary, as the more specific topics might have fewer words in 
common than those on a higher aggregation level. Thus, the similarity value used for the establishment 
of connections might be lower and thus less often above the necessary threshold value. With a sample 
dataset for the years 2000 and 2001, the new parameter for the threshold tc was determined. For the 
sample set, the number of clusters without connections, i.e. the apparent emerging topic candidates, 
was measured. For the previous value of tc, all documents were marked as emerging. Thus, the value 
was adjusted by and by to yield a more exclusive set of emerging topic candidates. The final value was 
set to 0.42, with which 2 out of 81 non-empty clusters were marked as emerging topics in the sample 
dataset. However, the analysis showed that the threshold value was highly dependent on the year on 
which the approach was applied.  

Apart from these changes, the procedure remained the same: First, the LDA procedure was applied to 
the dataset, then the unconnected clusters were extracted as emerging topic candidates. A dataset cov-
ering the journal articles in Artificial Intelligence in the WoS between 2002 and 2010 was used. Only 
documents that had at least an abstract and a title and one reference were included. For an analysis in 
the scope of this thesis, the dataset had to be restricted to a maximum of 5,000 documents per year. 
Each year thus covered exactly 5,000 documents. The year 2003 was used as a starting year only to 
identify the emerging topics in 2004. The other years were used to derive additional parameters for the 
term usage. In particular, the distribution of terms in the dataset in different years was compared. For 
that purpose, an annual ranking was calculated for the overall dataset. Also, the usage was estimated 
via the percentage of documents covering a specific term in one year. The increase in relative share, 
i.e. the relative growth, per year was calculated to detect trending terms. This helped to estimate 
whether a high term usage in a topic was the result of an overall trend or an individual development. 

The analysis of term usage was restricted to the ten most common keywords per cluster. The keywords 
were used in contrast to the terms extracted for the LDA approach to provide a second view on the 
data: First, the usage of the same terms that were used for clustering would have led to tautological 
results. The documents clustered together by the approach would necessarily share the same terms. 
However, the keywords selected by the authors provide another perspective in that they show how the 
authors would have described and summarized their work with single selected terms. Thus, if similar 
usage in keywords related to the overall topic of a cluster could be shown, the approach would be cor-
roborated. Second, the keywords could be better related to the overall dataset as this selected set of 
terms was more often used than other terms in e.g. the abstracts. Third, on a more practical notion, the 
term vectors as a result of the LDA approach were a mixture of vocabulary and author names, so that a 
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structured analysis and a comparison with the remainder of the dataset would have yielded only vague 
results. 

The LDA approach was run on the dataset to detect emerging topics in 2004. In this way, 28 topic 
clusters containing 960 documents were identified as emerging topic candidates. The rules derived in 
Chapter 9 were applied to reduce the document set to 172 emerging topic candidates. The number of 
assigned topic clusters was not reduced by that step, i.e. at least one document was selected from each 
topic cluster as an emerging topic candidate.  

The next subsection presents the topics identified by the approach. The content of the topic clusters is 
explained in more detail, so that the identified terms can be brought into context. These terms are then 
presented and analyzed in the next section. 

10.2.2 Description 

The analysis started with a manual assessment of the documents for each cluster and a labelling based 
on common contents. For 7 clusters, no such common ground could be found so that they were ex-
cluded from the further analysis. This might have been an effect of the selection of emerging topic 
documents, which left the respective document clusters with only – seemingly – unconnected docu-
ments, or a failure in the manual assessment. In any case, 21 clusters were left for the remaining 
analysis. 10 clusters were selected, for which on the one hand a description could be given without 
delving too deep in Artificial Intelligence foundations. On the other hand, these clusters showed 
prominent results in the term analysis. The limitations that this pre-selection induced for the overall 
analysis are discussed in the final section. However, this step was necessary to keep the amount of 
information manageable for this chapter. 

In the following a brief overview of the single clusters is given (Table 47). As in particular the docu-
ments identified as emerging topic candidates were of interest, the description (as well as the cluster 
labelling described above) focused on them. The number of other documents is however given to show 
the relative size of the clusters. 

Table 47: Exemplary set of 10 clusters found in the WoS in the year 2004 and their content. 

Title: Support Vector Machines, Text Mining and Machine Learning for gene selection (in particular 
cancer related) 

ID: 0 Pub: 101 Pub ET:25 

Description: The documents describe various methods from Artificial Intelligence that can be used for gene 
selection. A particular focus of some of the new documents lay on the identification of cancer related genes. 

Title: Data series analysis for prediction 

ID: 18 Pub: 29 Pub ET: 10 

Description: Using time series of data to predict future developments (also called time series analysis) has a 
long history in Artificial Intelligence. However, with the introduction of Grid and later Cloud Computing, the 
processing of data on a larger scale was possible and enabled trend estimation for larger and more complex 
datasets. In between the emergence of those two hardware-related methods, publication counts for trend 
analysis might have experienced a surge and evoked topics as the one listed here. 
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Title: Adaption for trade-off preferences 

ID: 21 Pub: 31 Pub ET: 5 

Description: User preferences can be applied in various contexts in Computer Science. However, in most 
methods, the preferences show little flexibility and interaction. Trade-off preferences concern relationships 
between preferences that cannot be expressed by standard rules. Cluster no. 21 was concerned with the adap-
tion of existing methods for these purposes. 

Title: Monitoring granular changes 

ID: 22 Pub: 24 Pub ET: 6 

Description: Publications in this cluster were primarily concerned with graphical analysis. Images of tempo-
ral data were compared in order to detect changes. The topic also covers the estimation of “risk types”, which 
goes hand in hand with the monitoring of developments. 

Title: New methods for optimization in clustering 

ID: 42 Pub: 26 Pub ET: 6 

Description: This cluster was specifically concerned with the optimization in existing clustering methods. 
Mathematical or computational methods like numeric or Boolean optimization are applied that provide a 
common background to the documents associated with this topic. 

Title: Constraint representation for pattern recognition 

ID: 45 Pub: 13 Pub ET: 3 

Description: The main focus of this cluster lay on the recognition of patterns. The similarity in the publica-
tions was that all methods relied on the usage of constraints to delimit the patterns from “common noise”. 

Title: Object delimitation in (moving or static) images 

ID: 46 Pub: 130 Pub ET: 13 

Description: In the past decade, the automatic identification of specific objects or living beings in visual data 
gained more and more importance. Thus, a cluster like cluster no. 46 is no rarity. However, its main focus lay 
on the identification of the boundaries of objects instead of their (fuzzy) detection. 

Title: Converting vague descriptions to specific ones 

ID: 81 Pub: 19 Pub ET: 5 

Description: A further topic with an increasing popularity in Artificial Intelligence in the past decade was 
natural language processing (NLP). In general, NLP is concerned with the automatic processing of textual or 
audio input in usual grammatical structure and phrasing. The cluster no. 81 dealt with the conversion of vague 
descriptions in the form of NLP input or already postulated constraints to more specific rule sets. 

Title: Stability of fuzzy systems 

ID: 86 Pub: 47 Pub ET: 8 

Description: Fuzzy regulations are important to draft relative rules that regard various contexts to form a 
decision. However, because of the high interaction between the concerned features, the resulting system can 
behave volatile. In this cluster, the relation between the fuzzy rule set and the system stability were tested. 

Title: Collaborative retrieval 

ID: 99 Pub: 19 Pub ET: 4 

Description: As stated above, new methods to combine hardware power from different sources were intro-
duced in the past decade. This also demanded means to combine the results from different sources. The cur-
rent cluster was concerned with the requirements when multiple agents for search tasks were used. In particu-
lar, different methods were presented to process the search query and combine the various results. 

Source: WoS, own calculations and interpretations 
Notes: The ID is the cluster ID given by the approach developed in this thesis, “Pub” and “Pub ET” denote the 
number of overall and new publications in each cluster. The titles were assigned manually. 
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10.3 Term Development 

In this section, the usage of terms in the topics and in the remainder set of scientific publications is 
compared. In this way it can be determined, which terms were only used because of a high general 
dispersion at that point of time. The goal is thus to identify those terms that are more or less exclusive 
in their usage for the topic at hand. 

Table 48: Keyword ranking and distribution for Cluster no. 0 (“Support Vector Machines, Text 
Mining and Machine Learning for gene selection (in particular cancer related)”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  ET cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Discovery 1 5 128     *         *   
Gene-expression 2 11 435 

 
* ** 

 
** * 

  
* 

Bayesian networks 3 17 76 

  
* 

     
  

Cancer 4 3 228 * 
 

* 
 

** 
 

* 
 

  
Search 5 22 50 

  
  

     
  

Selection 6 25 56 

  
  

     
  

Prediction 7 8 55 

 
*   * 

    
  

Classification 8 1 4 

  
  

     
  

Estimation of distribution 
algorithms 9 46 737 

  
* 

  
* 

  
** 

Molecular classification 10 32 2569 *   * *     * *   
Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to previous the 
year), ***: growth, so that usage at least quintuples (with regard to the previous year). 

Table 48 shows the specific keywords for Cluster no. 0. The strong focus on biomedical applications 
becomes apparent by the terms “gene expression” and “cancer”. Both terms have a relatively high 
ranking in Artificial Intelligence in general. However, they were not so widespread until the year 
2004, in which an increase in their usage can be noted. Furthermore, the table lists general terms like 
“discovery”, “search”, “selection” and “prediction”. As these terms are of universal importance for 
Artificial Intelligence, they bear no implications for this specific topic. 

The last two terms in the table seem to be more specific for the topic. These terms are low ranked in 
the overall dataset. The term “molecular classification” spreads in 2004 for a two years’ phase. Over-
all, an increase in the term usage for the topic specific terms is observable. For instance, “estimation of 
distribution algorithms’ more than doubles it dissemination in 2010. Thus, the topic not necessarily 
uses only terms that are common at that point in time anyway, but also uses specific terms that induce 
a later trend in the field. 
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Table 49: Keyword ranking and distribution for Cluster no. 18 (“Data series analysis for prediction”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  ET cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Models 1 36 11           *       
Qualitative spatial  
representation 2 28 3101 

  

* 

 

* 

   

  
Queries 3 38 649 

  
  * 

 
* 

  
* 

Regions 4 39 491 
 

*   
 

* 
  

*   
Networks 5 43 13 

  
  

     
  

Pathways 6 44 12182 
  

* 
  

* * 
 

  
Algorithm 7 2 3 

  
  

     
  

Mechanics 8 46 1666 * 
 

* 
 

* * 
 

* * 
Heuristics 9 50 129 

  
** 

  
* 

  
* 

Hypotheses 10 51 928     *     *   *   

Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to the previous 
year), ***: growth, so that usage at least quintuples (with regard to the previous year). 

For Cluster no. 18, a high rank for the keyword “qualitative spatial representation” can be seen, which 
is seldom used in other contexts (Table 49). This is also the only term in the ranking that is so am-
biguous that it can be used in other contexts. Yet, the term distribution never spread across the whole 
dataset. “Time series prediction” was at this point in time, in the year 2004, not very widely used yet 
and is therefore not listed in the table. After a first peak in 2002 with 1.4%, the shares of “Time series 
prediction” in tendency diminished until 2007, wherein a second peak with 2.2% was reached. This 
observation in combination with the term usage in Cluster no. 18 suggests that the awareness of such 
specific vocabulary had not spread yet. A closer look at the publications revealed that in that specific 
case the authors generated their own vocabulary to express the notion of their work. 

Table 50: Keyword ranking and distribution for Cluster no. 21 (“Adaption for trade-off preferences”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  ET cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Model 1 3 2                   
Fuzzy 2 66 370 

  
  * 

 
* 

  
  

Deriving priorities 3 25 2240 
  

* 
     

* 
Similarity 4 94 60 

  
* 

 
* 

   
  

Regression 5 93 44 
  

  
     

  
Network 6 72 53           *       

Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to the previous 
year), ***: growth, so that usage at least quintuples (with regard to the previous year). 
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Cluster no. 21 turns out to be a very specific topic, which in particular is characterized by a new com-
bination of existing terms (Table 50). Also, only few terms are used, so that the ranking covers only 6 
terms for the keywords in the emerging topic candidates. One term in particular, “deriving priorities”, 
seems to be very particular for this problem. Yet, it was not established in the overall vocabulary set. 
Thus, it can be concluded that this topic-specific term was introduced in the emerging phase, but could 
not spread in the scientific field precisely because of its specificity. 

Table 51: Keyword ranking and distribution for Cluster no. 22 (“Monitoring granular changes”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  ET cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Optimization 1 69 12           *       
Granularities 2 72 10776 

 
*   

     
  

Ant colonies 3 67 11341 
  

* 
 

* 
  

*   
Databases 4 55 43 

  
  

     
* 

Protein 5 51 910 ** 
 

* 
   

* 
 

  
Cancer 6 45 228 * 

 
* 

 
** 

 
* 

 
  

HPV 7 42 12944 
  

* 
     

  
E6 8 39 12976 

  
* 

     
  

Classification 9 2 4                   

Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to the previous 
year), ***: growth, so that usage at least quintuples (with regard to the previous year). 

As with Cluster no. 18, in Cluster no. 22 a very specific term is used, namely “granularities”, which is 
not often applied in other contexts (Table 51). Also, it could not establish in the overall dataset over 
time. Probably, the term became redundant with the in tendency increasing spread of terms like “im-
age processing” (not included in the table). As this term started its rise in 2002, its usage might again 
not have been common enough for the authors in this cluster to pick it up. Other terms introduced in 
the term vector are possible methods (“ant colonies” in genetic algorithms) or applications in biomedi-
cine (“cancer”, “HPV”).  
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Table 52: Keyword ranking and distribution for Cluster no. 42 (“New methods for optimization in 
clustering”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  
ET 

cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Evolution 1 2 51           *       

Propositional satisfiability 2 96 2636 

  

* 

    

*   

Binate covering problem 3 51 5555 

  

* 

     

  

Numerical optimization 4 48 2522 

  

* 

  

* * 

 

*** 

Genetic algorithm (GA) 99 5 46 33 

 

*   

 

* 

   

  

Stochastic algorithms 6 41 6100 * 

 

* 

  

* 

  

  

Global optimization 7 32 351 

 

*   

  

* * 

 

  

Greater generosity 8 26 2176 * 

 

* 

     

  

Prisoners-dilemma 9 92 2161 * *   

  

* 

  

* 

Branch-and-bound 10 85 2019 *   *   *       * 

Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to the previous 
year), ***: growth, so that usage at least quintuples (with regard to the previous year). 

The Cluster no. 42 depicted in Table 52 seems like a very diverse aggregation of terms and docu-
ments. However, the backbone of mathematical optimization was for most documents identifiable. 
Multiple approaches from Mathematics and Game Theory seem to be deployed. The terms “numerical 
optimization” and “global optimization” had a surge in publication numbers 3 to 6 years later. This 
could indicate the role these methods played in the emerging topic and how they spread through Arti-
ficial Intelligence afterwards. 

99 Results for general dataset in ranking and term usage are for “Genetic Algorithm“. 
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Table 53: Keyword ranking and distribution for Cluster no. 45 (“Constraint representation for pat-
tern recognition”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  ET cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Computational model 1 21 788     **     **   *   

Robotic 2 4 12318 

  

* 

     

* 

Real-time 3 6 268 * **   

  

** 

  

  

Algorithms 4 1 5 

  

  

  

* 

  

  

Eye-movements 5 8 529 

  

* 

    

* ** 

Implementation 6 13 220 

  

* 

  

* 

  

  

Syntactic ambiguity  
resolution 7 42 3522 

  

* 

     

  

Reference resolution 8 26 2412 

  

* 

   

* 

 

  

Disturbed architecture 9 31 5849 

  

* 

     

  

Incremental processing 10 32 5826     *         *   

Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to the previous 
year), ***: growth, so that usage at least quintuples (with regard to the previous year). 

From the keywords of Cluster no. 45, it can be deduced that it deals with audio as well as visual pat-
terns that can be used for robotic movements (Table 53). Real-time events have to be split up to single 
actions that are interpreted. The “syntactic ambiguity resolution”, a problem that plays only an inferior 
role in the remainder of Artificial Intelligence, is of particular interest for the speech recognition. “Eye 
movement” was another term that can be used for human-computer interaction in particular and gained 
popularity in 2004 and then in later years again. Thus, this cluster provides yet another example for the 
combination of topic-specific and ambiguous terms for the definition of a new topic. The older terms 
are necessary to relate the new topic with their foundations, while only the new terms can enable the 
efficient communication about new concepts and problems. 
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Table 54: Keyword ranking and distribution for Cluster no. 46 (“Object delimitation in (moving or 
static) images”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  ET cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Primary visual-cortex 1 13 117     *     **     * 
Motion 2 50 35 

  
  

  
* 

  
  

Neurons 3 27 19 
  

* 
  

** 
  

  
Dynamics 4 57 21 

  
* 

  
* 

  
  

Recognition 5 9 6 
  

  
  

* 
  

  
Visual-cortex 6 39 75 

  
  

 
* 

   
  

Spiking neurons 7 94 288 
  

* 
  

* 
  

  
Robustness 8 672 517 

  
* ** 

 
** 

  
  

Correlation 9 72 667 
  

* 
 

* * 
 

**   
Restoration 10 8 130   *     *         

Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to the previous 
year), ***: growth, so that usage at least quintuples (with regard to the previous year). 

The term vector for Cluster no. 46 is a mixture of its methods and applications (Table 54). The tight 
relationship with its biological roots becomes apparent in the top ranked term, which refers to the vis-
ual processing for humans. The terms “motion” and “dynamics” both refer to the tracking of moving 
objects. Both concepts show another increase in frequency in 2007. Again, this cluster shows that a 
combination of existing methods, also from different scientific fields, is used to built a topic-specific 
vocabulary. 

Table 55: Keyword ranking and distribution for Cluster no. 81 (“Converting vague descriptions to 
specific ones”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  
ET 

cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Model 1 50 2                   
Context 2 6 211 

  
* 

  
* * 

 
  

Preferred default theories 3 38 4318 
  

* 
     

  
Planning with preferences 4 37 4603 

  
* 

     
  

Layered neural networks 5 34 5407 
  

* 
     

  
Frequent itemset mining 6 32 5454 

  
* 

 
* 

 
* 

 
* 

Convertible constraint 7 27 5915 
  

* 
     

  
Answer set planning 8 22 2257 

  
* 

     
  

Algebraic analysis 9 19 8271 
 

*   
   

* 
 

  
Logic programs 10 1 286 *       *   *     

Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to the previous 
year), ***: growth, so that usage at least quintuples (with regard to the previous year). 
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Cluster no. 81 combines many rather unpopular methods from Artificial Intelligence for the constraint 
conversion (Table 55). In particular of interest for the analysis presented here is the term “context”, 
which also had a rise in publication numbers in 2004. It shows that the meaning of context in general 
for NLP increased. Such a development might have triggered the emergence of Cluster no. 81 and 
similar topics. For the remainder, the majority of the terms used here are very specific and uncommon 
for Artificial Intelligence. 

Table 56: Keyword ranking and distribution for Cluster no. 86 (“Stability of fuzzy systems”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  ET cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Systems 1 2 1 
         

Neural-networks100 2 6 22 
 

** * 
      

Design 3 1 10 

  

  

     

  

Models 4 5 11 

  

  

  

* 

  

  

T- and S-norms 5 203 10116 

  

* 

     

  

Dynamic-systems 6 17 430 

  

* 

  

* 

  

  

Decision-support 7 211 758 

  

  

     

  

Similarity index 8 222 9011 

  

  * 

 

* 

 

*   

System stability 9 223 8945 

  

* 

     

  

Controller-design 10 26 2133 * 

 

* 

   

* 

 

* 

Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to the previous 
year), ***: growth, so that usage at least quintuples (with regard to the previous year). 

For Cluster no. 86, in the majority ambiguous terms can be found – with two very specific and well-
describing exceptions (Table 56): the terms “dynamic-systems” and “system stability” are very repre-
sentative for the topic of stability of fuzzy systems (if the term fuzzy is not used itself, as it seems to 
be the case here). Dynamic systems were also a trending topic in 2004 in Artificial Intelligence. This 
might on the one hand promoted the usage of the term in the keyword set but also on the other hand 
led to the emergence of this topic itself.  

100  Results in ranking and term usage are given for “Neural-Network” as this was the most common spelling of 
the term. Other variants of spelling (e.g. “Neural Networks”) were omitted for this analysis. 
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Table 57: Keyword ranking and distribution for Cluster no. 99 (“Collaborative retrieval”). 

Keyword Term rank in… Term usage in whole dataset in the year… 

  
ET 

cand. cluster dataset 20
02

 

20
03

 

20
04

 

20
05

 

20
06

 

20
07

 

20
08

 

20
09

 

20
10

 

Web search 1 40 816   * **   * *       

Personalized information 
retrieval 2 29 3097 

  

* 

     

  

Information agents 3 7 8025 

  

* 

  

* 

  

  

English 4 35 1422     **         *   

Source: WoS, own calculations and illustrations 
Notes: The asterisks denote the relative annual growth in term usage in the dataset: *: growth, i.e. relative term 
usage is higher than in previous year, **: growth, so that usage at least doubles (with regard to the previous 
year), ***: growth, so that usage at least quintuples (with regard to previous year). 

As already explained above (Section 10.2.2), new methods for distributed retrieval came into existence 
in the last decade. Also, the term “web search” trended in 2004, which might have resulted in a need-
driven topic emergence resulting in Cluster no. 99 (Table 57). The term “information agents” was 
introduced in the context of the combination of multiple retrieval systems. Given the rank in the over-
all dataset, the term is very specific for the problem in this cluster. 

Regarding the findings for these ten exemplary clusters, it can be concluded that there are indeed dif-
ferent concepts of term usage present when a topic emerges: 
• Already existing, widely spread terms are used in the context to position the topic in relation to 

well-known ideas, methods and problems 
• New, very specific terms are introduced that summarize the main method or problem of the topic. 

In most of the examples, these terms were nearly self-explanatory, as they are supposed to deliver 
the important information “at a glance”. 

• Terms which are used with an increasing frequency in that year are used to align the topic to cur-
rent events. Such a trend might be evoked by the introduction of a new method that requires new 
findings or that can be applied in various contexts. 

Main findings in relation to this thesis are that new topics need some time to align their term usage. A 
topic, as a concept represented by various documents (as described in Section 2.1), is portrayed with a 
multitude of terms in the beginning. Before the topic is properly defined, coordination about the vo-
cabulary is hampered. Thus, terms are used that might be more specific but also not necessarily com-
mon knowledge. This was for instance shown by the absence of the term “fuzzy” in Cluster no. 86. 
Quite contrary, new terms might be introduced, that later spread in the scientific field. Again, a term 
representing a method or problem might thus have become applicable for various contexts. 

There were no indications that the approach based on the detection of emerging topics was suffering 
from its heavy reliance on term usage. The clusters and also the emerging topic candidates seemed 
plausible. The clustered documents shared common concepts which were in turn expressed via the 
usage of shared keywords. 
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10.4 Summary 

This chapter provided an exemplary analysis of the term usage in emerging topics. The topics were 
selected with the help of the approach presented in this thesis. All results presented in this chapter 
suggest that the approach was able to detect emerging topics. However, there can be no statements 
made for possible missed topics. Also, slight variations in the settings of the approach were necessary 
to enable its application on the dataset. 

Regarding the findings for the term usage, in most cases the term vector of the emerging topic candi-
dates and the overall cluster and dataset differed. In particular, some examples could be found for 
which otherwise rarely used terms were introduced. In some of these cases, these terms were later 
better disseminated in the dataset which might hint at the kick-off of a trend. Particular examples are: 
• “information agents” for the distributed retrieval 
• “qualitative spatial representation” for data analysis for prediction 
• “syntactic ambiguity resolution” for pattern recognition in spoken text 

These terms did not “solidify” in the scientific landscape. Rather, their usage was specific for the re-
spective topics. They show that the necessary vocabulary was not available at that point in time. To 
compensate for that, new terms are indeed introduced to cover for the loss of such terms.101 

In other cases, already existing terms are applied or even combined in an emerging topic, so that they 
can be used to describe new concepts. The term vectors suggest that already existing vocabulary is in 
particular adapted when a need-driven topic emerges. In this case, the application, which makes spe-
cific tasks and their optimization necessary, is already established. Alternatively, novel methods are 
introduced, which is represented via new terms for the topic.  

The lively interplay between Artificial Intelligence and Biology or Biomedicine, which was already 
mentioned in Chapter 7, again became apparent in the term vectors that covered respective terms. In 
particular, biological concepts either introduced the background for a topic (e.g. “primary visual cor-
tex”) or its application area (e.g. “gene selection”). 

Limitations of this study are that keywords had to be used, as they offered more condensed informa-
tion on the topic specific terms than a full list of terms from the abstracts. Also, the term vectors of the 
topic model built by the approach were hard to interpret after stemming etc. and with the “contamina-
tion” with author names. Because no stemming was performed on the keywords, the actual dissemina-
tion could be higher for single terms. Actually, the best solution would have been to implement a se-
mantic analysis of the terms to not only find variations in writings but also synonyms or related terms. 
However, this as well would have gone beyond the scope of this analysis. 

Another point worth mentioning is that the term analysis was only possible on the level of clusters. For 
that, the emerging topic candidates of a cluster were used to build the “emerging core” of a topic. This 
stands in contrast to the final approach, which worked on the document level and was detached from 

101 Note – as was mentioned before – that these terms are particularly figurative, so that their meaning is easy 
to understand also by non-experts. 
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the cluster aggregation in the mid-step. Yet, otherwise the structured analysis of introduced vocabulary 
would have been too dependent on singular choices. On a similar notion, a comparison of actual term 
combinations could have been analyzed, so that the interactions between terms could have been stud-
ied. Again, this has to be postponed for future work, as the scope in the context of this thesis was lim-
ited. 

The clusters were selected based on their suitability for the contextual and term-based analysis. A bias 
could have been introduced by this selection in the favour of the approach. However, a document-
based analysis did not indicate this. 7 out of the 28 clusters contained documents for which in this 
more superficial analysis only loose connections could be found. The reader is referred to Chapter 9 
for a more substantial proof that the approach is overall working well. 
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11 Conclusions 

This chapter reviews the results of this thesis and discusses the applicability of the developed system 
with regard to the problem statements: 
• Which factors help to differentiate between emerging and established topics (Chapters 6, 7 and 8 

and Section 9.4)? 
• Is the approach able to identify new emerging topics (Section 9.5)? 
• What does the distribution of terms look like for such topics (Chapter 10)? 

During this thesis, a closer look was taken at the “hostile environment” in which new topics are born, 
and how they emerge and develop in it. In particular, internal (Sections 5.2 and 9.3) and external 
(Chapter 6) features were analyzed to implement a system for the identification of emerging topics on 
the one hand (Chapter 9), but also to provide a profound understanding of the development of terms 
during the emergence process on the other hand (Chapter 10). In addition, the role of interdisciplinar-
ity was studied as an indicator for the novelty of emerging topics (Chapter 7). Furthermore, the wide-
spread usage of citation analysis to identify research fronts at the cutting edge was dissected (Section 
2.2 and Chapter 8). 

The insights gained during the course of this thesis are presented in the next section, which is followed 
by a discussion of possible extensions to the system and other future applications. Finally, some unan-
swered questions are presented, which could not be handled within the limited scope of this thesis. 

11.1 Synopsis of Results 

The goal of this thesis was to develop a system that enables the semi-automatic detection of emerging 
topics in scientific databases. The system consists of two parts that act as topic filters: The first part, 
the adapted LDA, uses textual features to create topic models to identify newly introduced topic con-
cepts. The second part uses bibliometric features to look for documents deviating from the “publishing 
norm”. In the course of this thesis, the concept of internal features (those that can be influenced by the 
authors of a document and that were used in the LDA approach) and external features (those that are 
influenced by the environment of the publication) was developed. The usage of the latter in the ap-
proach was based on findings in a regression analysis (Chapter 6) and a rule derivation (Section 9.4).  

Before restricting the approach to a single set of indicators, the two most widely used indicators of a 
developing emerging topic were analyzed: Interdisciplinarity (Chapter 7) and citations (Chapter 8). As 
already argued in Section 2.1, bringing together and combining the knowledge, insights, ideas and 
methods from different research fields is often the departure point for new topics. Therefore, in Chap-
ter 7, the connection between the interdisciplinarity of a topic and its novelty was analyzed. Different 
approaches to measure the interdisciplinarity of a topic were explored. A high share of innovative 
work was identified in topics combining knowledge from different disciplines. However, this turned 
out to be slightly misleading as – of course – many topics were merely using concepts without creating 
new ones. Despite this, the number of fields in the references (and of the journal, as shown separately) 
did prove to be an effective feature and was applied in the approach developed here. 

 



198 

The second indicator, citation analysis, is a widely used method for identifying topic clusters or 
emerging research fronts. Besides the fact that the necessary time lag impedes the usage of citations, it 
was also assumed that they are an untrustworthy source for innovative research – a notion that could 
be corroborated in Chapter 8. On the contrary, the research in Chapter 8 showed that the publications 
in new topics have lower citation rates and experience delays in the first citations and the maximum 
number of citations. Despite its limitations (in particular with regard to the dataset used), the study 
confirmed the need for alternative methods to identify emerging topics and for rethinking the citation 
process.102 

The LDA adaptation in this thesis was described in Section 5.2 and the respective parameter estima-
tion was realized in Chapter 9. This part of the approach used the internal features of documents to 
cluster and compare them. All features concerning the document itself were labelled internal features. 
These included the wording and references of a publication, but also – as a result of the parameter 
setting – the author names. LDA was extended to make use not only of the terms but also the refer-
ences and the author names (with different weights) in order to build the document clusters. Based on 
the instance probabilities (referring to the usage of terms, references and authors), the similarities be-
tween clusters could be calculated as well. The so established connections helped to identify predeces-
sors of clusters and, more importantly, clusters without predecessors. 

In the LDA approach, the textual components – the abstract, author names and references – were used 
to deduce the topic model for the document set. Based on the topic model, documents sharing the 
same topic were clustered. The clusters in the dataset were compared with clusters formed for the pre-
vious year, in this case the year 2006. Those clusters that showed no similarity to cluster topics in the 
previous year were marked as emerging topics. This approach proved to work well on the Training 
Set. In most cases, the result set was smaller and showed higher Precision than the initial set. Only in 
Molecular Biology & Genetics was the Precision worse in the LDA result set, and in Pharmacology & 
Toxicology, the set size decreased while the Precision was unchanged. 

To improve the results of the LDA approach even further, the so-called external features were then 
used to deduce rules for emerging topics. External features are the characteristics of the journals, au-
thors and references that could be calculated in the WoS. Rules were established for individual disci-
plines. However, they suffered from the same problem as the regression model, in that the whole sub-
ject of investigation in this thesis is characterized by a small case number. Thus, the generalizability of 
the observations in this thesis is always limited. Nonetheless, it could be shown that emerging topics in 
the individual disciplines are characterized by certain features. Most pronounced, in Engineering, pa-
pers in emerging topics are published in journals with a lower article count and a higher age and with 
the involvement of more authors than those in established topics. In Medicine, collaboration seems to 
be hampered as the number of authors was even lower for emerging topics. These and other features 
were used for the rules, which were derived from a resampled document set that suppressed the differ-
ences in frequency for established and emerging topics. For most disciplines, the number of fields, the 
age of the journal as well as the references’ age, the number of countries and authors were used in the 

102 Such rethinking has already been demanded multiple times by others, see e.g. Opthof (1997). 
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rules. It could be shown that rules can be established for those disciplines in which the number of 
countries and authors is lower for new documents. There are different trends for the disciplines con-
cerning the age of references and the age and fields of the journal. 

The Training Set results legitimated the combination of the two approaches. Thus, the combined ap-
proach that uses both the internal and external features of a publication to assess its novelty was tested.  

Since the rules differed for the disciplines, a mapping between the disciplines in the Training Set and 
those in the Test Set had to be found. In the end, the rules of the disciplines Pharmacology & Toxicol-
ogy, Computer Science and Engineering were tested on four new disciplines: Chemistry, Mathematics, 
Space Science and Material Science. 

The best results in terms of Precision were achieved in Chemistry and Materials Science, with values 
of 50% and 100%, respectively. Mathematics performed the worst, but further investigations showed 
that the Recall in this particular result set accounted for 100%. In other cases, documents were lost 
because the values or thresholds for the disciplines seemed to differ slightly. For instance, in Space 
Science the number of countries was higher than in Engineering in general. 

In all disciplines, the manual effort could be reduced so that only 0.4% to 30% of the initial document 
set needed to be inspected. In combination with the high Precision values, the results seem promising 
for future applications. Nonetheless, for better transferability, a detailed comparison between the fea-
ture values of different disciplines should be performed. 

All in all, it can thus be concluded – based on the results for the Test Set – that the approach was in-
deed able to  
a) find emerging topics in a scientific dataset, 
b) replicate the findings of other approaches that relied on citation analysis, and 
c) sort out the majority of documents belonging to established topics in the dataset. 

This answers the research question about whether it is possible to implement a system for the detection 
of emerging topics based solely on the features available in real-time. As explained above, different 
features were tested while developing the system, so that useful indicators of emerging topics were 
identified. As an additional assessment of the system, Chapter 10 showed – with the help of another 
testing environment – the usage of terms during the emergence of a topic. The results suggest that the 
documents in an emerging topic tend to introduce new and very specific terms which spread neither 
vertically (i.e. across topic boundaries) nor horizontally (i.e. over time).  
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11.2 Outlook 

The approach presented in this thesis could be extended in various ways. Most prominently, features 
that are not restricted to bibliometric data could be used. The system could also be applied to non-
scientific text databases in which the respective metadata could be used analogously. 

The thesis concentrated on bibliometric indicators apart from citations. Of course, other information 
could be used which is not derivable from the bibliometric database used in this thesis. For instance, 
the affiliation of the authors to institutions and projects was not applied, but could provide more in-
sights and indications of the possibilities and limitations of a topic with regard to dispersion and col-
laboration. The transfer to a more general context could also provide new indicator options. Altmet-
rics103 are currently being established in the bibliometric context. They cover alternative measures of 
impact like the number of downloads or accesses to an online publication and the number of refer-
ences to it in Social Media, e.g. Twitter. In this way, Altmetrics could introduce new features in a real-
time environment that are similar but – in a sense – more transparent and honest than citations. 

The work in this thesis on the role of interdisciplinarity in the emergence process of new scientific 
topics was limited in respect to the classification scheme. A more in-depth analysis would be neces-
sary to decide whether the results are independent of the classification system. The same criticism 
applies to the features in the emerging topic detection system, which use the classification system in 
the background – namely, the number of fields for the journals and the references. 

Given the limited data, it was not possible to analyze the role played by the experience and status of 
the authors in the emergence and dissemination of a topic. Furthermore, full-texts were not available 
for the document set, so that all analyses had to be conducted on the basis of titles, abstracts and key-
words. More precise results would certainly be possible with a dataset providing full texts. 

Overall, the approach presented in this thesis represents a first step towards a system to detect emerg-
ing topics at an early stage. The focus here was clearly on the applicability of the system in real-time 
and correspondingly suitable features were selected and assessed. The evaluation results proved to be 
promising in that the system succeeded in detecting most topics. The transfer of the implications ob-
tained here to similar systems in other contexts is highly recommended, especially using internal and 
external features to detect not only emerging topics but also impediments to the advancement of scien-
tific frontiers. 

 
 

103 For a definition, see http://altmetrics.org/manifesto/, last accessed on 2014/03/04. 
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List of Variables, Parameters and Features 

Remark on the notation used in this thesis: For better readability, the capital letters refer to sets of in-
stances themselves as well as to their size. For instance, M denotes the set of documents as an aggrega-
tion of various instances, as well as the number of documents covered in the set, which would be cor-
rectly denoted as |M|. For conciseness, formulars by other authors were adapted to use the same vari-
able names and notations as listed below whenever possible. 

 
Context Abbreviation Meaning 

Bibliometrics h The size of the h-core, i.e. the maximum number of 
publications h for a single author that also received at 
least h citations each 

General a One single author 

 d One single document 

 F (Number of )Features  

 f One single feature 

 J Values of the class feature 

 j One single value of the class feature 

 K Number of topics/clusters generated by an approach 

 k One single topic/cluster 

 M Number of documents/instances 

 Mn Number of “new“” documents 

 Mo Number of “old” documents 

 p probability 

 T Number of actual topics/clusters (in a Gold Standard 
etc.) 

 t One single genuine topic/cluster, also used for 
thresholds 

 V Number of terms 

 w One single term (also used relative to its position n in 
a document d as w(d,n)), also weight in a function 

 X Values of a feature 

 x One single value of a feature 

 Y A time span, e.g. Y years 

 y One single year/also goal value in a regression 

LDA Ft Textual features used in LDA 

 i Number of iterations of an approach, number of tex-
tual input sources for the LDA approach 

 n Average number of documents per topic/cluster or 
number of documents for a single topic/cluster, also 
position of a term in a document 

 nd Number of occurrences of terms for a topic in a 
document 
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Context Abbreviation Meaning 

 nr  Number of assignments of a reference to a topic 

 nw Number of assignments of a word to a topic 

 R Number of references 

 r One single reference 

 rd Number of occurrences of references for a topic in a 
document 

 tw Threshold for “common words” 

 V Number of terms 

 w One single term (also used relative to its position n in 
a document d as w(d,n)), also weight in a function 

 wt Weight of the textual features 

 z Term-topic assignment, in particular z(d,n), i.e. the 
topic for the word w(d,n) 

 z' Reference-topic assignment 

 α Primer for θ 

 β Parameter for φ 

 γ Parameter for Τ 

 θ Dirichlet distribution for the per-document topic 
proportion 

 Τ Multinomial distribution for the per-topic reference 
distribution 

 φ Multinomial distribution for the per-topic word dis-
tribution 

Machine Learning Fβ F-Measure with parameter β 

 H Entropy 

 IG Information Gain 

 P Precision 

 R Recall 

 β weight for F-Measure (see above) 

Regression cit0,..., cit5 The number of citations in a year 0,..., 5 years after 
publication of a specific publication 

 citTotal The total number of citations that a publication re-
ceived in a specific observation period 

 firstyear The year in which a publication is cited for the first 
time 

 maxyear The year in which a publication reaches its maximum 
annual citation rate 

Regression/Rules Age of ref. The average age of the references of a publication; 
the age is calculated as the time span in years be-
tween the current year and the publication year of the 
respective reference 

 Fields of ref. The number of distinct fields to which the references 
of a publication are assigned 
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Context Abbreviation Meaning 

 JIF Journal Impact Factor, for definition see Section 
3.2.3. The value relates to the journal of the respec-
tive publication 

 Journal age The time span between the current year and the year 
of the first coverage of a journal in the database. The 
value relates to the journal of the respective publica-
tion 

 Journal fields The number of distinct fields to which a journal is 
assigned in the WoS source classification system. 
The value relates to the journal of the respective 
publication 

 Journal size The number of articles a journal published per year. 
The value relates to the journal of the respective 
publication 

 newTopic Variable used (especially for regressions) to codify 
whether a publication belongs to an emerging topic 
(1) or not (0) 

 Nr. of author countries The number of distinct countries from which the 
authors are 

 Nr. of authors The number of authors of a publication 

Similarity calculation tc Threshold for connections 

 wr Weight of the references in the similarity calculation 
of two topics 

 Y The time span in years used in the calculation of 
connections between the topic clusters 
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