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#### Abstract

Spacetime foam, which describes the quantum fluctuations of spacetime, is one of the possible characteristics of a quantum theory of gravity. It is important to understand how it can affect particle propagation, in order to be able to attain information from experimental data and shed light on the nature of the gravitational interaction at the very smallest scales (see part If more details).

One of the many approaches to spacetime foam consists in equipping spacetime with a distribution of microscopic structures with nontrivial topology, known as "topological defects" or "spacetime defects." In this thesis, we follow this approach by considering various scenarios where different types of defects are embedded in spacetime, in order to investigate different aspects of spacetime foam.

In particular, we are interested in understanding the effects of a Lorentzinvariant distribution of time-dependent defects on the propagation of particles. This is accomplished in part II for point-like defects, where we find that no modification to the photon dispersion relation is introduced (at most, in a certain extension of the model, the photon can acquire mass). However, this model is very simple and does not take into account the structure and extension of the defects.

In part III we consider the case in which the defects have an extension, and we compare different types of defects. We determine that the dispersion relation of electromagnetic waves is modified in this case and depends not only on the topological structure of the defects but also on their differential structure.

To study the effects of a distribution of extended time-dependent defects, we develop in part IV] a lattice model of spacetime foam and analyze numerically the propagation of a scalar field. The results are in agreement with those in the previous parts.

It has been observed that one of the defect types introduced in part III being a vacuum solution of general relativity, may serve to regularize the Schwarzschild black hole. In part V we study the behavior of geodesics for such a solution. We observe that this regularized solution allows for the appearance of closed time-like curves, though these disappear in a non-eternal model of a black hole.

In part VI, we present the results of our studies.
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## Part I

## Introduction

The main goal that physics is trying to achieve nowadays is the unification of all fundamental interactions - electromagnetic, weak, strong, and gravitationalinto a single fundamental theory. The first three interactions are already described by a very successful and unified model, the standard model of particle physics, which is a quantum field theory with local gauge invariance with respect to the group $S U(3) \times S U(2) \times U(1)$. This model has produced some of the most accurate predictions in the history of physics, which have always been confirmed experimentally. As an example, theoretical estimations of the notorious anomalous magnetic moment of the electron $g-2$ agree with the experimental results at order $10^{-11}$ [1, 2]. The standard model has also predicted the existence of a number of particles that have always been found experimentally, the last example being the Higgs boson responsible for the spontaneous symmetry breaking of the electroweak symmetry $S U(2) \times U(1)$, which has recently been observed at the Large Hadron Collider.

Gravitational interaction is instead described by the classical field theory of general relativity, in which gravitational attraction is described as the effect of the curvature of spacetime caused by the presence of energy. Even in this case, the theory has always been very successfully confirmed by experiments 3]. However, due to the classical nature of this theory, it cannot be reconciled with the other interactions described instead by quantum models. So one would expect general relativity to be just the classical limit of a more fundamental quantum theory of gravity. Unfortunately, standard quantization techniques do not work with this theory, so many alternative approaches are under investigation, the most famous examples of which are represented by string theory and loop quantum gravity.

The main difficulty in constructing a quantum theory of gravity is the lack of experimental data to constrain the theoretical models. As already mentioned, in fact, current experimental results are in very good agreement with both the standard model of particles than with general relativity, and there is no direct evidence of physics beyond these models. In fact, the two theories apply to very different scales, namely the standard model applying to (quantum) microscopic scales and general relativity dealing with (classical) macroscopic scales, and it is therefore a challenging task to test the overlapping region where gravity becomes important at microscopic scales. This is due to the weakness of gravity in particle interactions, which, compared to other forces, makes it completely negligible even at the highest achievable energy scales. The scale at which gravity is expected to become important in particle interactions is the Planck scale, which is 8 orders of magnitude above the energy scale of the highest energy particles ever observed [4].

It is nevertheless of crucial importance to find a way to measure experimentally the effects of gravity at these scales, if one is ever to arrive at building a theory of quantum gravity. One of the more widely accepted features of such a theory is that, due to the uncertainty principle, it should describe quantum fluctuations in spacetime, to which one usually refers using the label 'spacetime foam'. These fluctuations are, in general, expected to affect the propagation of
particles, for example by introducing modifications to particle dispersion relations. These modifications are also expected to become relevant at energy scales comparable to the Planck energy, and there is little hope of directly measuring them at ordinary scales. However, it has been pointed out that these microscopic effects could possibly be magnified in certain circumstances, for example when particles travel through cosmological distances, and become detectable at much lower energy scales. Hence, it is important to investigate how these spacetime fluctuations modify the propagation of particles, since these modifications can be constrained with experimental data, and knowledge on the microscopic structure of spacetime can possibly be obtained.

In this thesis, therefore, we consider different approaches to the study of spacetime foam to understand how different characteristics of the spacetime fluctuations modify the propagation of particles. We take into account very simplified models in which spacetime fluctuations are described classically by nontrivial topological small-scale structures (defects) distributed in spacetime.

In particular, in part $\Pi$ we try to construct a Lorentz-invariant spacetime foam model based on point-like topological defects. In fact, many spacetime foam models cause particles to have Lorentz-violating dispersion relations, but this is usually due to the fact that these models explicitly break Lorentz invariance from the outset. However, this non-invariance is not required a priori, and it is interesting to see what happens when Lorentz invariance is maintained. Moreover, some arguments indicate that Lorentz-violating models may be ruled out on the basis that even tiny modifications in this respect, through radiative corrections, could become excessively large at small energy scales.

In part III, instead, we compare the effects of different static spacetime foam models, which are based on static extended topological defects that are homeomorphic to each other (they have the same topology) but are not diffeomorphic. In particular, we start by reviewing an old result concerning the propagation of electromagnetic waves in a spacetime foam model based on a defect that is obtained by removing a ball from the spatial hypersurface of Minkowski spacetime and identifying antipodal points on its surface. We generalize this result to the case in which the defect is massive. Then, we consider another type of defect that has been obtained recently, and that, unlike the previous one, is a vacuum solution of general relativity. We compare the scalar and electromagnetic wave solutions in the manifold describing this new defect with the solutions obtained for the previous type of defect. Finally, we derive the dispersion relation for electromagnetic waves propagating in a spacetime foam model based on this new type defect.

In part IV, we approach the study of particle propagation in spacetime foam in a different way, i.e. with the aid of numerical calculations. We introduce the discretized action of a scalar field that propagates in a lattice filled with a distribution of extended defects, and we consider both cases discussed in the previous sections, i.e. time-dependent and static defects. This model serves on one hand to investigate the effects of a distribution of extended time-dependent defects, on the other hand to test the analytic results obtained in the previous parts and to explore values of parameters not covered by the analytic models.

In part V , we explore a slightly different topic. It has been observed that the second type of defect discussed in part III (which is a vacuum solution of general relativity) can be interpreted as a regularization of the standard Schwarzschild black hole solution. Away from the defect surface, the two solutions are in-
deed diffeomorphic. Moreover, the defect solution is regular everywhere, so it cures the Schwarzschild singularity albeit at the price of introducing a nontrivial topology. Here, we investigate the behaviors of the geodesics in this defect metric and compare them with standard Schwarzschild results.

Finally, in part VI we present the conclusions of our studies.

## 1 General overview of spacetime foam and Lorentz violation

Before introducing the specific spacetime foam models studied in this work, we want to provide in this section a more detailed introduction to the concepts of spacetime foam and Lorentz violation.

### 1.1 Spacetime foam

Spacetime foam (or quantum foam) is a concept introduced by Wheeler 5, 6] to indicate the quantum fluctuations of spacetime. This is a widely accepted feature of gravitational interaction despite the fact that, until now, there is no experimental evidence to support it. Nevertheless, if gravitational interaction were to be described ultimately by a quantum theory, then it must definitely display quantum fluctuations. It is an intrinsic property of quantum mechanics that the result of any measurement of an observable $A$ in a general state $\psi$ is afflicted by uncertainty

$$
\begin{equation*}
\delta A=\sqrt{\left\langle\hat{A}^{2}\right\rangle_{\psi}-\langle\hat{A}\rangle_{\psi}^{2}}, \tag{1.1}
\end{equation*}
$$

where $\langle\hat{A}\rangle_{\psi}$ is the expectation value of the operator $\hat{A}$ in the state $\psi$. Moreover, an uncertainty relation holds between the fluctuations of two non-commutating observables $A$ and $B$

$$
\begin{equation*}
\delta A \delta B \geq\left|\frac{1}{2 i}[\hat{A}, \hat{B}]\right| \tag{1.2}
\end{equation*}
$$

Considering, for example, the position and momentum operator with standard commutation relation $\left[\hat{x}_{i}, \hat{p}_{j}\right]=i \hbar \delta_{i j}$, this equation provides the uncertainty relation $\delta x_{i} \delta p_{i} \geq \hbar / 2$.

Experimental evidence of quantum fluctuations has been observed in a wide range of phenomena, both in quantum mechanics and in quantum field theories. Consider, for example, the vacuum state of the standard model of particles. Due to quantum fluctuations, this state is not really empty but can be depicted as a continuous bubbling of virtual particles that appear and vanish everywhere in spacetime for a very short time (in fact, the uncertainty relation between time and energy, $\delta E \simeq \hbar /(2 \delta t)$, tells us that the shorter the temporal scale of the fluctuations, the higher their energy). The effects of these virtual particles have been observed experimentally. In quantum electrodynamics (QED), the appearance of virtual electron-positron pairs affects the propagation of photons - the so-called vacuum polarization - so that the electric charge is effectively screened. Such a screening effect depends on the distance away from the electric charge, so that, in an atom, electrons closer to the nucleus perceive a larger charge than distant electrons (Lamb Shift) [7]. Another example is the Casimir effect, which also can be explained in terms of quantum vacuum fluctuations [8].

In the same way that fields in a quantum field theory (e.g. the electron field in QED) display quantum fluctuations, we would expect the metric describing the geometry of spacetime to display fluctuations in a quantum theory of gravity. As discussed by Wheeler, such fluctuations should affect both the geometry and the topology of spacetime, and they are expected to become important at the Planck scale. Indeed, at the Planck scale, the strength of the gravitational field becomes comparable to that of the other forces, and the (quantum) gravitational interaction between fundamental particles cannot be neglected, as it is, instead, in the present formulation of quantum field theory. We can use a simple argument [9] to arrive at this result. Consider a photon of wavelength $\lambda=c / \nu$. From quantum mechanics, we know that the energy carried by this photon is $E=2 \pi \hbar c / \lambda$. On the other hand, special relativity tells us that this energy is equivalent to the mass $m=E / c^{2}$ which, due to general relativity, curves the geometry of spacetime. To quantify this effect, we can calculate the Schwarzschild radius $r_{S}$ associated with the mass $m$ and compare it with the wavelength of the photon, in which case we obtain

$$
\begin{equation*}
r_{S}=\frac{2 G m}{c^{2}}=4 \pi \frac{\hbar G}{c^{3}} \frac{1}{\lambda}=4 \pi \frac{\ell_{P}^{2}}{\lambda} \tag{1.3}
\end{equation*}
$$

where $\ell_{P} \simeq 1.6 \times 10^{-35} \mathrm{~m}$ is the Planck length. We observe that the Schwarzschild radius associated with photons with wavelengths much larger than the Planck length is negligible with respect to the wavelength itself, $r_{S} \ll \lambda$. This means that spacetime around the photon is almost exactly flat and we can therefore ignore its gravitational field. However, this is not the case when the photon wavelength approaches the Planck length. In this case, the Schwarzschild radius becomes comparable to the wavelength and we cannot avoid taking into account the photon's gravitational field. In particular, for $\lambda<2 \sqrt{\pi} \ell_{P}$, we have $r_{S}>\lambda$ and the photon seems to have no option but to collapse into a microscopic black hole, at least according to classical general relativity. Nonetheless, the classical formulation of general relativity is expected to break down at this scale in favor of a quantum theory of gravity. One can infer this conclusion not only from analogy with the other interactions (which are described, at the microscopic level, by quantum theories), but also from the observation that it seems impossible to couple a classical metric field to quantum matter fields without running into inconsistencies [10]. Unfortunately, standard quantization approaches do not work for general relativity and, up till now, there is no definitive answer on to how quantize gravity.

To derive an estimate of the magnitude of the metric fluctuations, we can initially proceed simply on the basis of dimensional considerations. Consider the Einstein field equations

$$
\begin{equation*}
G_{\mu \nu}=\frac{8 \pi G}{c^{4}} T_{\mu \nu} \tag{1.4}
\end{equation*}
$$

Since the Einstein tensor $G_{\mu \nu}$ is given by second-order derivatives of the metric, we can express it as $G_{\mu \nu} \sim g_{\mu \nu} / L^{2}$, where $L$ is some length scale. In the same way, the stress-energy tensor $T_{\mu \nu}$ has dimensions of energy density $T_{\mu \nu} \sim$ $E / L^{3}$. If, as before, we consider a photon with energy $E=2 \pi \hbar c / \lambda$, from the uncertainty principle we obtain a fluctuation in its energy at the scale $L=\lambda$, given by $\delta E \sim \hbar c / L$. Inserting these expressions into the Einstein equations we


Figure 1: Pictorial representation of spacetime foam. The structure of spacetime, which appears smooth and flat at large scales, becomes very complicated and topologically nontrivial at the Planck scale. Image from Ref. 11
obtain

$$
\begin{equation*}
\frac{\delta g_{\mu \nu}}{L^{2}} \sim \frac{8 \pi G}{c^{4}} \frac{\delta E}{L^{3}} \Longrightarrow \delta g_{\mu \nu} \sim \frac{\ell_{P}^{2}}{L^{2}} \tag{1.5}
\end{equation*}
$$

from which we see that, indeed, the fluctuations become important at scales comparable with the Planck scale.

A more reliable estimation [12] of the fluctuations' magnitude can be obtained in the context of linearized gravity which, as it is not afflicted by the nonlinear nature of general relativity, can be quantized by employing standard quantization techniques. Linearized gravity is obtained by assuming the metric field is described by a background static metric, and for simplicity we consider this to be the Minkowski metric $\eta_{\mu \nu}$, plus a perturbation $h_{\mu \nu}$ which must be determined from the Einstein equations, explicitly

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu} . \tag{1.6}
\end{equation*}
$$

Given this assumption, the Ricci scalar turns out to be

$$
\begin{equation*}
R=\partial_{\mu} \partial_{\nu} h^{\mu \nu}-\partial^{2} h \tag{1.7}
\end{equation*}
$$

where $h=h^{\mu}{ }_{\mu}=\eta^{\mu \nu} h_{\mu \nu}$. Inserting this expression into the Einstein-Hilbert action

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}\left(\frac{c^{4}}{16 \pi G} R+\mathcal{L}_{\text {matter }}\right) \tag{1.8}
\end{equation*}
$$

expanded at the second order in $h_{\mu \nu}$ gives

$$
\begin{equation*}
S=-\frac{\hbar}{32 \pi \ell_{P}^{2}} \int d^{4} x h^{\mu \nu} \partial^{2} h_{\mu \nu}+c \int d^{4} x h^{\mu \nu}\left(T_{\mu \nu}-\frac{1}{2} T \eta_{\mu \nu}\right)+\mathcal{O}\left(h^{3}\right) . \tag{1.9}
\end{equation*}
$$

Observing that this expression in vacuum, $T_{\mu \nu}=0$, is analogous to the action of a free massless scalar field, quantization can be performed in a straightforward
manner. One finds that the correlator of field $h_{\mu \nu}$ can be expressed in terms of the correlator of a quantum scalar field $\phi$

$$
\begin{equation*}
\langle h(t, \vec{x}) h(t, \vec{y})\rangle=\frac{16 \pi \ell_{P}^{2}}{\hbar}\langle\phi(t, \vec{x}) \phi(t, \vec{y})\rangle=\frac{8 \ell_{P}^{2}}{\pi(\vec{x}-\vec{y})^{2}}, \tag{1.10}
\end{equation*}
$$

where we consider the special case of an equal time propagator. Observing that the quantum propagator is a measure of the fluctuations of the field, by setting $L=|\vec{x}-\vec{y}|$ we obtain

$$
\begin{equation*}
\delta h \sim \sqrt{\langle h(t, \vec{x}) h(t, \vec{y})\rangle} \Longrightarrow \delta g_{\mu \nu} \sim \frac{\ell_{P}}{L} . \tag{1.11}
\end{equation*}
$$

This expression differs from that derived previously, but again it shows that vacuum fluctuations of the metric become important at the Planck scale (see Fig. 11.

We stated briefly that not only the geometry but also the topology of spacetime should be afflicted by these fluctuations - this is a widely accepted conclusion, and there are actually a couple of arguments in its favor [12. The first is simply that, since vacuum fluctuations of the metric below the Planck scale become much more larger than the metric itself ( $\delta g \gg g \sim 1$ ), they can be better described by a change in topology than by a change in geometry. The second is based on the Feynman path integral approach to quantization. Observing that in standard quantum field theory one has to sum over all possible configurations of a field, independently of the fact that they are well-behaved, in the same way in quantum gravity one should sum over all possible geometries independently of their topology.

We have tried to provide some simple arguments in favor of the concept of spacetime foam; however, lacking a definitive theory of quantum gravity, we must be careful when dealing with these arguments and bear in mind that they could turn out to be false in the end. In fact, they are based on the assumption that the description of spacetime in terms of manifold, metric, and Einstein field equations is still possible (in some quantized form) at the Planck scale. Nevertheless, it could also be that these notions are emerging classical manifestations at large scales of a completely different quantum theory at the Planck scale 13, 14 .

Given the fact that there is no definitive theory on quantum gravity, many different approaches to the treatment of spacetime foam have been explored. Just to list a few examples, we can cite Refs. [15, 16, 17], where a path integral approach to spacetime foam is considered, Ref. [18], where an algebraic approach is proposed, Refs. [19, 20, 21, where spacetime foam is discussed in the context of string theory, Ref. [22], where spacetime foam is discussed in the context of loop quantum gravity, Refs. [23, 24, where spacetime foam is modeled as a gas of wormholes, Ref. [25], where an approach based on random walks is introduced, Ref. [26, 27, where a holographic model of spacetime foam is discussed, and so on.

Interest in these models resides principally in understanding how the quantum fluctuations of spacetime affect the propagation of particles. In fact, if they produce any kind of modifications, these should be, in principle, experimentally observable, thereby providing some experimental ground on which to construct a suitable theory of quantum gravity. The main difficulty in this direction is indeed the lack of any experimental data, due to the smallness of the Planck scale,
which is far below the experimental capability of current technology. As an example, consider the Large Hadron Collider (LHC), which at present is the most powerful particle accelerator in the world and is supposed to be able to reach energy in the center of the mass of proton-proton collisions of $E_{C M} \sim 10^{13} \mathrm{eV}$ [28]. This is, however, 15 orders of magnitude below the Planck energy $E_{P} \sim 10^{28} \mathrm{eV}$ at which quantum gravity fluctuations are expected to become important, and Eq. (1.11) tell us that the effects of these fluctuations at energy scale $E_{C M}$ should be suppressed as $\delta g_{\mu \nu} \sim E_{C M} / E_{P} \sim 10^{-15}$. At the same time, ultrahigh energy cosmic rays (UHECRs) reach energies of $E_{c r} \sim 10^{21} \mathrm{eV}$ [4, which are also way below Planck energy. One might even wonder if there will ever be any chance of measuring these quantum gravitational effects.

The hope is that, even if it is not possible to probe the Planck scale directly, it is nevertheless possible to measure some of its consequences at lower energies. A strong argument in favor of this idea has been proposed in Ref. [29], where it is argued that the tiny effects of spacetime fluctuations on the propagation of cosmic rays can sum up over the huge distances traveled by these particles and eventually become measurable. Another argument is discussed in Ref. 31, where it is shown that, even if spacetime fluctuations are negligible at the energy scale of ordinary particles, they are not for virtual particles that enter loop diagrams (since these are integrated over all possible values of energy), in which case these effects can show up as radiative corrections, even for low-energy particles.

From these considerations, it seems worthwhile investigating how spacetime foam affects the propagation of particles. The principal effect expected in the majority of the approaches to spacetime foam is a modification of particle dispersion relations, as if foamy spacetime could be represented by a dispersive medium with a nontrivial refractive index. This is usually associated with a violation of Lorentz symmetry, due to the presence in these models of terms that explicitly or spontaneously break this symmetry. Given the importance of this phenomenon we will discuss it more in detail in subsection 1.2, The modifications introduced by spacetime foam can lead to phenomena which do not occur in Minkowski space such as the appearance of an energy-dependent velocity of propagation for photons, vacuum birefringence, vacuum Cherenkov radiation, decoherence, blurring images of distant sources, and so on. See Ref. [30) for more details.

Before discussing Lorentz violation, we wish to provide some information on the particular spacetime foam models investigated in this work. We consider a very simplified situation in which spacetime foam is described at the classical level, i.e. we introduce a classical manifold endowed with a given distribution of nontrivial microscopic structures (representing the spacetime fluctuations) in which the particles propagate. To arrive at a quantum model, in the path integral formalism, we should sum over all possible distributions. Another simplification is that we build our foam model out of one particular microscopic structure, i.e. a specific type of topological defect, while, according to the idea of quantum fluctuation, any kind of microscopic structure should be taken into account.

To be more specific, in part $\Pi$ we try to build a Lorentz-invariant spacetime foam model made up of point-like topological defects; in reality, there is no reason a priori why spacetime foam must break Lorentz symmetry. Moreover, it has been pointed out in Ref. 31, and further discussed in Refs. 32, 33,
that even microscopic Lorentz-violating contributions at the Planck scale should affect low-energy particles (through radiative effects) with very large contributions that are not experimentally observed. On this basis, it is interesting to investigate spacetime foam models that preserve Lorentz invariance.

In part III, instead, we consider static but extended topological defects. In this case, we investigate how defects with the same topological structure but with different differential structures influence the propagation of particles. In fact, the model of part II dealing with point-like defects, does not take into account the internal structure of the defects. But the defects are expected to have an extension and therefore can be endowed with different topological and differential structures. It is interesting to investigate how these structures affect the propagation of particles.

### 1.1.1 Topological defects

Here, we want to sketch in a bit more detail the concept of topological defect, as introduced above. Topological defects [34] are usually discussed in cosmology and condensed matter theory, and in these contexts they are defined as topological solitons, i.e. non-perturbative solutions of the field equations that are topologically distinct from the vacuum solution. In the context of cosmology, they are expected to originate during symmetry-breaking phase transitions in the early universe, such as the electroweak symmetry-breaking described by the Higgs mechanism. Depending on which particular symmetry is broken, different types of defect can originate. In cosmology, one finds four possible type of defects, namely domain walls, cosmic strings, magnetic monopoles, and textures. It is usually to these particular structures that one refers by using the term "topological defect".

In the context of spacetime fluctuations, we class as a topological defect any microscopic structure of spacetime with non-trivial topology. The most notorious example of these defects is represented by the wormhole, which, firstly introduced in Ref. [5], can be obtained by removing two regions of spacetime and identifying their boundary. This is usually schematically depicted as in Fig. 2, where the two removed regions, the "mouths", are connected by a tunnel. In this work, however, we will not deal with Wheeler wormholes but


Figure 2: Pictorial representation of a Wheeler wormhole. Image from Ref. [5] with simpler types of defect. In particular, in part III, we consider a (static)
defect obtained by removing a single region of space and identifying antipodal points on its boundary, as illustrated in Fig. 3. Observe that, as it happens for


Figure 3: Schematic representation of a defect with antipodal points on the boundary identified. Image from Ref. 67]
the wormhole, the first homotopy group of this defect is nontrivial. Moreover, it can be shown that the topology of the defect embedded in Minkowski spacetime is $\mathbb{R} \times\left(\mathbb{R} P^{3}-\{0\}\right)$, where $\mathbb{R} P^{3}$ is the 3-dimensional projective space.

In part II, instead, we consider a defect represented by a single point removed from Minkowski spacetime $\left(M=\mathbb{R}^{4}-\{0\}\right)$. We observe that the first (and second) homotopy group in this case is trivial but higher homotopy groups are not, and so we can conclude that $M$ and Minkowski spacetime are really topologically inequivalent manifolds.

### 1.2 Lorentz violation

We can now give a brief introduction to the topic of Lorentz violation. Lorentz invariance is a well-established result of standard physics. In particular, the standard model of particles is formulated to be Lorentz-invariant, which means that its action is constructed to be invariant under the special orthogonal group in Minkowski spacetime $S O(1,3)$, defined as the group of transformations that preserve the Minkowski metric $\eta_{\mu \nu}=\operatorname{diag}(-1,1,1,1)$, explicitly

$$
\begin{equation*}
\Lambda_{\mu}^{\nu} \in S O(1,3) \Longleftrightarrow \Lambda_{\mu}^{\rho} \Lambda_{\nu}^{\sigma} \eta_{\rho \sigma}=\eta_{\mu \nu} \tag{1.12}
\end{equation*}
$$

From this relation, one can immediately see that scalar products (obtained by contracting two vectors with the metric) are Lorentz-invariant

$$
\begin{equation*}
p^{\prime} \cdot k^{\prime}=\eta_{\mu \nu} p^{\prime \mu} k^{\prime \nu}=\eta_{\mu \nu} \Lambda_{\rho}^{\mu} p^{\rho} \Lambda_{\sigma}^{\nu} k^{\sigma}=\eta \rho \sigma p^{\rho} k^{\sigma}=p \cdot k . \tag{1.13}
\end{equation*}
$$

It is also well-established, both theoretically and experimentally, that any result obtained in the context of the standard model is Lorentz-invariant, and that no spontaneous Lorentz symmetry breaking can occur in this theory. This is an extremely useful result because, if a violation of Lorentz symmetry were ever to be detected, one would know immediately that it is due to physics beyond the standard model. On the other hand, it is a common feature of quantum gravity models to display violations of Lorentz invariance, both by introducing terms that explicitly break the symmetry or by allowing for mechanisms that break it spontaneously (as discussed, for example, in Ref. 35] in the context of string theory).

A violation of Lorentz symmetry, in general, will result in a modification of the dispersion relation of particles, such as

$$
\begin{equation*}
E^{2}=p^{2}+m^{2}+f(E, p, \alpha), \tag{1.14}
\end{equation*}
$$

where the parameter $\alpha$ is related to the scale at which the new physics appear (the Planck scale in the case of quantum gravity). This result can be used to constrain or falsify the particular spacetime foam or quantum gravity model one is investigating.

As a simple toy example, we can consider the case in which Lorentz invariance is explicitly broken by the introduction of a preferred direction $n_{\mu}=$ $\{1,0,0,0\}$ (this can be achieved, for example, by considering a static spacetime foam model). We assume also that this preferred direction modifies the equation of motion of a massless scalar field in two different ways corresponding to two different models, for example with the term $\alpha n_{\mu} \partial^{\mu} \phi$ in one case and $\alpha^{\prime} n_{\mu} \partial^{\mu} \partial^{2} \phi$ in the other (observe that $\alpha$ and $\alpha^{\prime}$ have different dimensionality). For the two cases, we obtain the modified dispersion relations

$$
\begin{equation*}
E^{2}=\alpha p+p^{2}, \quad E^{2}=p^{2}+\alpha^{\prime} p^{3} \tag{1.15}
\end{equation*}
$$

and, calculating the group velocity $\left(v_{g}=\partial E / \partial p\right)$, we see that in both cases the velocity of the particle depends on its frequency. However, in the first case the velocity increases at small frequencies, while in the second case it increases at large frequencies. Since experimentally we do not observe anomalous variations in the velocity of particles at small energies, we can reject the first model, while measuring the behavior of high-energy particles can constrain the parameter $\alpha^{\prime}$ in the second model.

A useful framework for dealing with Lorentz violation is the standard model extension [36, which provides an extension of the standard model of particles in which all possible Lorentz-violating terms that can arise from a more fundamental theory as the effect of spontaneous symmetry breaking are taken into account. The importance of this model resides in its generality and the fact that it is independent of the underlying theory. From an experimental point of view, one can simply deal with the parameters of the model, while from the theoretical standpoint, one simply has to use these parameters to constrain the particular model at hand. For example, the extended quantum electrodynamics Lagrangian is given by

$$
\begin{equation*}
\mathcal{L}_{S M E}=\mathcal{L}_{S M}+\mathcal{L}_{L V} \tag{1.16}
\end{equation*}
$$

where $\mathcal{L}_{L V}$ is the Lorentz-violating Lagrangian and $\mathcal{L}_{S M}$ is the standard QED Lagrangian

$$
\begin{equation*}
\mathcal{L}_{S M}=\frac{i}{2} \bar{\psi}_{n} \gamma^{\mu} \stackrel{\leftrightarrow}{D}{ }_{\mu} \psi_{n}-m_{n} \bar{\psi}_{n} \psi_{n}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \tag{1.17}
\end{equation*}
$$

where $n=1,2,3$ indicates the lepton family, the covariant derivative is given by $D_{\mu}=\partial_{\mu}+i q A_{\mu}$, and the field strength is $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$. The Lorentzviolating terms in $\mathcal{L}_{L V}$ can be grouped accordingly to their behavior under CPT
transformation and are given by

$$
\begin{align*}
\mathcal{L}_{\text {lepton }}^{(+)}= & -\frac{1}{2}\left(H_{l}\right)_{\mu \nu n m} \bar{\psi}_{n} \sigma^{\mu \nu} \psi_{m}+\frac{i}{2}\left(c_{l}\right)_{\mu \nu n m} \bar{\psi}_{n} \gamma^{\mu} \stackrel{\leftrightarrow}{D^{\nu}} \psi_{m}+ \\
& +\frac{i}{2}\left(d_{l}\right)_{\mu \nu n m} \bar{\psi}_{n} \gamma_{5} \gamma^{\mu} \stackrel{\leftrightarrow}{D^{\nu}} \psi_{m}, \\
\mathcal{L}_{\text {lepton }}^{(-)}= & -\left(a_{l}\right)_{\mu n m} \bar{\psi}_{n} \gamma^{\mu} \psi_{m}-\left(b_{l}\right)_{\mu n m} \bar{\psi}_{n} \gamma_{5} \gamma^{\mu} \psi_{m},  \tag{1.18}\\
\mathcal{L}_{\text {photon }}^{(+)}= & -\frac{1}{4}\left(k_{F}\right)_{\mu \nu \rho \sigma} F^{\mu \nu} F^{\rho \sigma}, \\
\mathcal{L}_{\text {photon }}^{(-)}= & \frac{1}{2}\left(k_{A F}\right)^{\mu} \epsilon_{\mu \nu \rho \sigma} A^{\nu} F^{\rho \sigma},
\end{align*}
$$

where $(+)$ indicates a CPT even term, while $(-)$ is a CPT odd term. Note that these terms preserve gauge invariance and power counting renormalizability. From this extended Lagrangian, it is possible to derive the dispersion relations for the leptons and photons given in the high energy limit $\left(M_{P l} \gg E \gg m\right)$ by [37]

$$
\begin{array}{ll}
E_{e}^{2}=m_{e}^{2}+p^{2}+f_{e}^{(1)} p+f_{e}^{(2)} p^{2}, & \text { electron } \\
E_{\gamma}^{2}=\left(1+f_{\gamma}^{2}\right) p^{2}, & \text { photon } \tag{1.19}
\end{array}
$$

where the coefficients $f_{A}^{(i)}$ are obtained from the coupling parameters in $\mathcal{L}_{L V}$. Note that, since the standard model can be interpreted very well as an effective theory, the requirement for power counting renormalizability is often dropped and other terms are allowed to enter into the dispersion relations. Hence, the dispersion relations for electrons and photons can be expressed more generally as

$$
\begin{array}{ll}
E_{e}^{2}=m_{e}^{2}+p^{2}+\eta_{e}^{(n)} \frac{p^{n}}{M_{P l}^{n-2}}, &  \tag{1.20}\\
& \text { electron } \\
E_{\gamma}^{2}=p^{2}+\eta_{\gamma}^{(n)} \frac{p^{n}}{M_{P l}^{n-2}}, &
\end{array}
$$

### 1.2.1 Experimental tests

Ultra high-energy cosmic/gamma rays (UHECR/UHEGR) are the best experimental candidates for measuring the tiny effects (corresponding to Lorentzviolating modified dispersion relations for particles) of spacetime fluctuations. As mentioned previously, in fact, these phenomena possess two important features that add up to and increase the chances of probing very small scales (possibly even the Planck scale at which quantum gravity effects are expected to appear). The first characteristic is the energy of these particles, $E \sim 10^{20} \mathrm{eV}$, which is much higher than the energies obtainable with current technology. The second is the cosmological distance traveled by these particles, which can magnify microscopic effects. Note that, on the other hand, lack of knowledge on the precise composition of cosmic rays and their emission mechanisms, as well as the lack of a large experimental sample, is a significant source of error.

The idea that the cosmological distance traveled by high-energy particles is a crucial characteristic is based on considerations about the time of flight of photons [25]. As we have observed, a Lorentz-violating modified dispersion relation implies an energy-dependent velocity of propagation, in which case two particles with different energies will take different times to travel the same
distance $d$. According to Eq. 1.20), the time difference for two photons of momenta $p_{1}$ and $p_{2}$ is

$$
\begin{equation*}
\Delta t^{(n)}=\frac{n-1}{2} \frac{p_{2}^{n-2}-p_{1}^{n-2}}{M_{P l}^{n-2}} \eta_{\gamma}^{(n)} d, \tag{1.21}
\end{equation*}
$$

and increases linearly with the distance $d$. Consequently, the greater the distance traveled by the particles, the greater the time difference $\Delta t$. This formula is based on the assumption that the photons are emitted at the same time, but the aforementioned incomplete understanding of how high-energy gamma rays are produced (for example, in gamma ray bursts) introduces a large systematic error into this type of measurement.

Other methods used to constrain the parameters of the modified dispersion relations 1.20 include, for example, vacuum birefringence, based on the fact that in principle different helicity states can be described by different dispersion relations, threshold reactions, based on the fact that modified dispersion relations can allow for otherwise forbidden processes such as photon decay or vacuum Cherenkov radiation, UHECR interactions with the cosmic microwave backgrounds, based on the fact that the GZK limit on the energy of cosmic rays could be altered by Lorentz-violating modifications, and so on. See Ref. 37 for more details on these kinds of measurement.

## Part II

## Spacetime foam from time-dependent, point-like defects

In this part, we present a Lorentz-invariant spacetime foam model and study how it affects the propagation of particles. As mentioned in the introduction, spacetime foam describes the quantum fluctuations of spacetime that originate from applying the uncertainty principle to gravity in an eventual quantization of this interaction. As pointed out in Ref. [6], these fluctuations may, in principle, affect both the geometry and the topology of the spacetime manifold. In this part (as well as in the rest of this thesis), we are mostly interested in the study of the second type of fluctuation, namely topological fluctuations.

From the uncertainty principle, these fluctuations are expected to be larger at smaller scales. We can therefore assume that nontrivial topological structures will show up only at very small scales (comparable to the Planck scale). Since ordinary particles have energies (and consequently resolving power) far below the Planck scale, we can safely avoid describing the structure of the fluctuations and just consider them to be simply point-like defects.

Also, since these defects originate from quantum fluctuations, they should be properly described by a quantum model. However, in this work, we consider the simpler case in which they are described by classical objects. As a result, spacetime foam can be represented by a classical background field which, through its interaction with elementary particles, affects their propagation dynamics.

In the following, we start by introducing the basic features that characterize the defects and their distribution in spacetime. Then, we show how the classical background field describing the spacetime foam can be obtained in general and how it affects the propagation of particles. Finally, we introduce a specific model to describe, more accurately, the propagation of photons in such a spacetime foam. We observe that, as long as the properties of the model remain Lorentzinvariant, the dispersion relation of the photon remains unchanged. We observe also that a possible modification of the photon dispersion relation can be obtained in a certain extension of the model (which maintains Lorentz invariance), and this modification is the appearance of a photon mass.

## 2 Basic features

In this section, we introduce the fundamental characteristics upon which the spacetime foam model that we want to study is constructed, namely the CPT anomaly and sprinkling. The CPT anomaly is an anomalous contribution to the field action that originates from the non-trivial topology of the defects (i.e. the fundamental constituents of the spacetime foam). Sprinkling, instead, is a procedure that allow us to distribute the defects into spacetime in a Lorentzinvariant manner.

### 2.1 CPT anomaly

It has been shown [38, 39] that, in certain chiral gauge theories defined over a manifold with nontrivial topology (e.g. with a compact spatial dimension), a CPT anomaly can appear. Observe that, due to the theorem proved in Ref. [41], such a violation of the CPT symmetry necessarily implies a violation of the Lorentz symmetry. In Ref. [40, the appearance of the CPT anomaly has been derived in case the nontrivial topology is realized at small scales (due to the presence of a static topological defect). A spacetime foam model obtained by averaging the effects of many defects distributed in spacetime has been introduced, and modified dispersion relations for scalar and photons derived accordingly. It should be noted, however, that due to the static nature of the defects, the spacetime foam model obtained in this way is intrinsically Lorentz-violating. Here, we want to generalize this result to the case of time-dependent defects so that we can construct a Lorentz-invariant spacetime foam model.

We start by briefly summarizing the framework of Ref. [40]. The manifold considered in this work is $M=\mathbb{R} \times M_{3}$, where $M_{3}=\mathbb{R} \times\left(\mathbb{R}^{2}-\{0\}\right)$, and $M$ is equipped with the Minkowski metric $\eta_{\mu \nu}=\operatorname{diag}(1,-1,-1,-1)$. The gauge group considered is $S O(10)$ (which, we recall, contains the standard model as a subgroup) with gauge fields $B_{\mu}(x)$ and Weyl fermions $\psi_{\alpha}(x)(\alpha=1,2$ is a spinor index) in the $\mathbf{1 6}$ representation. The fermionic action is given by

$$
\begin{equation*}
S(\psi, \bar{\psi}, B)=i \int_{M} d^{4} x \bar{\psi} \bar{\sigma}^{\mu}\left(\partial_{\mu}+B_{\mu}\right) \psi, \tag{2.1}
\end{equation*}
$$

where $\bar{\sigma}=\left(\mathbb{1}, \sigma^{1}, \sigma^{2}, \sigma^{3}\right)$, and $\sigma^{i}$ are the Pauli matrices. One is interested in the effective action $\Gamma(B)$ for the gauge fields obtained by integrating out the chiral fermions

$$
\begin{equation*}
e^{i \Gamma(B)}=\int \mathcal{D} \psi \mathcal{D} \bar{\psi} e^{i S(\psi, \bar{\psi}, B)} \tag{2.2}
\end{equation*}
$$

By introducing cylindrical coordinates around the linear defect, and then choosing a special class of gauge fields, $B^{\prime}$, which are $\phi$-independent and with vanishing components along $\phi$ ( $\phi$ being the angular variable), one is able to integrate over the $\phi$ variable in the fermionic action 2.1. The result is a new 3 -dimensional action that contains an infinite sum over Dirac fermions $\eta_{n}(x)$ $(n \in(-\infty, \infty))$. From this action, one can finally determine the contribution to the effective gauge field action $\Gamma\left(B^{\prime}\right)$ corresponding to the sector $n=0$ (that describes a massless fermion). Such a contribution contains the CPT anomaly and is given by

$$
\begin{equation*}
\Gamma_{C P T}\left(B^{\prime}\right)=\int_{M} d^{4} x \frac{x^{1} \omega_{C S}\left(B_{0}^{\prime}, B_{1}^{\prime}, B_{3}^{\prime}\right)+x^{2} \omega_{C S}\left(B_{0}^{\prime}, B_{2}^{\prime}, B_{3}^{\prime}\right)}{2 \sqrt{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}} \tag{2.3}
\end{equation*}
$$

in which $\omega_{C S}$ is the Chern-Simons density [42, 43]

$$
\begin{equation*}
\omega_{C S}\left(B_{0}, B_{1}, B_{2}\right)=\frac{\epsilon^{\mu \nu \rho}}{16 \pi^{2}} \operatorname{tr}\left(B_{\mu \nu} B_{\rho}-\frac{2}{3} B_{\mu} B_{\nu} B_{\rho}\right) \tag{2.4}
\end{equation*}
$$

where $\epsilon^{\mu \nu \rho}$ is the 3 -dimensional Levi-Civita symbol and $B_{\mu \nu}$ is the Yang-Mills field strength tensor, $B_{\mu \nu}=\partial_{\mu} B_{\nu}-\partial_{\nu} B_{\mu}+\left[B_{\mu}, B_{\nu}\right]$. Restricting this result to the Abelian subgroup $U(1) \subset S O(10)$ corresponding to electromagnetism
(whose gauge field has been renamed $A_{\mu}$ ), one obtains the anomalous contribution to the effective electromagnetic action

$$
\begin{equation*}
\Gamma_{C P T}(A)=\frac{1}{32 \pi} \int_{\mathbb{R}^{4}} d^{4} x f_{M}(x ; A) \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu}(x) F_{\rho \sigma}(x), \tag{2.5}
\end{equation*}
$$

where $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$ and $f_{M}(x ; A)$ is a functional that carries the imprint of the topological structure of the defect.

A static spacetime foam model is obtained by considering a random uniform distribution of defects in space. Since it is not possible to calculate directly the CPT anomalous term for many defects, one assumes that the contributions from the individual defects add up incoherently, resulting in a static background field $g(\vec{x})$. Hence, the photon action in this spacetime foam model takes the form

$$
\begin{equation*}
S_{\text {photon }}=-\frac{1}{4} \int_{\mathbb{R}^{4}} d^{4} x\left\{F_{\mu \nu}(x) F^{\mu \nu}(x)+g(\vec{x}) \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu}(x) F_{\rho \sigma}(x)\right\} \tag{2.6}
\end{equation*}
$$

The background field is assumed to vanish on average and to vary over length scales much smaller than the photon wavelength ( $a \ll \lambda$, where $a^{3}=1 / \rho$ and $\rho$ is the 3 -dimensional number density of defects $\left.\rho=\left\langle N\left(V_{3}\right) / V_{3}\right\rangle\right)$. This is explicitly given by

$$
\begin{equation*}
g(\vec{x})=\lambda \sum_{n} \epsilon_{n} h\left(\vec{x}-\vec{x}_{n}\right), \tag{2.7}
\end{equation*}
$$

where $h\left(\vec{x}_{n}\right)$ is the contribution of the defect placed at the random position $\vec{x}_{n} \in \mathbb{R}^{3}$ and the numbers $\epsilon_{n}= \pm 1$ are assigned randomly to each defect (so that the total contribution vanishes on average). From Eq. (2.6), it is possible to obtain the modified dispersion relation

$$
\begin{equation*}
\omega^{2}=\left(1-a_{0}\right) c^{2} \vec{k}^{2}-a_{1} c^{2} \vec{k}^{4}+\ldots, \tag{2.8}
\end{equation*}
$$

where the positive coefficients $a_{i}$ can be calculated once the specific form of $h(\vec{x})$ is given.

Here, we want to generalize this approach to the case where the defects are time-dependent. Explicitly, we consider a topological defect described by the manifold $M=\mathbb{R}^{4}-\{0\}$ equipped with the standard Minkowski metric $\eta_{\mu \nu}=\operatorname{diag}(1,-1,-1,-1)$ (that is, Minkowski spacetime with a single point removed). We then make the assumption that such a spacetime causes an anomalous contribution to the electromagnetic action analogous to that derived for a static defect (Eq. (2.5)). We can obtain a (non-static) spacetime foam model by randomly distributing the defects in spacetime according to a uniform distribution with (4-dimensional) number density $\rho=\left\langle N\left(V_{4}\right) / V_{4}\right\rangle$, where again the contributions from individual defects add up incoherently into a (non-static) background field $g(x)$. The photon action in this spacetime foam model is

$$
\begin{equation*}
S_{\text {photon }}=-\frac{1}{4} \int_{\mathbb{R}^{4}} d^{4} x\left\{F_{\mu \nu}(x) F^{\mu \nu}(x)+g(x) \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu}(x) F_{\rho \sigma}(x)\right\}, \tag{2.9}
\end{equation*}
$$

where the background field is given by

$$
\begin{equation*}
g(x)=\lambda \sum_{n} \epsilon_{n} h\left(x-x_{n}\right) . \tag{2.10}
\end{equation*}
$$

Note that the defect shape $h(x)$ now also depends on the time $\left(x \in \mathbb{R}^{4}\right)$, and the random defect positions $x_{n} \in \mathbb{R}^{4}$ are also chosen in the entire Minkowski spacetime.

Since we are interested in building a spacetime foam model that is not only time-dependent but also does not explicitly break Lorentz invariance, we want the distribution of defects to be Lorentz-invariant. Therefore before proceeding to study the model, in the next subsection we show how to obtain such a Lorentzinvariant distribution.

### 2.2 Sprinkling and Lorentz invariance

In order to obtain a distribution of defects $\left\{x_{n}\right\}$ that is Lorentz-invariant, we borrow a method introduced in causal set theory [44, 45, 46, 47, i.e sprinkling. This method is used in causal set theory to discretize a Lorentzian manifold maintaining local Lorentz invariance. Once the sprinkled points are obtained, the rest of the manifold is removed and the points endowed with a causal structure form a causal set, namely a discrete realization of spacetime. Observe that what we want to do to construct our spacetime foam model is somehow complementary to what happens in causal set theory. In fact, in this instance, once we have identified the Lorentz-invariant set of sprinkled points, we remove them from Minkowski spacetime and use the continuum remnant of the manifold as a description of spacetime.

Sprinkling is nothing more than a Poisson process realized over the manifold at hand, in our case Minkowski spacetime, the result of which is a Poisson distribution. This means that the probability of finding $n$ defects in a spacetime region of volume

$$
\begin{equation*}
V=\int_{\text {region }} d^{4} x \sqrt{-\eta}, \tag{2.11}
\end{equation*}
$$

is given by

$$
\begin{equation*}
P_{n}(V)=\frac{(\rho V)^{n} e^{-\rho V}}{n!} \tag{2.12}
\end{equation*}
$$

where $\rho$ is a parameter of the distribution. Note that, according to Eq. 2.12, when we consider an infinitesimal volume $\delta V$, the probability of finding a single defect in that region is proportional to the volume

$$
\begin{equation*}
P_{n=1}(\delta V)=\rho \delta V+\mathcal{O}\left(\delta V^{2}\right) \tag{2.13}
\end{equation*}
$$

Instead, the probability of finding more than one defect is negligible when $\delta V \rightarrow$ 0

$$
\begin{equation*}
P_{n>1}(\delta V)=\mathcal{O}\left(\delta V^{n}\right) \tag{2.14}
\end{equation*}
$$

An explicit realization of a Poisson process is given by the following prescription [46]: given a region of spacetime of volume $V$

- divide $V$ into small boxes of volume $\delta V$,
- place a defect into each box with probability $P=\rho \delta V$,
- the Poisson process is obtained in the limit $\delta V \rightarrow 0$.

Since the Poisson process described by the previous steps only depends on the spacetime volume, it must be invariant under any volume-preserving linear transformation. The class of volume-preserving linear transformations contains, of course, the Lorentz group. This can be seen simply by calculating the Jacobian determinant, which, for a Lorentz transformation, is $\operatorname{det} \mathcal{J}=1$. Since this is in unity, the volume form $d^{4} x$ is preserved, $d^{4} x \rightarrow d^{4} x^{\prime}=\operatorname{det} \mathcal{J} d^{4} x=d^{4} x$ (this implies that if in a Lorentz transformation the time coordinate is dilated by a factor $\gamma$, one of the spatial coordinates undergoes contraction by the same factor).

We have seen that the Poisson process is Lorentz-invariant, and the same is true for the resulting Poisson distribution (2.12) (which also depends only on the spacetime volume), but it could still be argued that, since it is a random process, some of its realizations $\left\{x_{n}\right\}$ may exhibit some degree of asymmetry and not be Lorentz-invariant. However, it has been proved in Ref. [47] that each realization of a Poisson process is individually Lorentz-invariant.

Lorentz invariance in this context has the following meaning [46:
"The discrete set of sprinkled points must not, in and of itself, serve to pick out a preferred reference frame."
This means that the statistical properties of the distribution of defects (e.g. the mean density of defects) do not depend on the reference frame in which we choose to measure them. In fact, we want to stress that the number of defects contained in different regions of equal volume $V$ is not constant but fluctuates from region to region

$$
\begin{equation*}
N(V)=\langle N(V)\rangle \pm \delta N(V) \tag{2.15}
\end{equation*}
$$

The mean value $\langle N(V)\rangle$ and the standard deviation $\delta N(V)$ can be calculated from the Poisson distribution 2.12 and are given by

$$
\begin{align*}
& \langle N(V)\rangle=\sum_{n=0}^{\infty} n P_{n}(V)=\rho V \\
& \delta N(V)=\sqrt{\sum_{n=0}^{\infty}(n-\langle N(V)\rangle)^{2} P_{n}(V)}=\sqrt{\rho V} \tag{2.16}
\end{align*}
$$

From these equations, we can also deduce the expected value of the number density of defects $\rho_{o b s}$ in a region of spacetime volume $V$, which is given by

$$
\begin{equation*}
\rho_{o b s}=\left\langle\rho_{o b s}\right\rangle \pm \delta \rho_{o b s}=\frac{\langle N(V)\rangle}{V} \pm \frac{\delta N(V)}{V}=\rho \pm \sqrt{\frac{\rho}{V}}, \tag{2.17}
\end{equation*}
$$

from which we can finally identify the parameter $\rho$ in Eq. 2.12 with the mean value of the density of defects $\rho_{o b s}$. Note also that, even if the density of defects is not constant from region to region, the fluctuations in its value become negligible when the mean volume available to a single defect, $V_{d}=1 / \rho$, is much smaller than volume $V$ of the region considered

$$
\begin{equation*}
V_{d}=\frac{1}{\rho} \ll V \Rightarrow \frac{\delta \rho_{o b s}}{\rho_{o b s}}=\frac{1}{\sqrt{\rho V}} \sim 0 . \tag{2.18}
\end{equation*}
$$

This means that we can treat the density as a constant quantity in spacetime, $\rho_{o b s}(x)=\rho$, as long as we are dealing with scales much larger than volume $V_{d}$ available to the defects.

In Figs. 4 and 5, we compare the behavior under Lorentz boost of a sprinkled set of points and of a regular distribution.


Figure 4: Example of sprinkling in a finite region of 2-dimensional Minkowski spacetime as it looks in two different inertial frames. The second frame (b) is boosted by a Lorentz boost factor $\beta=0.7$ along the positive spatial axis with respect to the first frame (a). Observe that, while the shape of the region changes from (a) to (b), it is not possible to find any difference in the distribution of defects in the two cases.


Figure 5: Same as in the previous figure, where the sprinkling has been substituted by a regular distribution. Note that in this case both the shape of the region and the characteristics of the distribution change from (a) to (b): in (a) the density of defects is uniform, in (b) it is not. This distribution is not Lorentz-invariant. In fact, in accordance with the definition given above, it identifies a preferred reference frame $(\beta=0)$, in which the density of defects is uniform.

## 3 Effective theory

Now that we have established a method to obtain a Lorentz-invariant distribution of defects, we can proceed to study the effective theory introduced in Sec. 2.1. given for a vector field by the action 2.9. We recall that this action describes the effective theory of a photon propagating in a flat spacetime filled with a Lorentz-invariant distribution (i.e. a sprinkling) of point-like defects, where the effect of each defect, given by the anomalous contribution 2.5), is averaged into a background field $g(x)$ (Eq. 2.10).

We begin by considering precisely the background field $g(x)$, which, we recall,
is defined as

$$
\begin{equation*}
g(x)=\lambda \sum_{n} \epsilon_{n} h\left(x-x_{n}\right), \tag{3.1}
\end{equation*}
$$

where the numbers $\epsilon_{n}= \pm 1$ are assigned randomly to each defect with uniform probability and the distribution of defects $\left\{x_{n}\right\}$ has been obtained through a sprinkling process over Minkowski spacetime with density parameter $\rho$ so that

$$
\begin{equation*}
\rho_{o b s}=\frac{N(V)}{V}=\rho \pm \sqrt{\frac{\rho}{V}} . \tag{3.2}
\end{equation*}
$$

We assume that the volume available to each defect $V_{d}$ is much smaller than the scale of the process considered (determined, for example, by the wavelength of the photon, $V_{d} \ll \lambda^{4}$ ), in this way we can consider the density of defects to be constant $\left(\rho_{o b s}(x)=\rho\right)$. We assume also that the shape function $h(x)$, which describes the contribution of a single defect to the background field, is a Lorentz-invariant quantity

$$
\begin{equation*}
h(x) \equiv h\left(x^{2}\right) . \tag{3.3}
\end{equation*}
$$

Since later in the calculation we will need to manipulate expressions involving the Fourier transform of the field $g(x)$, we want to derive here some simplified formulas. We start by introducing the Fourier transform of $g(x)$

$$
\begin{equation*}
g(q)=\int d^{4} x g(x) e^{i q \cdot x}=\lambda \sum_{n}^{\infty} \epsilon_{n} \int d^{4} x h\left(x-x_{n}\right) e^{i q \cdot x}=\lambda h(q) \sum_{n}^{\infty} \epsilon_{n} e^{i q \cdot x_{n}} \tag{3.4}
\end{equation*}
$$

where, in the last step, we changed coordinates $x^{\mu}=x^{\mu}-x_{n}^{\mu}$ to obtain the Fourier transform $h(q)$ of the shape function $h(x)$. To calculate the sum over $n$ we observe that, as long as we are concerned with scales much larger than $V_{d}=$ $1 / \rho$, we can approximate the sum with an integral over a continuous variable $d n$. Moreover, since the sprinkling process ensures proportionality between the number of defects and the volume in which they are distributed $(\langle N(V)\rangle=$ $\rho V)$, we can rewrite the integral over the number variable $d n$ as an integral in spacetime $d^{4} x$. Consider now the simpler case in which $\epsilon_{n}=1$, the sum in Eq. (3.4) becomes

$$
\begin{equation*}
\sum_{n}^{\infty} e^{i q \cdot x_{n}}=\int_{0}^{\infty} d n e^{i q \cdot x(n)}=\rho \int_{\mathbb{R}^{4}} d^{4} x e^{i q \cdot x}=(2 \pi)^{4} \rho \delta^{4}(q) \tag{3.5}
\end{equation*}
$$

However, when the random number $\epsilon_{n}= \pm 1$ is reintroduced, the sum vanishes on average. To show this explicitly, one can simply rewrite the distribution of defects $\left\{x_{n}\right\}$ as a sum of two subsets, collecting in one subset, $\left\{x_{n}^{(+)}\right\}$, those defects with $\epsilon_{n}=+1$ and in the other, $\left\{x_{n}^{(-)}\right\}$, the defects with $\epsilon_{n}=-1$. Since the numbers $\epsilon_{n}$ are associated randomly with each defect with uniform probability, the two subsets $\left\{x_{n}^{( \pm)}\right\}$still describe Poisson distributions with equal densities $\rho / 2$. Now, the sum in Eq. 3.4 can be carried on separately on the two subsets as in Eq. 3.5), and since the result in the two cases differ only for a minus sign, their contributions cancel out each other.

We can consider now the case in which we have to calculate the product of two Fourier transforms of the background field

$$
\begin{equation*}
g(q) g(p)=\lambda^{2} h(q) h(p) \sum_{n, m}^{\infty} \epsilon_{n} \epsilon_{m} e^{i q \cdot x_{n}} e^{i p \cdot x_{m}} \tag{3.6}
\end{equation*}
$$

where we need to compute a double sum over $n$ and $m$. This time, it is useful to split the sum into a term where $n=m$ and a term where $n \neq m$

$$
\begin{equation*}
\sum_{n, m}^{\infty} \epsilon_{n} \epsilon_{m} e^{i q \cdot x_{n}} e^{i p \cdot x_{m}}=\sum_{n}^{\infty}\left(\epsilon_{n}\right)^{2} e^{i(q+p) \cdot x_{n}}+\sum_{n \neq m}^{\infty} \epsilon_{n} \epsilon_{m} e^{i q \cdot x_{n}} e^{i p \cdot x_{m}} \tag{3.7}
\end{equation*}
$$

In this way, the first term can be immediately calculated as in Eq. 3.5, while the second term vanishes on average. In fact, again, one can subdivide the sum in the second term into two parts, one where $\epsilon_{n} \epsilon_{m}=+1$ and one where $\epsilon_{n} \epsilon_{m}=-1$, the contributions of which are equals on average -apart for a minus sign - and therefore their sum vanishes. Finally, the product (3.6) provides the result

$$
\begin{equation*}
g(q) g(p)=(2 \pi)^{4} \lambda^{2} \rho h(q) h(p) \delta^{4}(q+p) \tag{3.8}
\end{equation*}
$$

### 3.1 Scalar field

We can now move on to study the effects of the spacetime foam model described by the background field $g(x)$ on the propagation of particles. We start by considering the simpler case of a scalar field $\phi(x)$ whose effective action (analogous to Eq. 2.9) for a vector field) is given by 40

$$
\begin{equation*}
S_{\phi}=\int d^{4} x e^{g(x)}\left(\partial_{\mu} \phi(x) \partial^{\mu} \phi(x)-m^{2} \phi(x)^{2}\right) \tag{3.9}
\end{equation*}
$$

From this action one derives the equation of motion

$$
\begin{equation*}
\left(\partial^{2}+m^{2}\right) \phi(x)=-\partial_{\mu} g(x) \partial^{\mu} \phi(x) . \tag{3.10}
\end{equation*}
$$

Moving to momentum space, it is better to consider for the moment the system confined to a box of 4 -volume $V$ (in order to have a non-vanishing Fourier transform of the field $g(x)$ ), in which case we obtain

$$
\begin{equation*}
\left(k^{2}-m^{2}\right) \phi(k)=-\frac{1}{(2 \pi)^{4}} \int_{V} d^{4} q q \cdot(k-q) g_{V}(q) \phi(k-q) . \tag{3.11}
\end{equation*}
$$

We note that at this stage, with the system inside a box, the Fourier integral over $q$ is actually a discrete Fourier sum. Since we will later take the limit $V \rightarrow \infty$, we use for simplicity the symbol of integration, even for the intermediate steps.

We are interested in obtaining a modified dispersion relation from this equation in the form

$$
\begin{equation*}
\left(k^{2}-m^{2}\right) \phi(k)=A(k) \phi(k) . \tag{3.12}
\end{equation*}
$$

Assuming we have a small coupling constant, $\lambda \ll 1$, we can expand the solution $\phi(k)$ perturbatively in powers of $\lambda$

$$
\begin{equation*}
\phi(k)=\phi^{(0)}(k)+\lambda \phi^{(1)}(k)+\lambda^{2} \phi^{(2)}(k)+\ldots . \tag{3.13}
\end{equation*}
$$

Inserting this expression into Eq. (3.11) gives

$$
\begin{align*}
& \left(k^{2}-m^{2}\right)\left(\phi^{(0)}(k)+\lambda \phi^{(1)}(k)+\lambda^{2} \phi^{(2)}(k)+\ldots\right)= \\
= & \lambda \int_{V} \frac{d^{4} q}{(2 \pi)^{4}} q \cdot(q-k) g_{V}(q)\left(\phi^{(0)}(k-q)+\lambda \phi^{(1)}(k-q)+\lambda^{2} \phi^{(2)}(k-q)+\ldots\right), \tag{3.14}
\end{align*}
$$

and equating the terms with the same number of powers of $\lambda$, we obtain

$$
\begin{array}{ll}
\lambda^{0} & \left(k^{2}-m^{2}\right) \phi^{(0)}(k)=0, \\
\lambda^{1} & \left(k^{2}-m^{2}\right) \phi^{(1)}(k)=-\frac{1}{(2 \pi)^{4}} \int_{V} d^{4} q q \cdot(k-q) g_{V}(q) \phi^{(0)}(k-q), \\
\lambda^{2} & \left(k^{2}-m^{2}\right) \phi^{(2)}(k)=-\frac{1}{(2 \pi)^{4}} \int_{V} d^{4} q q \cdot(k-q) g_{V}(q) \phi^{(1)}(k-q),
\end{array}
$$

from which we can calculate the terms of the expansion (3.13). Explicitly, taking the limit $V \rightarrow \infty$ and making use of the result (3.8), the first elements of Eq. (3.13), in terms of the free solution $\phi^{(0)}(q)$, are given by

$$
\begin{aligned}
\phi^{(1)}(k) & =\int \frac{d^{4} q}{(2 \pi)^{4}} g(q) \frac{q \cdot(q-k)}{k^{2}-m^{2}} \phi^{(0)}(k-q), \\
\phi^{(2)}(k) & =\int \frac{d^{4} q}{(2 \pi)^{4}} \frac{\rho h^{2}(q)}{k^{2}-m^{2}} \frac{q \cdot(q-k) q \cdot k}{(k-q)^{2}-m^{2}} \phi^{(0)}(k), \\
\phi^{(3)}(k) & =\int \frac{d^{4} q d^{4} p}{(2 \pi)^{8}} \frac{\rho g(q) h^{2}(q) q \cdot(q-k) p \cdot(p+q-k) p \cdot(k-q)}{\left(k^{2}-m^{2}\right)\left[(k-q)^{2}-m^{2}\right]\left[(k-q-p)^{2}-m^{2}\right]} \phi^{(0)}(k-q), \\
\phi^{(4)}(k) & =\int \frac{d^{4} q d^{4} p}{(2 \pi)^{8}} \frac{\rho^{2} h^{2}(q) h^{2}(p) q \cdot(q-k)(q \cdot k) p \cdot(p-k)(p \cdot k)}{\left(k^{2}-m^{2}\right)^{2}\left[(k-q)^{2}-m^{2}\right]\left[(k-p)^{2}-m^{2}\right]} \phi^{(0)}(k),
\end{aligned}
$$

where we have suppressed, for simplicity, the factors $+i \epsilon$ in the denominators. We observe that all the odd terms of the expansion $\left(\phi^{(1)}, \phi^{(3)}, \ldots\right)$ contain a factor $g(q)$ which, as we have seen, vanishes in the limit $V \rightarrow \infty$; consequently, they do not contribute to the expansion of $\phi(k)$.

If we now introduce the functions

$$
\begin{align*}
& F(k)=\frac{\rho}{(2 \pi)^{4}} \int d^{4} q \frac{h^{2}(q)}{k^{2}-m^{2}+i \epsilon} \frac{q \cdot(q-k) q \cdot k}{(k-q)^{2}-m^{2}+i \epsilon},  \tag{3.17a}\\
& F_{1}(k)=\frac{\rho}{(2 \pi)^{4}} \int d^{4} q h^{2}(q) \frac{q \cdot(q-k) q \cdot k}{(k-q)^{2}-m^{2}+i \epsilon}, \tag{3.17~b}
\end{align*}
$$

the expansion (3.13) for the field $\phi(k)$ can be rewritten as

$$
\begin{equation*}
\phi(k)=\left(1+\lambda^{2} F(k)+\lambda^{4} F(k)^{2}+\lambda^{6} F(k)^{3}+\ldots\right) \phi^{(0)}(k), \tag{3.18}
\end{equation*}
$$

while the set of equations 3.15 becomes

$$
\begin{array}{ll}
\lambda^{0} & \left(k^{2}-m^{2}\right) \phi^{(0)}(k)=0, \\
\lambda^{2} & \left(k^{2}-m^{2}\right) \phi^{(2)}(k)=F_{1}(k) \phi^{(0)}(k), \\
\lambda^{4} & \left(k^{2}-m^{2}\right) \phi^{(4)}(k)=F_{1}(k) F(k) \phi^{(0)}(k),  \tag{3.19}\\
\lambda^{6} & \left(k^{2}-m^{2}\right) \phi^{(6)}(k)=F_{1}(k) F(k)^{2} \phi^{(0)}(k), \\
\lambda^{8} & \left(k^{2}-m^{2}\right) \phi^{(8)}(k)=F_{1}(k) F(k)^{3} \phi^{(0)}(k),
\end{array}
$$

Using these expressions we can rewrite Eq. (3.14) as

$$
\begin{align*}
& \left(k^{2}-m^{2}\right)\left(\phi^{(0)}(k)+\lambda^{2} \phi^{(2)}(k)+\lambda^{4} \phi^{(4)}(k)+\ldots\right)= \\
& =\left(0+\lambda^{2} F_{1}(k)+\lambda^{4} F_{1}(k) F(k)+\lambda^{6} F_{1}(k) F(k)^{2}+\lambda^{8} F_{1}(k) F(k)^{3}+\ldots\right) \phi^{(0)}(k) . \tag{3.20}
\end{align*}
$$

This can be further manipulated to obtain

$$
\begin{align*}
& \left(k^{2}-m^{2}\right)\left(1+\lambda^{2} F(k)+\lambda^{4} F(k)^{2}+\lambda^{6} F(k)^{3}+\ldots\right) \phi^{(0)}(k)= \\
& =\lambda^{2} F_{1}(k)\left(1+\lambda^{2} F(k)+\lambda^{4} F(k)^{2}+\lambda^{6} F(k)^{3}+\ldots\right) \phi^{(0)}(k), \tag{3.21}
\end{align*}
$$

and, given Eq. 3.18), we finally get

$$
\begin{equation*}
\left(k^{2}-m^{2}\right) \phi(k)=\lambda^{2} F_{1}(k) \phi(k), \tag{3.22}
\end{equation*}
$$

where we have re-summed all of the terms of the perturbative expansion of $\phi(k)$. Observe that this equation has exactly the same form as Eq. (3.12) with $A(k)=\lambda^{2} F_{1}(k)$. The modified dispersion relation of the scalar field turns out to be

$$
\begin{equation*}
k^{2}-m^{2}=\lambda^{2} F_{1}(k) . \tag{3.23}
\end{equation*}
$$

What remains to be done is to calculate the integral $F_{1}(k)$ (Eq. 3.17b). We note that, since in Eq. (3.19), $F_{1}(k)$ always acts on the zero order $\phi^{(0)}$ of the expansion of the scalar field, for which the standard dispersion relation holds, we can make use of relation $k^{2}-m^{2}=0$ in the integral (the Fourier transform of $\phi^{(0)}(x)$ contains a Dirac delta function $\delta\left(k^{2}-m^{2}\right)$ see Refs. [40, 48]). Thus, the modification $A(k)$ that we want to calculate becomes

$$
\begin{equation*}
A(k)=\frac{\lambda^{2} \rho}{(2 \pi)^{4}} \int d^{4} q h^{2}\left(q^{2}\right) \frac{q \cdot(q-k) q \cdot k}{q^{2}-2 q \cdot k+i \epsilon} . \tag{3.24}
\end{equation*}
$$

In order to simplify this expression we use the Wick rotation 49 to move to Euclidean space

$$
\begin{align*}
& q_{0} \rightarrow q_{\tau}=-i q_{0},  \tag{3.25}\\
& k_{0} \rightarrow k_{\tau}=-i k_{0} .
\end{align*}
$$

In this way, we can introduce spherical coordinates (in 4 dimensions) and integrate over the angular variables. Equation (3.24) becomes

$$
\begin{equation*}
A\left(k_{E}\right)=\frac{\lambda^{2} \rho}{(2 \pi)^{4}} 2 \pi^{2} i \int_{0}^{\infty} d q_{E} q_{E}^{3} h\left(-q_{E}^{2}\right)^{2} \frac{q_{E}^{2}}{8 k_{E}^{2}}\left(2 k_{E}^{2}-q_{E}^{2}+q_{E}^{2} \sqrt{1-\frac{4 k_{E}^{2}}{q_{E}^{2}}}\right) . \tag{3.26}
\end{equation*}
$$

Now, we can rewrite this integral as a 4-dimensional integral independent of the angular variables, and then we can rotate it back to Minkowski spacetime and obtain

$$
\begin{equation*}
A(k)=\frac{\lambda^{2} \rho}{(2 \pi)^{4}} \int d^{4} q h^{2}\left(q^{2}\right) \frac{q^{2}}{8 k^{2}}\left(q^{2}-2 k^{2}-q^{2} \sqrt{1-\frac{4 k^{2}}{q^{2}}}\right) . \tag{3.27}
\end{equation*}
$$

The problem with this expression is that it is valid only for $4 k^{2}<q^{2}$, but we have to integrate over all values of $q$. For a static background field $g(\vec{q})$ 40,
a similar condition appears but it only concerns the spatial coordinates. In that case, it is possible to produce a meaningful result by assuming the shape function $h(\vec{q})$ is different from zero only for momenta $\vec{q}^{2}$ larger than a certain threshold $\vec{q}_{\text {low }}^{2}$. In the present case, we can make an analogous assumption

$$
\begin{equation*}
h\left(q^{2}\right)=0 \text { for } q^{2}<q_{l o w}^{2} \tag{3.28}
\end{equation*}
$$

however, there is no reasonable explanation which guarantees its validity. To circumvent this problem, we will introduce in Sec. 4 an explicit model in which the expression of the shape function $h(q)$ is known, and that allows us to evaluate completely the integral in the modification $A(k)$.

For the moment, we simply assume that the shape function $h(q)$ is such as to ensure that the condition 3.28 is satisfied. Now we can proceed to expand the square root in powers of $k^{2}$ (provided $\left.k^{2}<q_{\text {low }}^{2} / 4\right)$

$$
\begin{equation*}
A(k)=\frac{\lambda^{2} \rho}{(2 \pi)^{4}} \int d^{4} q h^{2}\left(q^{2}\right) \frac{1}{4}\left(k^{2}+2 \frac{k^{4}}{q^{2}}+5 \frac{k^{6}}{q^{4}}+O\left(k^{8}\right)\right) . \tag{3.29}
\end{equation*}
$$

The modified dispersion relation turns out to be

$$
\begin{equation*}
k^{2}-m^{2}=a k^{2}+b k^{4}+c k^{6}+O\left(k^{8}\right), \tag{3.30}
\end{equation*}
$$

where

$$
\begin{gather*}
a=\frac{\lambda^{2} \rho}{4(2 \pi)^{4}} \int d^{4} q h^{2}\left(q^{2}\right), \quad b=\frac{\lambda^{2} \rho}{4(2 \pi)^{4}} \int d^{4} q h^{2}\left(q^{2}\right) \frac{2}{q^{2}},  \tag{3.31}\\
c=\frac{\lambda^{2} \rho}{4(2 \pi)^{4}} \int d^{4} q h^{2}\left(q^{2}\right) \frac{5}{q^{4}} .
\end{gather*}
$$

In order to obtain a well-formed dispersion relation we can solve Eq. 3.30 as an algebraic equation in $k^{2}$. Neglecting for simplicity the terms $O\left(k^{6}\right)$, we end up with two possible solutions

$$
\begin{align*}
k_{1}^{2} & =\frac{m^{2}}{1-a}+\frac{b m^{4}}{(1-a)^{3}}+O\left(m^{6}\right) \\
k_{2}^{2} & =\frac{1-a}{2 b}-\frac{m^{2}}{1-a}-\frac{b m^{4}}{(1-a)^{3}}+O\left(m^{6}\right) \tag{3.32}
\end{align*}
$$

To choose the physical one, we require that when the perturbation weakens (i.e. when $\lambda \rightarrow 0$ ), the modified dispersion relation approaches the dispersion relation for the free theory. We see immediately that this requirement is satisfied only by the first relation. We therefore have to discard the second option (which diverges for $\lambda \rightarrow 0$ ) and we are left with the solution:

$$
\begin{equation*}
k^{2}=\frac{m^{2}}{1-a}+\frac{b m^{4}}{(1-a)^{3}}+O\left(m^{6}\right) \tag{3.33}
\end{equation*}
$$

where the coefficients $a$ and $b$ are Lorentz-invariant quantities. These coefficients are defined in equation 3.31 and depend on the microscopic features of the model (such as the form of the function $h(q)$ and the density of defects $\rho$ ). We started with a Lorentz-invariant spacetime foam model and we arrived at a
modified dispersion relation which is still completely Lorentz-invariant, the only effect being a rescaling of the mass of the scalar field.

We wish to remark, however, that this result, Eq. (3.33), has been derived on the basis of an assumption, namely Eq. 3.28, which is not physically justified and consequently its validity is questionable. As we said, in order to circumvent this problem, we will introduce in Sec. 4 an explicit model that allows us to perform calculations without relying on this assumption. Moreover, in this section, all the results have been obtained within the framework of classical field theory. In Sec. 4 we will work instead within the framework of quantum field theory.

### 3.2 Vector field

Before introducing the explicit model we mentioned above, we would like to discuss briefly the propagation of a photon field within the framework of the previous subsection.

We start by considering the photon effective action (2.9), which for convenience we re-propose here:

$$
\begin{equation*}
S_{A_{\mu}}=-\frac{1}{4} \int d^{4} x\left(F_{\mu \nu} F^{\mu \nu}+g(x) \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu} F_{\rho \sigma}\right) \tag{3.34}
\end{equation*}
$$

where the field strength tensor $F_{\mu \nu}$ is given by $F_{\mu \nu}=\partial_{\mu} A_{\nu}(x)-\partial_{\nu} A_{\mu}(x)$, and the background field $g(x)$ is defined in equation 2.10. Imposing the Lorentz gauge condition

$$
\begin{equation*}
\partial_{\mu} A^{\mu}(x)=0 \tag{3.35}
\end{equation*}
$$

the equations of motion turn out to be

$$
\begin{equation*}
\partial^{2} A^{\nu}(x)=-\partial_{\mu} g(x) \varepsilon^{\mu \nu \rho \sigma} \partial_{\rho} A_{\sigma} \tag{3.36}
\end{equation*}
$$

Taking the truncated Fourier transform of these equations (which we restrict to a box of volume $V$ for the moment), we obtain

$$
\begin{equation*}
k^{2} A^{\nu}(k)=-\frac{1}{(2 \pi)^{4}} \int_{V} d^{4} q \varepsilon^{\mu \nu \rho \sigma} q_{\mu}\left(k_{\rho}-q_{\rho}\right) g_{V}(q) A_{\sigma}(k-q) . \tag{3.37}
\end{equation*}
$$

We would like to obtain an expression analogous to Eq. (3.24), from which we can easily extract the dispersion relation of the photon, i.e.

$$
\begin{equation*}
k^{2} A^{\nu}(k)=B^{\mu \nu}(k) A_{\mu}(k) \tag{3.38}
\end{equation*}
$$

Following the procedure used for the scalar field, we can expand the solution $A^{\nu}(k)$ in powers of the coupling constant $\lambda$

$$
\begin{equation*}
A^{\nu}(k)=A^{(0) \nu}(k)+\lambda A^{(1) \nu}(k)+\lambda^{2} A^{(2) \nu}(k)+\ldots \tag{3.39}
\end{equation*}
$$

and substitute this expansion in Eq. 3.37). Taking the limit $V \rightarrow \infty$, and after some manipulations, we arrive at the result

$$
\begin{equation*}
k^{2} A^{\nu}(k)=-\frac{6 \lambda^{2} \rho}{(2 \pi)^{4}} \int d^{4} q \delta_{[\lambda}^{\mu} \delta_{\beta}^{\nu} \delta_{\gamma]}^{\rho} \frac{q_{\mu}\left(k_{\rho}-q_{\rho}\right) q^{\lambda} k^{\beta}}{(k-q)^{2}+i \epsilon} h^{2}(q) A^{\gamma}(k), \tag{3.40}
\end{equation*}
$$

where the square brackets mean anti-symmetrization $\left(\delta_{[\lambda}^{\mu} \delta_{\beta]}^{\nu}=\delta_{\lambda}^{\mu} \delta_{\beta}^{\nu}-\delta_{\beta}^{\mu} \delta_{\lambda}^{\nu}\right)$. Again, we can rely on the fact that $A^{(0) \gamma}(k)$ is the solution of the free theory for which the condition $k^{2}=0$ holds. Moreover, we can insert the Lorentz gauge condition $k \cdot A(k)=0$ into the integral, in order to simplify its expression and obtain

$$
\begin{equation*}
k^{2} A^{\nu}(k)=-\frac{6 \lambda^{2} \rho}{(2 \pi)^{4}} \int d^{4} q\left(\frac{(q \cdot k)^{2} \delta_{\gamma}^{\nu}}{q^{2}-2 q \cdot k+i \epsilon}-\frac{(q \cdot k) q_{\gamma} k^{\nu}}{q^{2}-2 q \cdot k+i \epsilon}\right) h^{2}(q) A^{\gamma}(k) . \tag{3.41}
\end{equation*}
$$

We want to compare this solution with the modified equation (3.38). Using the Passarino-Veltman reduction formula [50], to manipulate the second term in the round brackets of Eq. (3.41), we obtain

$$
\begin{equation*}
k^{2} A^{\nu}(k)=\left(\frac{k^{\mu} k^{\nu}}{k^{2}}-g^{\mu \nu}\right) \frac{6 \lambda^{2} \rho}{(2 \pi)^{4}} \int d^{4} q h^{2}(q) \frac{(q \cdot k)^{2}}{q^{2}-2 q \cdot k+i \epsilon} A_{\mu}(k) . \tag{3.42}
\end{equation*}
$$

Applying the Wick rotation, in order to simplify the angular integrals (and then rotating back to Minkowski space), we get

$$
\begin{equation*}
B^{\mu \nu}(k)=\left(\frac{k^{\mu} k^{\nu}}{k^{2}}-g^{\mu \nu}\right) B(k), \tag{3.43}
\end{equation*}
$$

where

$$
\begin{equation*}
B(k)=\frac{3 \lambda^{2} \rho}{4(2 \pi)^{4}} \int d^{4} q h^{2}(q) \frac{q^{2}}{k^{2}}\left(q^{2}-2 k^{2}-q^{2} \sqrt{1-\frac{4 k^{2}}{q^{2}}}\right) \tag{3.44}
\end{equation*}
$$

As for the scalar field, this expression is valid only for $4 k^{2}<q^{2}$, while we have to integrate over all values of $q$. Assuming, then, that the shape function $h(q)$ satisfies the assumption (3.28), and that $k^{2}<q_{\text {low }}^{2} / 4$, we can now expand the square root in powers of $k^{2}$, thereby obtaining

$$
\begin{equation*}
B(k)=\frac{3 \lambda^{2} \rho}{4(2 \pi)^{4}} \int d^{4} q h^{2}(q)\left(2 k^{2}+4 \frac{k^{4}}{q^{2}}+10 \frac{k^{6}}{q^{4}}+O\left(k^{6}\right)\right) . \tag{3.45}
\end{equation*}
$$

Equation (3.42) can be written as

$$
\begin{equation*}
k^{2} A^{\nu}(k)=\left(\frac{k^{\mu} k^{\nu}}{k^{2}}-g^{\mu \nu}\right) B(k) A_{\mu}(k) . \tag{3.46}
\end{equation*}
$$

Taking into account that we are working in the Lorentz gauge, for which condition (3.35) holds, we see that (3.46) simplifies further and we remain with

$$
\begin{equation*}
k^{2} A^{\nu}(k)=-B(k) A^{\nu}(k), \tag{3.47}
\end{equation*}
$$

from which we obtain the modified dispersion relation

$$
\begin{equation*}
k^{2}=-a k^{2}-b k^{4}-c k^{6}+O\left(k^{8}\right), \tag{3.48}
\end{equation*}
$$

where the coefficients $a, b$, and $c$ are given by

$$
\begin{gather*}
a=\frac{3 \lambda^{2} \rho}{2(2 \pi)^{4}} \int d^{4} q h^{2}\left(q^{2}\right), \quad b=\frac{3 \lambda^{2} \rho}{2(2 \pi)^{4}} \int d^{4} q h^{2}\left(q^{2}\right) \frac{2}{q^{2}},  \tag{3.49}\\
c=\frac{3 \lambda^{2} \rho}{2(2 \pi)^{4}} \int d^{4} q h^{2}\left(q^{2}\right) \frac{5}{q^{4}} .
\end{gather*}
$$

Solving equation (3.48) with respect to $k^{2}$, we obtain three different solutions (at order $O\left(k^{6}\right)$ )

$$
\begin{align*}
& k_{1}^{2}=0 \\
& k_{2}^{2}=-\frac{1+a}{b}-\frac{(1+a)^{2} c}{b^{3}}+\ldots,  \tag{3.50}\\
& k_{3}^{2}=-\frac{b}{c}+\frac{1+a}{b}+\frac{(1+a)^{2} c}{b^{3}}+\ldots .
\end{align*}
$$

We have to choose the physical solution from amongst these three. In order to do so, we require, as for the scalar field, that as the perturbation fades the modified dispersion relation approaches the standard dispersion relation. We see that the second and third relations diverge when the coupling constant $\lambda$ goes to zero. Hence, we are left with the standard dispersion relation

$$
\begin{equation*}
k^{2}=0 \tag{3.51}
\end{equation*}
$$

We can conclude that the dispersion relation for a massless vector field remains completely unchanged in this model of spacetime foam.

## 4 Explicit model

We introduce in this section a specific model that allows us to calculate more in detail the effects of Lorentz-invariant spacetime foam on the propagation of photons. In this model, defects are represented simply by Dirac delta functions, and they do not couple directly to the photon field as in the action (2.9). Instead, the interaction between the defects and the photon is mediated by a scalar field. The effective action of this model is given by 51

$$
\begin{align*}
S=\int d^{4} x\{ & -\frac{1}{4} F_{\mu \nu} F^{\mu \nu}-\frac{1}{2}\left(\partial_{\mu} A^{\mu}\right)^{2}+\frac{m_{0}^{2}}{2}\left(\partial_{\mu} \phi \partial^{\mu} \phi-m_{1}^{2} \phi^{2}\right)+ \\
& \left.+\alpha \phi \sum_{n=1}^{\infty} \epsilon_{n} \delta^{4}\left(x-x_{n}\right)-\frac{\lambda}{4} \phi \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu} F_{\rho \sigma}\right\} \tag{4.1}
\end{align*}
$$

The first term in the action is the standard kinetic term of the photon field $A_{\mu}(x)$, while the second is a gauge-fixing term (we use the Feynman gauge in this case). The third term is the free action of the mediator scalar field, which has been multiplied by a mass parameter $m_{0}^{2}$ so that the field $\phi(x)$ has zero mass dimension. The fourth term describes the interaction between the scalar field and the defects, represented, as mentioned above, by Dirac delta functions. The distribution of defects in Minkowski spacetime $\left\{x_{n}\right\}$ is still obtained through a sprinkling process of density parameter $\rho$, to ensure Lorentz invariance, and the numbers $\epsilon_{n}= \pm 1$ are still assigned randomly to the defects with uniform probability. The last term describes the interaction between the scalar field and the photon. The particular form of this term is such as to resemble the anomalous contribution due to the nontrivial topology of the defects (2.5). $\alpha$ and $\lambda$ are two dimensionless coupling constants.

We want to show how this model can be traced back to the effective action introduced in the previous section, Eq. 2.9. Consider then the case of $\lambda=0$, in
which the interaction between the scalar field and the photon field is suppressed. The equation of motion for the scalar field in this case is

$$
\begin{equation*}
\left(\partial^{2}+m_{1}^{2}\right) \phi(x)=\frac{\alpha}{m_{0}^{2}} \sum_{n} \epsilon_{n} \delta^{4}\left(x-x_{n}\right), \tag{4.2}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
\phi(x)=\int \frac{d^{4} k}{(2 \pi)^{4}} \phi(k) e^{i k x}, \quad \phi(k)=\frac{-\alpha}{m_{0}^{2}\left(k^{2}-m_{1}^{2}+i \epsilon\right)} \sum_{n} \epsilon_{n} e^{i k x_{n}} \tag{4.3}
\end{equation*}
$$

If we reactivate the interaction with the photon, assuming that $\lambda \ll 1$, we can substitute, in first approximation, this solution directly into the last term of the action 4.1), in which case we obtain

$$
\begin{equation*}
S_{A_{\mu}}=-\frac{1}{4} \int d^{4} x\left\{F_{\mu \nu} F^{\mu \nu}+g(x) F_{\mu \nu} \hat{F}^{\mu \nu}\right\} \tag{4.4}
\end{equation*}
$$

which is exactly the action 2.9 that we considered previously. The advantage of the model presented here is that the background field $g(x)$ is not arbitrary but is proportional to the solution of the scalar field equation $(4.2)$ :

$$
\begin{align*}
g(x) & =\lambda \phi(x)=\int \frac{d^{4} k}{(2 \pi)^{4}}\left(\lambda h(k) \sum_{n} \epsilon_{n} e^{i k x_{n}}\right) e^{-i k x}= \\
& =\int \frac{d^{4} k}{(2 \pi)^{4}}\left(\frac{-\alpha \lambda}{m_{0}^{2}\left(k^{2}-m_{1}^{2}+i \epsilon\right)} \sum_{n} \epsilon_{n} e^{i k x_{n}}\right) e^{-i k x} . \tag{4.5}
\end{align*}
$$

In this way, we can compute the modified dispersion relation in the framework of quantum field theory, by taking advantage of renormalization techniques. This leads us to a finite result that is more reliable than the approximate expansions obtained in the previous section.

We start by pointing out that the possible dispersion relations of a field coincide with the poles of its propagator [52]. Therefore, we will calculate the photon propagator

$$
\begin{equation*}
\langle\Omega| A_{\mu}(a) A_{\nu}(b)|\Omega\rangle \tag{4.6}
\end{equation*}
$$

where $|\Omega\rangle$ represents the vacuum state in the spacetime foam model under consideration. We need to expand perturbatively this vacuum state in order to recover the more tractable Minkowski vacuum $|0\rangle$ (in which the expressions of free particle propagators are known). In this work, we approach the calculation within the canonical perturbative framework of quantum field theory and we refer to Ref. 53 for an equivalent treatment based on Feynman diagrams.

Explicitly, the photon propagator can be expanded as

$$
\begin{align*}
\langle\Omega| A_{\mu}(a) A_{\nu}(b)|\Omega\rangle & =\langle 0| A_{\mu}(a) A_{\nu}(b) e^{-i \int d^{4} x \mathcal{H}_{\text {int }}(x)}|0\rangle= \\
& =\langle 0| A_{\mu}(a) A_{\nu}(b)|0\rangle-i \int d^{4} x\langle 0| A_{\mu}(a) A_{\nu}(b) \mathcal{H}_{\text {int }}(x)|0\rangle- \\
& -\int d^{4} x d^{4} y\langle 0| A_{\mu}(a) A_{\nu}(b) \mathcal{H}_{\text {int }}(x) \mathcal{H}_{\text {int }}(y)|0\rangle+\ldots, \tag{4.7}
\end{align*}
$$

where the interaction Hamiltonian is given by

$$
\begin{equation*}
\mathcal{H}_{\text {int }}(x)=-\mathcal{L}_{\text {int }}(x)=\frac{1}{2} g(x) \varepsilon^{\alpha \beta \rho \sigma} \partial_{\alpha} A_{\beta}(x) \partial_{\rho} A_{\sigma}(x) . \tag{4.8}
\end{equation*}
$$

In terms of Feynman diagrams, the expansion 4.7) is described by

where the double wavy line represents the full photon propagator, the single wavy line denotes the photon propagator in Minkowski spacetime, the plain line corresponds to the scalar propagator, and a cross represents the interaction between the scalar field and the defects.

Due to the properties of the background field $g(x)$, the first-order perturbation vanishes (as we observed in the previous section). The first nontrivial contribution comes from the second-order perturbation, which we indicate as

$$
\begin{equation*}
C_{\mu \nu}(a-b)=-\int d^{4} x d^{4} y\langle 0| A_{\mu}(a) A_{\nu}(b) \mathcal{H}_{\text {int }}(x) \mathcal{H}_{\text {int }}(y)|0\rangle . \tag{4.10}
\end{equation*}
$$

### 4.1 Scalar propagator

Since the interaction between the defects and the photon field is mediated by a scalar field in the action 4.1), we need the expression of the scalar propagator, in order to compute the modified photon propagator. Observe that, in this model, the scalar field does not perceive the topological structure of the defects. In fact, while in the photon sector there is an anomalous term reminiscent of the anomaly $(2.5$, the scalar sector is not in the form of (3.9), introduced in Sec. 3.1 to describe the anomalous contribution of the defect topology to the scalar action.

We can obtain two different expressions for the scalar propagator, by using two different approaches. One considers the interaction between the scalar and the defects as a small perturbation $(\alpha \ll 1)$ of the free scalar field in Minkowski spacetime, while the second constructs the propagator starting directly from the classical solution (4.3) of the scalar field equation (4.2). We will refer to the first option as the "quantum propagator" and to the second as the "classical propagator". We note also that both propagators are derived in the case of $\lambda=0$, where the interaction between the scalar and the photon is turned off. Hence, in principle, we should also consider the perturbative contribution caused by this interaction when writing down the scalar propagator. However, this correction contributes to the photon propagator only at order $\lambda^{4}$, while the quantity $C_{\mu \nu}(a-b)$ (Eq. 4.10) that we want to calculate is of order $\lambda^{2}$. In conclusion, we can safely ignore this correction to the scalar propagator.

We start by studying the quantum propagator.

### 4.1.1 Quantum propagator

Consider the scalar sector of the action (4.1) with $\lambda=0$. For small $\alpha$, we can use perturbation theory to calculate the scalar field propagator in terms of the standard free propagator in Minkowski space

$$
\begin{align*}
\langle\Omega| \phi(x) \phi(y)|\Omega\rangle= & \langle 0| \phi(x) \phi(y) e^{-i \int d^{4} z \mathcal{H}_{\text {int }}(z)}|0\rangle= \\
= & \langle 0| \phi(x) \phi(y)|0\rangle-i \int d^{4} z\langle 0| \phi(x) \phi(y) \mathcal{H}_{\text {int }}(z)|0\rangle-  \tag{4.11}\\
& -\int d^{4} z d^{4} w\langle 0| \phi(x) \phi(y) \mathcal{H}_{\text {int }}(z) \mathcal{H}_{\text {int }}(w)|0\rangle+\ldots,
\end{align*}
$$

where $\mathcal{H}_{\text {int }}(z)$ is given by

$$
\begin{equation*}
\mathcal{H}_{\text {int }}(z)=-\alpha \phi(z) \sum_{n=1}^{\infty} \epsilon_{n} \delta^{4}\left(z-z_{n}\right) \tag{4.12}
\end{equation*}
$$

and the free scalar propagator is given by 48

$$
\begin{equation*}
\langle 0| \phi(x) \phi(y)|0\rangle=\int \frac{d^{4} q}{(2 \pi)^{4}} D_{0}(q) e^{-i q(x-y)}, \quad D_{0}(q)=\frac{i}{m_{0}^{2}\left(q^{2}-m_{1}^{2}+i \epsilon\right)} \tag{4.13}
\end{equation*}
$$

As usual, the first-order perturbation vanishes, while at the second order, we have
$C(x-y)=-\alpha^{2} \int d^{4} z d^{4} w\langle 0| \phi(x) \phi(y) \phi(z) \phi(w) \sum_{n, m} \epsilon_{n} \epsilon_{m} \delta^{4}\left(z-z_{n}\right) \delta^{4}\left(w-w_{m}\right)|0\rangle$.
We can make some manipulations in the last factor:

$$
\begin{align*}
\sum_{n, m} \epsilon_{n} \epsilon_{m} \delta^{4}\left(z-z_{n}\right) \delta^{4}\left(w-w_{m}\right)= & \sum_{n} \delta^{4}\left(z-z_{n}\right) \delta^{4}\left(w-w_{n}\right)+ \\
& +\sum_{n \neq m} \epsilon_{n} \epsilon_{m} \delta^{4}\left(z-z_{n}\right) \delta^{4}\left(w-w_{m}\right) \tag{4.15}
\end{align*}
$$

where the second sum in the right-hand side vanishes. Introducing the Fourier transform of the delta function, and substituting the sum by an integral, one gets

$$
\begin{align*}
& \sum_{n} \delta^{4}\left(z-z_{n}\right) \delta^{4}\left(w-w_{n}\right)=\sum_{n} \int \frac{d^{4} q}{(2 \pi)^{4}} \frac{d^{4} p}{(2 \pi)^{4}} e^{-i q \cdot z} e^{-i p \cdot w} e^{i(q+p) \cdot z_{n}}= \\
& =\rho \int d^{4} s \frac{d^{4} q d^{4} p}{(2 \pi)^{8}} e^{-i q \cdot z} e^{-i p \cdot w} e^{i(q+p) \cdot s}=\rho \int \frac{d^{4} q d^{4} p}{(2 \pi)^{4}} e^{-i q \cdot z} e^{-i p \cdot w} \delta^{4}(q+p)= \\
& =\rho \int \frac{d^{4} q}{(2 \pi)^{4}} e^{-i q \cdot(z-w)}=\rho \delta^{4}(z-w) \tag{4.16}
\end{align*}
$$

Replacing this result in equation (4.14) and using the Wick's theorem 48, we obtain

$$
\begin{align*}
C(x-y) & =-\alpha^{2} \int d^{4} z d^{4} w\langle 0| \phi(x) \phi(y) \phi(z) \phi(w) \rho \delta^{4}(z-w)|0\rangle= \\
& =-\alpha^{2} \rho \int d^{4} z\langle 0| \phi(x) \phi(y) \phi(z) \phi(z)|0\rangle=  \tag{4.17}\\
& =-\alpha^{2} \rho \int d^{4} z\langle 0| \phi(x) \phi(z)|0\rangle\langle 0| \phi(z) \phi(y)|0\rangle,
\end{align*}
$$

which, after inserting the free propagator (4.13), becomes

$$
\begin{align*}
C(x-y) & =-\alpha^{2} \rho \int d^{4} z \frac{d^{4} q}{(2 \pi)^{4}} \frac{d^{4} p}{(2 \pi)^{4}} D_{0}(q) D_{0}(p) e^{-i q(x-z)} e^{-i p(z-y)}= \\
& =-\alpha^{2} \rho \int d^{4} z \frac{d^{4} q}{(2 \pi)^{4}} \frac{d^{4} p}{(2 \pi)^{4}} D_{0}(q) D_{0}(p) e^{-i q x} e^{i p y} e^{i z(q-p)}= \\
& =-\alpha^{2} \rho \int \frac{d^{4} q}{(2 \pi)^{4}} \frac{d^{4} p}{(2 \pi)^{4}} D_{0}(q) D_{0}(p) e^{-i q x} e^{i p y}(2 \pi)^{4} \delta^{4}(q-p)=  \tag{4.18}\\
& =-\alpha^{2} \rho \int \frac{d^{4} q}{(2 \pi)^{4}} D_{0}(q) D_{0}(q) e^{-i q(x-y)} .
\end{align*}
$$

Finally, substituting this expression in the expansion 4.11), we get

$$
\begin{equation*}
\langle\Omega| \phi(x) \phi(y)|\Omega\rangle=\int \frac{d^{4} q}{(2 \pi)^{4}}\left\{D_{0}(q)-\alpha^{2} \rho D_{0}(q)^{2}+\ldots\right\} e^{-i q(x-y)} \tag{4.19}
\end{equation*}
$$

where we observe that higher powers of the factor $\left(-\alpha^{2} \rho D_{0}(q)\right)$ appear in higher terms of the expansion. Taking them into account we obtain the re-summed propagator:

$$
\begin{align*}
D_{q}(q) & =\overline{D(q)}=D_{0}(q)\left\{1-\alpha^{2} \rho D_{0}(q)+\left(-\alpha^{2} \rho D_{0}(q)\right)^{2}+\ldots\right\}= \\
& =D_{0}(q) \sum_{n=0}^{\infty}\left(-\alpha^{2} \rho D_{0}(q)\right)^{n}=D_{0}(q) \frac{1}{1+\alpha^{2} \rho D_{0}(q)} . \tag{4.20}
\end{align*}
$$

Explicitly, inserting the expression for $D_{0}(q)$, the quantum propagator turns out to be

$$
\begin{align*}
D_{q}(q) & =\frac{i}{m_{0}^{2}\left(q^{2}-m_{1}^{2}\right)} \cdot \frac{1}{1+\alpha^{2} \rho \frac{i}{m_{0}^{2}\left(q^{2}-m_{1}^{2}\right)}}= \\
& =\frac{i}{m_{0}^{2}\left(q^{2}-m_{1}^{2}\right)+i \alpha^{2} \rho \frac{m_{0}^{2}\left(q^{2}-m_{1}^{2}\right)}{m_{0}^{2}\left(q^{2}-m_{1}^{2}\right)}}=\frac{i}{m_{0}^{2}\left(q^{2}-m_{1}^{2}+i \alpha^{2} \frac{\rho}{m_{0}^{2}}\right)} . \tag{4.21}
\end{align*}
$$

### 4.1.2 Classical propagator

The equation of motion for the scalar field derived from the action (4.1), in the case of $\lambda=0$, is

$$
\begin{equation*}
\left(\partial^{2}+m_{1}^{2}\right) \phi(x)=\frac{\alpha}{m_{0}^{2}} \sum_{n} \epsilon_{n} \delta^{4}\left(x-x_{n}\right), \tag{4.22}
\end{equation*}
$$

which has the classical solution

$$
\begin{equation*}
\phi_{c l}(x)=\int \frac{d^{4} q}{(2 \pi)^{4}}\left(\frac{-\alpha}{m_{0}^{2}\left(q^{2}-m_{1}^{2}+i \epsilon\right)} \sum_{n} \epsilon_{n} e^{i q \cdot x_{n}}\right) e^{-i q \cdot x} \tag{4.23}
\end{equation*}
$$

Using this expression, the classical propagator is given by

$$
\begin{align*}
D_{c l}(x-y) & =\langle 0| \phi_{c l}(x) \phi_{c l}(y)|0\rangle= \\
& =\int \frac{d^{4} q d^{4} p}{(2 \pi)^{8}}\left(\frac{\alpha^{2} \sum_{n, m} \epsilon_{n} \epsilon_{m} e^{i q \cdot x_{n}} e^{i p \cdot x_{m}}}{m_{0}^{4}\left(q^{2}-m_{1}^{2}+i \epsilon\right)\left(p^{2}-m_{1}^{2}+i \epsilon\right)}\right) e^{-i q \cdot x} e^{-i p \cdot y} . \tag{4.24}
\end{align*}
$$

As usual, we can replace the double sum with an integral, which gives us

$$
\begin{equation*}
\sum_{n, m} \epsilon_{n} \epsilon_{m} e^{i q \cdot x_{n}} e^{i p \cdot x_{m}}=\rho \int d^{4} x e^{i(q+p) \cdot x}=(2 \pi)^{4} \rho \delta^{4}(q+p), \tag{4.25}
\end{equation*}
$$

from which the classical propagator turns out to be

$$
\begin{equation*}
D_{c l}(x-y)=\alpha^{2} \rho \int \frac{d^{4} q}{(2 \pi)^{4}} \frac{1}{m_{0}^{4}\left(q^{2}-m_{1}^{2}+i \epsilon\right)^{2}} e^{-i q \cdot(x-y)} . \tag{4.26}
\end{equation*}
$$

### 4.2 Vector propagator

We now turn to the study of the photon propagator $\langle\Omega| A_{\mu}(a) A_{\nu}(b)|\Omega\rangle$ which, for $\lambda \ll 1$, can be expanded perturbatively as in Eq. (4.7)

$$
\begin{align*}
\langle\Omega| A_{\mu}(a) A_{\nu}(b)|\Omega\rangle= & \langle 0| A_{\mu}(a) A_{\nu}(b) e^{-i \int d^{4} x \mathcal{H}_{\text {int }}(x)}|0\rangle= \\
= & \langle 0| A_{\mu}(a) A_{\nu}(b)|0\rangle-i \int d^{4} x\langle 0| A_{\mu}(a) A_{\nu}(b) \mathcal{H}_{\text {int }}(x)|0\rangle- \\
& -\int d^{4} x d^{4} y\langle 0| A_{\mu}(a) A_{\nu}(b) \mathcal{H}_{\text {int }}(x) \mathcal{H}_{\text {int }}(y)|0\rangle+\ldots, \tag{4.27}
\end{align*}
$$

where we remember

$$
\begin{equation*}
\mathcal{H}_{i n t}(x)=-\mathcal{L}_{\text {int }}(x)=\frac{\lambda}{2} \phi(x) \epsilon^{\alpha \beta \rho \sigma} \partial_{\alpha} A_{\beta}(x) \partial_{\rho} A_{\sigma}(x) . \tag{4.28}
\end{equation*}
$$

The free photon propagator is given by 48]

$$
\begin{align*}
& \langle 0| A_{\mu}(a) A_{\nu}(b)|0\rangle=D_{\mu \nu}(a-b)=\int \frac{d^{4} k}{(2 \pi)^{4}} D_{\mu \nu}(k) e^{-i k(a-b)},  \tag{4.29}\\
& D_{\mu \nu}(k)=g_{\mu \nu} \Delta_{F}(k), \quad \Delta_{F}(k)=\frac{-i}{k^{2}+i \epsilon},
\end{align*}
$$

and the scalar propagator is

$$
\begin{equation*}
\langle 0| \phi(x) \phi(y)|0\rangle=D(x-y)=\int \frac{d^{4} q}{(2 \pi)^{4}} D(q) e^{-i q(x-y)} \tag{4.30}
\end{equation*}
$$

where we have to choose the appropriate expression for $D(q)$ from amongst those derived in the previous subsection. As pointed out previously, the first-order perturbation vanishes and we renamed the second-order perturbation

$$
\begin{equation*}
C_{\mu \nu}(a-b)=-\int d^{4} x d^{4} y\langle 0| A_{\mu}(a) A_{\nu}(b) \mathcal{H}_{\text {int }}(x) \mathcal{H}_{\text {int }}(y)|0\rangle . \tag{4.31}
\end{equation*}
$$

This term gives us the first nontrivial modification to the photon propagator. From this expression, we want to obtain the second-order re-summed propagator of the photon, $\overline{D_{\mu \nu}(k)}$, which can be represented diagrammatically as

where the crossed plain line represents one of the two possible scalar propagators derived above $\left(D_{q}(q)\right.$ or $\left.D_{c l}(q)\right)$. We want to stress that this expression is not equivalent to the perturbative expansion (4.27); in fact, it only contains higher powers of the second-order contribution $C_{\mu \nu}(a-b)$, but in Eq. 4.27) other contributions also appear at higher orders. For example, the fourth-order diagram

is not accounted for in the re-summation 4.32).
Inserting the explicit expression of $\mathcal{H}_{\text {int }}$ (Eq. 4.28)) into $C_{\mu \nu}(a-b)$ (Eq. 4.31), we obtain

$$
\begin{align*}
C_{\mu \nu}(a-b)= & -\frac{\lambda^{2}}{4} \int d^{4} x d^{4} y \epsilon^{\alpha \beta \rho \sigma} \epsilon_{\gamma \delta \eta \tau} \times \\
& \langle 0| A_{\mu}(a) A_{\nu}(b) \phi(x) \partial_{\alpha} A_{\beta}(x) \partial_{\rho} A_{\sigma}(x) \phi(y) \partial^{\gamma} A^{\delta}(y) \partial^{\eta} A^{\tau}(y)|0\rangle . \tag{4.34}
\end{align*}
$$

Using the Wick theorem, we can rewrite the above vacuum expectation value in terms of propagators

$$
\begin{align*}
& \langle 0| A_{\mu}(a) A_{\nu}(b) \phi(x) \partial_{\alpha} A_{\beta}(x) \partial_{\rho} A_{\sigma}(x) \phi(y) \partial^{\gamma} A^{\delta}(y) \partial^{\eta} A^{\tau}(y)|0\rangle=\langle 0| \phi(x) \phi(y)|0\rangle \times \\
& \left(\frac{\partial}{\partial x^{\alpha}}\langle 0| A_{\mu}(a) A_{\beta}(x)|0\rangle\right)\left(\frac{\partial}{\partial x^{\rho}} \frac{\partial}{\partial y_{\gamma}}\langle 0| A_{\sigma}(x) A^{\delta}(y)|0\rangle\right) \frac{\partial}{\partial y_{\eta}}\langle 0| A^{\tau}(y) A_{\nu}(b)|0\rangle . \tag{4.35}
\end{align*}
$$

We can now use the expressions 4.29 and 4.30 for the photon and scalar propagators. Recalling furthermore that

$$
\begin{equation*}
\epsilon^{\alpha \beta \rho \sigma} \epsilon_{\gamma \delta \eta \tau}=4!\delta_{[\gamma}^{\alpha} \delta_{\delta}^{\beta} \delta_{\eta}^{\rho} \delta_{\tau]}^{\sigma}, \tag{4.36}
\end{equation*}
$$

we get

$$
\begin{align*}
& C_{\mu \nu}(a-b)=-3!\lambda^{2} \delta_{[\gamma}^{\alpha} \delta_{\delta}^{\beta} \delta_{\eta}^{\rho} \delta_{\tau]}^{\sigma} \int d^{4} x d^{4} y \frac{d^{4} q d^{4} k d^{4} p_{1} d^{4} p_{2}}{(2 \pi)^{16}} D(q) e^{-i q(x-y)} \times \\
& g_{\mu \beta} \Delta_{F}(k) \delta_{\sigma}^{\delta} \Delta_{F}\left(p_{1}\right) \delta_{\nu}^{\tau} \Delta_{F}\left(p_{2}\right) \frac{\partial}{\partial x^{\alpha}} e^{-i k(a-x)} \frac{\partial}{\partial x^{\rho}} \frac{\partial}{\partial y_{\gamma}} e^{-i p_{1}(x-y)} \frac{\partial}{\partial y_{\eta}} e^{-i p_{2}(y-b)}= \\
& =-3!\lambda^{2} \delta_{[\gamma}^{\alpha} \delta_{\delta}^{\beta} \delta_{\eta}^{\rho} \delta_{\tau]}^{\sigma} g_{\mu \beta} \delta_{\sigma}^{\delta} \delta_{\nu}^{\tau} \int d^{4} x d^{4} y \frac{d^{4} q d^{4} k d^{4} p_{1} d^{4} p_{2}}{(2 \pi)^{16}}\left(i k_{\alpha}\right)\left(-i p_{1 \rho}\right) \times \\
& \left(i p_{1}^{\gamma}\right)\left(-i p_{2}^{\eta}\right) D(q) \Delta_{F}(k) \Delta_{F}\left(p_{1}\right) \Delta_{F}\left(p_{2}\right) e^{-i x\left(q-k+p_{1}\right)} e^{-i y\left(p_{2}-p_{1}-q\right)} e^{-i k a} e^{i p_{2} b} . \tag{4.37}
\end{align*}
$$

The product of Kronecker deltas in the above expression can be simplified as follows:

$$
\begin{equation*}
\delta_{[\gamma}^{\alpha} \delta_{\delta}^{\beta} \delta_{\eta}^{\rho} \delta_{\tau]}^{\sigma} g_{\mu \beta} \delta_{\sigma}^{\delta} \delta_{\nu}^{\tau}=\delta_{[\gamma}^{\alpha} \delta_{\sigma}^{\beta} \delta_{\eta}^{\rho} \delta_{\nu]}^{\sigma} g_{\mu \beta}=(3-d) \delta_{[\gamma}^{\alpha} \delta_{\eta}^{\rho} \delta_{\nu]}^{\beta} g_{\mu \beta}, \tag{4.38}
\end{equation*}
$$

and the integrals in $x$ and $y$ can be computed, resulting in two delta functions that cancel out the integrals in $p_{1}$ and $p_{2}$. The result is

$$
\begin{equation*}
C_{\mu \nu}(a-b)=\int \frac{d^{4} k}{(2 \pi)^{4}} C_{\mu \nu}(k) e^{-i k(a-b)}, \tag{4.39}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{\mu \nu}(k)=3!\lambda^{2} \delta_{[\gamma}^{\alpha} \delta_{\eta}^{\rho} \delta_{\nu]}^{\beta} g_{\mu \beta} \Delta_{F}(k)^{2} \int \frac{d^{4} q}{(2 \pi)^{4}} k_{\alpha} k^{\eta}\left(k_{\rho}-q_{\rho}\right)\left(k^{\gamma}-q^{\gamma}\right) D(q) \Delta_{F}(k-q) . \tag{4.40}
\end{equation*}
$$

We still have to do some manipulations with the Kronecker deltas

$$
\begin{align*}
& \delta_{[\gamma}^{\alpha} \delta_{\eta}^{\rho} \delta_{\nu]}^{\beta} g_{\mu \beta} k_{\alpha} k^{\eta}\left(k_{\rho}-q_{\rho}\right)\left(k^{\gamma}-q^{\gamma}\right)=\left(\delta_{\gamma}^{\alpha} \delta_{\eta}^{\rho} \delta_{\nu}^{\beta}-\delta_{\gamma}^{\alpha} \delta_{\nu}^{\rho} \delta_{\eta}^{\beta}+\right. \\
& \quad\left.+\delta_{\nu}^{\alpha} \delta_{\gamma}^{\rho} \delta_{\eta}^{\beta}-\delta_{\nu}^{\alpha} \delta_{\eta}^{\rho} \delta_{\gamma}^{\beta}+\delta_{\eta}^{\alpha} \delta_{\nu}^{\rho} \delta_{\gamma}^{\beta}-\delta_{\eta}^{\alpha} \delta_{\gamma}^{\rho} \delta_{\nu}^{\beta}\right) g_{\mu \beta} k_{\alpha} k^{\eta}\left(k_{\rho}-q_{\rho}\right)\left(k^{\gamma}-q^{\gamma}\right)= \\
&= g_{\mu \nu} k \cdot(k-q) k \cdot(k-q)-k_{\mu}\left(k_{\nu}-q_{\nu}\right) k \cdot(k-q)+k_{\mu} k_{\nu}(k-q)^{2}- \\
& \quad-\left(k_{\mu}-q_{\mu}\right) k_{\nu} k \cdot(k-q)+\left(k_{\mu}-q_{\mu}\right)\left(k_{\nu}-q_{\nu}\right) k^{2}-g_{\mu \nu} k^{2}(k-q)^{2}= \\
&= g_{\mu \nu}\left(k^{4}-2 k^{2} k \cdot q+(k \cdot q)^{2}-k^{4}-k^{2} q^{2}+2 k^{2} k \cdot q\right)+ \\
& \quad+k_{\mu} k_{\nu}\left(k^{2}+k \cdot q-k^{2}+q^{2}-2 k \cdot q-k^{2}+k \cdot q+k^{2}\right)+ \\
& \quad+k_{\mu} q_{\nu}\left(k^{2}-k \cdot q-k^{2}\right)+q_{\mu} k_{\nu}\left(k^{2}-k \cdot q-k^{2}\right)+q_{\mu} q_{\nu} k^{2}= \\
&= g_{\mu \nu}\left((k \cdot q)^{2}-k^{2} q^{2}\right)+k_{\mu} k_{\nu} q^{2}-k_{\mu} q_{\nu} k \cdot q-q_{\mu} k_{\nu} k \cdot q+q_{\mu} q_{\nu} k^{2}= \\
&= q_{\alpha} q_{\beta}\left\{g_{\mu \nu}\left(k^{\alpha} k^{\beta}-k^{2} g^{\alpha \beta}\right)+k_{\mu} k_{\nu} g^{\alpha \beta}-k_{\mu} \delta_{\nu}^{\alpha} k^{\beta}-\delta_{\mu}^{\alpha} k_{\nu} k^{\beta}+\delta_{\mu}^{\alpha} \delta_{n u}^{\beta} k^{2}\right\} . \tag{4.41}
\end{align*}
$$

Inserting this result into Eq. 4.40, we obtain

$$
\begin{array}{r}
C_{\mu \nu}(k)=3!\lambda^{2} \Delta_{F}(k)^{2} \int \frac{d^{4} q}{(2 \pi)^{4}} D(q) \Delta_{F}(k-q) q_{\alpha} q_{\beta} \times  \tag{4.42}\\
\left\{g_{\mu \nu}\left(k^{\alpha} k^{\beta}-k^{2} g^{\alpha \beta}\right)+k_{\mu} k_{\nu} g^{\alpha \beta}-k_{\mu} \delta_{\nu}^{\alpha} k^{\beta}-\delta_{\mu}^{\alpha} k_{\nu} k^{\beta}+\delta_{\mu}^{\alpha} \delta_{\nu}^{\beta} k^{2}\right\} .
\end{array}
$$

Using the Passarino-Veltman reduction procedure, we can further simplify this expression. It can be shown easily that the following equality holds

$$
\begin{equation*}
\int \frac{d^{4} q}{(2 \pi)^{4}} D(q) \Delta_{F}(k-q) q_{\alpha} q_{\beta}=\left\{\frac{\left(k^{2} I_{0}-I_{1}\right)}{k^{2}(d-1)} g_{\alpha \beta}-\frac{\left(k^{2} I_{0}-d I_{1}\right)}{k^{2}(d-1)} \frac{k_{\alpha} k_{\beta}}{k^{2}}\right\}, \tag{4.43}
\end{equation*}
$$

where $I_{0}$ and $I_{1}$ are given by

$$
\begin{align*}
& I_{0}=\int \frac{d^{4} q}{(2 \pi)^{4}} D(q) \Delta_{F}(k-q) q^{2}, \\
& I_{1}=\int \frac{d^{4} q}{(2 \pi)^{4}} D(q) \Delta_{F}(k-q)(q \cdot k)^{2} . \tag{4.44}
\end{align*}
$$

Substituting the result (4.43) into Eq. 4.42), we obtain

$$
\begin{align*}
C_{\mu \nu}(k)= & 3!\lambda^{2} \Delta_{F}(k)^{2}\left\{\frac{\left(k^{2} I_{0}-I_{1}\right)}{k^{2}(d-1)} g_{\alpha \beta}-\frac{\left(k^{2} I_{0}-d I_{1}\right)}{k^{2}(d-1)} \frac{k_{\alpha} k_{\beta}}{k^{2}}\right\} \times \\
& \left\{g_{\mu \nu}\left(k^{\alpha} k^{\beta}-k^{2} g^{\alpha \beta}\right)+k_{\mu} k_{\nu} g^{\alpha \beta}-k_{\mu} \delta_{\nu}^{\alpha} k^{\beta}-\delta_{\mu}^{\alpha} k_{\nu} k^{\beta}+\delta_{\mu}^{\alpha} \delta_{\nu}^{\beta} k^{2}\right\}= \\
= & 3!\lambda^{2} \Delta_{F}(k)^{2}\left\{\frac{\left(k^{2} I_{0}-I_{1}\right)}{k^{2}(d-1)}\left[g_{\mu \nu} k^{2}(1-d)+k_{\mu} k_{\nu}(d-2)+g_{\mu \nu} k^{2}\right]-\right. \\
& \left.-\frac{\left(k^{2} I_{0}-d I_{1}\right)}{k^{2}(d-1)} \frac{k_{\alpha} k_{\beta}}{k^{2}}\left[g_{\mu \nu}\left(k^{4}-k^{4}\right)+k_{\mu} k_{\nu}\left(k^{2}-2 k^{2}+k^{2}\right)\right]\right\}= \\
= & -3!\lambda^{2} \Delta_{F}(k)^{2} \frac{(d-2)}{(d-1)}\left(k^{2} I_{0}-I_{1}\right)\left\{g_{\mu \nu}-\frac{k_{\mu} k_{\nu}}{k^{2}}\right\} . \tag{4.45}
\end{align*}
$$

So, finally, we arrive at

$$
\begin{equation*}
C_{\mu \nu}(k)=-\left\{g_{\mu \nu}-\frac{k_{\mu} k_{\nu}}{k^{2}}\right\} \Delta_{F}(k)^{2} a(k) \tag{4.46}
\end{equation*}
$$

where $a(k)$ is given by

$$
\begin{equation*}
a(k)=3!\lambda^{2} \frac{(d-2)}{(d-1)} \int \frac{d^{4} q}{(2 \pi)^{4}} D(q) \Delta_{F}(k-q)\left(k^{2} q^{2}-(q \cdot k)^{2}\right) . \tag{4.47}
\end{equation*}
$$

The perturbation expansion (4.27) turns out to be

$$
\begin{equation*}
\langle\Omega| A_{\mu}(a) A_{\nu}(b)|\Omega\rangle=g_{\mu \nu} \Delta_{F}(k)-\left\{g_{\mu \nu}-\frac{k_{\mu} k_{\nu}}{k^{2}}\right\} a(k) \Delta_{F}(k)^{2}+\ldots, \tag{4.48}
\end{equation*}
$$

and we observe that higher powers of $a(k) \Delta_{F}(k)$ appear in higher terms of the expansion. We need to take them into account in order to calculate the re-summed propagator 4.32

$$
\begin{equation*}
\overline{D_{\mu \nu}}(k)=\left\{g_{\mu \nu}-\frac{k_{\mu} k_{\nu}}{k^{2}}\right\} \Delta_{F}(k) \sum_{n}\left(-a(k) \Delta_{F}(k)\right)^{n}+\frac{k_{\mu} k_{\nu}}{k^{2}} \Delta_{F}(k) . \tag{4.49}
\end{equation*}
$$

Since, as discussed in Ref. 48] regarding the vacuum polarization of the photon in quantum electrodynamics, the last term does not contribute to any calculation, we can drop it and then obtain

$$
\begin{equation*}
\overline{D_{\mu \nu}}(k)=\left\{g_{\mu \nu}-\frac{k_{\mu} k_{\nu}}{k^{2}}\right\} \Delta_{F}(k) \frac{1}{1+\Pi(k)}, \tag{4.50}
\end{equation*}
$$

where, in analogy with the result in QED, we call

$$
\begin{equation*}
\Pi(k)=a(k) \Delta_{F}(k)=4 \lambda^{2} \Delta_{F}(k) \int \frac{d^{4} q}{(2 \pi)^{4}} D(q) \Delta_{F}(k-q)\left\{k^{2} q^{2}-(q \cdot k)^{2}\right\} \tag{4.51}
\end{equation*}
$$

In order to compute this integral, we need the explicit expression of the scalar field propagator. We found in Sec. 4.1 that there are two possible expressions for the scalar propagator, in which case we arrive at two different results, $\Pi_{q}(k)$ and $\Pi_{c l}(k)$, inserting, respectively, $D_{q}(q)$ (Eq. 4.21) and $D_{c l}(q)$ (Eq. 4.26) into Eq. 4.51. Specifically, these are

$$
\begin{equation*}
\Pi_{q}(k)=\frac{-4 \lambda^{2} i}{k^{2}+i \epsilon} \int \frac{d^{4} q}{(2 \pi)^{4}} \frac{i}{m_{0}^{2}\left(q^{2}-m_{1}^{2}+i \frac{\alpha^{2} \rho}{m_{0}^{2}}\right)} \frac{-i}{(k-q)^{2}+i \epsilon}\left\{k^{2} q^{2}-(q \cdot k)^{2}\right\} \tag{4.52a}
\end{equation*}
$$

$$
\begin{equation*}
\Pi_{c l}(k)=\frac{-4 \lambda^{2} i}{k^{2}+i \epsilon} \int \frac{d^{4} q}{(2 \pi)^{4}} \frac{\alpha^{2} \rho}{m_{0}^{4}\left(q^{2}-m_{1}^{2}+i \epsilon\right)^{2}} \frac{-i}{(k-q)^{2}+i \epsilon}\left\{k^{2} q^{2}-(q \cdot k)^{2}\right\} \tag{4.52b}
\end{equation*}
$$

### 4.2.1 $\Pi_{q}(k)$

In order to integrate $\Pi_{q}(k)$, we use the identity

$$
\begin{equation*}
(q \cdot k)^{2}=\frac{1}{4}\left(k^{2}+q^{2}-(k-q)^{2}\right)^{2}=\frac{1}{4}\left(k^{4}+q^{4}+2 q^{2} k^{2}+(k-q)^{4}-2\left(k^{2}+q^{2}\right)(k-q)^{2}\right) . \tag{4.53}
\end{equation*}
$$

Inserting this expression into the curly brackets in Eq. 4.52a, we then obtain

$$
\begin{equation*}
\left\{k^{2} q^{2}-(q \cdot k)^{2}\right\}=\frac{1}{4}\left\{2 k^{2} q^{2}-k^{4}-q^{4}-(k-q)^{4}+2\left(k^{2}+q^{2}\right)(k-q)^{2}\right\} \tag{4.54}
\end{equation*}
$$

and $\Pi_{q}(k)$ becomes

$$
\begin{equation*}
\Pi_{q}(k)=\frac{\lambda^{2}}{m_{0}^{2}} \frac{i}{k^{2}+i \epsilon} \int \frac{d^{4} q}{(2 \pi)^{4}} \frac{k^{4}+q^{4}-2 k^{2} q^{2}+(k-q)^{4}-2\left(k^{2}+q^{2}\right)(k-q)^{2}}{\left(q^{2}-m_{1}^{2}+i \frac{\alpha^{2} \rho}{m_{0}^{2}}\right)\left((k-q)^{2}+i \epsilon\right)} . \tag{4.55}
\end{equation*}
$$

Renaming for simplicity $M^{2}=m_{1}^{2}-i \frac{\alpha^{2} \rho}{m_{0}^{2}}$, and dropping out temporarily the factors $i \epsilon$, we have

$$
\begin{align*}
\Pi_{q}(k)= & \frac{\lambda^{2}}{m_{0}^{2}} \frac{i}{k^{2}+i \epsilon} \int \frac{d^{4} q}{(2 \pi)^{4}}\left\{\frac{k^{4}}{\left(q^{2}-M^{2}\right)(k-q)^{2}}+\frac{q^{4}}{\left(q^{2}-M^{2}\right)(k-q)^{2}}-\right. \\
& \left.-\frac{2 k^{2} q^{2}}{\left(q^{2}-M^{2}\right)(k-q)^{2}}+\frac{(k-q)^{2}}{\left(q^{2}-M^{2}\right)}-\frac{2\left(k^{2}+q^{2}\right)}{\left(q^{2}-M^{2}\right)}\right\} . \tag{4.56}
\end{align*}
$$

Using the substitution $q^{2}=\left(q^{2}-M^{2}\right)+M^{2}$, the expression between the curly brackets becomes

$$
\begin{align*}
\{\ldots\}= & \left\{\frac{k^{4}}{\left(q^{2}-M^{2}\right)(k-q)^{2}}+\frac{\left(\left(q^{2}-M^{2}\right)+M^{2}\right)^{2}}{\left(q^{2}-M^{2}\right)(k-q)^{2}}-\frac{2 k^{2}\left(\left(q^{2}-M^{2}\right)+M^{2}\right)}{\left(q^{2}-M^{2}\right)(k-q)^{2}}-\right. \\
& \left.-\frac{2 q \cdot k}{\left(q^{2}-M^{2}\right)}-\frac{k^{2}}{\left(q^{2}-M^{2}\right)}-\frac{\left(\left(q^{2}-M^{2}\right)+M^{2}\right)}{\left(q^{2}-M^{2}\right)}\right\}= \\
= & \left\{\frac{k^{4}-2 k^{2} M^{2}+M^{4}}{\left(q^{2}-M^{2}\right)(k-q)^{2}}+\frac{q^{2}}{(k-q)^{2}}-\frac{M^{2}}{(k-q)^{2}}-\frac{2\left(k^{2}-M^{2}\right)}{(k-q)^{2}}-\right. \\
& \left.-\frac{2 q \cdot k}{\left(q^{2}-M^{2}\right)}-\frac{k^{2}+M^{2}}{\left(q^{2}-M^{2}\right)}-1\right\} . \tag{4.57}
\end{align*}
$$

Because of the invariance of the integral with respect to translation, we can make the substitution $q \rightarrow q^{\prime}=(k-q)$ in the second, third, and fourth terms of the above expression. In particular, the second term becomes

$$
\begin{equation*}
\frac{q^{2}}{(k-q)^{2}}=\frac{\left(k-q^{\prime}\right)^{2}}{q^{\prime 2}}=\frac{k^{2}}{q^{\prime 2}}+\frac{q^{\prime 2}}{q^{\prime 2}}-\frac{2 q^{\prime} \cdot k}{q^{\prime 2}} \tag{4.58}
\end{equation*}
$$

and we obtain

$$
\begin{align*}
\{\ldots\}= & \left\{\frac{\left(k^{2}-M^{2}\right)^{2}}{\left(q^{2}-M^{2}\right)(k-q)^{2}}+\frac{k^{2}-M^{2}}{q^{2}}+1-\frac{2 q \cdot k}{q^{2}}-\frac{2\left(k^{2}-M^{2}\right)}{q^{2}}-\right. \\
& \left.-\frac{2 q \cdot k}{\left(q^{2}-M^{2}\right)}-\frac{k^{2}+M^{2}}{\left(q^{2}-M^{2}\right)}-1\right\}= \\
= & \left\{\frac{\left(k^{2}-M^{2}\right)^{2}}{\left(q^{2}-M^{2}\right)(k-q)^{2}}-\frac{k^{2}-M^{2}}{q^{2}}-\frac{2 q \cdot k}{q^{2}}-\frac{2 q \cdot k}{\left(q^{2}-M^{2}\right)}-\frac{k^{2}+M^{2}}{\left(q^{2}-M^{2}\right)}\right\} . \tag{4.59}
\end{align*}
$$

Now using the Wick rotation

$$
\begin{equation*}
q=\left(q_{0}, \vec{q}\right) \longrightarrow q_{E}=\left(q_{\tau}, \vec{q}\right)=\left(-i q_{0}, \vec{q}\right) \tag{4.60}
\end{equation*}
$$

and introducing spherical coordinates, we see that the two terms containing the scalar product $q \cdot k$ vanish. The integral $\Pi_{q}(k)$ now becomes

$$
\begin{equation*}
\Pi_{q}(k)=-\frac{\lambda^{2}}{m_{0}^{2} k^{2}} \int \frac{d^{4} q_{E}}{(2 \pi)^{4}}\left\{\frac{\left(k^{2}-M^{2}\right)^{2}}{\left(q_{E}^{2}+M^{2}\right)\left(k_{E}-q_{E}\right)^{2}}+\frac{k^{2}-M^{2}}{q_{E}^{2}}+\frac{k^{2}+M^{2}}{\left(q_{E}^{2}+M^{2}\right)}\right\} \tag{4.61}
\end{equation*}
$$

### 4.2.1.1 Dimensional regularization

The above integral is divergent, so we use dimensional regularization to calculate it. First of all, we rewrite the 4-dimensional integral in $d$ dimensions

$$
\begin{equation*}
\int \frac{d^{4} q_{E}}{(2 \pi)^{4}} \Rightarrow \int \frac{d^{d} q}{(2 \pi)^{d}}=\mu^{4-d} \int \frac{d \Omega_{d}}{(2 \pi)^{d}} \int_{0}^{\infty} d q q^{d-1} \tag{4.62}
\end{equation*}
$$

where $\mu$ is a mass parameter introduced for dimensional reasons. Moreover, we observe that

$$
\begin{equation*}
\int \frac{d \Omega_{d}}{(2 \pi)^{d}}=\frac{1}{(2 \pi)^{d}} \frac{2 \pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} . \tag{4.63}
\end{equation*}
$$

Then, we set $d=4-\epsilon$ so that the original four-dimensional integral is recovered in the limit $\epsilon \rightarrow 0$.

In this framework, we have to calculate three integrals:

$$
\begin{align*}
& A_{0}(k)=\int \frac{d^{4} q_{E}}{(2 \pi)^{4}} \frac{1}{\left(q_{E}^{2}+M^{2}\right)} \\
& A_{00}(k)=\int \frac{d^{4} q_{E}}{(2 \pi)^{4}} \frac{1}{q_{E}^{2}}  \tag{4.64}\\
& B_{1}(k)=\int \frac{d^{4} q_{E}}{(2 \pi)^{4}} \frac{1}{\left(q_{E}^{2}+M^{2}\right)\left(k_{E}-q_{E}\right)^{2}} .
\end{align*}
$$

Consider first $A_{0}(k)$, which becomes

$$
\begin{equation*}
A_{0}(k)=\mu^{4-d} \int \frac{d \Omega_{d}}{(2 \pi)^{d}} \int_{0}^{\infty} \frac{d q q^{d-1}}{\left(q^{2}+M^{2}\right)}=\frac{\mu^{\epsilon}}{(2 \pi)^{4-\epsilon}} \frac{2 \pi^{2-\epsilon / 2}}{\Gamma\left(2-\frac{\epsilon}{2}\right)} \int_{0}^{\infty} \frac{d q q^{3-\epsilon}}{\left(q^{2}+M^{2}\right)} \tag{4.65}
\end{equation*}
$$

In the radial integral, we can apply the consecutive changes of variables $q^{\prime}=q^{2}$ and $x=M^{2} /\left(q^{\prime}+M^{2}\right)$ from which we obtain

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d q q^{3-\epsilon}}{\left(q^{2}+M^{2}\right)}=\frac{1}{2} \int_{0}^{\infty} \frac{d q^{\prime} q^{1-\epsilon / 2}}{\left(q^{\prime}+M^{2}\right)}=\frac{1}{2}\left(M^{2}\right)^{1-\epsilon / 2} \int_{0}^{1} d x x^{-2+\epsilon / 2}(1-x)^{1-\epsilon / 2} \tag{4.66}
\end{equation*}
$$

Recalling that

$$
\begin{equation*}
\int_{0}^{1} d x x^{\alpha}(1-x)^{\beta}=\frac{\Gamma(1+\alpha) \Gamma(1+\beta)}{\Gamma(2+\alpha+\beta)} \tag{4.67}
\end{equation*}
$$

$A_{0}(k)$ becomes

$$
\begin{equation*}
A_{0}(k)=\frac{\mu^{\epsilon}}{(2 \pi)^{4-\epsilon}} \frac{2 \pi^{2-\epsilon / 2}}{\Gamma\left(2-\frac{\epsilon}{2}\right)} \frac{1}{2}\left(M^{2}\right)^{1-\epsilon / 2} \Gamma\left(2-\frac{\epsilon}{2}\right) \Gamma\left(\frac{\epsilon}{2}-1\right) . \tag{4.68}
\end{equation*}
$$

Expanding this result in powers of $\epsilon$, we can isolate the divergent terms and get

$$
\begin{equation*}
A_{0}(k)=\frac{M^{2}}{8 \pi^{2}}\left(-\frac{1}{\epsilon}-\frac{1}{2}+\frac{\gamma}{2}+\frac{1}{2} \log \left(M^{2}\right)-\frac{1}{2} \log \left(\mu^{2}\right)-\frac{1}{2} \log (4 \pi)\right)+O(\epsilon), \tag{4.69}
\end{equation*}
$$

where $\gamma$ is the Euler-Mascheroni constant. Renaming for simplicity

$$
\begin{equation*}
\frac{1}{\epsilon}-\frac{\gamma}{2}+\frac{1}{2} \log (4 \pi)=\frac{1}{2 \hat{\epsilon}}, \tag{4.70}
\end{equation*}
$$

we finally obtain

$$
\begin{equation*}
A_{0}(k)=-\frac{M^{2}}{16 \pi^{2}}\left(\frac{1}{\hat{\epsilon}}-\log \left(\frac{M^{2}}{\mu^{2}}\right)+1\right)+O(\epsilon) \tag{4.71}
\end{equation*}
$$

Moving to the next integral $A_{00}(k)$, we see that it is a special case $\left(M^{2}=0\right)$ of the integral $A_{0}(k)$ that we have just computed. We can therefore conclude that

$$
\begin{equation*}
A_{00}(k)=\lim _{M^{2} \rightarrow 0} A_{0}(k)=0 . \tag{4.72}
\end{equation*}
$$

The last integral we need to compute is

$$
\begin{align*}
B_{1}(k) & =\int \frac{d^{4} q_{E}}{(2 \pi)^{4}} \frac{1}{\left(q_{E}^{2}+M^{2}\right)\left(k_{E}-q_{E}\right)^{2}}= \\
& =\frac{\mu^{\epsilon}}{(2 \pi)^{4-\epsilon}} \frac{2 \pi^{2-\epsilon / 2}}{\Gamma\left(2-\frac{\epsilon}{2}\right)} \int_{0}^{\infty} \frac{d q q^{3-\epsilon}}{\left(q^{2}+M^{2}\right)\left(k_{E}-q\right)^{2}} \tag{4.73}
\end{align*}
$$

In this case, we need to introduce the Feynman parametrization

$$
\begin{equation*}
\frac{1}{A B}=\int_{0}^{1} d x \frac{1}{(x A+(1-x) B)^{2}} \tag{4.74}
\end{equation*}
$$

which gives us

$$
\begin{align*}
& \int \frac{d^{d} q}{\left(q^{2}+M^{2}\right)\left(k_{E}-q\right)^{2}}=\int_{0}^{1} d x \int \frac{d^{d} q}{\left(x\left(k_{E}-q\right)^{2}+(1-x)\left(q^{2}+M^{2}\right)\right)^{2}}= \\
& \quad=\int_{0}^{1} d x \int \frac{d^{d} q}{\left(q^{2}-2 x q \cdot k_{E}+x k_{E}^{2}+M^{2}(1-x)\right)^{2}}= \\
& \quad=\int_{0}^{1} d x \int \frac{d^{d} q}{\left(\left(q-x k_{E}\right)^{2}+(1-x)\left(M^{2}+x k_{E}^{2}\right)\right)^{2}}=\int_{0}^{1} d x \int \frac{d^{d} l}{\left(l^{2}+\Delta\right)^{2}}, \tag{4.75}
\end{align*}
$$

where we have renamed $\Delta=(1-x)\left(M^{2}+x k_{E}^{2}\right)=(1-x)\left(M^{2}-x k^{2}\right)$ and $l=\left(q-x k_{E}\right)$. Applying the changes to variables $l^{\prime}=l^{2}$ and $y=\frac{\Delta^{2}}{l^{\prime}+\Delta^{2}}$ to the radial component of the integral, we get

$$
\begin{equation*}
\int_{0}^{\infty} d l \frac{l^{3-\epsilon}}{\left(l^{2}+\Delta\right)^{2}}=\frac{1}{2} \int_{0}^{\infty} d l^{\prime} \frac{l^{\prime 1-\epsilon / 2}}{\left(l^{\prime}+\Delta\right)^{2}}=\frac{1}{2} \Delta^{-\epsilon / 2} \int_{0}^{1} d y y^{\epsilon / 2-1}(1-y)^{1-\epsilon / 2} . \tag{4.76}
\end{equation*}
$$

Moreover, recalling that

$$
\begin{equation*}
\int_{0}^{1} d y y^{\alpha}(1-y)^{\beta}=\frac{\Gamma(1+\alpha) \Gamma(1+\beta)}{\Gamma(2+\alpha+\beta)} \tag{4.77}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
B_{1}(k)=\frac{\mu^{\epsilon}}{(2 \pi)^{4-\epsilon}} \frac{2 \pi^{2-\epsilon / 2}}{\Gamma\left(2-\frac{\epsilon}{2}\right)} \frac{1}{2} \int_{0}^{1} d x \Delta^{-\epsilon / 2} \frac{\Gamma\left(\frac{\epsilon}{2}\right) \Gamma\left(2-\frac{\epsilon}{2}\right)}{\Gamma(2)} . \tag{4.78}
\end{equation*}
$$

Expanding in powers of $\epsilon$ the above expression

$$
\begin{equation*}
B_{1}(k)=\frac{1}{16 \pi^{2}}\left(\frac{1}{\hat{\epsilon}}-\int_{0}^{1} d x \log \left(\frac{\Delta(x)}{\mu^{2}}\right)\right)+O(\epsilon) \tag{4.79}
\end{equation*}
$$

where the integral over $x$ gives

$$
\begin{array}{r}
\int_{0}^{1} d x \log \left(\frac{\Delta(x)}{\mu^{2}}\right)=\int_{0}^{1} d x \log \left(\frac{(1-x)\left(M^{2}-x k^{2}\right)}{\mu^{2}}\right)=  \tag{4.80}\\
=-2+\log \left(\frac{M^{2}}{\mu^{2}}\right)+\left(1-\frac{M^{2}}{k^{2}}\right) \log \left(1-\frac{k^{2}}{M^{2}}\right)
\end{array}
$$

$B_{1}(k)$ turns out to be

$$
\begin{equation*}
B_{1}(k)=\frac{1}{16 \pi^{2}}\left(\frac{1}{\hat{\epsilon}}+2-\log \left(\frac{M^{2}}{\mu^{2}}\right)-\left(1-\frac{M^{2}}{k^{2}}\right) \log \left(1-\frac{k^{2}}{M^{2}}\right)\right)+O(\epsilon) \tag{4.81}
\end{equation*}
$$

We now have all of the quantities that we need to write the $\Pi_{q}(k)$ expression:

$$
\begin{align*}
\Pi_{q}(k)= & \frac{\lambda^{2} M^{2}}{16 \pi^{2} m_{0}^{2}}\left\{\left(\frac{1}{\hat{\epsilon}}-\log \left(\frac{M^{2}}{\mu^{2}}\right)\right)\left(3-\frac{k^{2}}{M^{2}}\right)+\right.  \tag{4.82}\\
& \left.+\left(5-\frac{M^{2}}{k^{2}}-2 \frac{k^{2}}{M^{2}}\right)+\frac{\left(k^{2}-M^{2}\right)^{3}}{k^{4} M^{2}} \log \left(1-\frac{k^{2}}{M^{2}}\right)\right\},
\end{align*}
$$

where, we recall, $M^{2}=m_{1}^{2}-i \frac{\alpha^{2} \rho}{m_{0}^{2}}$.

### 4.2.2 $\quad \Pi_{c l}(k)$

The calculation of $\Pi_{c l}(k)$ is similar to the computation of $\Pi_{q}(k)$ in the previous section, in that we have

$$
\begin{equation*}
\Pi_{c l}(k)=\frac{-4 \lambda^{2} i}{k^{2}+i \epsilon} \int \frac{d^{4} q}{(2 \pi)^{4}} \frac{\alpha^{2} \rho}{m_{0}^{4}\left(q^{2}-m_{1}^{2}+i \epsilon\right)^{2}} \frac{-i}{(k-q)^{2}+i \epsilon}\left\{k^{2} q^{2}-(q \cdot k)^{2}\right\} \tag{4.83}
\end{equation*}
$$

which, using equation 4.53, becomes

$$
\begin{align*}
\Pi_{c l}(k)= & \frac{\lambda^{2} \alpha^{2} \rho}{m_{0}^{4} k^{2}}\left\{A_{0}(k)+\left(k^{2}+m_{1}^{2}\right) B_{0}(k)+2\left(k^{2}-m_{1}^{2}\right) B_{1}(k)-\right.  \tag{4.84}\\
& \left.-\left(k^{2}-m_{1}^{2}\right)^{2} C_{0}(k)\right\}
\end{align*}
$$

where the integrals $A_{0}(k), B_{0}(k), B_{1}(k)$ and $C_{0}(k)$ are analogous to those obtained in the previous section and can been computed in the same way (via dimensional regularization). Explicitly, they are given by

$$
\begin{align*}
A_{0}(k) & =\int \frac{d^{4} q}{(2 \pi)^{4}} \frac{1}{q^{2}-m_{1}^{2}+i \epsilon}=\frac{1}{16 \pi^{2}} m_{1}^{2}\left(\frac{1}{\hat{\varepsilon}}-\log \left(\frac{m_{1}^{2}}{\mu^{2}}\right)+1\right) \\
B_{0}(k) & =\int \frac{d^{4} q}{(2 \pi)^{4}} \frac{1}{\left(q^{2}-m_{1}^{2}+i \epsilon\right)^{2}}=\frac{1}{16 \pi^{2}}\left(\frac{1}{\hat{\varepsilon}}-\log \left(\frac{m_{1}^{2}}{\mu^{2}}\right)\right) \\
B_{1}(k) & =\int \frac{d^{4} q}{(2 \pi)^{4}} \frac{1}{\left(q^{2}-m_{1}^{2}+i \epsilon\right)\left((k-q)^{2}+i \epsilon\right)}= \\
& =\frac{1}{16 \pi^{2}}\left(\frac{1}{\hat{\varepsilon}}-\log \left(\frac{m_{1}^{2}}{\mu^{2}}\right)+2-\left(1-\frac{m_{1}^{2}}{k^{2}}\right) \log \left(1-\frac{k^{2}}{m_{1}^{2}}-i \epsilon\right)\right) \\
C_{0}(k) & =\int \frac{d^{4} q}{(2 \pi)^{4}} \frac{1}{\left(q^{2}-m_{1}^{2}+i \epsilon\right)^{2}\left((k-q)^{2}+i \epsilon\right)}=\frac{1}{16 \pi^{2}} \frac{1}{k^{2}} \log \left(1-\frac{k^{2}}{m_{1}^{2}}-i \epsilon\right) \tag{4.85}
\end{align*}
$$

Inserting these expressions into Eq. 4.84), $\Pi_{c l}(k)$ turns out to be:
$\Pi_{c l}(k)=\frac{3 \lambda^{2} \alpha^{2} \rho}{16 \pi^{2} m_{0}^{4}}\left\{\frac{1}{\hat{\varepsilon}}+\frac{4}{3}-\frac{m_{1}^{2}}{k^{2}}-\log \frac{m_{1}^{2}}{\mu^{2}}-\left(1-\frac{m_{1}^{2}}{k^{2}}\right)^{2} \log \left(1-\frac{k^{2}}{m_{1}^{2}}-i \epsilon\right)\right\}$.

### 4.3 Renormalization

Since both of the regularized expressions we have obtained, Eqs. 4.82 and (4.86), are divergent in the limit $\hat{\varepsilon} \rightarrow 0$ (i.e. when we try to restore the physical 4 dimensions of spacetime), we still need to renormalize them in order to obtain finite and subsequently useful results. In order to achieve this aim, we need to absorb the divergent term $1 / \hat{\varepsilon}$ into a renormalized coupling constant $\lambda_{\text {ren }}$.

Consider a generic process involving an internal photon propagator carrying a certain momentum $k^{2}=s$, the amplitude for which can be expressed as

$$
\begin{equation*}
\lambda^{2} D_{\mu \nu}(s) \frac{1}{1+\lambda^{2} \Pi_{0}(s)} S^{\mu \nu}=\lambda_{r e n}^{2} D_{\mu \nu}(s) S^{\mu \nu} \tag{4.87}
\end{equation*}
$$

where we have defined $\Pi_{0}(s)=\Pi(s) / \lambda^{2}$ and $S^{\mu \nu}$ contains the details of the process. The relationship between the renormalized coupling constant $\lambda_{\text {ren }}$ at the scale $s$ and the bare coupling constant $\lambda$ is given by

$$
\begin{equation*}
\lambda_{\text {ren }}^{2}=\frac{\lambda^{2}}{1+\lambda^{2} \Pi_{0}(s)}, \quad \lambda^{2}=\frac{\lambda_{r e n}^{2}}{1-\lambda_{r e n}^{2} \Pi_{0}(s)} . \tag{4.88}
\end{equation*}
$$

Rewriting the same process at a different scale $k^{2}$, in terms of the renormalized coupling constant, we get

$$
\begin{align*}
& D_{\mu \nu}(k) \frac{\lambda^{2}}{1+\lambda^{2} \Pi_{0}(k)} S^{\mu \nu}=D_{\mu \nu}(s) \frac{\lambda_{r e n}^{2}}{\left(1-\lambda_{r e n}^{2} \Pi_{0}(s)\right)\left(1+\lambda_{r e n}^{2} \Pi_{0}(k)\right)} S^{\mu \nu}= \\
& =D_{\mu \nu}(k) \frac{\lambda_{r e n}^{2}}{1+\lambda_{r e n}^{2}\left(\Pi_{0}(k)-\Pi_{0}(s)\right)} S^{\mu \nu}=D_{\mu \nu}(k) \frac{\lambda_{r e n}^{2}}{1+\lambda_{r e n}^{2} \Pi_{r e n}(k)} S^{\mu \nu} \tag{4.89}
\end{align*}
$$

From this equation, we identify the renormalized quantity $\Pi_{r e n}(k)$ as

$$
\begin{equation*}
\Pi_{r e n}(k)=\Pi_{0}(k)-\Pi_{0}(s) . \tag{4.90}
\end{equation*}
$$

This quantity, if the process considered is renormalizable, is finit ${ }^{1}$, as the divergent part is absorbed into the new coupling constant $\lambda_{\text {ren }}$. Since the scale $s$ at which we perform the renormalization is, in principle, arbitrary, we can choose it in such a way as to simplify our expression. This happens at the pole of the scalar propagator, specifically at $s=M^{2}$, if we consider the quantum propagator $D_{q}$ (Eq. 4.21), or at $s=m_{1}^{2}$, if we consider the classical propagator $D_{c l}$ (Eq. 4.26).

If we try to apply this renormalization procedure to the quantity $\Pi_{q}(k)$ (Eq. (4.82), obtained from the quantum scalar propagator $D_{q}$, we obtain

$$
\begin{align*}
\Pi_{q \text { ren }}(k)= & \frac{1}{\lambda^{2}}\left(\Pi_{q}(k)-\Pi_{q}(M)\right)=\frac{M^{2}}{16 \pi^{2} m_{0}^{2}}\left\{\left(\frac{1}{\hat{\varepsilon}}-\log \left(\frac{M^{2}}{\mu^{2}}\right)\right)\left(1-\frac{k^{2}}{M^{2}}\right)+\right. \\
& \left.+\left(3-\frac{M^{2}}{k^{2}}-2 \frac{k^{2}}{M^{2}}\right)+\frac{\left(k^{2}-M^{2}\right)^{3}}{k^{4} M^{2}} \log \left(1-\frac{k^{2}}{M^{2}}\right)\right\}, \tag{4.91}
\end{align*}
$$

where we see that the divergence $1 / \hat{\varepsilon}$ has not been removed, because the divergent term's coefficient depends on the momentum $k^{2}$ (which in turn is attributable to the presence of derivatives of the fields in the interaction Hamiltonian $\mathcal{H}_{\text {int }}(4.28)$ ). We can try to absorb the residual divergence into other parameters of the model, such as the photon field's normalization. Introducing the renormalized photon field as

$$
\begin{equation*}
A_{r e n}^{\mu}(k)=\frac{1}{\sqrt{Z}} A^{\mu}(k), \tag{4.92}
\end{equation*}
$$

with $Z=1+\lambda_{\text {ren }}^{2} \delta$, the amplitude 4.89) can be rewritten as

$$
\begin{equation*}
D_{\mu \nu}^{r e n}(k) \frac{\lambda_{r e n}^{2}}{1+\lambda_{r e n}^{2} \Pi_{r e n}(k)} S^{\mu \nu}=\frac{-i \lambda_{r e n}^{2} g_{\mu \nu} S^{\mu \nu}}{k^{2}+\lambda_{r e n}^{2}\left(k^{2} \delta+\Pi_{q r e n}(k) k^{2}\right)} \tag{4.93}
\end{equation*}
$$

[^0]however, we see immediately that, even in this case, it is not possible to cancel the divergence. We conclude that the loop integral $\Pi_{q}(k)$ is not renormalizable, and we therefore discard the quantum propagator 4.21 as a suitable scalar propagator for the present model.

Luckily, when we apply the renormalization procedure to the other possible integral $\Pi_{c l}(k)$ (Eq. 4.86) ) obtained from the classical scalar propagator $D_{c l}$, we obtain

$$
\begin{align*}
\Pi_{c l \text { ren }}(k) & =\frac{1}{\lambda^{2}}\left(\Pi_{c l}(k)-\Pi_{c l}\left(m_{1}^{2}\right)\right)= \\
& =\frac{3 \alpha^{2} \rho}{16 \pi^{2} m_{0}^{4}}\left\{\frac{m_{1}^{2}}{k^{2}}+\left(1-\frac{m_{1}^{2}}{k^{2}}\right)^{2} \log \left(1-\frac{k^{2}}{m_{1}^{2}}-i \epsilon\right)-1\right\}, \tag{4.94}
\end{align*}
$$

where the divergence, in this case, cancels out. Therefore, we will use only this expression in the following discussion and we will drop the subscript $c l$, thus referring to Eq. (4.94) simply as $\Pi_{r e n}(k)$.

Finally, we can state that the renormalized re-summed propagator for the photon field at the second order in $\lambda$ in the effective theory (4.1) is given by

$$
\begin{equation*}
\overline{D_{\mu \nu}^{r e n}}(k)=\frac{-i g_{\mu \nu}}{k^{2}\left(1+\lambda_{r e n}^{2} \Pi_{r e n}(k)\right)}, \tag{4.95}
\end{equation*}
$$

with $\Pi_{r e n}(k)$ given by Eq. 4.94 .

### 4.4 Dispersion relation

As stated at the beginning of this section, the possible dispersion relations of a field are determined by the poles of its propagator, i.e., they are the solutions of the dispersion equation:

$$
\begin{equation*}
k^{2}\left(1+\lambda_{r e n}^{2} \Pi_{r e n}(k)\right)=0 \tag{4.96}
\end{equation*}
$$

Assuming for the moment that $\Pi_{r e n}(k)$ is regular at $k^{2}=0$, we find immediately that one possible solution is the standard dispersion relation

$$
\begin{equation*}
k^{2}=0 \tag{4.97}
\end{equation*}
$$

The other possible dispersion relation is the solution of the equation

$$
\begin{equation*}
\left(1+\lambda_{r e n}^{2} \Pi_{r e n}(k)\right)=0 \tag{4.98}
\end{equation*}
$$

which, in this case, is

$$
\begin{equation*}
1+\frac{3 \alpha^{2} \lambda_{r e n}^{2} \rho}{16 \pi^{2} m_{0}^{4}}\left\{\frac{m_{1}^{2}}{k^{2}}+\left(1-\frac{m_{1}^{2}}{k^{2}}\right)^{2} \log \left(1-\frac{k^{2}}{m_{1}^{2}}-i \epsilon\right)-1\right\}=0 \tag{4.99}
\end{equation*}
$$

In order to avoid tachyonic solutions we impose $k^{2} \geq 0$. Moreover, introducing for simplicity the two parameters

$$
\begin{equation*}
\gamma=\frac{3 \alpha^{2} \lambda_{r e n}^{2} \rho}{16 \pi^{2} m_{0}^{4}}, \quad x=\frac{k^{2}}{m_{1}^{2}} \tag{4.100}
\end{equation*}
$$

and assuming $0 \leq x<1$, Eq. 4.99 can be rewritten as

$$
\begin{equation*}
f_{\gamma}(x)=\left(\frac{x}{x-1}\right)^{2}\left(\frac{1}{\gamma}+\frac{1}{x}-1\right)+\log (1-x)=0 \tag{4.101}
\end{equation*}
$$

Unfortunately, this equation cannot be solved analytically, and so the simplest way to obtain some information on its solutions is to use a graphical method. By plotting $f_{\gamma}(x)$ for various (real) values of $\gamma$, we find that the only possible solution of this equation is given by $x=0$, see Fig. 6.


Figure 6: $f_{\gamma}(x)$ from Eq. 4.101) evaluated for different values of $\gamma$ in the range $(0.01,10)$. The intersections of the curves with the $x$ axis correspond to the solutions of the dispersion equation. We observe that the only possible solution is $x=0$ independently of the value of $\gamma$.

We conclude that, in the Lorentz-invariant spacetime foam model defined by the effective action (4.1), the photon dispersion relation is unaffected by the presence of the topological defects and remains unchanged, i.e.

$$
\begin{equation*}
k^{2}=0 \tag{4.102}
\end{equation*}
$$

### 4.5 Extensions of the model

In this subsection, we wish to discuss briefly how the dispersion relation 4.102 changes when we introduce modifications to the spacetime foam model considered herein.

The previous results were obtained in line with the hypothesis that the wavelength of the photon is much larger than the mean separation between the defects, so that we could ignore the fluctuations of the density of defects and simply consider $\rho_{o b s}=\rho=$ const, see Eq. 2.18). It is interesting to investigate what happens when we discard this assumption and allow the photon to perceive the density fluctuations. Unfortunately, the model becomes much more complicated in this case, and we are not able to derive general results. For simplicity, we consider a 2-dimensional spacetime and parametrize the fluctuations with trigonometric functions (i.e. using periodic fluctuations instead of random fluctuations). This allows us to perform some explicit calculations but
nonetheless introduces a periodic structure that is not present in the original model and which breaks Lorentz invariance as shown in Fig. 5 .

We assume that the density of defects is given by

$$
\begin{equation*}
\rho(x)=\rho\left(1+A^{2} \cos \left(\omega_{0} x_{0}\right) \cos \left(\omega_{1} x_{1}\right)\right) \tag{4.103}
\end{equation*}
$$

By setting $\omega_{0}=\omega_{1}=2 \pi / \sqrt{V}$ and $A=(4 /(\rho V))^{1 / 4}$, where $V \simeq \lambda_{\text {photon }}^{2}, \lambda_{\text {photon }}$ being the wavelength of the photon, we determine that the mean value $\langle\rho\rangle$ and standard deviation $\delta \rho$ are given by

$$
\begin{align*}
& \langle\rho\rangle=\frac{1}{V} \int_{V} d^{2} x \rho(x)=\rho \\
& \delta \rho=\sqrt{\frac{1}{V} \int_{V} d^{2} x(\rho(x)-\langle\rho\rangle)^{2}}=\sqrt{\frac{\rho}{V}} \tag{4.104}
\end{align*}
$$

as expected from Eq. (2.17). Inserting Eq. (4.103) into Eq. (3.8), which gives the product of two Fourier transforms of the background field $g(x)$, we obtain

$$
\begin{align*}
g(q) g(p)= & (2 \pi)^{2} \lambda^{2} \rho h(q) h(p)\left\{\delta^{(2)}(k+p)+\frac{A^{2}}{4}\left[\delta^{(2)}(k+p+\omega)+\right.\right. \\
& +\delta^{(2)}(k+p-\omega)+\delta\left(k_{0}+p_{0}+\omega_{0}\right) \delta\left(k_{1}+p_{1}+\omega_{1}\right)+  \tag{4.105}\\
& \left.\left.+\delta\left(k_{0}+p_{0}-\omega_{0}\right) \delta\left(k_{1}+p_{1}-\omega_{1}\right)\right]\right\},
\end{align*}
$$

where $\omega$ is the vector with components $\omega_{0}$ and $\omega_{1}$. From this equation it follows, by assuming $\omega_{0}=\omega_{1}=\omega_{*} \simeq 1 / \lambda_{\text {photon }} \ll 1$ so that we can perform a power expansion in $\omega_{*}$ around zero, that the one-loop correction to the photon field is

$$
\begin{equation*}
\Pi(k)=-\frac{4}{k^{2}}\left\{I_{2}\left(k^{2}\right)-\frac{4 \rho A^{2} \omega_{*}^{2}}{k^{4} m_{0}^{4}}\left(k^{2} I_{0}\left(k^{2}\right)-2 I_{1}\left(k^{2}\right)\right)\left(k_{0}^{2}+k_{1}^{2}\right)\right\} \tag{4.106}
\end{equation*}
$$

where $I_{0}, I_{1}$, and $I_{2}$ are one-loop integrals (which, unfortunately, are not renormalizable). We observe that this result contains a Lorentz- violating term proportional to $\left(k_{0}^{2}+k_{1}^{2}\right)$. As mentioned, such a violation originates from the periodic structure of the fluctuations, which explicitly breaks the Lorentz invariance of the Poisson distribution of defects. A more appropriate description of the density fluctuations can be obtained by dividing spacetime into boxes of volume $V \simeq \lambda_{\text {photon }}^{4}$, and then assigning to each box a constant density that varies from box to box according to the Poisson distribution. However, we are unable to obtain explicit results in this model, and what one can observe numerically is that Eq. (3.8) is modified also in this case, but by some random function instead of simple delta functions as in Eq. 4.105. As a result, we may infer that the density fluctuations do not break Lorentz invariance in this case, but they may possibly introduce some other modifications to the one-loop correction (4.94) that may reflect on the photon dispersion relation as well.

### 4.5.1 PT-symmetric extension

Here, we want to describe an interesting extension of the spacetime foam model introduced in Sec. 4 This is obtained simply by replacing the real coupling constant $\lambda$ in the action (4.1) with an imaginary one:

$$
\begin{equation*}
\lambda \rightarrow \lambda^{\prime}=i \lambda \tag{4.107}
\end{equation*}
$$

Such a substitution makes the interaction Hamiltonian (4.28) non-Hermitian; however, this is not necessarily a problem as long as the theory remains symmetric under the combination of parity transformation $P$ and time reversal $T$

$$
\begin{equation*}
P T: \mathcal{L}(x) \rightarrow \mathcal{L}(x) \tag{4.108}
\end{equation*}
$$

In fact, it has been shown [54, 55] that non-Hermitians but $P T$ symmetric quantum mechanics can still describe physically acceptable models. In particular, the spectrum of the Hamiltonian operator remains real and positive under certain circumstances (see also Refs. [56, 57, 58, for applications of PT symmetric models to the study of real physical systems). The extension to $P T$ symmetric quantum field theory has also been investigated in Refs. 59, 60.

We observe that the effective action (4.1) with the imaginary coupling constant $i \lambda$ is indeed symmetric under $P T$ transformation, if we replace the scalar field $\phi$ with a pseudoscalar $\bar{\phi}$ which transforms as

$$
\begin{equation*}
P T: \widetilde{\phi}(x) \rightarrow-\widetilde{\phi}(-x) \tag{4.109}
\end{equation*}
$$

Consider, in particular, the fourth and fifth terms in Eq. (4.1). The fourth term transforms under $P T$ as

$$
\begin{equation*}
P T: \alpha \widetilde{\phi}(x) \sum_{n=1}^{\infty} \epsilon_{n} \delta^{4}\left(x-x_{n}\right) \rightarrow-\alpha \widetilde{\phi}(-x) \sum_{n=1}^{\infty} \epsilon_{n} \delta^{4}\left(-x-x_{n}\right), \tag{4.110}
\end{equation*}
$$

and seems not to be invariant under $P T$ transformation. Nevertheless, we observe that the minus sign coming from the pseudoscalar field can be absorbed into the random numbers $\epsilon_{n}$, without any observable consequences. From this finding we can conclude that this term is indeed $P T$ symmetric. The fifth term also turns out to be $P T$ symmetric

$$
\begin{equation*}
P T:-\frac{i \lambda}{4} \widetilde{\phi}(x) F_{\mu \nu}(x) \widetilde{F}^{\mu \nu}(x) \rightarrow-\frac{i \lambda}{4} \widetilde{\phi}(-x) F_{\mu \nu}(-x) \widetilde{F}^{\mu \nu}(-x), \tag{4.111}
\end{equation*}
$$

given that

$$
\begin{equation*}
P T: F_{\mu \nu}(x) \rightarrow-F_{\mu \nu}(-x), \quad P T: \widetilde{F}^{\mu \nu}(x) \rightarrow-\widetilde{F}^{\mu \nu}(-x), \quad P T: i \rightarrow-i \tag{4.112}
\end{equation*}
$$

where we have introduced the dual field strength tensor $\widetilde{F}^{\mu \nu}(x)=\epsilon^{\mu \nu \rho \sigma} F_{\mu \nu}(x)$.
Given these considerations, we can assume that the $P T$ symmetric extension of the effective action (4.1) still provides a physically acceptable description of a photon propagating in the Lorentz-invariant spacetime foam model considered herein. In this case, the photon re-summed propagator 4.95) is given by

$$
\begin{equation*}
\overline{D_{\mu \nu}^{r e n}}(k)=\frac{-i g_{\mu \nu}}{k^{2}\left(1-\lambda_{r e n}^{2} \Pi_{r e n}(k)\right)}, \tag{4.113}
\end{equation*}
$$

with $\Pi_{r e n}(k)$ still given by Eq. (4.94). As a result, the second dispersion equation ( $1-\lambda_{r e n}^{2} \Pi_{r e n}(k)=0$ ), in terms of the variables $x$ and $\gamma($ Eq. 4.100) $)$, becomes

$$
\begin{equation*}
f_{\gamma}(x)=\left(\frac{x}{x-1}\right)^{2}\left(\frac{1}{\gamma}-\frac{1}{x}+1\right)-\log (1-x)=0 \tag{4.114}
\end{equation*}
$$

which is plotted in Fig. 7 (again, it is not possible to find an analytic solution, and we must therefore rely on graphical methods).


Figure 7: $f_{\gamma}(x)$ from Eq. 4.114) (obtained in the $P T$ symmetric extension of the model) evaluated for different values of $\gamma$ in the range $(0.01,10)$. Intersections of the curves with the $x$ axis correspond to the solutions of the dispersion equation. We observe that a second non-standard solution appears for $\gamma>\gamma_{c}$. The curve corresponding to $\gamma=\gamma_{c}$ is represented by a dashed line.

From Fig. 7. we see that, in this case, a second solution appears for large $\gamma$, which provides the modified dispersion relation

$$
\begin{equation*}
k^{2}=\beta(\gamma) m_{1}^{2}, \tag{4.115}
\end{equation*}
$$

which describes the appearance of a photon mass. We observe that $\beta(\gamma)$ varies in the range $[0,1]$ and that it grows as $\gamma$ grows (as we would have expected for a physical solution, since $\left.\gamma \propto \lambda^{2} \alpha^{2} \rho\right)$. Studying the behavior of $\beta(\gamma)$ for $\gamma$ which goes to zero, we find that it reaches zero at a critical value $\gamma_{c}\left(\gamma_{c}=2\right.$ at the renormalization scale we used, though it changes at different renormalization scales). Below this value, the second solution disappears and we are left with the standard dispersion relation as the only possible solution. Then, a modified dispersion relation, where the photon acquires mass, can appear only for

$$
\begin{equation*}
\gamma>\gamma_{c} \Longrightarrow \lambda_{r e n}^{2}>\frac{16 \pi^{2} m_{0}^{4} \gamma_{c}}{3 \alpha^{2} \rho} \tag{4.116}
\end{equation*}
$$

The presence of the critical point $\gamma_{c}$ seems to indicate the presence of a phase transition. We speculate, given the proportionality between $\gamma$ and $\rho$, that this transition could be related to the percolation of defects. Percolation theory 61], as illustrated in Sec. 7.2, describes the formation and properties of clusters of objects randomly distributed in a lattice with probability $P$, or in a continuum space with density $\rho$. This model undergoes a second-order phase transition at a certain critical probability (or critical density) where there appear infinitely large clusters.

In support of this idea, we observe that the behavior of the parameter $\beta(\gamma)$ is well-described by the critical exponent $\beta$ of percolation in 4 dimensions, see

Fig. 8. In fact, from the general theory of second-order phase transition 62, 63, we know that the behaviors of physical quantities (such as order parameter, correlation length, etc.) near a critical point are described by power laws. The exponents of these power laws are called "critical exponents" and are independent of most of the particular characteristics of the model considered, instead depending only on very general features (such as dimensionality and symmetries). As a result, it happens that very different models can be described by the same set of critical exponents (it is said that they belong to the same universality class). Consequently, if the phase transition that we have observed in our model is related to the percolation phase transition, we expect that the order parameter $\beta(\gamma)$ should be described by the same critical exponent $\beta$ of the continuous percolation model in four dimensions

$$
\begin{equation*}
\beta(\gamma) \propto\left(1-\frac{\gamma_{c}}{\gamma}\right)^{\beta} \tag{4.117}
\end{equation*}
$$

The exponent $\beta$ in the lattice percolation in four dimensions is $\beta=0.64$ [61], and lattice percolation and continuous percolation belong to the same universality class (at least in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ [64], and we assume that the same is true in 4 dimensions).


Figure 8: $\beta(\gamma)$ from Eq. 4.115 (blue dots) compared with the expected behavior of the order parameter (Eq. 4.117)) described by the exponent $\beta=0.64$ obtained in four-dimensional lattice percolation (red solid line).

In Fig. 8, we indeed observe that the function $\beta(\gamma)$ is well-interpolated by Eq. 4.117) with $\beta=0.64$.

The appearance of a photon mass from the interaction of the photon field with spacetime defects has also been discussed in Refs. [65, 66]. These works also consider the case in which defects are embedded in spacetime in a Lorentz invariant way. However, they consider a different type of interaction between photons and defects characterized by momentum violation.

## Part III

## Spacetime foam from static extended defects

In this part, we move to the study of topological defects that are extended and time-independent. This means that a distribution of defects of this kind explicitly breaks Lorentz invariance. In fact, such a distribution selects a particular reference frame in which the defects are static, but any Lorentz boost will break this feature.

We start by describing a type of defect obtained from Minkowski spacetime by surgery that has already been studied in the literature, see Refs. 67, 68]. We review the propagation of electromagnetic waves in a spacetime foam model obtained from this kind of defect and how it modifies the dispersion relation. We then generalize these results to the case where the defect becomes massive.

In the next section 6. we proceed to study another, more interesting, type of defect that has been obtained in Ref. [69]. This defect has the same topology of the previous one, but the two are not diffeomorphic. Unlike the first one, this new type of defect is a vacuum solution of general relativity. We start by studying how a scalar field behaves in the metric describing this type of defect, and then we show how the propagation of waves changes in this metric with respect to the first type of defect. We continue by deriving the electromagnetic solutions and calculating the electromagnetic dispersion relation in a spacetime foam model based on this type of defect.

## 5 Defects in Minkowski space

### 5.1 Defect structure (review)

Consider Minkowski spacetime $\mathbb{R} \times \mathbb{R}^{3}$ with metric $\eta_{\mu \nu}=\operatorname{diag}(-1,1,1,1)$ and Cartesian coordinates $x^{\mu}=\left(x^{0}, x^{i}\right)=\left(x^{0}, \vec{x}\right)$. The topological defect is obtained by removing a ball of radius $b$ from the spatial hypersurface $\mathbb{R}^{3}$ and identifying antipodal points on the boundary [67. After this operation, Minkowski spacetime must be substituted by the manifold $\mathbb{R} \times M_{b}$, where $M_{b}$ is given by

$$
\begin{equation*}
M_{b}=\left\{\vec{x} \in \mathbb{R}^{3} \mid \vec{x}^{2} \geq b^{2} \wedge\left(\vec{x} \equiv-\vec{x} \text { for } \vec{x}^{2}=b^{2}\right)\right\} \tag{5.1}
\end{equation*}
$$

and where we have chosen the origin of the coordinates $x^{i}$ to coincide with the center of the defect and ' $\equiv$ ' stands for point-wise identification. The structure of the submanifold $M_{b}$ is illustrated in Fig. 9 .

In spherical coordinates

$$
\begin{equation*}
\left(x^{1}, x^{2}, x^{3}\right)=(r \sin \theta \cos \phi, r \sin \theta \sin \phi, r \cos \theta), \tag{5.2}
\end{equation*}
$$

the defect is described by the standard Minkowski metric

$$
\begin{equation*}
d s^{2}=-d t^{2}+d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right), \tag{5.3}
\end{equation*}
$$

with the conditions

$$
\begin{equation*}
r \geq b, \quad(t, b, \theta, \phi) \equiv(t, b, \pi-\theta, \phi+\pi) \tag{5.4}
\end{equation*}
$$



Figure 9: Section $\left(x^{3}=0\right)$ of the submanifold $M_{b}$. The interior of the sphere of radius $b$, centered on the origin, is removed and antipodal points on the boundary identified.

Observe that by using the diffeomorphism

$$
\begin{equation*}
r \rightarrow \rho=\frac{b}{r} \tag{5.5}
\end{equation*}
$$

it is possible to map the entire manifold $M_{b}$ to the closed unit ball with antipodal points on the boundary identified (minus the origin corresponding to $r=\infty$ in $M_{b}$ ) 68]. Since the closed ball with antipodal points on the boundary identified has the topology of the 3 -dimensional real projective space $\mathbb{R} P^{3}$, we can conclude that the topology of the defect manifold is

$$
\begin{equation*}
\mathbb{R} \times M_{b} \simeq \mathbb{R} \times\left(\mathbb{R} P^{3}-\{0\}\right), \tag{5.6}
\end{equation*}
$$

where " $\simeq$ " stands for "homeomorphism".
In Ref. 68, a new system of coordinates $\{\widetilde{y}, z, x\}$ has been introduced that is more suitable for describing the manifold $M_{b}$ than standard spherical coordinates. In this coordinate system, three charts $U_{i}$ are needed to completely cover $M_{b}$, each one surrounding one of the Cartesian axes $x^{i}$ but not intersecting the others. We introduce a subscript to indicate to which particular chart the new coordinates refer (the system of coordinates $\left\{\widetilde{y}_{i}, z_{i}, x_{i}\right\}$ is associated with the chart $U_{i}$, which surrounds the Cartesian axis $x^{i}$ ). This new system of coordinates and the standard spherical coordinates are related in the three charts by the following transformations:

- Chart $U_{1}$ surrounding $x^{1}$

$$
\begin{align*}
& \left\{\begin{array}{l}
\widetilde{y}_{1}=r-b, \\
z_{1}=\theta, \\
x_{1}=\phi,
\end{array}|\phi|<\frac{\pi}{2}, \quad\left\{\begin{array}{l}
\widetilde{y}_{1}=b-r, \\
z_{1}=\pi-\theta, \\
x_{1}=\phi-\pi,
\end{array} \quad|\phi|>\frac{\pi}{2} .\right.\right.  \tag{5.7}\\
& \left\{\begin{array}{l}
r=\widetilde{y}_{1}+b, \\
\theta=z_{1}, \\
\phi=x_{1},
\end{array} \quad \widetilde{y}_{1}>0, \quad\left\{\begin{array}{l}
r=b-\widetilde{y}_{1}, \\
\theta=\pi-z_{1}, \\
\phi=x_{1}+\pi,
\end{array} \quad \widetilde{y}_{1}<0 .\right.\right. \tag{5.8}
\end{align*}
$$

- Chart $U_{2}$ surrounding $x^{2}$

$$
\begin{align*}
& \left\{\begin{array}{l}
\widetilde{y}_{2}=r-b, \\
z_{2}=\theta, \\
x_{2}=\phi-\frac{\pi}{2},
\end{array} \quad 0<\phi<\pi, \quad\left\{\begin{array}{l}
\tilde{y}_{2}=b-r, \\
z_{2}=\pi-\theta, \\
x_{2}=\phi-\frac{3 \pi}{2},
\end{array} \quad \pi<\phi<2 \pi .\right.\right. \\
& \left\{\begin{array}{l}
r=\widetilde{y}_{2}+b, \\
\theta=z_{2}, \\
\phi=x_{2}+\frac{\pi}{2},
\end{array} \quad \tilde{y}_{2}>0, \quad\left\{\begin{array}{l}
r=b-\widetilde{y}_{2}, \\
\theta=\pi-z_{2}, \\
\phi=x_{2}+\frac{3 \pi}{2},
\end{array} \quad \tilde{y}_{2}<0 .\right.\right. \tag{5.9}
\end{align*}
$$

- Chart $U_{3}$ surrounding $x^{3}$

$$
\begin{align*}
& |\phi|<\frac{\pi}{2}: \\
& |\phi|>\frac{\pi}{2}: \\
& \left\{\begin{array}{l}
\left\{\begin{array}{l}
\widetilde{y}_{3}=r-b, \\
z_{3}=\frac{\pi}{2}-\theta, \\
x_{3}=\phi,
\end{array}\right. \\
\left\{\begin{array}{l}
\widetilde{y}_{3}=b-r, \\
z_{3}=\theta, \\
x_{3}=\phi,
\end{array} \quad \frac{\pi}{2}<\theta<\pi<\frac{\pi}{2},\right.
\end{array},\right.  \tag{5.11}\\
& \left\{\begin{array}{l}
\left\{\begin{array}{l}
\widetilde{y}_{3}=r-b, \\
z_{3}=\frac{\pi}{2}+\theta, \\
x_{3}=\phi-\pi,
\end{array}\right. \\
\left\{\begin{array}{l}
\widetilde{y}_{3}=b-r, \\
z_{3}=\pi-\theta, \\
x_{3}=\phi-\pi,
\end{array} \quad \frac{\pi}{2}<\theta<\pi<\frac{\pi}{2},\right.
\end{array},\right. \\
& \widetilde{y}_{3}>0: \\
& \begin{array}{l}
y_{3}>0: \\
\begin{cases}\left\{\begin{array}{l}
r=b+\widetilde{y}_{3}, \\
\theta=\frac{\pi}{2}-z_{3}, \\
\phi=x_{3},
\end{array}\right. & 0<z_{3}<\frac{\pi}{2},\end{cases} \\
\left\{\begin{array}{l}
r=b+\widetilde{y}_{3}, \\
\theta=z_{3}-\frac{\pi}{2}, \\
\phi=x_{3}+\pi,
\end{array}\right. \\
\end{array} \tag{5.12}
\end{align*}
$$

Note that the standard spherical coordinates are ill-defined on the $x^{3}$ axis. A better approach is to introduce a new set of spherical coordinates to describe the chart $U_{3}$

$$
\begin{equation*}
\left(x^{1}, x^{2}, x^{3}\right)=(r \sin \hat{\theta} \sin \hat{\phi}, r \cos \hat{\theta}, r \sin \hat{\theta} \cos \hat{\phi}) \tag{5.13}
\end{equation*}
$$

With this choice, the transformation rules between $\left\{\widetilde{y}_{3}, z_{3}, x_{3}\right\}$ and $\{r, \hat{\theta}, \hat{\phi}\}$ are obtained by substituting $\theta$ and $\phi$ with $\hat{\theta}$ and $\hat{\phi}$ and changing the index to $i=3$ in Eqs. (5.7) and 5.8). One therefore obtains

- Chart $U_{3}$ surrounding $x^{3}$ (regular coordinates)

$$
\begin{align*}
& \left\{\begin{array}{l}
\widetilde{y}_{3}=r-b, \\
z_{3}=\hat{\theta}, \\
x_{3}=\hat{\phi},
\end{array} \quad|\hat{\phi}|<\frac{\pi}{2},\right. \\
& \left\{\begin{array}{l}
r=\widetilde{y}_{3}+b, \\
\hat{\theta}=z_{3}, \\
\hat{\phi}=x_{3},
\end{array} \quad \widetilde{y}_{3}>0,\right.  \tag{5.14}\\
& z_{3}=\pi-\hat{\theta}, \\
& x_{3}=\hat{\phi}-\pi,
\end{align*} \quad|\hat{\phi}|>\frac{\pi}{2} . \quad\left\{\begin{array}{l}
r=b-\widetilde{y}_{3}, \\
\hat{\theta}=\pi-z_{3}, \\
\hat{\phi}=x_{3}+\pi,
\end{array} \quad \widetilde{y}_{3}<0 . \quad \text { (5. } .\right.
$$

Standard spherical coordinates range in

$$
\begin{equation*}
r \in[0,+\infty), \quad \theta \in[0, \pi], \quad \phi \in[0,2 \pi), \tag{5.16}
\end{equation*}
$$

while the new set of coordinates $\{\widetilde{y}, z, x\}$ has ranges

$$
\begin{equation*}
\widetilde{y} \in(-\infty,+\infty), \quad z \in(0, \pi), \quad x \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right) . \tag{5.17}
\end{equation*}
$$

We note that the standard angular coordinates $\theta$ and $\phi$ cover the entire solid angle $\Omega=4 \pi$. Instead, the new angular coordinates $z$ and $x$ cover only half of it, namely $\Omega^{\prime}=\Omega / 2=2 \pi$. Conversely, the standard radial coordinate $r$ is restricted to the positive real numbers $\mathbb{R}^{+}$, while the new "radial coordinate" $\widetilde{y}$ takes value on the whole real line $\mathbb{R}$. This is somewhat reminiscent of the procedure adopted to describe the Einstein-Rosen bridge [70]. For such a solution, a new radial coordinate $u^{2}=r-2 m$ is also introduced whose range is $u \in(-\infty,+\infty)$ (see also Ref. [12]). However, in that case, the angular coordinates are not modified.

The metric of the manifold $\mathbb{R} \times M_{b}$ in these new coordinates becomes

$$
\begin{equation*}
d s^{2}=-d t^{2}+d \widetilde{y}^{2}+(b+|\widetilde{y}|)^{2}\left(d z^{2}+\sin ^{2} z d x^{2}\right) . \tag{5.18}
\end{equation*}
$$

Note that, since in each chart the metric turns out to be the same, we have dropped the subscript $i$. One important feature of these coordinates is that one does not need to implement additional boundary conditions to describe the structure of the defect - as happens with spherical coordinates. Moreover, the defect manifold in the new coordinate system is a well-defined differentiable manifold, while in spherical coordinates this is not the case (spherical coordinates are ill-defined at the defect surface). It follows that the new manifold, described by the metric (5.18), is not globally diffeomorphic to the defect described in standard spherical coordinates (Eqs. (5.3) and (5.4). See Sec. 6 for more details.

One can calculate the scalar curvature $R$ and the Kretschmann scalar $K$ obtaining 68]

$$
\begin{equation*}
R=g^{\mu \nu} R_{\mu \nu}=-8 \frac{\delta(\widetilde{y})}{b+|\widetilde{y}|}, \quad K=R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}=\frac{1}{2} R^{2} \tag{5.19}
\end{equation*}
$$

where $R_{\mu \nu}$ is the Ricci curvature tensor and $R_{\mu \nu \rho \sigma}$ is the Riemann tensor. From these quantities we see that the metric (5.18) is flat everywhere apart from on the defect surface, where it has a delta function singularity.

### 5.2 Massless case (review)

In this section, we briefly review the work done in Ref. [67], in which three different types of defects were introduced. Here, we consider only the first one ( $\tau=1$ in Ref. [67]), which is described in standard spherical coordinates by the metric

$$
\begin{equation*}
d s^{2}=-d t^{2}+d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{5.20}
\end{equation*}
$$

with the restriction $r \geqslant b$ and the identification of antipodal points on the surface of the defect

$$
\begin{equation*}
\vec{x}_{b} \equiv-\vec{x}_{b} \Longleftrightarrow(b, \theta, \phi) \equiv(b, \pi-\theta, \phi+\pi) . \tag{5.21}
\end{equation*}
$$

From such a condition, it is possible to derive the behavior of vector and pseudovector fields on the defect surface 68. One finds, in fact, that given a smooth map $I$ from a manifold $M$ into itself [71]

$$
\begin{equation*}
I: p \in M \rightarrow p^{\prime}=I(p) \in M \tag{5.22}
\end{equation*}
$$

the differential map $I_{*}$ describes the induced transformation on the tangent space

$$
\begin{equation*}
I_{*}: \vec{v} \in T_{p} M \rightarrow \vec{v}^{\prime}=I_{*}(\vec{v}) \in T_{I(p)} M . \tag{5.23}
\end{equation*}
$$

Using the decomposition of a vector in its tangent and normal components (and the fact that the normal versor can be obtained by the cross-product of orthogonal tangent versors), one finds that the differential map $I_{*}$ completely defines the behavior of vector fields with respect to the transformation $I$. For the present case, the map $I$ is

$$
\begin{equation*}
\vec{x} \rightarrow \vec{x}^{\prime}=I(\vec{x})=-\vec{x} . \tag{5.24}
\end{equation*}
$$

The differential map $I_{*}$ is given by the Jacobian of the transformation $I$. For Eq. 5.24, it gives simply $I_{*}=-1$. It follows that, on the defect surface, the electric field $\vec{E}$ must satisfy the conditions

$$
\begin{equation*}
\vec{E}\left(x_{b}\right) \cdot \vec{n}\left(x_{b}\right)=-\vec{E}\left(-x_{b}\right) \cdot \vec{n}\left(-x_{b}\right), \quad \vec{E}\left(x_{b}\right) \wedge \vec{n}\left(x_{b}\right)=\vec{E}\left(-x_{b}\right) \wedge \vec{n}\left(-x_{b}\right) \tag{5.25}
\end{equation*}
$$

The magnetic field $\vec{B}$, being a pseudovector, must transform according to

$$
\begin{equation*}
\vec{B}\left(x_{b}\right) \cdot \vec{n}\left(x_{b}\right)=\vec{B}\left(-x_{b}\right) \cdot \vec{n}\left(-x_{b}\right), \quad \vec{B}\left(x_{b}\right) \wedge \vec{n}\left(x_{b}\right)=-\vec{B}\left(-x_{b}\right) \wedge \vec{n}\left(-x_{b}\right) \tag{5.26}
\end{equation*}
$$

where $\vec{n}(x)$ is the versor normal to the defect surface at the point $\vec{x}$.
The idea behind this calculation is to study how an incident plane electromagnetic wave scatters with the defect. Since the incident electric and magnetic fields do not satisfy the boundary conditions 5.25) and (5.26), a scattered field must be introduced so that the total fields (given by the sum of the incident and scattered fields) satisfy them accordingly. A spacetime foam model can be obtained by randomly distributing the defects into $\mathbb{R}^{3}$ with number density $\rho$. From the form of the scattered field, and from the characteristics of the distribution, one can finally obtain the electric and magnetic permittivities $\epsilon$ and $\mu$ of spacetime, which provide the electromagnetic dispersion relation throughout the formula

$$
\begin{equation*}
\omega^{2}=\frac{c^{2} k^{2}}{\epsilon \mu} . \tag{5.27}
\end{equation*}
$$

### 5.2.1 Plane wave in spherical coordinates

We consider the plane electromagnetic wave propagating along the Cartesian axis $Z$

$$
\begin{align*}
\vec{E} & =E_{0} \operatorname{Re}\left(e^{i k r \cos \theta}\right) \hat{X}, \\
\vec{B} & =E_{0} \operatorname{Re}\left(e^{i k r \cos \theta}\right) \hat{Y} . \tag{5.28}
\end{align*}
$$

Rewriting the Cartesian basis vectors $\{\hat{X}, \hat{Y}, \hat{Z}\}$ in spherical coordinates

$$
\begin{align*}
& \hat{X}=\sin \theta \cos \phi \hat{r}+\cos \theta \cos \phi \hat{\theta}-\sin \phi \hat{\phi}, \\
& \hat{Y}=\sin \theta \sin \phi \hat{r}+\cos \theta \sin \phi \hat{\theta}+\cos \phi \hat{\phi},  \tag{5.29}\\
& \hat{Z}=\cos \theta \hat{r}-\sin \theta \hat{\theta},
\end{align*}
$$

and expressing the trigonometric functions in terms of spherical harmonics, the components of the electric field in spherical coordinates become

$$
\begin{align*}
& E_{r}=-\sqrt{\frac{2 \pi}{3}} E_{0} \operatorname{Re}\left(e^{i k r \cos \theta}\right)\left(Y_{1}^{1}-Y_{1}^{-1}\right), \\
& E_{\theta}=-\frac{1}{\tan \theta} \sqrt{\frac{2 \pi}{3}} E_{0} \operatorname{Re}\left(e^{i k r \cos \theta}\right)\left(Y_{1}^{1}-Y_{1}^{-1}\right)=\frac{E_{r}}{\tan \theta},  \tag{5.30}\\
& E_{\phi}=-\frac{i}{\sin \theta} \sqrt{\frac{2 \pi}{3}} E_{0} \operatorname{Re}\left(e^{i k r \cos \theta}\right)\left(Y_{1}^{1}+Y_{1}^{-1}\right)=-E_{r} \frac{\tan \phi}{\sin \theta} .
\end{align*}
$$

We can now introduce the plane wave expansion [72]

$$
\begin{equation*}
e^{i k r \cos \theta}=4 \pi \sum_{l, m} i^{l} j_{l}(k r) Y_{l}^{* m}\left(\theta_{k}, \phi_{k}\right) Y_{l}^{m}(\theta, \phi), \tag{5.31}
\end{equation*}
$$

where $\theta_{k}=0$ for a wave propagating along the $Z$ axis. Rewriting the products of spherical harmonics as an expansion in terms of single spherical harmonics [73]

$$
\begin{equation*}
Y_{l_{1}}^{m_{1}} Y_{l_{2}}^{m_{2}}=\sum_{l, m} \sqrt{\frac{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)}{4 \pi(2 l+1)}} c\left(l_{1}, m_{1} ; l_{2}, m_{2} ; l, m\right) c\left(l_{1}, 0 ; l_{2}, 0 ; l, 0\right) Y_{l}^{m} \tag{5.32}
\end{equation*}
$$

where $c\left(l_{1}, m_{1} ; l_{2}, m_{2} ; l, m\right)$ are the Clebsch-Gordan coefficients, we finally obtain

$$
\begin{align*}
& E_{r}=\sqrt{\pi} E_{0} \sum_{l=o d d} i^{l-1}\left(j_{l-1}(k r)+j_{l+1}(k r)\right) \sqrt{\frac{l(l+1)}{2 l+1}}\left(Y_{l}^{1}-Y_{l}^{-1}\right) \\
& E_{\theta}=E_{r} \tan \theta \\
& E_{\phi}=E_{r} \frac{\tan \phi}{\sin \theta}=\frac{\sqrt{\pi}}{\sin \theta} E_{0} \sum_{l=o d d} i^{l-2}\left(j_{l-1}(k r)+j_{l+1}(k r)\right) \sqrt{\frac{l(l+1)}{2 l+1}}\left(Y_{l}^{1}+Y_{l}^{-1}\right) . \tag{5.33}
\end{align*}
$$

We recall here some useful formulas:

$$
\begin{align*}
& \frac{2 l+1}{k r} j_{l}(k r)=\left(j_{l-1}(k r)+j_{l+1}(k r)\right) \\
& P_{l}^{1}(\cos \theta) \cos \phi=\sqrt{\pi} \sqrt{\frac{l(l+1)}{2 l+1}}\left(Y_{l}^{1}-Y_{l}^{-1}\right)  \tag{5.34}\\
& P_{l}^{1}(\cos \theta) \sin \phi=-i \sqrt{\pi} \sqrt{\frac{l(l+1)}{2 l+1}}\left(Y_{l}^{1}+Y_{l}^{-1}\right)
\end{align*}
$$

which allow us to make a connection with the results of Ref. 74 and which we will need in the study of massive defects. Using these formulas, we can rewrite $E_{r}$ as

$$
\begin{equation*}
E_{r}=E_{0} \sum_{l=o d d} i^{l-1} \frac{2 l+1}{k r} j_{l}(k r) P_{l}^{1}(\cos \theta) \cos \phi, \tag{5.35}
\end{equation*}
$$

and similarly for $E_{\theta}$ and $E_{\phi}$.

### 5.2.2 Boundary conditions

We have written the expression for a plane wave propagating along the $Z$ axis in spherical coordinates. We wish to verify if this incident wave satisfies the boundary conditions of the defect placed at the origin. The boundary conditions for the electric and magnetic fields, Eqs. (5.25) and (5.26), expressed in components in spherical coordinates are given by

$$
\begin{array}{lll}
E_{r}\left(-x_{b}\right)=-E_{r}\left(x_{b}\right), & E_{\theta}\left(-x_{b}\right)=E_{\theta}\left(x_{b}\right), & E_{\phi}\left(-x_{b}\right)=E_{\phi}\left(x_{b}\right), \\
B_{r}\left(-x_{b}\right)=B_{r}\left(x_{b}\right), & B_{\theta}\left(-x_{b}\right)=-B_{\theta}\left(x_{b}\right), & B_{\phi}\left(-x_{b}\right)=-B_{\phi}\left(x_{b}\right), \tag{5.36}
\end{array}
$$

where $x_{b}$ represents a point on the boundary of the defect

$$
\begin{equation*}
x_{b}=(b, \theta, \phi), \quad-x_{b}=(b, \pi-\theta, \phi+\pi) . \tag{5.37}
\end{equation*}
$$

We observe that the behavior of the fields under parity transformation is completely determined by their angular dependence. Considering first the electric field, we can easily verify that these conditions are automatically satisfied by $E_{r}$ and $E_{\theta}$ but not by $E_{\phi}$, which means that the incident plane wave $E^{i n}$ reaching the defect surface must produce a scattered field $E^{s}$ so that the total field $E^{T}=E^{i n}+E^{s}$ satisfies the boundary conditions. The scattered field, in general, can be expressed in terms of a multipole expansion. In order to simplify the problem, we consider the case of an incident wave with a wavelength much greater than the defect size $(k b \ll 1)$ so that, in first approximation, we can work with static fields. In this way, we can write the scattered field as the gradient of an electrostatic potential $\left(E^{s}=-\vec{\nabla} \Phi\right)$. In terms of a multipole expansion, the potential is

$$
\begin{equation*}
\Phi(r, \theta, \phi)=\sum_{l, m} A_{l}^{m} \frac{1}{r^{l+1}} Y_{l}^{m}(\theta, \phi), \tag{5.38}
\end{equation*}
$$

where the coefficients $A_{l}^{m}$ are determined by the boundary condition

$$
\begin{equation*}
E_{\phi}^{T}\left(-x_{b}\right)=E_{\phi}^{T}\left(x_{b}\right) \Longleftrightarrow E_{\phi}^{i n}\left(-x_{b}\right)+E_{\phi}^{s}\left(-x_{b}\right)=E_{\phi}^{i n}\left(x_{b}\right)+E_{\phi}^{s}\left(x_{b}\right) . \tag{5.39}
\end{equation*}
$$

From this equation, one obtains

$$
\begin{equation*}
A_{l}^{ \pm 1}=\mp i^{l-1} \sqrt{\pi} b^{l+2}\left(j_{l-1}(k b)+j_{l+1}(k b)\right) \sqrt{\frac{l(l+1)}{2 l+1}} E_{0} . \tag{5.40}
\end{equation*}
$$

### 5.2.3 Dispersion relation

Since the size of the defect is assumed to be small with respect to the wavelength, the leading contribution to the multipole expansion of $\Phi$ comes from the first term in the expansion. This term corresponds to a dipole oriented along the $X$ axis (parallel to the incident electric field) and with a dipole moment:

$$
\begin{equation*}
\vec{p}=p \hat{X}, \quad p=b^{3}\left(j_{0}(k b)+j_{2}(k b)\right) E_{0} . \tag{5.41}
\end{equation*}
$$

Now, we can build a spacetime foam model based on this type of defect. We replace standard Minkowski spacetime $\mathbb{R} \times \mathbb{R}^{3}$ with a new manifold $\mathbb{R} \times M_{1}$, where $M_{1}$ is obtained by filling $\mathbb{R}^{3}$ with a random distribution of defects with number density $\rho(\langle N(V)\rangle=\rho V)$. The polarization of such a space is

$$
\begin{equation*}
\vec{P}=\frac{1}{V} \sum_{i} \vec{p}_{i}=\rho \vec{p} \tag{5.42}
\end{equation*}
$$

From the relations $\sqrt{2}^{P}=\chi_{e} \vec{E}$ and $\varepsilon=1+4 \pi \chi_{e}$, we can finally derive the electric permittivity:

$$
\begin{equation*}
\varepsilon \simeq 1+4 \pi \rho b^{3}\left(j_{0}(k b)+j_{2}(k b)\right) \tag{5.43}
\end{equation*}
$$

An analogous derivation for the magnetic field leads to the magnetic permeability

$$
\begin{equation*}
\mu \simeq 1-2 \pi \rho b^{3}\left(j_{0}(k b)+j_{2}(k b)\right) . \tag{5.44}
\end{equation*}
$$

Finally, the dispersion relation turns out to be

$$
\begin{equation*}
\omega^{2}=\frac{c^{2} k^{2}}{\varepsilon(k) \mu(k)} \simeq \frac{c^{2} k^{2}}{\left[1+4 \pi \rho b^{3}\left(j_{0}(k b)+j_{2}(k b)\right)\right]\left[1-2 \pi \rho b^{3}\left(j_{0}(k b)+j_{2}(k b)\right)\right]}, \tag{5.45}
\end{equation*}
$$

which, expanded in powers of $k b$, becomes

$$
\begin{equation*}
\omega^{2} \simeq\left(1-2 \rho \pi b^{3}\right) c^{2} k^{2}+\frac{\rho \pi b^{5}}{5} c^{2} k^{4}+\ldots \tag{5.46}
\end{equation*}
$$

### 5.3 Massive case

We want to generalize the previous calculation to the case in which the defect acquires a mass $m=\ell / 2$. In such a case, the defect is no longer described by the flat Minkowski metric 5.20, but it must be described by the Schwarzschild metric

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{\ell}{r}\right) d t^{2}+\frac{1}{\left(1-\frac{\ell}{r}\right)} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{5.47}
\end{equation*}
$$

Instead, the boundary conditions do not change:

$$
\begin{equation*}
r \geqslant b, \quad(b, \theta, \phi) \equiv(b, \pi-\theta, \phi+\pi) . \tag{5.48}
\end{equation*}
$$

[^1]Given the spherical symmetry of the Schwarzschild metric, we find that all modifications with respect to the massless case involve only the radial component of the results, while the angular dependence remains the same. This is a great simplification - as we can see from the fact that the boundary conditions involve only the angular coordinates.

### 5.3.1 Maxwell equations in curved spacetime

Since the space around the defect is not flat in this case, we must find the solutions of the Maxwell equations in the Schwarzschild metric. In order to study a situation analogous to the one discussed for the massless defect, we can require that these solutions approach the plane wave solution in flat spacetime at spatial infinity (since the Schwarzschild metric is asymptotically flat).

Vacuum Maxwell equations in flat spacetime can be written as 75

$$
\begin{align*}
& \partial_{\mu} F^{\mu \nu}=0  \tag{5.49}\\
& \partial_{[\mu} F_{\nu \lambda]}=0
\end{align*}
$$

where $F_{\mu \nu}$ is the Maxwell field strength tensor related to the vector potential $A_{\mu}$ through the relation

$$
\begin{equation*}
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{5.50}
\end{equation*}
$$

The principle of minimal coupling [76] gives us a simple recipe to rewrite these equations in a general metric. We need to replace the Minkowski metric with the metric at hand and replace any partial derivative with a covariant derivative. Maxwell equations in the general metric $g_{\mu \nu}$ become

$$
\begin{align*}
& \nabla_{\mu} F^{\mu \nu}=\partial_{\mu}\left(g^{1 / 2} F^{\mu \nu}\right)=0  \tag{5.51}\\
& \nabla_{[\mu} F_{\nu \lambda]}=\partial_{[\mu} F_{\nu \lambda]}=0
\end{align*}
$$

where $F^{\mu \nu}=g^{\mu \rho} g^{\nu \sigma} F_{\rho \sigma}$, and $g$ is minus the determinant of the metric $\left(g^{1 / 2}=\right.$ $\left.\sqrt{-\operatorname{det}\left(g_{\mu \nu}\right)}\right)$, so that the argument of the square root is positive. The covariant derivative of a 2 -tensor is given by

$$
\begin{align*}
& \nabla_{\mu} T^{\rho \sigma}=\partial_{\mu} T^{\rho \sigma}+\Gamma_{\mu \nu}^{\rho} T^{\nu \sigma}+\Gamma_{\mu \nu}^{\sigma} T^{\rho \nu}  \tag{5.52}\\
& \nabla_{\mu} T_{\rho \sigma}=\partial_{\mu} T_{\rho \sigma}-\Gamma_{\mu \rho}^{\nu} T_{\nu \sigma}-\Gamma_{\mu \sigma}^{\nu} T_{\rho \nu}
\end{align*}
$$

where the Christoffel symbols $\Gamma_{\mu \nu}^{\lambda}$ are obtained from the metric

$$
\begin{equation*}
\Gamma_{\mu \nu}^{\lambda}=\frac{1}{2} g^{\lambda \rho}\left(\partial_{\nu} g_{\rho \mu}+\partial_{\mu} g_{\rho \nu}-\partial_{\rho} g_{\mu \nu}\right) \tag{5.53}
\end{equation*}
$$

Observe that, if the covariant derivative is contracted with the tensor and this is completely antisymmetric ( $T^{\mu \nu}=-T^{\nu \mu}$ ), the expression of the Christoffel symbols simplifies and one gets

$$
\begin{equation*}
\nabla_{\mu} T^{\mu \nu}=g^{-1 / 2} \partial_{\mu}\left(g^{1 / 2} T^{\mu \nu}\right) \tag{5.54}
\end{equation*}
$$

Note also that following the minimal coupling prescription, one is led to rewrite the Maxwell field strength tensor as

$$
\begin{equation*}
F_{\mu \nu}=\nabla_{\mu} A_{\nu}-\nabla_{\nu} A_{\mu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{5.55}
\end{equation*}
$$

However, even if the final result is correct, inserting the covariant derivative is not appropriate in this case. In fact, $F_{\mu \nu}$ is by definition the exterior derivative of the connection $A_{\mu}$, and as such it always takes the form 5.50 independently of the metric 77.

When one tries to write these equations explicitly, for example for the Schwarzschild metric, one finds a system of coupled linear differential equations that is hard to solve. In flat spacetime, in spherical coordinates, the same problem arises, but it can be circumvented by the introduction of Debye potentials. That is, electromagnetic solutions can be obtained from the solutions of the scalar wave equation (see Ref. [74]). In short, given a solution $\Pi(t, r, \theta, \phi)$ of the scalar wave equation $\partial^{2} \Pi=0$, one can verify that the vector quantities

$$
\left\{\begin{array} { l } 
{ \vec { E } _ { E } = \nabla \wedge \nabla \wedge \vec { r } \Pi , }  \tag{5.56}\\
{ \vec { B } _ { E } = - i k \nabla \wedge \vec { r } \Pi , }
\end{array} \quad \left\{\begin{array}{l}
\vec{E}_{M}=-\vec{B}_{E}, \\
\vec{B}_{M}=\vec{E}_{E},
\end{array}\right.\right.
$$

are two sets of independent solutions of the vacuum Maxwell equations. Fortunately, such a formalism has been generalized to curved spacetimes. In fact, the study of electromagnetic waves in Schwarzschild geometry was quite popular in the 1970s, see for example Refs. [78, [79, [80, [81, [82], [83]. Here, we want to summarize briefly the work of Ref. [78], where it is described how the formalism of Debye potentials can be extended to certain classes of curved geometries.

In this work, it was shown that the four potential $A_{\mu}$ can indeed be expressed in terms of two Debye scalar potentials, $\pi$ and $\phi$ :

$$
\begin{equation*}
A_{\mu}=\partial_{\nu} \pi\left(u^{\nu} v_{\mu}-v^{\nu} u_{\mu}\right)+\epsilon_{\mu}^{\nu \rho \sigma} \partial_{\nu} \phi v_{\rho} u_{\sigma} \tag{5.57}
\end{equation*}
$$

where $u^{\mu}$ and $v^{\mu}$ are two vectors satisfying $u_{\mu} v^{\mu}=0$. If it is possible to write the metric in the form ${ }^{3}$

$$
\begin{equation*}
d s^{2}=H^{2}(x, y, u, v)\left(d x^{2}+\varepsilon_{1} F^{2}(x, y) d y^{2}\right)+\varepsilon_{2} d v^{2}+\varepsilon_{3} d u^{2} \tag{5.58}
\end{equation*}
$$

with the conditions

$$
\begin{array}{ll}
\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}=-1 \\
v_{\mu}=\partial_{\mu} v, \quad v_{\mu} v^{\mu}=\varepsilon_{2}= \pm 1, & \nabla_{\mu} v_{\nu}=\frac{1}{2} \Theta h_{\mu \nu} \\
u_{\mu}=\partial_{\mu} u, \quad u_{\mu} u^{\mu}=\varepsilon_{3}= \pm 1, & \nabla_{\mu} u_{\nu}=\frac{1}{2} V h_{\mu \nu}  \tag{5.59}\\
h_{\mu \nu}=g_{\mu \nu}-\varepsilon_{2} v_{\mu} v_{\nu}-\varepsilon_{3} u_{\mu} u_{\nu}
\end{array}
$$

the four-potential $A_{\mu}$ (Eq. 5.57) is then a solution of the Maxwell equations (Eq. 5.51) , if the Debye potentials $\pi$ and $\phi$ satisfy the Debye equation

$$
\begin{equation*}
D(\pi)=\nabla_{\mu} \partial^{\mu} \pi-\varepsilon_{2} \Theta \partial_{\mu} \pi v^{\mu}-\varepsilon_{3} V \partial_{\mu} \pi u^{\mu}=0 \tag{5.60}
\end{equation*}
$$

In a subsequent work [79, it was shown how the method can be applied to the Schwarzschild spacetime. Rescaling the radial and time variables in the Schwarzschild metric (5.47) to $r^{\prime}=r / \ell$ and $t^{\prime}=t / \ell$, and introducing the ReggeWheeler coordinate $v=r^{\prime}+\ln \left(r^{\prime}-1\right)$, the Schwarzschild metric can be cast in the form

$$
\begin{equation*}
d s^{2}=\frac{r^{\prime 3}}{r^{\prime}-1}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)+d v^{2}-d t^{\prime 2} \tag{5.61}
\end{equation*}
$$

[^2]which is equivalent to Eq. 5.58 with the identifications
\[

$$
\begin{align*}
& \theta=x, \quad \phi=y, v=v, t^{\prime}=u ; \\
& \varepsilon_{1}=1, \quad \varepsilon_{2}=1, \quad \varepsilon_{3}=-1, H^{2}\left(x^{\mu}\right)=\frac{r^{\prime 3}(v)}{r^{\prime}(v)-1}, F^{2}(\theta, \phi)=\sin ^{2} \theta ;  \tag{5.62}\\
& v_{\mu}=\partial_{\mu} v=(0,0,1,0), u_{\mu}=\partial_{\mu} u=(0,0,0,1) .
\end{align*}
$$
\]

The Debye equation is now

$$
\begin{equation*}
D(\pi)=g^{-\frac{1}{2}} \partial_{\mu} g^{\frac{1}{2}} g^{\mu \nu} \partial_{\nu} \pi-\Theta \partial_{v} \pi=0, \tag{5.63}
\end{equation*}
$$

where $\Theta=\left(2 r^{\prime}-3\right) / r^{\prime 2}$. Expanding the first term, it becomes

$$
\begin{equation*}
D(\pi)=\left[\frac{r^{\prime}-1}{r^{\prime 3} \sin \theta}\left(\partial_{\theta}\left(\sin \theta \partial_{\theta}\right)+\frac{1}{\sin \theta} \partial_{\phi}^{2}\right)+\partial_{v}^{2}-\partial_{t^{\prime}}^{2}\right] \pi=0 . \tag{5.64}
\end{equation*}
$$

Given the spherical symmetry of this metric, we can use for the Debye potentials the expressions

$$
\begin{equation*}
\pi=P\left(r^{\prime}, \theta\right) \cos \phi e^{-i \omega t^{\prime}}, \quad \phi=-P\left(r^{\prime}, \theta\right) \sin \phi e^{-i \omega t^{\prime}} \tag{5.65}
\end{equation*}
$$

where $\omega=\ell k$ is a dimensionless separation constant proportional to the wave number $k$. The expression $P\left(r^{\prime}, \theta\right)$ is given by

$$
\begin{equation*}
P\left(r^{\prime}, \theta\right)=\sum_{n=1}^{\infty} D_{n} R_{n}\left(r^{\prime}\right) P_{n}^{1}(\cos \theta), \tag{5.66}
\end{equation*}
$$

where $R_{n}\left(r^{\prime}\right)$ is a solution of the radial equation

$$
\begin{equation*}
\partial_{v}^{2} R_{n}+\omega^{2}\left(1-\frac{n(n+1)}{\omega^{2}} \frac{\left(r^{\prime}-1\right)}{r^{\prime 3}}\right) R_{n}=0 \tag{5.67}
\end{equation*}
$$

The constants $D_{n}$ are found by requiring the solution $P\left(r^{\prime}, \theta\right)$ to represent an incident plane wave at $\theta=\pi, r^{\prime} \rightarrow \infty$.

### 5.3.2 Plane wave in the Schwarzschild metric

Before studying the radial equation (5.67), we want to describe the electromagnetic plane wave in the Schwarzschild metric (following the approach of Ref. [83]) and derive the dispersion relation for electromagnetic plane waves in a spacetime filled with massive defects.

As in the previous subsection, we introduce dimensionless coordinates $x=$ $r / \ell, \alpha=\ell k$ and the Regge-Wheeler (tortoise) coordinate $y=x+\log (x-1)$. As the Schwarzschild metric (5.47) is asymptotically flat, we can write an incoming plane wave propagating along the $Z$ axis as

$$
\begin{align*}
& \vec{E}^{x \rightarrow \infty}{ }_{\sim} E_{0} e^{i \alpha y \cos \theta} \widehat{X}, \\
& \vec{B} \stackrel{x \rightarrow \infty}{\simeq} E_{0} e^{i \alpha y \cos \theta} \widehat{Y}, \tag{5.68}
\end{align*}
$$

where $\{X, Y, Z\}$ are Cartesian coordinates. Note that these expressions differ from the standard plane wave solution in flat spacetime by a logarithmic factor,
which reflects the long-range nature of gravity. We can then introduce the plane wave expansion

$$
\begin{equation*}
e^{i \alpha y \cos \theta}=\sum_{l} i^{l}(2 l+1) P_{l}(\cos \theta) \frac{R_{l \alpha}^{(p l a n e)}(x)}{\alpha x} \tag{5.69}
\end{equation*}
$$

with the requirement that this expression approaches that of a plane wave in flat spacetime at infinity:

$$
\begin{equation*}
\frac{R_{l \alpha}^{(p l a n e)}(x)}{\alpha x} \stackrel{x \rightarrow \infty}{\simeq} j_{l}(\alpha y) \simeq \frac{\sin \left(\alpha y-\frac{\pi}{2} l\right)}{\alpha x} \tag{5.70}
\end{equation*}
$$

where $R_{l \alpha}$ is a solution of the radial wave equation 5.67 ). The radial wave equation can be expressed equally in terms of the variable $x$ instead of the tortoise coordinate $y$, and one gets

$$
\begin{equation*}
x^{2}(x-1)^{2} \partial_{x}^{2} R_{l \alpha}+x(x-1) \partial_{x} R_{l \alpha}+\left(\alpha^{2} x^{4}-l(l+1) x(x-1)\right) R_{l \alpha}=0 \tag{5.71}
\end{equation*}
$$

Introducing an orthonormal frame $\left\{\widehat{\omega}_{r}, \widehat{\omega}_{\theta}, \widehat{\omega}_{\phi}\right\}$ (where $\widehat{\omega}_{r}=\sqrt{1-\ell / r} \hat{r}$, $\left.\widehat{\omega}_{\theta}=\hat{\theta}, \widehat{\omega}_{\phi}=\hat{\phi}\right)$ we can expand the plane wave as

$$
\begin{align*}
& \vec{E} \stackrel{x \rightarrow \infty}{\simeq} E_{0} e^{i \alpha y \cos \theta}\left(\sin \theta \cos \phi \widehat{\omega}_{r}+\cos \theta \cos \phi \widehat{\omega}_{\theta}-\sin \phi \widehat{\omega}_{\phi}\right)=  \tag{5.72}\\
& \quad=E_{r} \widehat{\omega}_{r}+E_{\theta} \widehat{\omega}_{\theta}+E_{\phi} \widehat{\omega}_{\phi}
\end{align*}
$$

In Ref. [83, the authors follow closely the derivation of Ref. [74]. They write the general solution of the wave equation in the Schwarzschild metric in terms of Debye potentials as a multipole expansion and use the previous asymptotic relations to identify the coefficients. They find, for the radial component of the electric field, the expression

$$
\begin{equation*}
E_{r}=E_{0} \sum_{l=1}^{\infty} i^{l-1} \frac{2 l+1}{\alpha^{2} x^{2}} R_{l \alpha}^{(p l a n e)}(x) P_{l}^{1}(\cos \theta) \cos \phi \tag{5.73}
\end{equation*}
$$

Here, we proceed following the approach of Ref. 67, described in Sec. 5.2.1, and we obtain

$$
\begin{equation*}
E_{r}=\sqrt{\pi} E_{0} \sum_{l=1}^{\infty} i^{l-1} \frac{2 l+1}{\alpha^{2} x^{2}} R_{l \alpha}^{(p l a n e)}(x) \sqrt{\frac{l(l+1)}{2 l+1}}\left(Y_{l}^{1}-Y_{l}^{-1}\right) . \tag{5.74}
\end{equation*}
$$

Note that this expression coincides with Eq. 5.73, making use of the equivalences (5.34). The other components follow from the identifications

$$
\begin{equation*}
E_{\theta}=E_{r} \frac{\tan \theta}{\sqrt{1-\ell / r}}, \quad E_{\phi}=-E_{r} \frac{\tan \phi}{\sin \theta \sqrt{1-\ell / r}} \tag{5.75}
\end{equation*}
$$

In particular

$$
\begin{equation*}
E_{\phi}=\frac{\sqrt{\pi} E_{0}}{\sin \theta \sqrt{1-\ell / r}} \sum_{l=1}^{\infty} i^{l-2} \frac{2 l+1}{\alpha^{2} x^{2}} R_{l \alpha}^{(p l a n e)}(x) \sqrt{\frac{l(l+1)}{2 l+1}}\left(Y_{l}^{1}+Y_{l}^{-1}\right) \tag{5.76}
\end{equation*}
$$

The radial function $R_{l \alpha}^{(p l a n e)}(x)$ can be rewritten as

$$
\begin{equation*}
R_{l \alpha}^{(p l a n e)}(x)=\frac{1}{2 i}\left(e^{-i \frac{\pi}{2} l} R_{l \alpha}^{(+)}(x)-e^{+i \frac{\pi}{2} l} R_{l \alpha}^{(-)}(x)\right) \tag{5.77}
\end{equation*}
$$

where $R_{l \alpha}^{( \pm)}(x)$ are two independent solutions of the radial equation 5.71). In Ref. [83], these solutions are obtained in the form of an asymptotic expansion

$$
\begin{equation*}
R_{l \alpha}^{(+)}(x)=e^{i \alpha y} \sum_{n=0}^{\infty} \mu_{n}(l, \alpha) \frac{1}{x^{n}}, \quad R_{l \alpha}^{(-)}(x)=\left(R_{l \alpha}^{(+)}(x)\right)^{*}, \tag{5.78}
\end{equation*}
$$

where the coefficients $\mu_{n}(l, \alpha)$ are given by the recursion formula

$$
\begin{equation*}
\mu_{n+1}(l, \alpha)=\frac{(n(n+1)-l(l+1)) \mu_{n}(l, \alpha)-\left(n^{2}-1\right) \mu_{n-1}(l, \alpha)}{2 i \alpha(n+1)} \tag{5.79}
\end{equation*}
$$

with normalization $\mu_{0}(l, \alpha)=1$. The solution expressed in this form has the asymptotic form

$$
\begin{equation*}
R_{l \alpha}^{( \pm)}(x) \stackrel{x \rightarrow \infty}{\simeq} e^{ \pm i \alpha y}, \tag{5.80}
\end{equation*}
$$

from which we see that $R_{l \alpha}^{(p l a n e)}(x)$ has the correct asymptotic behavior 5.70 to represent a plane wave. However, we will see that the solution in this form is not useful for our purposes, and we will therefore need to derive a more suitable expression.

### 5.3.3 Boundary conditions

The boundary conditions for the massive defects are the same as those described in Sec. 5.2 .2 and the fields satisfy them in the same way (if we again restrict the sum in Eq. 5.69 over odd values of $l$ ), since, as we mentioned, the angular dependence of the two solutions is the same. So, again, we assume $k b \ll 1$ and need to introduce a static electric potential to correct the behavior of $E_{\phi}$. The multipole expansion of such a potential in the Schwarzschild metric is given by 84

$$
\begin{equation*}
\Phi=\sum_{l, m} A_{l}^{m} f_{l}(r) Y_{l}^{m}(\theta, \phi) . \tag{5.81}
\end{equation*}
$$

This corresponds to a scattered electric field

$$
\begin{equation*}
\vec{E}_{s}=-\partial_{r} \Phi \widehat{\omega}_{r}-\frac{1}{r \sqrt{1-\ell / r}} \partial_{r} \Phi \widehat{\omega}_{\theta}-\frac{1}{r \sin \theta \sqrt{1-\ell / r}} \partial_{r} \Phi \widehat{\omega}_{\phi} \tag{5.82}
\end{equation*}
$$

The function $f_{l}(r)$ is given by

$$
\begin{equation*}
f_{l}(r)=-\frac{2(2 l+1)!}{l!(l+1)!\ell^{l+1}}(r-\ell) \partial_{r} Q_{l}\left(\frac{2 r}{\ell}-1\right), \tag{5.83}
\end{equation*}
$$

where $Q_{l}$ are the Legendre functions of the second kind. In particular, for $l=1$, we have

$$
\begin{equation*}
f_{1}(r)=3 \frac{2 r-\ell}{\ell^{2} r}+12 \frac{r-\ell}{\ell^{3}} \operatorname{arctanh}\left(1-\frac{2 r}{\ell}\right) . \tag{5.84}
\end{equation*}
$$

The leading term of $f_{l}(r)$ as $r \rightarrow \infty$ is

$$
\begin{equation*}
f_{l}(r) \stackrel{r \rightarrow \infty}{\simeq} \frac{1}{r^{l+1}} \tag{5.85}
\end{equation*}
$$

The coefficients $A_{l}^{m}$ are found from Eq. 5.39 to be

$$
\begin{equation*}
A_{l}^{ \pm 1}=\mp \sqrt{\pi} E_{0} i^{l-1}\left(\frac{2 l+1}{k^{2} b^{2}} R_{l k}^{(p l a n e)}(b)\right) \sqrt{\frac{l(l+1)}{2 l+1}} \frac{b}{f_{l}(b)} \equiv \mp A_{l} . \tag{5.86}
\end{equation*}
$$

From the assumption $k b \ll 1$, it follows that the leading contribution to the scattered electric field comes from the dipole term. At large distances from the origin, we can compare this result with the one for a dipole of moment $\vec{p}=p \hat{x}$ in flat spacetime

$$
\begin{equation*}
\Phi=A_{1} f_{1}(r)\left(-Y_{1}^{1}+Y_{1}^{-1}\right) \stackrel{r \rightarrow \infty}{\simeq} \Phi_{\text {flat }}=\frac{p}{r^{2}} \sin \theta \cos \phi \tag{5.87}
\end{equation*}
$$

from which we obtain the dipole moment

$$
\begin{equation*}
p=\left(\frac{3}{k^{2} b^{2}} R_{1 k}^{(\text {plane })}(b)\right) \frac{b}{f_{1}(b)} E_{0} . \tag{5.88}
\end{equation*}
$$

From Eqs. 5.34, 5.70, and 5.85, we observe that, for $b \rightarrow \infty$ or $\ell \rightarrow 0$ $(x \rightarrow \infty)$, this expression reduces to that obtained in flat spacetime.

A similar procedure applies to the magnetic field that gives the static magnetic potential

$$
\begin{equation*}
\Psi=\sum_{l} B_{l} f_{l}(r)\left(Y_{l}^{1}+Y_{l}^{-1}\right) \tag{5.89}
\end{equation*}
$$

where the coefficients $B_{l}$ are

$$
\begin{equation*}
B_{l}=-\sqrt{\pi} E_{0} i^{l-2}\left(\frac{2 l+1}{k^{2} b^{2}} R_{l k}^{(p l a n e)}(b)\right) \sqrt{\frac{l(l+1)}{2 l+1}} \frac{1}{\left.\partial_{r} f_{l}(r)\right|_{b}} . \tag{5.90}
\end{equation*}
$$

Again, the leading contribution comes from the dipole term. We compare the expression for $\Psi$, at large distances from the origin, with that obtained in flat spacetime for a magnetic dipole $\vec{m}=m \hat{y}$

$$
\begin{equation*}
\Psi=B_{1} f_{1}(r)\left(Y_{1}^{1}+Y_{1}^{-1}\right) \stackrel{r \rightarrow \infty}{\simeq} \Psi_{\text {flat }}=\frac{m}{r^{2}} \sin \theta \sin \phi \tag{5.91}
\end{equation*}
$$

The magnetic moment of the defect turns out to be

$$
\begin{equation*}
m=E_{0}\left(\frac{3}{k^{2} b^{2}} R_{1 k}^{(\text {plane })}(b)\right) \frac{1}{\left.\partial_{r} f_{1}(r)\right|_{b}} \tag{5.92}
\end{equation*}
$$

### 5.3.4 Dispersion relation

As for the case of massless defects, we now consider a space filled with a random distribution of massive defects with number density $\rho$. From the relations

$$
\begin{align*}
& \vec{P}=\rho \vec{p}=\chi_{e} \vec{E}, \quad \varepsilon=1+4 \pi \chi_{e},  \tag{5.93}\\
& \vec{M}=\rho \vec{m}=\chi_{m} \vec{B}, \quad \mu=1+4 \pi \chi_{m},
\end{align*}
$$

we obtain the electric and magnetic permeabilities of such a spacetime foam model

$$
\begin{align*}
\varepsilon & \simeq 1+\frac{4 \pi \rho b}{f_{1}(b)}\left(\frac{3}{k^{2} b^{2}} R_{1 k}^{(\text {plane })}(b)\right) \\
\mu & \simeq 1+\frac{4 \pi \rho}{\left.\left(\partial_{r} f_{1}(r)\right)\right|_{b}}\left(\frac{3}{k^{2} b^{2}} R_{1 k}^{(\text {plane })}(b)\right) \tag{5.94}
\end{align*}
$$

from which follows the dispersion relation

$$
\begin{equation*}
\omega^{2} \simeq \frac{c^{2} k^{2}}{\left[1+\frac{4 \pi \rho b}{f_{1}(b)}\left(\frac{3}{k^{2} b^{2}} R_{1 k}^{(\text {plane })}(b)\right)\right]\left[1+\frac{4 \pi \rho}{\left.\left(\partial_{r} f_{1}(r)\right)\right|_{b}}\left(\frac{3}{k^{2} b^{2}} R_{1 k}^{(\text {plane })}(b)\right)\right]} . \tag{5.95}
\end{equation*}
$$

We want to write this result as an expansion in powers of $\ell$. We start by observing that

$$
\begin{align*}
& \frac{b}{f_{1}(b)}=b^{3}-\frac{1}{2} b^{2} \ell-\frac{1}{20} b \ell^{2}+O\left(\ell^{3}\right) \\
& \frac{1}{\left.\left(\partial_{r} f_{1}(b)\right)\right|_{b}}=-\frac{b^{3}}{2}+\frac{3}{8} b^{2} \ell-\frac{9}{32} b \ell^{2}+O\left(\ell^{3}\right) \tag{5.96}
\end{align*}
$$

We could introduce explicitly the first few terms of the expansion of $R_{1 k}^{( \pm)}(b)$ (5.78):

$$
\begin{equation*}
R_{1 k}^{( \pm)}(b)=e^{ \pm i k b}\left(\frac{b}{\ell}-1\right)^{ \pm i \ell k}\left(1 \pm \frac{i}{k b}-\frac{1}{2} \frac{\ell}{k^{2} b^{3}} \pm \frac{5}{8} \frac{i \ell}{k^{3} b^{4}}+O\left(b^{-5}\right)\right) \tag{5.97}
\end{equation*}
$$

However, the asymptotic expansion 5.78 is a good approximation to the solution $R_{l k}^{( \pm)}(b)$ only for $k b \gg 1$, whereas we require $k b \ll 1$, in order to use the static field approximation. We need to find another form for the solution of the radial equation, in order to get a meaningful expansion for the dispersion relation.

### 5.3.5 Radial equation

The asymptotic expansion $(5.78)$ is only a good approximation to the solution of the radial equation (5.71) for $\alpha x=k r \gtrsim 5$. In Ref. [83, the authors circumvent this problem by expressing the solution at small $x$ as a linear combination of another set of (this time exact) solutions. These solutions are

$$
\begin{equation*}
S_{l \alpha}^{(+)}(x)=e^{i \alpha y} \sum_{n} \nu_{n}(l, \alpha)\left(1-\frac{1}{x}\right)^{n}, \quad S_{l \alpha}^{(-)}(x)=\left(S_{l \alpha}^{(+)}(x)\right)^{*} \tag{5.98}
\end{equation*}
$$

where the coefficients $\nu_{n}(l, \alpha)$ are given by the recursion relation

$$
\begin{equation*}
\nu_{n+1}(l, \alpha)=\frac{(2 n(n+1)+l(l+1)) \nu_{n}(l, \alpha)-(n-1)(n+1) \nu_{n-1}(l, \alpha)}{(n+1)(n+1+2 i \alpha)} \tag{5.99}
\end{equation*}
$$

with the normalization $\nu_{0}(l, \alpha)=1$. This series converges quickly for small $x$ but very slowly for large $x$. The asymptotic expansion (5.78) can be related to this solution, by using the equations

$$
\begin{align*}
R_{l \alpha}^{(+)}(x) & =E_{1}(l, \alpha) S_{l \alpha}^{(+)}(x)+E_{2}(l, \alpha) S_{l \alpha}^{(-)}(x) \\
\partial_{x} R_{l \alpha}^{(+)}(x) & =E_{1}(l, \alpha) \partial_{x} S_{l \alpha}^{(+)}(x)+E_{2}(l, \alpha) \partial_{x} S_{l \alpha}^{(-)}(x) \tag{5.100}
\end{align*}
$$

from which one obtains the coefficients

$$
\begin{align*}
& E_{1}(l, \alpha)=\left.\left\{\left(\frac{\partial_{x} S_{l \alpha}^{(-)}}{S_{l \alpha}^{(-)}}-\frac{\partial_{x} R_{l \alpha}^{(+)}}{R_{l \alpha}^{(+)}}\right)\left(\frac{\partial_{x} S_{l \alpha}^{(-)}}{S_{l \alpha}^{(-)}}-\frac{\partial_{x} S_{l \alpha}^{(+)}}{S_{l \alpha}^{(+)}}\right)^{-1} \frac{R_{l \alpha}^{(+)}}{S_{l \alpha}^{(+)}}\right\}\right|_{x=x_{m}}, \\
& E_{2}(l, \alpha)=\left.\left\{\left(\frac{\partial_{x} R_{l \alpha}^{(+)}}{R_{l \alpha}^{(+)}}-\frac{\partial_{x} S_{l \alpha}^{(+)}}{S_{l \alpha}^{(+)}}\right)\left(\frac{\partial_{x} S_{l \alpha}^{(-)}}{S_{l \alpha}^{(-)}}-\frac{\partial_{x} S_{l \alpha}^{(+)}}{S_{l \alpha}^{(+)}}\right)^{-1} \frac{R_{l \alpha}^{(+)}}{S_{l \alpha}^{(-)}}\right\}\right|_{x=x_{m}}, \tag{5.101}
\end{align*}
$$

where the matching point $x_{m}$ satisfies the relation $x_{m} \gtrsim 5 / \alpha$. However, this method is not suitable in our case; in fact, we want to expand $R_{l \alpha}^{(+)}(x)$ in powers of $k(\alpha)$ around zero, but the matching point $x_{m}$ goes to infinity as $\alpha$ goes to zero. Since the series expansion of $S_{l \alpha}^{( \pm)}(x)$ converges very slowly for large $x$, we cannot truncate this series as $\alpha \rightarrow 0$, so we have to sum the whole series to obtain the coefficients.

Since this approach is not manageable, we resolve to investigate the solution with perturbative methods. As we are interested in the configuration of parameters

$$
\begin{equation*}
b k \ll 1, \quad \ell \ll b, \tag{5.102}
\end{equation*}
$$

we can expand the radial equation in powers of $\ell$. In this way, it is possible to use perturbation theory to obtain the solution at order $\ell$. As we have observed, the radial wave equation (5.71) is equivalent to Eq. 5.67) when written in terms of the tortoise coordinate $y$ :

$$
\begin{equation*}
\partial_{y}^{2} R_{l \alpha}(y)+\left[\alpha^{2}-\frac{x(y)-1}{x(y)^{3}} l(l+1)\right] R_{l \alpha}(y)=0 \tag{5.103}
\end{equation*}
$$

where $x(y)$ is given by the Lambert $W$ function

$$
\begin{equation*}
x(y)=1+W\left(e^{y-1}\right) . \tag{5.104}
\end{equation*}
$$

The radial equation in this form is analogous to the Schrodingher equation

$$
\begin{equation*}
\partial_{y}^{2} R(y)+\left(\alpha^{2}-V(y)\right) R(y)=0 \tag{5.105}
\end{equation*}
$$

with the potential $V(y)$ depicted in Fig. 10 for $l=1$.


Figure 10: Potential $V(y)$ in Eq. 5.105 for $l=1$.

We observe that in the regions where the potential $V(y)$ is much smaller than $\alpha^{2}$, we can ignore its contribution and the Schrodingher equation 5.105 reduces to the free equation with solutions $R(y)=e^{ \pm \alpha y}$. This happens in the asymptotically flat region $x \rightarrow \infty(r \rightarrow \infty)$. However, this is not what we want to study-we are interested in the situation where $\ell \rightarrow 0$ and $k \ll 1 / r$. In this case, $V(y)$ is always larger than $\alpha^{2}$ (as $\ell \rightarrow 0, V(r) \simeq \ell^{2} / r^{2} \gg \ell^{2} k^{2}$ since $r k \ll 1$ ), so we expect the deviation from the flat spacetime case to be larger at small values of $k$.

In order to apply perturbation theory, we rewrite the radial equation explicitly in terms of $r$ and $k$

$$
\begin{equation*}
\partial_{r}^{2} R_{l k}(r)+\frac{\ell}{r^{2}(1-\ell / r)} \partial_{r} R_{l k}(r)+\left[\frac{k^{2}}{(1-\ell / r)^{2}}-\frac{l(l+1)}{r^{2}(1-\ell / r)}\right] R_{l k}(r)=0 \tag{5.106}
\end{equation*}
$$

Expanding the solution $R_{l k}(r)$ (and the coefficients of the equation) in powers of $\ell$

$$
\begin{equation*}
R_{l k}(r)=R_{l k}^{(0)}(r)+\ell R_{l k}^{(1)}(r)+\ell^{2} R_{l k}^{(2)}(r)+\ldots \tag{5.107}
\end{equation*}
$$

and inserting these expansions into the radial equation, we obtain

$$
\begin{array}{ll}
\ell^{0} \quad & \partial_{r}^{2} R_{l k}^{(0)}(r)+\left[k^{2}-\frac{l(l+1)}{r^{2}}\right] R_{l k}^{(0)}(r)=0, \\
\ell^{1} & \partial_{r}^{2} R_{l k}^{(1)}(r)+\frac{1}{r^{2}} \partial_{r} R_{l k}^{(0)}(r)+\left[k^{2}-\frac{l(l+1)}{r^{2}}\right] R_{l k}^{(1)}(r)+ \\
& +\left[\frac{2 k^{2}}{r}-\frac{l(l+1)}{r^{3}}\right] R_{l k}^{(0)}(r)=0, \\
\ell^{2} & \partial_{r}^{2} R_{l k}^{(2)}(r)+\frac{1}{r^{2}} \partial_{r} R_{l k}^{(1)}(r)+\frac{1}{r^{3}} \partial_{r} R_{l k}^{(0)}(r)+\left[k^{2}-\frac{l(l+1)}{r^{2}}\right] R_{l k}^{(2)}(r)+ \\
& +\left[\frac{2 k^{2}}{r}-\frac{l(l+1)}{r^{3}}\right] R_{l k}^{(1)}(r)+\left[\frac{3 k^{2}}{r^{2}}-\frac{l(l+1)}{r^{4}}\right] R_{l k}^{(0)}(r)=0, \tag{5.108}
\end{array}
$$

We also have to implement the boundary condition given by Eq. 5.70 at each order

$$
\begin{equation*}
R_{l k}^{(p l a n e)}(r) \stackrel{r \rightarrow \infty}{\simeq} k r j_{l}\left(k r+k \ell \log \left(\frac{r}{\ell}-1\right)\right) \tag{5.109}
\end{equation*}
$$

By expanding both sides of the above expression in powers of $\ell$, we obtain

$$
\begin{array}{ll}
\ell^{0} & R_{l k}^{(0)}(r) \stackrel{r \rightarrow \infty}{\simeq} k r j_{l}(k r) \\
\ell^{1} & R_{l k}^{(1)}(r) \stackrel{r \rightarrow \infty}{\simeq} k r j_{l}^{\prime}(k r) k \log \left(\frac{r}{\ell}\right), \\
\ell^{2} & R_{l k}^{(2)}(r) \stackrel{r \rightarrow \infty}{\simeq} k r\left(\frac{1}{2} k^{2} \log \left(\frac{r}{\ell}\right)^{2} j_{l}^{\prime \prime}(k r)-\frac{k}{r} j_{l}^{\prime}(k r)\right) \tag{5.110}
\end{array}
$$

We need the radial equation solution only for $l=1$. At zero order, from Eqs. 5.108 and 5.110 it follows immediately that

$$
\begin{equation*}
R_{1 k}^{(0)}(r)=k r j_{1}(k r)=\frac{\sin (k r)}{k r}-\cos (k r) \tag{5.111}
\end{equation*}
$$

Inserting this result into Eq. (5.108) and making use of Eq. (5.110), we obtain at first order in $\ell$

$$
\begin{align*}
R_{1 k}^{(1)}(r)= & \left\{\frac{\cos (k r)}{2 k r}+\frac{3 \sin (k r)}{4(k r)^{2}}+\left(\frac{\cos (k r)}{k r}+\sin (k r)\right)\left(\log \left(\frac{r}{\ell}\right)-\mathrm{Ci}(2 k r)\right)+\right. \\
& \left.+\left(\cos (k r)-\frac{\sin (k r)}{k r}\right)\left(\operatorname{Si}(2 k r)-\frac{\pi}{2}\right)\right\} k \tag{5.112}
\end{align*}
$$

where $C i(x)(S i(x))$ is the Cosine (Sine) integral. At second order, we can still find an approximate solution for $k r \ll 1$; however, we are not able to find a solution at $r \rightarrow \infty$, and consequently we cannot implement the boundary condition.

We want to compare the approximate solution derived here with the numerical solution that one can obtain from the exact radial equation (5.106). In Fig. 11. we plot the function $R(k)=\frac{3}{k^{2} b^{2}} R_{1 k}^{(p l a n e)}(b)$ for a certain range of parameters.


Figure 11: Numerical solutions of the radial wave equation, $R(k)=$ $\frac{3}{k^{2} b^{2}} R_{1 k}^{(\text {plane })}(b)$, are represented by dots, while the first-order analytic solutions are represented by solid lines. The lowest curve corresponds to the flat spacetime solution $R(k)=\left(j_{0}(k b)+j_{2}(k b)\right)$, while upper curves correspond to increasing $\ell$ in the range $10^{-9} \leq \ell \leq 10^{-6}$. The size of the defect has been set to $b=0.2$.

We observe good agreement between the two sets of solutions (perturbative and numerical), and we notice also that, as expected, the solutions deviate from the $\ell=0$ case as $k$ decreases.

Inserting the solution $R_{1 k}^{(\text {plane })}(r)=R_{1 k}^{(0)}(r)+\ell R_{1 k}^{(1)}(r)$ into Eq. (5.94), which gives electric and magnetic permeabilities, we observe that, since $R(k)=$ $\frac{3}{k^{2} b^{2}} R_{1 k}^{(\text {plane })}(b)$ grows indefinitely as $k$ decreases, there exists a critical $k=k_{c}$ below which the magnetic permeability $\mu$ is negative. This means that the refractive index $n=\sqrt{\epsilon \mu}$ becomes imaginary and the plane wave, instead of propagating through the space, is damped. We conclude that a spacetime filled with a distribution of massive defects appears to be opaque to low-frequency radiation. In Fig. 12 we show the behavior of the group velocity

$$
\begin{equation*}
v(k)=\frac{d}{d k} \omega(k)=\frac{d}{d k} \frac{c k}{\sqrt{\epsilon(k) \mu(k)}} \tag{5.113}
\end{equation*}
$$

that one obtains from this solution.


Figure 12: Group velocity for different dispersion relations: the red dotted line describes the standard dispersion relation in the absence of defects $\left(\omega^{2}=c^{2} k^{2}\right)$; the blue dashed line represents the dispersion relation obtained from defects with $\ell=0$ (Eq. 5.45) ; and the green solid line corresponds to defects with $\ell>0$ (Eq. (5.95). We used $c=1, b=1, \rho=0.006, \ell=0.005$.

We note that indeed the velocity of propagation drops to zero at some $k_{c}$ larger than zero. Moreover, for certain values of $\rho$, as $k$ grows from $k_{c}$ a maximum peak is reached before the curve approaches the flat spacetime result.

Finally, expanding Eq. 5.95 in powers of $\ell, \rho b^{3}$, and $k b$ we obtain

$$
\begin{align*}
\omega^{2} \simeq & \left(1-2 \rho \pi b^{3}\right) c^{2} k^{2}+\frac{\rho \pi b^{5}}{5} c^{2} k^{4}+\rho \pi c^{2} \ell\left\{\frac{3}{2}(-5+4(\gamma+\log (2 \ell k))+\right. \\
& +\left(-\frac{13}{4}+3(\gamma+\log (2 \ell k))\right) b^{2} k^{2}-\pi b^{3} k^{3}+  \tag{5.114}\\
& \left.+\left(\frac{143}{20}-3(\gamma+\log (2 \ell k))\right) \frac{b^{4}}{4} k^{4}+\ldots\right\}+\ldots
\end{align*}
$$

where $\gamma$ is the Euler-Mascheroni constant. An interesting feature of this dispersion relation, with respect to the flat spacetime case, is the appearance of a negative (at first order in $\rho b^{3}$ ) mass term:

$$
\begin{equation*}
m^{2}=-\frac{3}{2} \rho \pi c^{2} \ell(5-4 \gamma)+\ldots \tag{5.115}
\end{equation*}
$$

## 6 Defect metric

### 6.1 Metric (review)

We now introduce a different type of defect. As we mentioned at the beginning of this part, such a defect has the same topology as that described in the previous section, but the two are not diffeomorphic. An important feature of this new type of defect is that it is a vacuum solution of general relativity. The defect described in the previous section, instead, is not even a differentiable manifold in spherical coordinates, while, in the coordinate system $\{t, \widetilde{y}, z, x\}$, it has a singular Ricci scalar (see Eq. 55.19). The metric describing the new defect was obtained in Ref. [69] and further discussed in Refs. [85, 86, 87] in the context of black hole physics (see part $V$ in this regard).

In a coordinate system $\{t, y, z, x\}$ analogous to the one introduced in the previous section, the metric takes the form

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{\ell}{\sqrt{y^{2}+b^{2}}}\right) d t^{2}+\frac{\frac{y^{2}}{y^{2}+b^{2}}}{1-\frac{\ell}{\sqrt{y^{2}+b^{2}}}} d y^{2}+\left(y^{2}+b^{2}\right)\left(d z^{2}+\sin ^{2} z d x^{2}\right) \tag{6.1}
\end{equation*}
$$

where $b$ is the defect radius and $\ell$ is related to the defect mass by $m=\ell / 2$. In this section, however, we only consider the simplest case of a massless defect, for which the defect metric simplifies to

$$
\begin{equation*}
d s^{2}=-d t^{2}+\frac{y^{2}}{y^{2}+b^{2}} d y^{2}+\left(y^{2}+b^{2}\right)\left(d z^{2}+\sin ^{2} z d x^{2}\right) \tag{6.2}
\end{equation*}
$$

The coordinates $\{t, y, z, x\}$ have ranges

$$
\begin{equation*}
t \in(-\infty,+\infty), \quad y \in(-\infty,+\infty), \quad z \in(0, \pi), \quad x \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \tag{6.3}
\end{equation*}
$$

A crucial difference with respect to the coordinates $\{t, \widetilde{y}, z, x\}$ introduced in the previous section is the relation between this new set of coordinates and standard spherical coordinates (given by Eqs. (5.7)-5.15) for the previous type of defect). In this case, the radial coordinate $r$ is related to $y$ by the equation

$$
\begin{equation*}
r=\sqrt{y^{2}+b^{2}}, \quad \forall y \tag{6.4}
\end{equation*}
$$

whose inverse is

$$
\left\{\begin{array}{lr}
y=\sqrt{r^{2}-b^{2}}, & |\phi|<\frac{\pi}{2}  \tag{6.5}\\
y=-\sqrt{r^{2}-b^{2}}, & |\phi|>\frac{\pi}{2}
\end{array}\right.
$$

The above transformations can be regarded as a posteriori conclusions. In fact, one does not need to know the relationship between the coordinate system $\{t, y, z, x\}$ and standard spherical coordinates, in order to derive the metric (6.2). However, Eq. (6.4) must hold if we want the metric (6.2) to be equivalent to the Minkowski metric away from the defect surface.

Instead, the angular coordinates $\theta$ and $\phi$ are related to the coordinates $z$ and $x$, as in the previous section. So, for example, the change of coordinates in the chart $U_{1}$ surrounding the Cartesian axis $x^{1}$ (given by Eqs. (5.7), 55.8) in the previous section) is given in this case by

$$
\begin{align*}
& \left\{\begin{array}{l}
y_{1}=\sqrt{r^{2}-b^{2}}, \\
z_{1}=\theta, \\
x_{1}=\phi,
\end{array}|\phi|<\frac{\pi}{2}, \quad\left\{\begin{array}{l}
y_{1}=-\sqrt{r^{2}-b^{2}}, \\
z_{1}=\pi-\theta, \\
x_{1}=\phi-\pi,
\end{array}|\phi|>\frac{\pi}{2} .\right.\right. \\
& \left\{\begin{array}{l}
r=\sqrt{y_{1}^{2}+b^{2}}, \\
\theta=z_{1}, \\
\phi=x_{1},
\end{array} \quad y_{1}>0, \quad\left\{\begin{array}{l}
r=\sqrt{y_{1}^{2}+b^{2}}, \\
\theta=\pi-z_{1}, \\
\phi=x_{1}+\pi,
\end{array} \quad y_{1}<0 .\right.\right. \tag{6.6}
\end{align*}
$$

The transformations for the charts $U_{2}$ and $U_{3}$ can be obtained similarly. In Fig. 13. the coordinate system $\{y, z, x\}$ is compared to standard spherical coordinates.


Figure 13: Equatorial section $(\theta=z=\pi / 2)$ of the defect. Blue solid lines are used for spherical coordinates, red dashed lines are used for the coordinate system $\{y, z, x\}$ (observe that, from Eq. (6.4), we have $r-b \simeq|y|\left(1-\frac{b}{r}\right)$ for large $r$ ). The shaded area represents the chart $U_{1}$ in which the coordinate system $\{y, z, x\}$ is valid.

As for the previous type of coordinates, this new system of coordinates automatically implements the point-wise identification on the boundary of the defect. Consequently, the defect manifold is completely determined by the metric (6.2), with no need to introduce additional boundary conditions. Moreover, the topology of the defect is the same as in the previous case $\left(\mathbb{R} \times\left(\mathbb{R} P^{3}-\{0\}\right)\right.$, see Eq. (5.6)); in fact, the change of coordinates (6.6) defines a global homeomorphism between the defect manifold $(\sqrt{6.2})$ and the defect defined in Minkowski spacetime (Eqs. (5.3) and (5.4)).

To show that the metric (6.1) is a vacuum solution of general relativity, we simply need to compute the Ricci tensor $R_{\mu \nu}$. We recall that in vacuum the Einstein field equations reduce to [88]

$$
\begin{equation*}
R_{\mu \nu}=0 \tag{6.8}
\end{equation*}
$$

The Ricci tensor is obtained by contracting the Riemann tensor $R_{\mu \sigma \nu}^{\rho}$ and is given by

$$
\begin{equation*}
R_{\mu \nu}=R_{\mu \rho \nu}^{\rho}=\partial_{\rho} \Gamma_{\nu \mu}^{\rho}-\partial_{\nu} \Gamma_{\rho \mu}^{\rho}+\Gamma_{\rho \lambda}^{\rho} \Gamma_{\nu \mu}^{\lambda}-\Gamma_{\nu \lambda}^{\rho} \Gamma_{\rho \mu}^{\lambda} \tag{6.9}
\end{equation*}
$$

where the Christoffel symbols are defined in Eq. (5.53). Inserting the metric (6.1) into Eq. (6.9), one can readily verify that Eq. (6.8) is satisfied everywhere, in particular at the defect surface $y=0$. From this result it follows that the Ricci scalar also vanishes everywhere, while the Kretschmann scalar does not vanish but is regular everywhere

$$
\begin{equation*}
R=g^{\mu \nu} R_{\mu \nu}=0, \quad K=R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}=\frac{12 \ell^{2}}{\left(y^{2}+b^{2}\right)^{3}} . \tag{6.10}
\end{equation*}
$$

It is important to note that, also in this case, the change of coordinates 6.6) is not a global diffeomorphism from the defect manifold $\sqrt{6.2}$ to Minkowski
spacetime with a defect (Eqs. (5.3), (5.4)). This can be seen by considering the transformation rule for the radial coordinate 6.4. This transformation is continuous and differentiable everywhere, but it is not invertible around $y=0$. In fact, from the inverse function theorem it follows that a continuous differentiable function is invertible around a point $p$ only if its derivative does not vanish at $p$. From Eq. (6.4), we have

$$
\begin{equation*}
r^{\prime}(y)=\frac{y}{\sqrt{y^{2}+b^{2}}} \tag{6.11}
\end{equation*}
$$

which is indeed zero at $y=0$. This implies that higher derivatives of the inverse function (6.5) are divergent and discontinuous at the defect surface. We observe that the transformation 6 (6.6 is a local diffeomorphism in the two separate regions $y>0$ and $y<0$.

Observe that, as we have already pointed out, the same is true for the change of coordinates introduced in the previous section (Eqs. 5.7)-5.15); in fact, it also does not define a global diffeomorphism from the defect manifold (5.18) to Minkowski spacetime with a defect (Eqs. (5.3), (5.4)). Take again the transformation rule for the radial coordinate, which is

$$
\begin{equation*}
r(y)=b+|\widetilde{y}| \tag{6.12}
\end{equation*}
$$

This function is not even differentiable at $\widetilde{y}=0$, and it cannot represent a global diffeomorphism. Once again, though, the transformation rule defines a local diffeomorphism in the two separate regions $\widetilde{y}>0$ and $\widetilde{y}<0$.

A last remark concerns the case $b=0$ (i.e. spacetime with no defect). In this case, the two changes of coordinates (6.4) and 6.12 are equivalent and reduce to

$$
\begin{equation*}
r(y)=|y| \tag{6.13}
\end{equation*}
$$

Consequently, the metrics $\sqrt{5.18}$ and $\sqrt{6.2}$ also reduce to the same expression. Equation (6.13) is again not differentiable at $y=0$, but, as we shall see in the next subsection, the scalar wave solutions that one obtains in this system of coordinates are equivalent to those obtained in standard spherical coordinates (this is not the case when $b \neq 0$ ). The point $y=0$ now coincides with the origin of the spherical coordinate system $r=0$, which is itself ill-defined. Therefore, the two manifolds, Minkowski spacetime in spherical coordinates and the defect manifold in coordinates $\{t, y, z, x\}$ with no defect $(b=0)$, are globally diffeomorphic.

### 6.2 Scalar waves

In this subsection, we study the propagation of a scalar wave in the defect metric (6.2), where the parameter $b$ (the radius of the defect) is assumed to be strictly larger than zero $(b>0)$. We refer to this metric as the "defect metric," in order to distinguish it from the Minkowski metric (which can be obtained, in coordinates $\{t, y, z, x\}$, from Eq. (6.2) by setting $b=0$ ).

The scalar wave equation (massless Klein-Gordon equation) in a general metric is 89]

$$
\begin{equation*}
\square \Phi=\nabla_{\mu} \nabla^{\mu} \Phi=g^{-\frac{1}{2}} \partial_{\mu}\left(g^{\frac{1}{2}} g^{\mu \nu} \partial_{\nu} \Phi\right)=0 \tag{6.14}
\end{equation*}
$$

which, for the metric $\sqrt{6.2}$, reads
$-\partial_{t}^{2} \Phi+\frac{y^{2}+b^{2}}{y^{2}} \partial_{y}^{2} \Phi+\frac{2 y^{2}-b^{2}}{y^{3}} \partial_{y} \Phi+\frac{\partial_{z}^{2} \Phi}{y^{2}+b^{2}}+\frac{\cot z \partial_{z} \Phi}{\left(y^{2}+b^{2}\right)}+\frac{\partial_{x}^{2} \Phi}{\left(y^{2}+b^{2}\right) \sin ^{2} z}=0$.
Using the separation of variables $\Phi(t, y, z, x)=T(t) R(y) Z(z) X(x)$, one obtains the set of equations

- $\partial_{t}^{2} T+k^{2} T=0$,
- $\frac{y^{2}+b^{2}}{y^{2}} \partial_{y}^{2} R+\frac{2 y^{2}-b^{2}}{y^{3}} \partial_{y} R+\left(k^{2}-\frac{l(l+1)}{y^{2}+b^{2}}\right) R=0$,
- $\partial_{z}^{2} Z+\cot z \partial_{z} Z+\left(l(l+1)-\frac{m^{2}}{\sin ^{2} z}\right) Z=0$,
- $\quad \partial_{x}^{2} X+m^{2} X=0$.

Observe that these equations, apart from the radial component 6.16b, are locally equivalent to those obtained in spherical coordinates. Hence, we can write the general solution as

$$
\begin{equation*}
\Phi(t, y, z, x)=\int d k \sum_{l, m} a_{k l m} e^{-i k t} \Phi_{k l m}(y, z, x) \tag{6.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{k l m}(y, z, x)=R_{k l}(y) Y_{l}^{m}(z, x), \tag{6.18}
\end{equation*}
$$

and $R_{k l}(y)$ are the solutions of the radial equation, while $Y_{l}^{m}(z, x)$ are spherical harmonics.

Solving the radial equation, we obtain for $R_{k l}(y)$ the expression

$$
\begin{equation*}
R_{k l}(y)=c_{1} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right)+c_{2} y_{l}\left(k \sqrt{y^{2}+b^{2}}\right) \tag{6.19}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants and $j_{l}(x)$ and $y_{l}(x)$ are the spherical Bessel functions, respectively, of the first and second kind. The radial solution for the case $b=0$ is

$$
\begin{equation*}
R_{k l}^{(M i n)}(y)=j_{l}(k y), \tag{6.20}
\end{equation*}
$$

and is equivalent to the solution that one finds in Minkowski spacetime in standard spherical coordinates. To fix the value of the constants $c_{1}$ and $c_{2}$ in Eq. (6.19) we use the fact that, away from the origin $y=0$, the change of variables (6.6) is a local diffeomorphism. Hence, we can use it to impose the boundary condition whereby, at spatial infinity

$$
\begin{equation*}
r=\sqrt{b^{2}+y^{2}} \stackrel{y \rightarrow \infty}{\simeq} y, \tag{6.21}
\end{equation*}
$$

the solution $R_{k l}(y)$ must approach the solution $R_{k l}^{(M i n)}(y)$ that one obtains in Minkowski spacetime

$$
\begin{equation*}
R_{k l}(y) \stackrel{y \rightarrow \infty}{\simeq} j_{l}(k y) . \tag{6.22}
\end{equation*}
$$

In this way, the radial solution 6.19 reduces to

$$
\begin{equation*}
R_{k l}(y)=j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) . \tag{6.23}
\end{equation*}
$$

By substituting this result into the expression for $\Phi_{k l m}(y, z, x)$, we find a scalar solution that behaves in a different way with respect to the result obtained in Minkowski spacetime. In Minkowski spacetime, the solution has parity eigenvalues $(-1)^{l}$, while in the defect metric the solution has parity eigenvalues $(+1)$ for every $l$. The parity transformation in different systems of coordinates is

$$
\vec{x}=\left\{\begin{array}{lr}
(y, z, x)  \tag{6.24}\\
(r, \theta, \phi) \\
(X, Y, Z)
\end{array} \quad \xrightarrow{P}-\vec{x}=\left\{\begin{array}{lr}
(-y, z, x) & \{t, y, z, x\} \\
(r, \pi-\theta, \pi+\phi) & \text { Spherical } \\
(-X,-Y,-Z) & \text { Cartesian }
\end{array}\right.\right.
$$

Explicitly, the scalar solutions in the Minkowski and the defect metric transform as

$$
\begin{align*}
& \Phi_{k l m}^{(\text {Min })}=j_{l}(k r) Y_{l}^{m}(\theta, \phi) \xrightarrow{P} j_{l}(k r) Y_{l}^{m}(\pi-\theta, \phi+\pi)=(-1)^{l} \Phi_{k l m}^{(\text {Min })} \\
& \Phi_{k l m}^{(d e f)}=j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x) \xrightarrow{P} j_{l}\left(k \sqrt{(-y)^{2}+b^{2}}\right) Y_{l}^{m}(z, x)=(+1) \Phi_{k l m}^{(d e f)} . \tag{6.25}
\end{align*}
$$

Since this is an important point, we wish to make it clear that the parity behaviors of the two solutions are really different. Let us consider first how the behavior under parity of the Minkowski solution in standard spherical coordinates translates in $\{y, z, x\}$ coordinates. For simplicity, we consider the case $|\phi|<\pi / 2$. The point $\vec{x}=(r, \theta, \phi)$ is mapped via Eq. 6.6 to $\vec{x}^{\prime}=\left(\sqrt{y^{2}+b^{2}}, z, x\right)$. On the other hand, the parity transformation maps the point $\vec{x}$ to $-\vec{x}=\left(r, \theta^{\prime}, \phi^{\prime}\right)=(r, \pi-\theta, \pi+\phi)$, where now $\left|\phi^{\prime}\right|>\pi / 2$. Then, under the change of coordinates (6.6), the point $-\vec{x}$ is mapped to $-\vec{x}^{\prime}=$ $\left(\sqrt{y^{2}+b^{2}}, \pi-z^{\prime}, x^{\prime}+\pi\right)$, where $z^{\prime}=\pi-\theta^{\prime}=z$ and $x^{\prime}=\phi^{\prime}-\pi=x$. Hence, we have $-\vec{x}^{\prime}=\left(\sqrt{y^{2}+b^{2}}, \pi-z, x+\pi\right)$. From these considerations, we obtain the scheme

$$
\begin{array}{ccc}
j_{l}(k r) Y_{l}^{m}(\theta, \phi) & \underset{\text { change }}{\stackrel{\text { coord }}{\leftrightarrows}} & j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x)  \tag{6.26}\\
\downarrow \mathrm{P} & \downarrow \mathrm{P} \\
j_{l}(k r) Y_{l}^{m}(\pi-\theta, \phi+\pi) & \underset{\text { change }}{\underset{\text { coord }}{\leftrightarrows}} & j_{l}\left(-k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x) .
\end{array}
$$

The Minkowski solution expressed in $\{y, z, x\}$ coordinates does not behave correctly under parity, i.e. it does not coincide with the solution obtained in the defect metric. We can reverse the reasoning and investigate how the behavior under parity of the defect solution $\Phi^{(d e f)}$ is translated in spherical coordinates. Avoiding the details, we end up with the scheme

$$
\begin{array}{ccc}
j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x) & \underset{\text { change }}{\text { coord }} & j_{l}(k r) Y_{l}^{m}(\theta, \phi) \\
\downarrow \mathrm{P} & \mathbb{P}  \tag{6.27}\\
j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x) & \underset{\text { change }}{\text { coord }} & j_{l}(k r) Y_{l}^{m}(\theta, \phi) .
\end{array}
$$

Again, we see that the defect solution expressed in spherical coordinates is different from the Minkowski solution. Instead, the solution that one obtains in

Minkowski spacetime in coordinates $\{t, y, z, x\}$ (i.e. setting $b=0$ in the metric (6.2)

$$
\begin{equation*}
\Phi^{(M i n)}(t, y, z, x)=e^{-i k t} j_{l}(k y) Y_{l}^{m}(z, x), \tag{6.28}
\end{equation*}
$$

exhibits the same behavior under parity of the solution that one obtains in Minkowski spacetime in spherical coordinates. The two solutions turn out to be completely equivalent when $b=0$.

One can try to build, in the defect metric, a radial solution that behaves like the Minkowski solution, by imposing different boundary conditions at plus and minus infinity, thereby obtaining

$$
R_{k l}(y)=j_{l}(k f(y))=\left\{\begin{array}{lc}
j_{l}\left(k \sqrt{y^{2}+b^{2}}\right), & y>0  \tag{6.29}\\
j_{l}\left(-k \sqrt{y^{2}+b^{2}}\right), & y<0 .
\end{array}\right.
$$

This expression is completely equivalent to the solution in Minkowski spacetime. The problem is that Eq. 6.29 is a solution of the radial equation 6.16b only in the two separate regions $y>0$ and $y<0$, but it is not a solution at $y=0$ where it is discontinuous (for odd $l$ ). So, we have to reject this expression as a possible solution of the scalar radial wave equation in the metric 6.2 .

When we represent the defect in Minkowski spacetime (removing a ball of radius $b$ centered on the origin and identifying antipodal points on the boundary), the solution 6.29 has to be corrected by a scattered field, in order to satisfy the boundary condition at the defect surface. The boundary condition we use is that the field must be continuous through the defect

$$
\begin{equation*}
\Phi(t, b, \theta, \phi)=\Phi(t, b, \pi-\theta, \phi+\pi) . \tag{6.30}
\end{equation*}
$$

The total field is given by $\Phi^{(t o t)}(x)=\Phi^{(\text {Min })}(x)+\Phi^{(s c a t)}(x)$, and we must verify whether or not it can be an acceptable solution in the metric (6.2). The scattered field can be written as a multipole expansion

$$
\begin{equation*}
\Phi^{(s c a t)}(x)=\int d k \sum_{l, m} c_{k l m} e^{-i k t} z_{l}(k r) Y_{l}^{m}(\theta, \phi) \tag{6.31}
\end{equation*}
$$

where $z_{l}(k r)$ is a generic spherical Bessel function. Imposing the boundary condition 6.30 at the defect surface, one can determine the constants $c_{k l m}$, while the Sommerfeld radiation condition [90] allows us to identify $z_{l}(k r)$ with the spherical Hankel function $h_{l}^{(1)}(k r)$. In conclusion, the total field $\Phi^{(t o t)}(x)$ can be expressed as

$$
\begin{equation*}
\Phi^{(t o t)}(x)=\int d k \sum_{l, m} a_{k l m} e^{-i k t}\left[j_{l}(k r)-\frac{1-(-1)^{l}}{2} \frac{j_{l}(k b) h_{l}^{(1)}(k r)}{h_{l}^{(1)}(k b)}\right] Y_{l}^{m}(\theta, \phi) . \tag{6.32}
\end{equation*}
$$

Rewriting the radial part of this solution in the coordinate system $\{t, y, z, x\}$, we obtain

$$
R_{k l}^{(t o t)}(y)= \begin{cases}j_{l}\left(k \sqrt{y^{2}+b^{2}}\right)-\frac{1-(-1)^{l}}{2} \frac{j_{l}(k b) h_{l}^{(1)}\left(k \sqrt{y^{2}+b^{2}}\right)}{h_{l}^{(1)}(k b)}, & y>0  \tag{6.33}\\ j_{l}\left(-k \sqrt{y^{2}+b^{2}}\right)-\frac{1-(-1)^{l}}{2} \frac{j_{l}(-k b) h_{l}^{(1)}\left(-k \sqrt{y^{2}+b^{2}}\right)}{h_{l}^{(1)}(-k b)}, & y<0\end{cases}
$$

Unlike Eq. 6.29 , this last expression is continuous at the origin $y=0$. Moreover, it satisfies the radial equation 6.16b in the two separate regions $y>0$ and $y<0$. However, at the origin, the second derivative is discontinuous, and therefore $R^{(t o t)}(y)$ is not a solution of the radial equation 6.16 b at $y=0$. We conclude that the solution $\Phi^{(t o t)}(x)$ (Eq. $\sqrt{6.32 p}$ ) that one obtains for a defect in Minkowski spacetime is not a solution of the wave equation in the defect metric (6.2). The solution of the wave equation in the metric $(6.2)$ is given by Eqs. (6.17), 6.18), and 6.23), namely

$$
\begin{equation*}
\Phi(t, y, z, x)=\int d k \sum_{l, m} a_{k l m} e^{-i k t} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x) \tag{6.34}
\end{equation*}
$$

In Fig. 14, we show the behavior of the two radial functions $R_{k l}(y)$ and $R_{k l}^{(t o t)}(y)$ for $l=1$ and $l=3$.


Figure 14: The behavior of the two radial functions obtained, respectively, in the defect metric and in the manifold describing a defect in Minkowski space, for $l=1$ and $l=3(k=1$ and $b=1)$. The blue solid line corresponds to $R_{k l}(y)$ (Eq. 6.23), while the red dashed line describes $R_{k l}^{(t o t)}(y)$ (Eq. 6.33)).

### 6.2.1 Radial equation around $y=0$

We have observed that the solutions that one obtains in Minkowski spacetime and in the defect metric are equivalent in the two separate regions $y>0$ and $y<0$, but they are not at the origin $y=0$. We want to study in more detail, in a neighborhood of the origin, the radial wave equation in the defect metric 6.2 $(b>0)$ and in the Minkowski metric $(b=0)$, both expressed in the coordinate system $\{t, y, z, x\}$. The two radial equations are

$$
\begin{array}{ll}
\partial_{y}^{2} R+\frac{2}{y} \partial_{y} R+\left(k^{2}-\frac{l(l+1)}{y^{2}}\right) R=0, & \text { Minkowski metric } \\
\frac{y^{2}+b^{2}}{y^{2}} \partial_{y}^{2} R+\frac{2 y^{2}-b^{2}}{y^{3}} \partial_{y} R+\left(k^{2}-\frac{l(l+1)}{y^{2}+b^{2}}\right) R=0, \quad \text { defect metric . } \tag{6.35b}
\end{array}
$$

Since for both equations the origin is a regular singular point, we can use the Frobenius method 91 to find the solutions around $y=0$. With this method, we look for solutions of the form

$$
\begin{equation*}
R(y)=y^{s} \sum_{n=0}^{\infty} c_{n} y^{n}, \quad c_{0} \neq 0 \tag{6.36}
\end{equation*}
$$

where the exponent $s$ is, in general, a real number. Before proceeding, it is useful to rewrite Eqs. 6.35 in the more suitable form

$$
\begin{equation*}
y^{2} R^{\prime \prime}+y p(y) R^{\prime}+q(y) R=0 \tag{6.37}
\end{equation*}
$$

where the coefficients $p(y)$ and $q(y)$ are expanded in powers of $y$ : $p(y)=p_{0}+$ $p_{1} y+p_{2} y^{2}+\ldots, q(y)=q_{0}+q_{1} y+q_{2} y^{2}+\ldots$. Substituting the expansion 6.36 into Eq. 6.37), one obtains

$$
\begin{equation*}
\sum_{n=0}^{\infty}[(n+s)(n+s-1)+p(y)(n+s)+q(y)] c_{n} y^{n+s}=0 \tag{6.38}
\end{equation*}
$$

and, in particular, for $n=0$, one has

$$
\begin{equation*}
\left[s^{2}+\left(p_{0}-1\right) s+q_{0}\right] c_{0} y^{s}=0 \tag{6.39}
\end{equation*}
$$

Recalling that we assumed $c_{0} \neq 0$, we arrive at the so-called "indicial" equation

$$
\begin{equation*}
s^{2}+\left(p_{0}-1\right) s+q_{0}=0, \tag{6.40}
\end{equation*}
$$

which has, in general, two roots, $s_{1}$ and $s_{2}$, corresponding to two independent solutions. We assume that the roots are real and $s_{1} \geq s_{2}$. The solution corresponding to the largest root can always be obtained from Eq. 6.36 with $s=s_{1}$, but if the difference between the two roots $\Delta s=s_{1}-s_{2}$ is an integer, the second solution is given by

$$
\begin{equation*}
R_{2}(y)=\alpha R_{1}(y) \log y+y^{s_{2}} \sum_{n=0}^{\infty} d_{n} y^{n}, \quad d_{0} \neq 0 \tag{6.41}
\end{equation*}
$$

We can now rewrite Eq. 6.38 as

$$
\begin{align*}
y^{s} \sum_{n=0}^{\infty}\{ & {\left[(n+s)(n+s-1)+(n+s) p_{0}+q_{0}\right] c_{n}+\left[(n+s-1) p_{1}+q_{1}\right] c_{n-1}+} \\
& \left.+\left[(n+s-2) p_{2}+q_{2}\right] c_{n-2}+\ldots\right\} y^{n}=0 \tag{6.42}
\end{align*}
$$

from which the coefficients $c_{n}$ of the first solution can be determined and turn out to be

$$
\begin{equation*}
c_{n}=-\frac{\sum_{i=1}^{\infty}\left[\left(n+s_{1}-i\right) p_{i}+q_{i}\right] c_{n-i}}{\left[\left(n+s_{1}\right)\left(n+s_{1}-1\right)+\left(n+s_{1}\right) p_{0}+q_{0}\right]} \tag{6.43}
\end{equation*}
$$

When $\Delta s$ is an integer, one has to insert the expression 6.41) into the differential equation 6.37), in order to find the coefficients of the second solution. After
some algebra, one obtains the recursion relation

$$
\begin{align*}
d_{n}= & \frac{-1}{\left[\left(n+s_{2}\right)\left(n+s_{2}-1\right)+\left(n+s_{2}\right) p_{0}+q_{0}\right]}\left\{\sum_{i=1}^{\infty}\left[\left(n+s_{2}-i\right) p_{i}+q_{i}\right] d_{n-i}+\right. \\
& \left.+\alpha\left[-c_{n-\Delta s}+2\left(n+s_{2}-2\right) c_{n-\Delta s-2}+\sum_{i=0}^{\infty} p_{i} c_{n-\Delta s-i}\right]\right\} \tag{6.44}
\end{align*}
$$

from which the value of $\alpha$ is also determined.
For the specific equations in which we are interested (Eq. 6.35), the functions $p(y)$ and $q(y)$, and their expansions, are

$$
\left.\begin{array}{c}
\left\{\begin{array}{l}
p(y)=2, \\
q(y)=-l(l+1)+k^{2} y^{2},
\end{array} \quad \text { Minkowski metric },\right.
\end{array}\right\} \begin{aligned}
& p(y)=\frac{2 y^{2}-b^{2}}{y^{2}+b^{2}}=-1+\frac{3}{b^{2}} y^{2}-\frac{3}{b^{4}} y^{4}+\ldots, \\
& q(y)=\frac{y^{4}}{y^{2}+b^{2}}\left(k^{2}-\frac{l(l+1)}{y^{2}+b^{2}}\right)=\frac{b^{2} k^{2}-l(l+1)}{b^{4}} y^{4}+\ldots, \tag{6.45b}
\end{aligned}
$$

defect metric ,
from which we obtain the coefficients $p_{i}$ and $q_{i}$. The solutions of the indicial equation are the roots $s_{1}=l, s_{2}=-(l+1)$ in the Minkowski metric, and $s_{1}=2, s_{2}=0$ in the defect metric, where, in both cases, the difference $\Delta s$ is an integer. This is a crucial point. Observe, in fact, that while the roots in the Minkowski metric depend on $l$, those in the defect metric are independent of $l$. From this fact originates the different behavior of the solutions under parity transformation in the two metrics.

From Eq. 6.43, the coefficients $c_{n}$ can be calculated for both metrics, and the first solutions (corresponding to the largest root) turn out to be (we can set $c_{0}=1$ without any loss of generality)

$$
\begin{align*}
& R_{1}^{(\mathrm{Min})}(y)=y^{l}\left\{1-\frac{k^{2}}{4 l+6} y^{2}+\frac{k^{4}}{8(4 l(l+4)+15)} y^{4}+\ldots\right\},  \tag{6.46a}\\
& R_{1}^{(\mathrm{def})}(y)=y^{2}\left\{1-\frac{3}{4 b^{2}} y^{2}+\frac{l(l+1)-b^{2} k^{2}+15}{24 b^{4}} y^{4}+\ldots\right\}, \tag{6.46b}
\end{align*}
$$

From Eq. (6.44, which gives the coefficients of the second solutions, we obtain (again, we set $d_{0}=1$ )

$$
\begin{align*}
R_{2}^{(\mathrm{Min})}(y)= & \alpha R_{1}^{(\mathrm{Min})} \log y+ \\
& +y^{-l-1}\left\{1+\frac{k^{2}}{4 l-2} y^{2}+\frac{\alpha c_{2-2 l}}{6(l-1)} y^{3}+\frac{k^{4}}{(8 l-12)(4 l-2)} y^{4}+\ldots\right\},  \tag{6.47a}\\
R_{2}^{(\text {def })}(y)= & y^{0}\left\{1+d_{2} y^{2}+\frac{l(l+1)-b^{2}\left(k^{2}+6 d_{2}\right)}{8 b^{4}} y^{4}+\ldots\right\} . \tag{6.47b}
\end{align*}
$$

Note that the parameter $\alpha$ in $R_{2}^{(\operatorname{Min})}(y)$ depends on the value of $l$ (for example, for $l=1$ we obtain $\alpha=0$ ). In $R_{2}^{\text {(def) }}(y)$, the coefficient $d_{2}$ is undetermined and we can choose to set it to zero $\left(d_{2}=0\right)$.

Finally, the general solutions are given by

$$
\begin{align*}
& R^{(\mathrm{Min})}(y)=a R_{1}^{(\mathrm{Min})}(y)+b R_{2}^{(\mathrm{Min})}(y),  \tag{6.48a}\\
& R^{(\mathrm{def})}(y)=c R_{1}^{(\mathrm{def})}(y)+d R_{2}^{(\mathrm{def})}(y) \tag{6.48b}
\end{align*}
$$

In Minkowski spacetime, the first solution $R_{1}^{(\operatorname{Min})}(y)$ is proportional to $j_{l}(k y)$ and has parity $(-1)^{l}$, while the second solution $R_{2}^{(\operatorname{Min})}(y)$ is proportional to $y_{l}(k y)$ and has parity $(-1)^{-l-1}$. In the defect metric, instead, both solutions, $R_{1}^{(\text {def })}(y)$ and $R_{2}^{\text {(def) }}(y)$, have parity +1 , and consequently there is no way to build a solution that is odd under parity.

In Fig. 15 we show the behavior of the solutions 6.48 (truncated at order $y^{4+s}$ ) for $l=1$ compared to the exact solutions. To obtain the coefficients $a, b$, $c$, and $d$ we impose that the solutions $\sqrt{6.48}$ and their derivatives coincide with the exact solutions in the proximity of the origin:

$$
\begin{array}{ll}
R^{(\mathrm{Min})}(y)=j_{l}(k y) & y \sim 0, \\
R^{(\mathrm{def})}(y)=j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) & y \sim 0 . \tag{6.49b}
\end{array}
$$



Figure 15: The behavior of the two radial solutions derived in this subsection and truncated at order $y^{4+s}$ (red dashed lines) compared to the exact results presented in the previous subsection (blue solid lines). Fig. (a) depicts the result obtained in Minkowski spacetime, while Fig. (b) shows the results obtained in the defect metric $\sqrt{6.2}$ for $l=1, k=1$, and $b=1$.

Considering for a moment the defect manifold defined by Eq. 5.18), we observe that this metric is not differentiable at $\widetilde{y}=0$. This means that the Klein-Gordon equation is not defined around $\widetilde{y}=0$. If we write the scalar radial equation (analogous to Eq. (6.16b) in this metric, we obtain

$$
\begin{equation*}
\partial_{\widetilde{y}}^{2} R+\frac{2 \widetilde{y}}{|\widetilde{y}|(b+|\widetilde{y}|)} \partial_{\widetilde{y}} R+\left(k^{2}-\frac{l(l+1)}{(b+|\widetilde{y}|)^{2}}\right) R=0 \tag{6.50}
\end{equation*}
$$

whose coefficients are not continuous at $\widetilde{y}=0$. This equation is perfectly defined instead in the two separate regions $\widetilde{y}>0$ and $\widetilde{y}<0$, in which the defect manifold with metric (5.18) is diffeomorphic to Minkowski spacetime and to the defect manifold with metric $\sqrt{6.2}$. Consequently, the scalar solutions obtained in these
last two manifolds, opportunely transformed, can serve also as solutions in the present case, since they are continuous at the defect surface. From the result in Minkowski spacetime Eq. 66.32, we obtain the radial solution

$$
R_{k l}^{A}(\widetilde{y})= \begin{cases}\operatorname{Re}\left[j_{l}(k(b+|\widetilde{y}|))-\frac{1-(-1)^{l}}{2} \frac{j_{l}(k b) h_{l}^{(1)}(k(b+|\widetilde{y}|))}{h_{l}^{(1)}(k b)}\right], & \widetilde{y}>0,  \tag{6.51}\\ \operatorname{Re}\left[j_{l}(-k(b+|\widetilde{y}|))-\frac{1-(-1)^{l}}{2} \frac{j_{l}(-k b) h_{l}^{(1)}(-k(b+|\widetilde{y}|))}{h_{l}^{(1)}(-k b)}\right], & \widetilde{y}<0 .\end{cases}
$$

From the result in the defect metric Eq. 6.34, we obtain the solution

$$
\begin{equation*}
R_{k l}^{B}(\widetilde{y})=j_{l}(k(b+|\widetilde{y}|)), \quad \forall \widetilde{y} \neq 0 \tag{6.52}
\end{equation*}
$$

Observe that these solutions have different behaviors under parity $-R_{k l}^{A}(\widetilde{y})$ has parity eigenvalues $(-1)^{l}$, while $R_{k l}^{B}(\widetilde{y})$ has parity eigenvalues $(+1)$. We conclude that in the non-smooth defect metric (5.18) the parity of the scalar solutions is not determined. We want to stress also that the two solutions $R_{k l}^{A}(\widetilde{y})$ and $R_{k l}^{B}(\widetilde{y})$, even if they do define functions everywhere, are not differentiable at $\widetilde{y}=0$ and therefore cannot be regarded as the solutions of any differential equation around $\widetilde{y}=0$ 91. On the other hand, the solution (6.23) obtained in the smooth defect metric $\sqrt{6.2}$ ) is perfectly defined and well-behaved (continuous and differentiable) as a solution of the radial equation 6.16b around $y=0$. See also Ref. 92 for a comparison of the different types of defects.

### 6.2.2 Plane waves

We wish to understand how a plane scalar wave propagating along the $X$ Cartesian axis behaves in the defect metric $\sqrt{6.2}$ ) with $b>0$, compared to the standard Minkowski case $b=0$. For the moment, we do not consider the time dependence of the wave. Using the plane wave expansion, we obtain in the coordinate system $\{y, z, x\}$

$$
\begin{align*}
& \Phi_{\text {even }}^{(\text {plane })}(y, z, x)=4 \pi \Phi_{0} \sum_{l=\text { even }} \sum_{m=-l}^{l} i^{l} j_{l}(k r(y)) Y_{l}^{m}(z, x) Y_{l}^{* m}\left(z_{k}, x_{k}\right)  \tag{6.53a}\\
& \Phi_{\text {odd }}^{(\text {plane })}(y, z, x)=4 \pi \Phi_{0} \sum_{l=\text { odd }} \sum_{m=-l}^{l} i^{l} j_{l}(k r(y)) Y_{l}^{m}(z, x) Y_{l}^{* m}\left(z_{k}, x_{k}\right) \tag{6.53b}
\end{align*}
$$

where $r(y)=y$ in Minkowski spacetime and $r(y)=\sqrt{y^{2}+b^{2}}$ in the defect metric. Setting $z_{k}=\pi / 2$ and $x_{k}=0$, corresponding to a wavevector $\vec{k}$ aligned with the $X$ axis, we can rewrite Eqs. 6.53 more compactly as

$$
\begin{align*}
& \Phi_{\text {even }}^{(\text {plane })}(y, z, x)=\Phi_{0} \cos (k r(y) \sin z \cos x)  \tag{6.54a}\\
& \Phi_{\text {odd }}^{(\text {plane })}(y, z, x)=\Phi_{0} \sin (k r(y) \sin z \cos x) \tag{6.54b}
\end{align*}
$$

the behavior of which is shown in Fig. 16


Figure 16: Behavior of the plane waves propagating along the Cartesian $X$ axis in the defect metric (red solid line) and in Minkowski spacetime (blue dashed line). The shaded area around the origin represents the defect of radius $b$. We used $z=\pi / 2, x=0, b=1$, and $k=2$.

The plane wave on one side of the defect is equal to that on the other side shifted by a phase $\delta$ (in Fig. 16, the phases are, respectively, $\delta=0$ (a) and $\delta=\pi$ (b)). This phase shift can be expressed as a function of the distance between the defect position and the zeros of the plane wave. For example, consider a plane wave propagating along the $X$ axis with initial phase $\delta_{0}$

$$
\begin{equation*}
\Phi^{(\text {plane })}(X)=\Phi_{0} \sin \left(k X+\delta_{0}\right), \tag{6.55}
\end{equation*}
$$

and a defect centered on the $X$ axis at $X_{1}$. The phase of the wave on the other side of the defect is given by

$$
\begin{equation*}
\delta_{1}=\pi-\delta_{0}-2 k X_{1} . \tag{6.56}
\end{equation*}
$$

We can use this formula iteratively to obtain the phase $\delta_{n}$ of the plane wave after encountering $n$ defects randomly distributed along the $X$ axis at positions $\left\{X_{i}\right\}$ :

$$
\delta_{n}=\left\{\begin{array}{lr}
\delta_{0}+2 k \sum_{i=1}^{n}(-1)^{i+1} X_{i}, & \mathrm{n} \text { even }  \tag{6.57}\\
\pi-\delta_{0}-2 k \sum_{i=1}^{n}(-1)^{i+1} X_{i}, & \mathrm{n} \text { odd }
\end{array}\right.
$$

Explicitly, the first few phases are

$$
\begin{align*}
& \delta_{1}=\pi-\delta_{0}-2 k X_{1}, \\
& \delta_{2}=\delta_{0}+2 k\left(X_{1}-X_{2}\right), \\
& \delta_{3}=\pi-\delta_{0}-2 k\left(X_{1}-X_{2}+X_{3}\right),  \tag{6.58}\\
& \delta_{4}=\delta_{0}+2 k\left(X_{1}-X_{2}+X_{3}-X_{4}\right) .
\end{align*}
$$

Examples are shown in Figs. 17 and 18 .


Figure 17: Plane wave propagating along the $X$ axis encountering 4 defects (red solid line), compared to the same wave propagating in Minkowski spacetime (blue dashed line). The phase shifts are obtained from Eq. 6.57). We used $z=\pi / 2, x=0, b=1$, and $k=2$.


Figure 18: Same as in Fig. 17, but in the case of many defects with mean separation and sizes much smaller than the wavelength of the plane wave.

If the distribution of defects is dense, we can use an approximation to manipulate Eq. 6.57). We assume that $n$ defects are randomly distributed in the interval $\Delta X$ with linear density $\rho_{l}=n / \Delta X$. Then, each defect has at its disposal an average interval $\delta X=\Delta X / n=1 / \rho_{l}$. When $\delta X \ll \Delta X$, we can approximate the random distribution of defects with a regular distribution, where the defects are separated by the fixed distance $\delta X$. In this way, we can rewrite the sum in Eq. 6.57) as

$$
\begin{equation*}
\sum_{i=1}^{n}(-1)^{i+1} X_{i} \simeq \frac{\delta X}{2}+\sum_{i=2}^{n}(-1)^{i+1} \delta X\left(\frac{1}{2}+i-1\right)=(-1)^{n+1} \frac{\Delta X}{2} \tag{6.59}
\end{equation*}
$$

Substituting this result into Eq. 6.57, we arrive at

$$
\delta_{n} \simeq\left\{\begin{array}{lc}
\delta_{0}-k \Delta X, & \mathrm{n} \text { even }  \tag{6.60}\\
\pi-\delta_{0}-k \Delta X, & \mathrm{n} \text { odd }
\end{array}\right.
$$

Observe that this result does not depend on the density of defects $\rho_{l}$ (but it is a good approximation only for $\delta X \ll \Delta X$ ). By choosing the initial phase as $\delta_{0}=\pi / 2$, Eq. 6.60 provides the same result for $n$ even and $n$ odd.

We now consider the case in which the plane wave interacts whit defects obtained from Minkowski spacetime by surgery (Eqs. (5.3) and (5.4)), and then we compare the results with those obtained above for defects described by the defect metric $\sqrt[6.2]{ }$. The solution of the radial Klein-Gordon equation around a defect in Minkowski spacetime is given by Eq. (6.33). Note that this solution
differs from that in the defect metric (Eq. (6.23)) only for odd values of $l$. From the plane wave expansion, we obtain in this case

$$
\begin{align*}
& \Phi_{\text {even }}^{M(\text { plane })}(y, z, x)=4 \pi \Phi_{0} \sum_{l=\text { even }} \sum_{m=-l}^{l} i^{l} R_{k l}(y) Y_{l}^{m}(z, x) Y_{l}^{* m}\left(z_{k}, x_{k}\right),  \tag{6.61a}\\
& \Phi_{o d d}^{M(\text { plane })}(y, z, x)=4 \pi \Phi_{0} \sum_{l=o d d}^{\infty} \sum_{m=-l}^{l} i^{l} R_{k l}^{(t o t)}(y) Y_{l}^{m}(z, x) Y_{l}^{* m}\left(z_{k}, x_{k}\right), \tag{6.61b}
\end{align*}
$$

where $R_{k l}(y)$ and $R_{k l}^{(t o t)}(y)$ are given by, respectively, Eq. 6.23) and Eq. 6.33). A plane wave of the form of Eq. 6.55, propagating along the $X$ axis with an initial phase $\delta_{0}$, can be written in the Minkowski and defect metrics as

$$
\begin{equation*}
\Phi^{(\text {plane })}(y, z, x)=\Phi_{0} \sin \left(k r(y) \sin z \cos x+\delta_{0}\right), \tag{6.62}
\end{equation*}
$$

where $r(y)=y$ in standard Minkowski spacetime and $r(y)=\sqrt{y^{2}+b^{2}}$ in the defect metric. For a defect in Minkowski spacetime, this plane wave can be expressed as

$$
\begin{equation*}
\Phi^{M(\text { plane })}(y, z, x)=\sin \delta_{0} \Phi_{\text {even }}^{M(p l a n e)}(y, z, x)+\cos \delta_{0} \Phi_{\text {odd }}^{M(\text { plane })}(y, z, x) \tag{6.63}
\end{equation*}
$$

In Fig. 19, we compare the behavior of Eq. 6.62 and Eq. 6.63) for $\delta_{0}=0$ (a) and for $\delta_{0}=\pi / 4(\mathrm{~b})$.


Figure 19: Behavior of plane waves propagating along the Cartesian $X$ axis in the defect metric (6.2) (red solid line), in standard Minkowski spacetime (blue dashed line) and in Minkowski spacetime with a defect (green dashed line). Specifically, red solid lines describe Eq. 66.62) for $r(y)=\sqrt{y^{2}+b^{2}}$, blue dashed lines describe Eq. (6.62) for $r(y)=y$, and green dashed lines describe Eq. (6.63). In Fig. (a) the initial phase is $\delta_{0}=0$, while in Fig. (b) we set $\delta_{0}=\pi / 4$. The shaded area around the origin represents the defect of radius $b$. We used $z=z_{k}=\pi / 2, x=x_{k}=0, b=1$ and $k=2$.

Observe that, when $\lambda \gg b$, Eq. 6.61b differs significantly from the solution in standard Minkowski spacetime only in a small neighborhood of the defect. We can conclude that, in this limit, the plane wave does not experience any phase shift when crossing a defect obtained from Minkowski spacetime by surgery.

### 6.2.3 Dispersion relation

We can use the phase shifts calculated in the previous section to derive the dispersion relation for scalar waves. Observe that Eq. 6.57) is obtained for a distribution of defects centered on the $X$ axis and for a plane wave propagating along the same axis. This means, ultimately, that we are restricted to a two-dimensional spacetime $(t, X)$. We want to obtain the dispersion relation for such a spacetime (that is, a two-dimensional spacetime filled with a distribution of defects described by the defect metric $(6.2)$ ), and then compare it with the dispersion relation for a two-dimensional spacetime where the defects are obtained by surgery on Minkowski spacetime (Eqs. (5.3), (5.4)).

We follow the approach of Ref. [93] and consider a plane wave propagating initially in (two-dimensional) vacuum Minkowski spacetime (region I). At a certain point $\left(t_{0}, X_{0}\right)$, the plane wave enters a region II of length $\Delta X$ filled with a distribution of defects with linear density $\rho_{l}=n / \Delta X$, and then continues to propagate in vacuum Minkowski spacetime (region III), as illustrated in Fig. 20. The incident plane wave is (in Cartesian coordinates $(t, X)$ )


Figure 20: Regions I and III represent vacuum Minkowski spacetime, while region II, of length $\Delta X$, is filled with a random distribution of defects with density $\rho_{l}$. Also shown is the trajectory of a plane wave (red solid line) compared to the trajectory of a plane wave propagating in standard Minkowski space (with no defects) (blue dashed line).

$$
\begin{equation*}
\Phi^{\text {(plane })}(t, X)=\Phi_{0} \sin \left(k X-\omega t+\delta_{0}\right) . \tag{6.64}
\end{equation*}
$$

In a vacuum, the plane wave covers the distance $\Delta X$ in the time $\Delta t=\Delta X / c$; however, in the region filled with defects, the effective distance is $\Delta X^{\prime}=\Delta X-$ $2 b n$, and the crossing takes $\Delta t^{\prime}=\left(1-2 \rho_{l} b\right) \Delta X / c$.

In the third (vacuum) Minkowski region, we translate the coordinates $(t, X)$ into a new set $\left(t^{*}, X^{*}\right)$ whose origin is set at the point where the plane wave emerges in region III. We indicate with $\Phi_{M 0}^{(\text {plane })}$ the plane wave that crosses region II with no defects $\left(\rho_{l}=0\right)$, with $\Phi_{M \rho_{l}}^{(\text {plane })}$ the plane wave that crosses a region II filled with defects obtained from Minkowski spacetime by surgery and with $\Phi_{d \rho_{l}}^{(\text {plane })}$ the plane wave that crosses a region II filled with defects described
by the defect metric $(6.2)$. Explicitly, we have

$$
\begin{align*}
& \Phi_{M 0}^{(\text {plane })}\left(t^{*}, X^{*}\right)=\Phi_{0} \sin ( \left.k\left(X_{0}+\Delta X\right)+k X^{*}-\omega\left(t_{0}+\frac{\Delta X}{c}\right)-\omega t^{*}+\delta_{0}\right), \\
& \Phi_{M \rho_{l}}^{(\text {plane })}\left(t^{*}, X^{*}\right)=\Phi_{0} \sin ( k\left(X_{0}+\Delta X\right)+k X^{*}-\omega\left(t_{0}+\frac{\Delta X}{c}\right)-\omega t^{*}+ \\
&\left.+\omega \frac{2 \rho_{l} b}{c} \Delta X+\delta_{0}\right), \\
& \Phi_{d \rho_{l}}^{(\text {plane })}\left(t^{*}, X^{*}\right)=\Phi_{0} \sin \left(k\left(X_{0}+\Delta X\right)+k X^{*}-\omega\left(t_{0}+\frac{\Delta X}{c}\right)-\omega t^{*}+\right. \\
&\left.+\omega \frac{2 \rho_{l} b}{c} \Delta X+\delta_{n}\right) \tag{6.65}
\end{align*}
$$

where $\delta n$ is given approximately by Eq. 6.60. Observe that, for a wave propagating in a vacuum $\left(\Phi_{M 0}^{(\text {plane })}\right)$, coordinates $\left(t^{*}, X^{*}\right)$ are related to standard coordinates $(t, X)$ by the transformations

$$
\begin{align*}
& t=t_{0}+\frac{\Delta X}{c}+t^{*}  \tag{6.66}\\
& X=X_{0}+\Delta X+X^{*}
\end{align*}
$$

We can use these transformations to rewrite Eq. 6.65 in standard coordinates $(t, X)$

$$
\begin{align*}
& \Phi_{M 0}^{(\text {plane })}(t, X)=\Phi_{0} \sin \left(k X-\omega t+\delta_{0}\right) \\
& \Phi_{M \rho_{l}}^{(\text {plane })}(t, X)=\Phi_{0} \sin \left(k X-\omega t+\omega \frac{2 \rho_{l} b}{c} \Delta X+\delta_{0}\right)  \tag{6.67}\\
& \Phi_{d \rho_{l}}^{(\text {plane })}(t, X)=\Phi_{0} \sin \left(k X-\omega t+\omega \frac{2 \rho_{l} b}{c} \Delta X+\delta_{n}\right)
\end{align*}
$$

By choosing the initial phase shift as $\delta_{0}=\pi / 2$, the total phase shift experienced by the plane wave crossing region II is

$$
\begin{align*}
\delta_{M \rho_{l}} & =\omega \frac{2 \rho_{l} b}{c} \Delta X, \\
\delta_{d \rho_{l}} & =\omega \frac{2 \rho_{l} b}{c} \Delta X-k \Delta X . \tag{6.68}
\end{align*}
$$

We remember that these results are based on approximations that are valid in the limit $\lambda \gg 1 / \rho_{l} \gg b$.

We can compare the above phase shifts with that obtained for a standard material with a refractive index $n$

$$
\begin{equation*}
\delta_{m a t}=\frac{\omega}{c}(1-n) \Delta X . \tag{6.69}
\end{equation*}
$$

The refractive index of the region of space filled with defects turns out to be

$$
\begin{align*}
& n_{M \rho_{l}}=1-2 \rho_{l} b,  \tag{6.70}\\
& n_{d \rho_{l}}=2-2 \rho_{l} b,
\end{align*}
$$

where we have used the fact that $\omega$ and $k$, in Eq. (6.65), are related by $\omega=c k$. From Eq. 6.70) we see that the modified dispersion relation $(\omega=c k / n)$ of the massless scalar field changes depending on which type of defect we consider. In particular, for a spacetime filled with defects obtained from Minkowski spacetime by surgery, the group velocity $v_{M \rho_{l}}$ is larger than $c$, while, for a spacetime filled with defects described by the defect metric, $v_{d \rho_{l}}$ is smaller than $c$.

### 6.3 Electromagnetic waves

We have derived the scalar wave solution in the defect metric (6.2). Now we can construct the corresponding electromagnetic solutions. Since we have seen that, in the two regions $y>0$ and $y<0$, the coordinates $\{y, z, x\}$ and spherical coordinates are related by diffeomorphism (see Eqs. 6.6), 6.7) , we can follow two different approaches. The first is to interpret the scalar solution $\Phi(y, z, x)$ as the Debye potential for the electromagnetic solution. The two are related (in flat spacetime) by (see Sec. 6.3.1.1

$$
\begin{array}{lc}
E^{E}=\nabla \wedge \nabla \wedge(\vec{r} \Phi), & E^{M}=-B^{E} \\
B^{E}=-i k \nabla \wedge(\vec{r} \Phi), & B^{M}=E^{E} \tag{6.72}
\end{array}
$$

where ' $E$ ' and ' $M$ ' indicate two independent sets of solutions. The second method involves starting directly from the electromagnetic solutions in spherical coordinates and transforming them into the coordinate system $\{y, z, x\}$ (see Sec. 6.3 .1 .2 . In both cases, we arrive at the same two sets of solutions, depending on which transformation law we use: $\left(\vec{E}^{(+)}, \vec{B}^{(+)}\right)$if we choose the change of coordinates defined for $y>0$, and $\left(\vec{E}^{(-)}, \vec{B}^{(-)}\right)$if we choose that defined for $y<0$. Explicitly, these solutions are

$$
\left\{\begin{array} { l } 
{ E _ { y } ^ { ( + ) } = \frac { \sqrt { y ^ { 2 } + b ^ { 2 } } } { y } E _ { r } ( \sqrt { y ^ { 2 } + b ^ { 2 } } , z , x ) , }  \tag{6.73}\\
{ E _ { z } ^ { ( + ) } = E _ { \theta } ( \sqrt { y ^ { 2 } + b ^ { 2 } } , z , x ) , } \\
{ E _ { x } ^ { ( + ) } = E _ { \phi } ( \sqrt { y ^ { 2 } + b ^ { 2 } } , z , x ) , }
\end{array} \left\{\begin{array}{l}
E_{y}^{(-)}=E_{y}^{(+)}(y, \pi-z, x+\pi), \\
E_{z}^{(-)}=-E_{z}^{(+)}(y, \pi-z, x+\pi), \\
E_{x}^{(-)}=E_{x}^{(+)}(y, \pi-z, x+\pi),
\end{array}\right.\right.
$$

and

$$
\left\{\begin{array} { l } 
{ B _ { y } ^ { ( + ) } = \frac { \sqrt { y ^ { 2 } + b ^ { 2 } } } { y } B _ { r } ( \sqrt { y ^ { 2 } + b ^ { 2 } } , z , x ) , }  \tag{6.74}\\
{ B _ { z } ^ { ( + ) } = B _ { \theta } ( \sqrt { y ^ { 2 } + b ^ { 2 } } , z , x ) , } \\
{ B _ { x } ^ { ( + ) } = B _ { \phi } ( \sqrt { y ^ { 2 } + b ^ { 2 } } , z , x ) , }
\end{array} \quad \left\{\begin{array}{l}
B_{y}^{(-)}=-B_{y}^{(+)}(y, \pi-z, x+\pi) \\
B_{z}^{(-)}=B_{z}^{(+)}(y, \pi-z, x+\pi) \\
B_{x}^{(-)}=-B_{x}^{(+)}(y, \pi-z, x+\pi)
\end{array}\right.\right.
$$

where the electric and magnetic fields in spherical coordinates are given in Eqs. (6.93), 6.94). The signs in the above expressions have been arranged so that the electromagnetic tensor has the same form in both regions $y>0$ and $y<0$ :

$$
F^{\mu \nu}=\left(\begin{array}{cccc}
0 & -E_{y} & -E_{z} & -E_{x}  \tag{6.75}\\
E_{y} & 0 & -B_{x} \frac{\sqrt{y^{2}+b^{2}}}{y} \sin z & \frac{B_{z} \sqrt{y^{2}+b^{2}}}{y \sin z} \\
E_{z} & B_{x} \frac{\sqrt{y^{2}+b^{2}}}{y} \sin z & 0 & -\frac{B_{x} y}{\left(y^{2}+b^{2}\right)^{3 / 2} \sin z} \\
E_{x} & \frac{B_{z} \sqrt{y^{2}+b^{2}}}{y \sin z} & \frac{B_{x} y}{\left(y^{2}+b^{2}\right)^{3 / 2} \sin z} & 0
\end{array}\right) .
$$

The solutions $\left(\vec{E}^{(+)}, \vec{B}^{(+)}\right)$are explicitly given by Eqs. (6.88), 6.91). We have to verify if these expressions are indeed solutions of the Maxwell equations in the defect metric. Maxwell equations in a general metric are given by

$$
\begin{equation*}
\partial_{\mu}\left(g^{1 / 2} F^{\mu \nu}\right)=0, \quad \partial_{\lambda} F_{\mu \nu}+\partial_{\mu} F_{\nu \lambda}+\partial_{\nu} F_{\lambda \mu}=0 \tag{6.76}
\end{equation*}
$$

By inserting Eq. (6.75) into 6.76), we observe that both sets, $\left(\vec{E}^{(+)}, \vec{B}^{(+)}\right)$and $\left(\vec{E}^{(-)}, \vec{B}^{(-)}\right)$, solve the equations. We want to stress that each of these sets is a valid solution in the whole coordinate domain $-\infty<y<\infty$, even if they have been obtained from a change of coordinates valid only in a restricted region $y>0$ or $y<0$ (see Sec. 6.3.2).

The spherical wave solutions ( $\vec{E}^{\text {Min }}, \vec{B}^{\text {Min }}$ ) that one obtains in standard Minkowski spacetime are given in the system of coordinates $\{y, z, x\}$ (setting $b=0$ in Eqs. 6.73, (6.74), by the combinations

$$
\left\{\begin{array} { l } 
{ E _ { y } ^ { M i n } = \Theta ( y ) E _ { y } ^ { ( + ) } - \Theta ( - y ) E _ { y } ^ { ( - ) } , }  \tag{6.77}\\
{ E _ { z } ^ { \text { Min } } = \Theta ( y ) E _ { z } ^ { ( + ) } - \Theta ( - y ) E _ { z } ^ { ( - ) } , } \\
{ E _ { x } ^ { M i n } = \Theta ( y ) E _ { x } ^ { ( + ) } + \Theta ( - y ) E _ { x } ^ { ( - ) } , }
\end{array} \quad \left\{\begin{array}{l}
B_{y}^{M i n}=\Theta(y) B_{y}^{(+)}+\Theta(-y) B_{y}^{(-)} \\
B_{z}^{M i n}=\Theta(y) B_{z}^{(+)}+\Theta(-y) B_{z}^{(-)} \\
B_{x}^{M i n}=\Theta(y) B_{x}^{(+)}-\Theta(-y) B_{x}^{(-)}
\end{array}\right.\right.
$$

where $\Theta(y)$ is the Heaviside step function. We observe that, analogously to the scalar case, the solutions that one obtains in the defect metric when $b=0$ are equivalent to those in Minkowski spacetime in standard spherical coordinates.

From the study of the scalar field, we know that the nonstandard parity behavior of the solutions for the defect metric is the main difference with respect to the standard Minkowski solutions (see Sec. 6.2. In Table 1 , we have summarized the behavior under parity of the electromagnetic solutions in standard Minkowski spacetime and in the defect metric.

| Minkowski solution | P |
| :---: | :---: |
| $E_{r}^{E}=B_{r}^{M}$ | $(-1)^{l}$ |
| $E_{\theta}^{E}=B_{\theta}^{M}$ | $(-1)^{l+1}$ |
| $E_{\phi}^{E}=B_{\phi}^{M}$ | $(-1)^{l}$ |
| $B_{r}^{E}=-E_{r}^{M}$ | $+1{ }^{*}$ |
| $B_{\theta}^{E}=-E_{\theta}^{M}$ | $(-1)^{l}$ |
| $B_{\phi}^{E}=-E_{\phi}^{M}$ | $(-1)^{l+1}$ |


| defect solution | P |
| :---: | :---: |
| $E_{y}^{E}=B_{y}^{M}$ | -1 |
| $E_{z}^{E}=B_{z}^{M}$ | +1 |
| $E_{x}^{E}=B_{x}^{M}$ | +1 |
| $B_{y}^{E}=-E_{y}^{M}$ | $+1^{*}$ |
| $B_{z}^{E}=-E_{z}^{M}$ | +1 |
| $B_{x}^{E}=-E_{x}^{M}$ | +1 |

Table 1: Parity eigenvalues of the electromagnetic solutions of types $E$ and $M$ in Minkowski spacetime and in the defect metrics.

We observe that the basis vectors, in the $\{y, z, x\}$ coordinates system, transform under parity as

$$
\begin{equation*}
P:(\hat{y}, \hat{z}, \hat{x}) \rightarrow(-\hat{y}, \hat{z}, \hat{x}) \tag{6.78}
\end{equation*}
$$

${ }^{*}$ The component vanishes identically.

Consequently, the electric and magnetic fields, in order to be a vector and a pseudovector, respectively, must transform as

$$
\begin{array}{ll}
P:\left(E_{y}, E_{z}, E_{x}\right) \rightarrow\left(E_{y},-E_{z},-E_{x}\right), & \text { vector } \\
P:\left(B_{y}, B_{z}, B_{x}\right) \rightarrow\left(-B_{y}, B_{z}, B_{x}\right), & \text { pseudovector } . \tag{6.79}
\end{array}
$$

From Table 1 we see instead that both electric and magnetic field solutions in the defect metric behave like pseudovectors.

### 6.3.1 Derivation of electromagnetic solutions

In this section, we want to describe in more detail how the general electromagnetic solutions in the defect metric (6.2) can be obtained. As mentioned previously, we follow two different approaches that lead to the same results. The first approach is based on the formalism of Debye potential, which makes use of the scalar solution obtained in Sec. 6.2. The second approach consists in applying the change of coordinates (6.6) to the standard electromagnetic solutions in Minkowski spacetime.

### 6.3.1.1 From Debye potential

We recall that the massless Klein-Gordon equation in the defect metric (6.2) gives

$$
\begin{equation*}
\Phi(y, z, x)=j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x) . \tag{6.80}
\end{equation*}
$$

Due to the spherical symmetry of the metric, we can interpret this solution as the Debye potential for the electromagnetic solutions in the same metric. Following Ref. [74, in Minkowski spacetime, one has the relations

$$
\begin{array}{lc}
E^{E}=\nabla \wedge \nabla \wedge(\vec{r} \Phi), & E^{M}=-B^{E}  \tag{6.81}\\
B^{E}=-i k \nabla \wedge(\vec{r} \Phi), & B^{M}=E^{E}
\end{array}
$$

where the superscripts ' $E$ ' and ' $M$ ' stand for "electric" and "magnetic" and denote two independent sets of solutions.

Since the defect metric is related to the Minkowski metric by a diffeomorphism in the two separate regions $y>0$ and $y<0$, we can use the change of coordinates (6.7) in one of these regions to rewrite Eq. (6.81) in the defect metric. In a general metric, one has

$$
\begin{equation*}
(\nabla \wedge v)^{i}=g^{-1 / 2} \epsilon^{i j k} \partial_{j} v_{k}, \quad v_{k}=g_{k l} v^{l} \tag{6.82}
\end{equation*}
$$

The defect metric and its Jacobian determinant are

$$
\begin{equation*}
g_{i j}=\operatorname{diag}\left(\frac{y^{2}}{y^{2}+b^{2}}, y^{2}+b^{2},\left(y^{2}+b^{2}\right) \sin ^{2} z\right), \quad g^{-1 / 2}=\frac{1}{y \sqrt{y^{2}+b^{2}} \sin z} \tag{6.83}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
v_{y}=\frac{y^{2}}{y^{2}+b^{2}} v^{y}, \quad v_{z}=\left(y^{2}+b^{2}\right) v^{z}, \quad v_{x}=\left(y^{2}+b^{2}\right) \sin ^{2} z v^{x} \tag{6.84}
\end{equation*}
$$

From Eq. (6.81) we have, in Minkowski spacetime, $v^{i}=r^{i} \Phi$, and via a change of coordinates (observe that $r=\sqrt{y^{2}+b^{2}}$ in both regions $y>0$ and $y<0$ ) we can rewrite this in the defect metric as

$$
\begin{equation*}
\vec{r} \Phi=(r, 0,0) \Phi \longrightarrow\left(\frac{y^{2}+b^{2}}{y}, 0,0\right) \Phi \tag{6.85}
\end{equation*}
$$

Finally, the components $v_{i}$ are given by

$$
\begin{equation*}
v_{y}=y \Phi, \quad v_{z}=0, \quad v_{x}=0 \tag{6.86}
\end{equation*}
$$

Inserting them into Eq. 6.82) gives

$$
\left\{\begin{array}{l}
(\nabla \wedge v)^{y}=g^{-1 / 2}\left(\partial_{z} v_{x}-\partial_{x} v_{z}\right)=0  \tag{6.87}\\
(\nabla \wedge v)^{z}=g^{-1 / 2}\left(\partial_{x} v_{y}-\partial_{y} v_{x}\right)=g^{-1 / 2} \partial_{x} v_{y} \\
(\nabla \wedge v)^{x}=g^{-1 / 2}\left(\partial_{y} v_{z}-\partial_{z} v_{y}\right)=-g^{-1 / 2} \partial_{z} v_{y}
\end{array}\right.
$$

from which we can immediately read the magnetic field solution of type $E$ and the electric field solution of type $M$

$$
\left\{\begin{array}{l}
B_{y}^{E}=-E_{y}^{M}=0  \tag{6.88}\\
B_{z}^{E}=-E_{z}^{M}=\frac{m k}{\sqrt{y^{2}+b^{2}} \sin z} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x), \\
B_{x}^{E}=-E_{x}^{M}=\frac{i k}{\sqrt{y^{2}+b^{2}} \sin z} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) \partial_{z} Y_{l}^{m}(z, x)
\end{array}\right.
$$

For the electric field solution of type $E$ (and for the magnetic field solution of type $M$ ), we still have to insert the components (6.87) into Eq. 6.82). For simplicity, we introduce the vector $u_{i}=g_{i j}(\nabla \wedge v)^{j}$, the components of which are

$$
\begin{equation*}
u_{y}=0, \quad u_{z}=\frac{\sqrt{y^{2}+b^{2}}}{y \sin z} \partial_{x} v_{y}, \quad u_{x}=-\frac{\sqrt{y^{2}+b^{2}} \sin z}{y} \partial_{z} v_{y} \tag{6.89}
\end{equation*}
$$

As a result, one obtains

$$
\left\{\begin{array}{l}
(\nabla \wedge \nabla \wedge v)^{y}=(\nabla \wedge u)^{y}=g^{-1 / 2}\left(\partial_{z} u_{x}-\partial_{x} u_{z}\right)  \tag{6.90}\\
(\nabla \wedge \nabla \wedge v)^{z}=(\nabla \wedge u)^{z}=-g^{-1 / 2} \partial_{y} u_{x} \\
(\nabla \wedge \nabla \wedge v)^{x}=(\nabla \wedge u)^{x}=g^{-1 / 2} \partial_{y} u_{z}
\end{array}\right.
$$

The electric (magnetic) field solution of type $E(M)$ turns out to be

$$
\left\{\begin{array}{l}
E_{y}^{E}=B_{y}^{M}=\frac{l(l+1)}{y} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x)  \tag{6.91}\\
E_{z}^{E}=B_{z}^{M}=\frac{1}{y \sqrt{y^{2}+b^{2}}} \partial_{y}\left(\sqrt{y^{2}+b^{2}} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right)\right) \partial_{z} Y_{l}^{m}(z, x) \\
E_{x}^{E}=B_{x}^{M}=\frac{i m}{y \sqrt{y^{2}+b^{2}} \sin ^{2} z} \partial_{y}\left(\sqrt{y^{2}+b^{2}} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right)\right) Y_{l}^{m}(z, x)
\end{array}\right.
$$

The solutions obtained above correspond to what we called $\left(\vec{E}^{(+)}, \vec{B}^{(+)}\right)$in Eqs. (6.73) and (6.74). A second set of solutions, corresponding to $\left(\vec{E}^{(-)}, \vec{B}^{(-)}\right)$, can be obtained starting from the Debye potential

$$
\begin{equation*}
\Phi=j_{l}\left(-k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x) \tag{6.92}
\end{equation*}
$$

### 6.3.1.2 From a change of coordinates

The set of electromagnetic solutions of type $E$ and $M$ in spherical coordinates in Minkowski spacetime can be calculated easily by following the derivation of the previous subsection. One has to start from the massless Klein-Gordon solution in Minkowski spacetime $\left(\Phi=j_{l}(k r) Y_{l}^{m}(\theta, \phi)\right)$, and then use the Minkowski metric in spherical coordinates $\left(g_{i j}=\operatorname{diag}\left(1, r^{2}, r^{2} \sin ^{2} \theta\right)\right)$ in Eq. 6.81. The result is

$$
\left\{\begin{array}{l}
E_{r}^{E}=B_{r}^{M}=\frac{l(l+1)}{r} j_{l}(k r) Y_{l}^{m}(\theta, \phi)  \tag{6.93}\\
E_{\theta}^{E}=B_{\theta}^{M}=\frac{1}{r^{2}} \partial_{r}\left(r j_{l}(k r)\right) \partial_{\theta} Y_{l}^{m}(\theta, \phi) \\
E_{\phi}^{E}=B_{\phi}^{M}=\frac{i m}{r^{2} \sin ^{2} \theta} \partial_{r}\left(r j_{l}(k r)\right) Y_{l}^{m}(\theta, \phi)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
B_{r}^{E}=-E_{r}^{M}=0  \tag{6.94}\\
B_{\theta}^{E}=-E_{\theta}^{M}=\frac{m k}{r \sin \theta} j_{l}(k r) Y_{l}^{m}(\theta, \phi) \\
B_{\phi}^{E}=-E_{\phi}^{M}=\frac{i k}{r \sin \theta} j_{l}(k r) \partial_{\theta} Y_{l}^{m}(\theta, \phi)
\end{array}\right.
$$

We observe that these solutions are slightly different from those discussed in Ref. [74, which is due to the different normalizations of the basis vectors (in Ref. [74 the solutions are expressed in an orthonormal frame).

The relations between spherical coordinates and defect coordinates $\{y, z, x\}$ are

$$
\left\{\begin{array}{l}
r=\sqrt{y^{2}+b^{2}},  \tag{6.95}\\
\theta=z, \\
\phi=x,
\end{array} \quad y>0, \quad\left\{\begin{array}{l}
r=\sqrt{y^{2}+b^{2}}, \\
\theta=\pi-z, \\
\phi=x+\pi,
\end{array} \quad y<0\right.\right.
$$

and the components of the electric and magnetic vectors transform in the two regions according to the standard rule:

$$
\begin{align*}
& \vec{E}=E^{i}(x) \frac{\partial}{\partial x^{i}}=E^{\prime j}(y) \frac{\partial}{\partial y^{j}}=\left(E^{\prime j}(y(x)) \frac{\partial x^{i}}{\partial y^{j}}\right) \frac{\partial}{\partial x^{i}}=\left(E^{i}(x(y)) \frac{\partial y^{j}}{\partial x^{i}}\right) \frac{\partial}{\partial y^{j}} \\
& \Longrightarrow \quad E^{\prime j}(y)=\frac{\partial y^{j}}{\partial x^{i}} E^{i}(x(y)), \quad E^{i}(x)=\frac{\partial x^{i}}{\partial y^{j}} E^{\prime j}(y(x)) \tag{6.96}
\end{align*}
$$

The change of basis matrix for the transformation 6.95 is

$$
\frac{\partial y^{j}}{\partial x^{i}}=\operatorname{diag}\left(\frac{\sqrt{y^{2}+b^{2}}}{y}, c, 1\right), \quad \text { where } \quad c= \begin{cases}+1 & y>0  \tag{6.97}\\ -1 & y<0\end{cases}
$$

Explicitly, from the change of coordinates defined in the region $y>0$, one obtains

$$
\left\{\begin{array} { l } 
{ E _ { y } = \frac { \sqrt { y ^ { 2 } + b ^ { 2 } } } { y } E _ { r } ( \sqrt { y ^ { 2 } + b ^ { 2 } } , z , x ) , }  \tag{6.98}\\
{ E _ { z } = E _ { \theta } ( \sqrt { y ^ { 2 } + b ^ { 2 } } , z , x ) , } \\
{ E _ { x } = E _ { \phi } ( \sqrt { y ^ { 2 } + b ^ { 2 } } , z , x ) , }
\end{array} \quad \left\{\begin{array}{l}
B_{y}=\frac{\sqrt{y^{2}+b^{2}}}{y} B_{r}\left(\sqrt{y^{2}+b^{2}}, z, x\right), \\
B_{z}=B_{\theta}\left(\sqrt{y^{2}+b^{2}}, z, x\right) \\
B_{x}=B_{\phi}\left(\sqrt{y^{2}+b^{2}}, z, x\right)
\end{array}\right.\right.
$$

From Eqs. (6.93) and (6.94), we finally arrive at

$$
\left\{\begin{array}{l}
E_{y}^{E}=B_{y}^{M}=\frac{l(l+1)}{y} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x)  \tag{6.99}\\
E_{z}^{E}=B_{z}^{M}=\frac{1}{y \sqrt{y^{2}+b^{2}}} \partial_{y}\left(\sqrt{y^{2}+b^{2}} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right)\right) \partial_{z} Y_{l}^{m}(z, x) \\
E_{x}^{E}=B_{x}^{M}=\frac{i m}{y \sqrt{y^{2}+b^{2}} \sin ^{2} z} \partial_{y}\left(\sqrt{y^{2}+b^{2}} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right)\right) Y_{l}^{m}(z, x),
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
B_{y}^{E}=-E_{y}^{M}=0,  \tag{6.100}\\
B_{z}^{E}=-E_{z}^{M}=\frac{m k}{\sqrt{y^{2}+b^{2}} \sin z} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) Y_{l}^{m}(z, x), \\
B_{x}^{E}=-E_{x}^{M}=\frac{i k}{\sqrt{y^{2}+b^{2}} \sin z} j_{l}\left(k \sqrt{y^{2}+b^{2}}\right) \partial_{z} Y_{l}^{m}(z, x) .
\end{array}\right.
$$

Note that these solutions are valid across the whole defect manifold ( $y \in$ $(-\infty,+\infty)$ ). Furthermore, they are equivalent to the solutions obtained in the previous subsection (Eqs. 6.88 and 6.91) and correspond to the set $\left(\vec{E}^{(+)}, \vec{B}^{(+)}\right)$. The solutions that one obtains using the change of coordinates defined for $y<0$ are equivalent to the solutions that one obtains starting from the second Debye potential $\sqrt[6.92]{ }$, and they correspond to the set $\left(\vec{E}^{(-)}, \vec{B}^{(-)}\right)$.

As a last point, we need to derive the form of the electromagnetic tensor 66.75 ) in the defect metric. We observe that a second-order tensor transform according to

$$
\begin{equation*}
F^{\prime \rho \sigma}(y)=\frac{\partial y^{\rho}}{\partial x^{\mu}} \frac{\partial y^{\sigma}}{\partial x^{\nu}} F^{\mu \nu}(x(y)), \tag{6.101}
\end{equation*}
$$

where the indices now also run over the time component. In the coordinate system $\{t, y, z, x\}$, using the change of coordinates defined in region $y>0$, the electromagnetic tensor takes the form

$$
F^{\mu \nu}=\left(\begin{array}{cccc}
0 & -E_{y} & -E_{z} & -E_{x}  \tag{6.102}\\
E_{y} & 0 & -B_{x} \frac{\sqrt{y^{2}+b^{2}}}{y} \sin z & \frac{B_{z} \sqrt{y^{2}+b^{2}}}{y \sin z} \\
E_{z} & B_{x} \frac{\sqrt{y^{2}+b^{2}}}{y} \sin z & 0 & -\frac{B_{x} y}{\left(y^{2}+b^{2}\right)^{3 / 2} \sin z} \\
E_{x} & \frac{B_{z} \sqrt{y^{2}+b^{2}}}{y \sin z} & \frac{B_{x} y}{\left(y^{2}+b^{2}\right)^{3 / 2} \sin z} & 0
\end{array}\right) .
$$

### 6.3.2 Study of Maxwell equations around $y=0$

We wish to study in more detail the behavior of the solutions ( $\left.\vec{E}^{( \pm)}, \vec{B}^{( \pm)}\right)$and $\left(\vec{E}^{(M i n)}, \vec{B}^{(M i n)}\right)$ around the origin $y=0$. The Maxwell equations in a general
metric are given by (see Sec. 5.3.1)

$$
\begin{equation*}
\partial_{\mu}\left(g^{1 / 2} F^{\mu \nu}\right)=0, \quad \partial_{\lambda} F_{\mu \nu}+\partial_{\mu} F_{\nu \lambda}+\partial_{\nu} F_{\lambda \mu}=0 \tag{6.103}
\end{equation*}
$$

Explicitly, the first set of equations in the defect metric becomes

$$
\left\{\begin{array}{l}
E_{y}=-\frac{y\left(y^{2}+b^{2}\right)}{2 y^{2}-b^{2}}\left(\cot z E_{z}+\partial_{x} E_{x}+\partial_{z} E_{z}+\partial_{y} E_{y}\right)  \tag{6.104}\\
\partial_{t} E_{y}=\frac{\sqrt{y^{2}+b^{2}}}{y}\left(2 \cos z B_{x}-\csc z \partial_{x} B_{z}+\sin z \partial_{z} B_{x}\right), \\
\partial_{t} E_{z}=\frac{1}{y\left(y^{2}+b^{2}\right)^{3 / 2}}\left(\frac{y^{2} \partial_{x} B_{y}}{\sin z}-\left(y^{2}+b^{2}\right) \sin z\left(2 y B_{x}+\left(y^{2}+b^{2}\right) \partial_{y} B_{x}\right)\right), \\
\partial_{t} E_{x}=\frac{\csc z}{y\left(y^{2}+b^{2}\right)^{3 / 2}}\left(2 y\left(y^{2}+b^{2}\right) B_{z}-y^{2} \partial_{z} B_{y}+\left(y^{2}+b^{2}\right)^{2} \partial_{y} B_{z}\right)
\end{array}\right.
$$

By substituting into these equations the solutions $\left(\vec{E}^{( \pm)}, \vec{B}^{( \pm)}\right)$obtained in the defect metric (see Eqs. (6.73) and (6.74) and the Minkowski solutions $\left(\vec{E}^{(M i n)}, \vec{B}^{(M i n)}\right)$ given by Eq. 6.77), we can verify that both are suitable solutions in the two separate regions $y>0$ and $y<0$. However, only one of the two sets is a solution at $y=0$. When $b=0$, the set which solves Eqs. 6.104) at $y=0$ is $\left(\vec{E}^{(\text {Min })}, \vec{B}^{(\text {Min })}\right.$ ), while $\left(\vec{E}^{( \pm)}, \vec{B}^{( \pm)}\right)$is discontinuous at the origin. When $b>0$, the solution is $\left(\vec{E}^{( \pm)}, \vec{B}^{( \pm)}\right)$and ( $\vec{E}^{(\text {Min })}, \vec{B}^{(\text {Min })}$ ) is discontinuous at $y=0$. In Figs. 21 and 22 we show this behavior for the first of Eqs. (6.104). We plot each side of the equation for the solutions $\left(\vec{E}^{(+)}, \vec{B}^{(+)}\right)$and $\left(\vec{E}^{(\text {Min })}, \vec{B}^{(\text {Min })}\right)$ for $b=0$ and for $b>0$. In both cases, only one set of solutions at a time turns out to be continuous at the origin.


Figure 21: The left-hand side (blue solid line) and right-hand side (red dashed line) of the first of Eqs. 6.104 evaluated for the two sets of solutions $\left(\vec{E}^{(+)}, \vec{B}^{(+)}\right)$and $\left(\vec{E}^{M i n}, \vec{B}^{M i n}\right)$ in standard Minkowski spacetime $(b=0)$. In this case, the equation evaluated for the defect solution is discontinuous at $y=0$, while that evaluated for the Minkowski solution is continuous. We used $k=1$, $l=1, m=0$, and $b=0$.


Figure 22: Same as in the previous figure, but for solutions in the defect metric $(b>0)$. In this case, the equation evaluated for the defect solution is continuous at $y=0$, while that evaluated for the Minkowski solution is discontinuous. We used $k=1, l=1, m=0$, and $b=1$. Note that the equation has been multiplied by a factor $y$, in order to avoid divergences at the origin.

Analogous behaviors are observed for the other equations.

### 6.3.3 Plane waves

Having obtained the electromagnetic solutions in the defect metric (6.2), we want to study how an electromagnetic plane wave behaves in a spacetime foam model made of defects of this type. Then, we want to compare this behavior with that obtained for defects in Minkowski spacetime (Sec. 5.2).

Since the expansion of plane waves in spherical waves simplifies when the direction of propagation is aligned with the $x^{3}=Z$ Cartesian axis, we would like to use the transformations defined on the chart $U_{3}$ to relate spherical and $\{y, z, x\}$ coordinates. However, from Eqs. (5.11) and 5.12, we see that these transformations are not well-defined. We decide to slightly modify the coordinate system $\{y, z, x\}$, to simplify the change of coordinates around the $Z$ axis. The new coordinate system $\left\{y, z^{\prime}, x^{\prime}\right\}$ has ranges

$$
\begin{equation*}
y \in(-\infty,+\infty), \quad z^{\prime} \in[0, \pi / 2), \quad x^{\prime} \in[0,2 \pi), \tag{6.105}
\end{equation*}
$$

and is related to standard spherical coordinates by the transformations

$$
\begin{align*}
& \left\{\begin{array}{l}
y_{3}=\sqrt{r^{2}-b^{2}}, \\
z_{3}^{\prime}=\theta, \\
x_{3}^{\prime}=\phi,
\end{array}|\theta|<\frac{\pi}{2}, \quad \begin{cases}y_{3}=-\sqrt{r^{2}-b^{2}}, \\
z_{3}^{\prime}=\pi-\theta, \\
x_{3}^{\prime}=\phi-\pi, & |\theta|>\frac{\pi}{2} .\end{cases} \right. \\
& \left\{\begin{array}{l}
r=\sqrt{y_{3}^{2}+b^{2}}, \\
\theta=z_{3}^{\prime}, \\
\phi=x_{3}^{\prime},
\end{array} \quad y>0, \quad\left\{\begin{array}{l}
r=\sqrt{y_{3}^{2}+b^{2}}, \\
\theta=\pi-z_{3}^{\prime}, \\
\phi=x_{3}^{\prime}+\pi,
\end{array} \quad y<0 .\right.\right. \tag{6.106}
\end{align*}
$$

Observe that this new set of coordinates does not modify the form of the defect metric or of the electromagnetic solutions.

We can now easily expand a plane electromagnetic wave propagating along the $Z$ axis in the defect metric in spherical coordinates, analogously to what we did in Sec. 5.2.1 We obtain for the electric field

$$
\begin{align*}
& E_{r}^{(\text {def })}=E_{0} \sum_{l \text { odd }} i^{l-1} \frac{2 l+1}{k r} j_{l}(k r) P_{l}^{1}(\cos \theta) \cos \phi\left\{\Theta\left(\frac{\pi}{2}-\theta\right)+(-1)^{l} \Theta\left(\theta-\frac{\pi}{2}\right)\right\}, \\
& E_{\theta}^{(\text {def })}=E_{0} \sum_{l o d d} i^{l-1} \frac{2 l+1}{k r} j_{l}(k r) P_{l}^{1}(\cos \theta) \frac{\cos \phi}{\tan \theta}\left\{\Theta\left(\frac{\pi}{2}-\theta\right)-(-1)^{l} \Theta\left(\theta-\frac{\pi}{2}\right)\right\}, \\
& E_{\phi}^{(\text {def })}=E_{0} \sum_{l \text { odd }} i^{l-1} \frac{2 l+1}{k r} j_{l}(k r) P_{l}^{1}(\cos \theta) \frac{\sin \phi}{\sin \theta}\left\{\Theta\left(\frac{\pi}{2}-\theta\right)+(-1)^{l} \Theta\left(\theta-\frac{\pi}{2}\right)\right\}, \tag{6.108}
\end{align*}
$$

where the results are expressed in standard spherical coordinates. Comparing these expressions with the results that one obtains in standard Minkowski spacetime (see Eq. (6.109) for the radial component), we observe that the two solutions coincide for $\theta<\pi / 2$

$$
\begin{equation*}
E_{r}^{(\text {Min })}=E_{0} \sum_{l o d d} i^{l-1} \frac{2 l+1}{k r} j_{l}(k r) P_{l}^{1}(\cos \theta) \cos \phi\left\{\Theta\left(\frac{\pi}{2}-\theta\right)+\Theta\left(\theta-\frac{\pi}{2}\right)\right\} \tag{6.109}
\end{equation*}
$$

In principle, it is possible to rewrite the plane wave in the defect metric as the sum of the plane wave in Minkowski spacetime plus a scattered field. However, such a scattered field cannot be expressed as the gradient of a potential of the form 5.38. Hence, we cannot proceed along the line of Ref. 67] to obtain a dispersion relation in this case.

Instead, we use the approach applied in Sec. 6.2.2, where we studied the propagation of scalar plane waves in the defect metric. Consider the incident plane wave $(\theta<\pi / 2)$

$$
\begin{align*}
\vec{E}_{i n} & =E_{0} e^{i k r \cos \theta} \widehat{X} \\
\vec{B}_{i n} & =E_{0} e^{i k r \cos \theta} \widehat{Y} \tag{6.110}
\end{align*}
$$

In spherical coordinates, it takes the form

$$
\begin{align*}
& \vec{E}_{i n}=E_{0} \sum_{l} i^{l-1} \frac{2 l+1}{k r} j_{l}(k r) P_{l}^{1}(\cos \theta)\left\{\cos \phi \hat{r}+\frac{\cos \phi}{\tan \theta} \hat{\theta}+\frac{\sin \phi}{\sin \theta} \hat{\phi}\right\}, \\
& \vec{B}_{\text {in }}=E_{0} \sum_{l} i^{l-1} \frac{2 l+1}{k r} j_{l}(k r) P_{l}^{1}(\cos \theta)\left\{\sin \phi \hat{r}+\frac{\sin \phi}{\tan \theta} \hat{\theta}+\frac{\cot \phi}{\sin \theta} \hat{\phi}\right\}, \tag{6.111}
\end{align*}
$$

and, as we said, it has the same expression in Minkowski spacetime and in the defect metric. Instead, the outgoing wave is different in the two cases. For the electric field, we have

$$
\begin{align*}
\vec{E}_{\text {out }}^{(\text {Min })}= & E_{0} \sum_{l} i^{l-1} \frac{2 l+1}{k r} j_{l}(k r) P_{l}^{1}(\cos (\pi-\theta))\{\cos (\phi+\pi) \hat{r}- \\
& \left.-\frac{\cos (\phi+\pi)}{\tan (\pi-\theta)} \hat{\theta}+\frac{\sin (\phi+\pi)}{\sin (\pi-\theta)} \hat{\phi}\right\}, \\
\vec{E}_{\text {out }}^{(d e f)}= & E_{0} \sum_{l} i^{l-1} \frac{2 l+1}{k r} j_{l}(k r) P_{l}^{1}(\cos \theta)\left\{\cos \phi \hat{r}+\frac{\cos \phi}{\tan \theta} \hat{\theta}+\frac{\sin \phi}{\sin \theta} \hat{\phi}\right\}, \tag{6.112}
\end{align*}
$$

and similarly for the magnetic field. From these expressions, we obtain

$$
\begin{align*}
& \vec{E}_{\text {out }}^{(\text {def })}=(-1)^{l} \vec{E}_{\text {out }}^{(\text {Min })}, \\
& \vec{B}_{\text {out }}^{(\text {def })}=(-1)^{l} \vec{B}_{\text {out }}^{(\text {Min })} . \tag{6.113}
\end{align*}
$$

This result can be expressed in terms of a phase shift $\delta$ in the outgoing wave. We have $\delta_{\text {even }}=0$ and $\delta_{\text {odd }}=\pi$, respectively, for even plane waves (when the sum in Eqs. 6.111 and 6.112 is restricted to even values of $l$ ) and for odd plane wave (when the sum is restricted to odd $l$ ).

In analogy to the scalar field case, we consider a distribution of defects with centers on the $Z$ axis at coordinates $\left\{Z_{i}\right\}$. Writing the incident electromagnetic plane wave as

$$
\begin{align*}
& \vec{E}_{i n}=E_{0} \cos \left(k Z+\delta_{0}\right) \widehat{X} \\
& \vec{B}_{i n}=E_{0} \cos \left(k Z+\delta_{0}\right) \widehat{Y} \tag{6.114}
\end{align*}
$$

where $\delta_{0}$ is a generic initial phase, we determine that the phase $\delta_{n}$ after $n$ defects is given by

$$
\delta_{n}= \begin{cases}-\delta_{0}+2 k \sum_{i=1}^{n}(-1)^{i+1} Z_{i}, & \text { n even }  \tag{6.115}\\ \pi+\delta_{0}-2 k \sum_{i=1}^{n}(-1)^{i+1} Z_{i}, & \text { n odd }\end{cases}
$$

Given the linear number density of defects $\rho_{l}=n / \Delta Z$, where $\Delta Z$ is the interval along the $Z$ axis occupied by $n$ defects ( $\Delta Z \simeq Z_{n}-Z_{i}+2 b$ ), we find that, for $\rho_{l} \ll 1 / \Delta Z$, the approximation (6.59) can be used to calculate the phase $\delta_{n}$, which produces

$$
\delta_{n} \simeq \begin{cases}-\delta_{0}-k \Delta Z, & \mathrm{n} \text { even }  \tag{6.116}\\ \pi+\delta_{0}-k \Delta Z, & \mathrm{n} \text { odd }\end{cases}
$$

### 6.3.4 Dispersion relation

We have found that the phase shifts experienced by a plane electromagnetic wave propagating through a distribution of defects (described by the defect metric (6.2) ) are equivalent to those experienced by a scalar field. We can therefore repeat the derivation described in Sec. 6.2 .3 without any modification. We consider in this case the full 4 -dimensional spacetime foam model obtained by a random distribution, in the spatial hypersurface of Minkowski spacetime, of defects (described by the defect metric) with number density $\rho$. That is, we now consider defects distributed throughout the 3 -dimensional space and not only along the $Z$ axis. In this case, the presence of the defects produces a shrinking of the effective (spatial) volume perceived by the electromagnetic wave given by

$$
\begin{equation*}
\Delta V^{\prime}=\left(1-\frac{4}{3} \pi \rho b^{3}\right) \Delta V \tag{6.117}
\end{equation*}
$$

which corresponds to an effective distance traveled by the particles given by

$$
\begin{equation*}
\Delta L^{\prime}=\left(\Delta V^{\prime}\right)^{1 / 3}=\left(1-\frac{4}{3} \pi \rho b^{3}\right)^{1 / 3} \Delta L \tag{6.118}
\end{equation*}
$$

Since the wave can now hit the defect on any point of its surface, the identification of antipodal points introduces an additional "inverting effect" that distorts the shape of the wavefront, and which was not accounted for in the simplified one-dimensional configuration discussed for the scalar field. To keep things simple, we assume that, when $b$ is much smaller than the wavelength $\lambda$, we can neglect this "inverting effect" in the calculation of the dispersion relation. Note also that, even when the wave crosses the defect along a non-radial direction, the phase shift that it experiences is still given by Eq. 6.56). Consequently, even for defects in 4-dimensional spacetime, we can make use of the formula 6.116).

Ultimately, given the incident plane wave

$$
\begin{align*}
\vec{E}_{i n} & =E_{0} \cos \left(k Z-\omega t+\delta_{0}\right) \widehat{X} \\
\vec{B}_{i n} & =E_{0} \cos \left(k Z-\omega t+\delta_{0}\right) \widehat{Y} \tag{6.119}
\end{align*}
$$

where we set for simplicity $\delta_{0}=-\pi / 2$, we determine that the dispersion relation for such a wave in the spacetime foam model described herein is given by

$$
\begin{equation*}
\omega=\frac{c k}{1+\left(1-\frac{4}{3} \pi \rho b^{3}\right)^{1 / 3}} . \tag{6.120}
\end{equation*}
$$

We emphasize that this result is valid in the limit $\lambda^{3} \gg 1 / \rho \gg b^{3}$.
Comparing the dispersion relation (6.120) with that for defects in Minkowski spacetime, Eq. (5.46), we observe that the two are completely different. In particular, the result obtained here describes a spacetime foam model that is not dispersive, while Eq. 5.46 describes a dispersive medium.

## Part IV

## Numerical calculations of a lattice spacetime foam model

In this part, we develop a numerical method to study non-perturbatively the effects of a spacetime foam model, made up of extended topological defects, on the propagation of particles. This approach is useful to investigate the effects of a distribution of time-dependent extended defects on particle propagation. We consider a free, massive scalar field in a regular square lattice (of lattice spacing $a$ ) filled with a random distribution of topological defects. The defects are represented by holes of volume $v_{d}$ in the lattice with appropriate boundary conditions (see Fig. 23). In the resulting lattice model, it is useful to introduce dimensionless parameters (defined in terms of the lattice spacing $a$ ) in place of the dimensionful parameters of the continuous theory. For example, the mass $m$ is substituted by the dimensionless mass $m_{1}=a m$, and the number density of defects $\rho_{d}$ is substituted by the dimensionless density $\eta=v_{d} \rho_{d}$, which represents the fraction of lattice sites occupied by the defects.


Figure 23: Example of a two-dimensional lattice filled with non-static extended defects. Black disks represent ordinary sites, while small red circles represent sites that have been removed from the lattice (defects). Sites separated by a line or a column of empty sites become nearest neighbors.

For simplicity, we describe the case of a two-dimensional lattice, but the extension to higher dimensions is straightforward, and ultimately we also present results for three- and four-dimensional lattices.

## 7 Lattice action

The lattice scalar field action is obtained by discretizing the continuum action of the free scalar field in Euclidean space. From the standard free scalar field action in two dimensions (see, for example, Ref. 48), after a Wick rotation, we
obtain

$$
\begin{align*}
& S_{E}=i \int_{V} d^{2} x \frac{1}{2}\left\{\left(\partial_{0} \phi(x)\right)^{2}+\left(\partial_{1} \phi(x)\right)^{2}+m^{2} \phi(x)^{2}\right\} \Rightarrow \\
& \Rightarrow i \sum_{i, j}^{N(V)} a^{2} \frac{1}{2}\left\{\left(\frac{\phi(a(i+1), a j)-\phi(a i, a j)}{a}\right)^{2}+\right. \\
& \left.+\left(\frac{(\phi(a i, a(j+1))-\phi(a i, a j)}{a}\right)^{2}++m^{2} \phi(a i, a j)^{2}\right\} \Rightarrow  \tag{7.1}\\
& \Rightarrow i \sum_{i, j}^{N(V)} \frac{1}{2}\left\{\left(\phi_{i+1, j}-\phi_{i, j}\right)^{2}+\left(\phi_{i, j+1}-\phi_{i, j}\right)^{2}+a^{2} m^{2} \phi_{i, j}^{2}\right\},
\end{align*}
$$

where $a$ is the lattice spacing. Finally, we arrive at

$$
\begin{equation*}
S_{E}=i \sum_{i, j}^{N(V)}\left\{\left(2+\frac{a^{2} m^{2}}{2}\right) \phi_{i, j}^{2}-\left(\phi_{i+1, j}+\phi_{i, j+1}\right) \phi_{i, j}\right\}, \tag{7.2}
\end{equation*}
$$

where the sum over the indices $i$ and $j$ runs over all lattice sites. Then, if we consider a lattice filled with a distribution of defects (as shown in Fig. 23), we must obviously restrict the sum to the ordinary sites (black disks) and avoid taking into account the empty sites (red circles).

We wish to investigate how particle motion is modified by the presence of the spacetime defects. As we have seen in the previous parts, the dispersion relation, which can be obtained from the particle propagator, gives useful information in this regard. Consequently, we use a Monte Carlo algorithm to measure the scalar propagator

$$
\begin{equation*}
G_{\eta}\left(z_{0}\right)=\left\langle\phi\left(x_{0}+z_{0}, x_{1}\right) \phi\left(x_{0}, x_{1}\right)\right\rangle=\frac{\int \mathcal{D} \phi \phi\left(x_{0}+z_{0}, x_{1}\right) \phi\left(x_{0}, x_{1}\right) e^{i S_{E}}}{\int \mathcal{D} \phi e^{i S_{E}}} \tag{7.3}
\end{equation*}
$$

varying the density $\eta$ of defects. When the density reaches zero, the model reduces to the free theory and the propagator (also called the "correlator") is given by the exact result

$$
\begin{equation*}
G_{0}\left(z_{0}\right)=\int \frac{d^{2} k}{(2 \pi)^{2}} \frac{1}{k^{2}+m^{2}} e^{-i k_{0} z_{0}}=\frac{1}{2 \pi} K_{0}\left(m\left|z_{0}\right|\right), \tag{7.4}
\end{equation*}
$$

where $K_{0}$ is the modified Bessel function of the second kind of order zero.

The structure of the defects is that of holes in spacetime of spacetime volume $v_{d}$ with opposite points on the boundary identified (we mainly focus on the study of non-static defects). There are two main differences with respect to the spacetime foam model discussed in part II.

The first is that, here, the defects occupy a finite volume in spacetime, while in the model in part II the defects are point-like. This is a problem if we want to build a Lorentz-invariant spacetime foam model (i.e. a distribution of defects that look statistically the same in every reference frame, see Sec. 2.2. In fact, for point-like defects the sprinkling generates such a distribution, but if we assign a finite volume to these sprinkled points, the shape of the defects will change depending on which reference frame we choose.

The second difference is the absence of the charge $\varepsilon_{n}$ associated with the defects introduced in part II. Hence, the average effect of the spacetime foam is different from zero in this case and corresponds to a shortening of distances given by

$$
\begin{equation*}
L^{\prime}=(1-\eta)^{1 / d} L \tag{7.5}
\end{equation*}
$$

The volume of a standard lattice with no defects is given by $V=N a^{d}$, where $N$ is the total number of sites, $a$ the lattice spacing, and $d$ the lattice dimension. The volume occupied by a distribution of defects is $V_{d}=\eta N a^{d}$, in which case the effective volume of a lattice filled with defects reduces to $V^{\prime}=V-$ $V_{d}=(1-\eta) N a^{d}$, from which follows $\left(L=V^{1 / d}\right)$ Eq. 7.5). The same effect was encountered in the study of static extended defects, see Sec. 6.3.4. Note, however, that for non-static defects the shortening of distances affects both the spatial and temporal directions, while for static defects it only modifies the spatial distances. From this fact, we can infer that the modification of the refractive index produced by a distribution of static defects, Eq. 6.70), does not occur when the defects are non-static (and symmetric in space and time).

Note also that the lattice structure introduced in this model is fundamentally different from the random lattice approach introduced in Ref. 95] (see also Ref. [96] for a numerical calculation of modified dispersion relations in this context). A random lattice is a realization of a sprinkling process, where the position of each lattice site is randomly determined. The only parameter that describes this kind of lattice is the density of sites $\rho$, which determines the mean separation between the sites $\langle a\rangle=1 / \rho$. Such a lattice is intrinsically Lorentz-invariant; moreover, by taking the continuum limit $\langle a\rangle \rightarrow 0(\rho \rightarrow \infty)$, one obtains continuum euclidean space with no defects. The lattice introduced here is instead characterized by three parameters: the lattice spacing $a$, the defect volume $v_{d}$, and the defect density $\rho_{d}$. In this case, only the distribution of defects is obtained by a sprinkling process, thus making it Lorentz-invariant. The lattice itself, being a standard square lattice, is not invariant under Lorentz transformations. By taking the continuum limit, which only affects the lattice spacing $a \rightarrow 0$, one obtains a continuum euclidean space filled with a distribution of defects (of density $\rho_{d}$ and volume $v_{d}$ ).

### 7.1 The algorithm

On the lattice, the structure of the spacetime foam is encoded in the structure of the indices and does not enter into the dynamic of the field, which is still described by the standard free Lagrangian. We have already discretized the scalar action, see Eq. $\sqrt{7.2}$, and so what remains to be done, in order to compute the propagator $G\left(z_{0}\right)$, is to perform the functional integral $\int \mathcal{D} \phi$ over the field configurations in Eq. 7.3). The algorithm we use for this purpose is the straightforward Metropolis-Hastings algorithm, described by the following steps [94:

- Create an initial random field configuration, assigning at each lattice site a random value chosen with equal probability in a certain range $\{-\Delta, \Delta\}$.
- Selecting the sites one by one, propose a change to the field value, $\phi_{i, j} \rightarrow$ $\phi_{i, j}^{\prime}=\phi_{i, j}+\delta$, where $\delta$ has been chosen randomly in the range $\{-\Delta, \Delta\}$.
- Accept the change with probability $\min \left(1, e^{-\delta S(i, j)}\right)$, where $\delta S(i, j)$ is the difference between the action evaluated with the new field configuration, where at site $(i, j)$ the field value is $\phi_{i, j}^{\prime}$, and the action evaluated with the old field configuration, i.e. $\delta S(i, j)=S\left\{\phi_{1,1}, \ldots, \phi_{i, j}^{\prime}, \ldots \phi_{n, m}\right\}-$ $S\left\{\phi_{1,1}, \ldots, \phi_{i, j}, \ldots \phi_{n, m}\right\}$.
- When all the sites of the lattice have been visited, measure the quantity $\phi_{i+L, j} \phi_{i, j}$ (which does not depend on which particular site $(i, j)$ we choose for the measurement) and repeat the procedure, starting from the second point.
- After a large number $N$ of iterations, the mean value of the measured quantity $\left\langle\phi_{i+L, j} \phi_{i, j}\right\rangle$ corresponds to the expected value of the propagator $G\left(z_{0}\right)$ :

$$
\begin{equation*}
G\left(z_{0}\right)=G(L a)=\lim _{N \rightarrow \infty} \frac{\sum_{n=1}^{N}\left(\phi_{i+L, j} \phi_{i, j}\right)_{n}}{N} \tag{7.6}
\end{equation*}
$$

where $\left(\phi_{i+L, j} \phi_{i, j}\right)_{n}$ is the result of the measurement obtained in the $n$-th iteration.

Some comments and clarifications are necessary:

- In order to optimize the algorithm, the value of $\Delta$ is chosen so that the acceptance rate at point 3 is roughly $50 \%$.
- Before starting the measurement, a number of Monte Carlo iterations must be performed so that the random initial configuration can reach equilibrium (thermalization).
- The proposed change $\phi_{i, j} \rightarrow \phi_{i, j}^{\prime}=\phi_{i, j}+\delta$ at site $(i, j)$ produces the variation: $\delta S(i, j)=S\left\{\phi_{1,1}, \ldots, \phi_{i, j}^{\prime}, \ldots, \phi_{n, m}\right\}-S\left\{\phi_{1,1}, \ldots, \phi_{i, j}, \ldots, \phi_{n, m}\right\}$. After some manipulations, this can be rewritten as:
$\delta S(i, j)=\left(2+\frac{a^{2} m^{2}}{2}\right)\left(\delta^{2}+2 \delta \phi_{i, j}\right)-\delta\left(\phi_{i-1, j}+\phi_{i+1, j}+\phi_{i, j-1}+\phi_{i, j+1}\right)$.
- The correlator $G(L)$ depends only on the distance $L$ and not on which particular site we choose to make the measurement, in which case we can then select the site $(i, j)$ randomly while remembering to ensure that the site $(i+L, j)$ belongs also to the lattice (it could happen that it corresponds to a site that has been removed from the lattice; in fact, the distance $L$ is measured with respect to the standard lattice devoid of any defects).
- In order to avoid effects caused by a particular configuration of defects, we average the measurements over a number of different lattices (describing different realizations of the distribution of defects).
- The lattice is finite, while the analytic results have been obtained in an infinite continuum space. To serve as a good approximation the lattice must be large enough to resemble an infinite space, i.e. the finite-size effects must be maintained at a negligible level. This can be accomplished by choosing a lattice with edges much larger than the correlation length and with periodic boundary conditions.


### 7.2 Percolation

There are some advantages in employing numerical methods to study spacetime foam models. Consider, for example, the non-static model described in part II. This model is based on the generalization of a result, the CPT anomaly, which has been derived explicitly only for static point-like defects, while the direct study of time-dependent defects is much more complicated. On the lattice, instead, the structure of extended time-dependent defects is very easily implemented. In regard to the study of static defects presented in part III, we observe that the results are based on the dilute gas approximation (the distance between the defects is much greater than their extension). Again, on the lattice, we are not bound by this restriction, and we can therefore investigate the effects of the spacetime foam when the density of defects increases and clusters are formed. On the other hand, it is more difficult to interpret the results of numerical calculations and to give them an unambiguous meaning. This is due to the fact that, in order to be able to implement the defect structure, we are forced to work in configuration space, while we would be more interested in producing results in momentum space (the dispersion relation).

The study of clusters of objects randomly distributed in a lattice or in a continuum space is the goal of percolation theory [61], of which we want to introduce some basic notions herein. We start by describing the simplest model of percolation on a lattice - site percolation-as follows.

Consider an infinitely large lattice whose sites can be either occupied or empty. Sites are occupied randomly with a certain probability $P$. Two nearest neighbor sites that are both occupied are said to be linked together, and the connected set of all sites linked together is said to be a cluster (that is, it is possible to move from each site of a cluster to another one following a connected path of nearest neighborhood links, see figure 24). The typical extension of the clusters is related to the probability of occupation $P$ (larger probabilities lead to larger clusters). Despite its simplicity, this model shows a phase transition at a critical probability $P_{c}$. Below $P_{c}$ only clusters with a finite number of elements arise, while for probabilities larger than $P_{c}$ clusters with infinite elements appear. At the critical point, the system is scale-invariant and has fractal properties. The critical probability depends on the dimensionality of the space and on the characteristics of the lattice considered. For square $(2 d)$, cubic ( $3 d$ ), and hypercubic (4d) lattices, its values are listed in Table 261.

| Lattice dimension | $P_{c}$ |
| :---: | :---: |
| $d=2$ | 0.5927 |
| $d=3$ | 0.3116 |
| $d=4$ | 0.197 |

Table 2: Critical probabilities for regular square lattices in 2, 3, and 4 dimensions.

Consider now a continuous manifold $M_{d}$ of dimension $d$. It is still possible to define a percolation model in this case (usually indicated as continuum percolation), see also Ref. [64]. Instead of considering occupied lattice sites, one defines extended objects $P_{i}$ of volume $v_{d}$ which are randomly distributed in $M_{d}$ according to a Poisson distribution of density $\rho$. Two objects, $P_{i}$ and $P_{j}$, are


Figure 24: Percolation model on a square lattice. Occupied sites are represented by black disks. Occupied sites connected to each other form clusters.
said to be linked or connected if their intersection is not empty $\left(P_{i} \cap P_{j} \neq 0\right)$. Clusters are defined as the connected sets of all objects $P_{i}$ linked together (see Fig. 25. In this case, the dimension of the clusters depends not only on the


Figure 25: Continuous percolation in two dimensions. Disks are randomly distributed on the plane with density $\rho$, when they intersect each other form clusters (colored in green in the figure).
density $\rho$ of the distribution but also on the volume of the objects $v_{d}$ (larger volumes lead to larger clusters). In this instance, it is convenient to introduce, instead of the density, the dimensionless parameter

$$
\begin{equation*}
\eta=\rho v_{d} \tag{7.8}
\end{equation*}
$$

which is the equivalent of the occupation probability $P$ on the lattice. Even in this case, the system undergoes phase transition at a critical point $\eta_{c}$. As for the lattice model, below $\eta_{c}$ only finite clusters are present, but for $\eta$ larger than $\eta_{c}$ infinitely large clusters appear. The value of $\eta_{c}$ depends on the dimension $d$ and on the specific shape of the objects considered.

Using the algorithm presented in the previous subsection, we want to investigate how clusters of defects modify the propagation of a scalar field and how this modification is related to the occupation probability $P$.

## 8 Results

In this section, we present the results obtained from the numerical calculations. As mentioned previously, we use the algorithm described in Sec. 7.1 to calculate the scalar propagator (7.3) on a lattice filled with a distribution of defects varying the probability of occupation $P$ of the defects. In this work, we mainly focus on the study of time-dependent extended defects in a 2 -dimensional lattice. We do provide results regarding 3 and 4 -dimensional lattices at the end of this section, and thereafter we present results for static extended defects in 3 and 4-dimensional lattices.

### 8.1 Time-dependent defects

We start by considering the standard case in which no defect is present. For such a case, we know the analytic expression of the correlator (Eq. (7.4), so we can check if our algorithm works properly. Results are presented in Fig. 26. We repeated the measurement for different values of the mass parameter


Figure 26: Numerical results for the two-dimensional correlator $\left\langle\phi_{i+L, j} \phi_{i, j}\right\rangle$ in the absence of defects. Different curves correspond to different values of the mass parameter, starting from the bottom: $m_{1}=a m=\{0.3,0.15,0.1,0.075,0.06\}$. The interpolating curves represent the analytic result $G(L)=\frac{1}{2 \pi} K_{0}\left(m_{1} L\right)$. Since the correlation length changes in line with the mass parameter, we use lattices of different sizes (from $80 \times 80$ to $400 \times 150$ ), in order to maintain negligible finite-size effects. The number of Monte Carlo iterations is $N=$ $3 \times 10^{6}$.
$m_{1}=m a$ (this operation can be interpreted either as a rescaling of the physical mass or as a rescaling of the lattice spacing). As $m_{1}$ decreases, the correlation length increases, and it is necessary to increase the size of the lattice in order to maintain negligible finite-size effects.

When we add a certain number of defects to the lattice, we expect a modification of the behavior of the correlator with respect to the standard case. In

Fig. 27, we present the results obtained for a distribution of defects of density $\eta=\rho v_{d}=0.464$ and volume $v_{d}=a^{2}$ (a single site removed from the lattice). We do indeed observe a different behavior of the propagator with respect to the


Figure 27: Numerical results for the correlator $\left\langle\phi_{i+L, j} \phi_{i, j}\right\rangle$ in the presence of defects. The density of defects is $\eta=\rho v_{d}=0.464$, and the scale of the defects is the lattice spacing $\left(v_{d}=a^{2}\right)$. The lattice size is $80 \times 80$ and the mass parameter is $m_{1}=0.3$. The number of iterations is $N=10^{6}$ and the results are averaged over 5 different lattice configurations. The interpolating curve is given by Eq. (8.2).
standard case $\eta=0$. To find an appropriate interpolating curve we follow different approaches. The first is simply to assume a modified dispersion relation given by (in Minkowski space)

$$
\begin{equation*}
k_{0}^{2}=m^{2}+\left[1+a_{0}(\eta)\right] k_{1}^{2}+b_{0}(\eta) k_{1}^{4} \tag{8.1}
\end{equation*}
$$

from which we obtain the modified propagator

$$
\begin{equation*}
G_{\eta}^{(1)}\left(z_{0}\right)=\int \frac{d^{2} k}{(2 \pi)^{2}} \frac{e^{-i k_{0} z_{0}}}{k_{0}^{2}+\left[1+a_{0}(\eta)\right] k_{1}^{2}+b_{0}(\eta) k_{1}^{4}+m^{2}} \tag{8.2}
\end{equation*}
$$

We can perform the integral numerically and interpolate the data points with respect to the unknown parameters $a_{0}(\eta)$ and $b_{0}(\eta)$. The result of the interpolation is in very good agreement with the data, the reduced $\chi^{2}$ has a value of $\chi^{2} / \nu=0.93$ (where $\nu$ is the number of degrees of freedom).

The second approach involves observing that in statistical mechanics the correlation function of a critical system far from the critical point is given, in general, by the expression 62, 63]

$$
\begin{equation*}
G_{\eta}^{(2)}\left(z_{0}\right)=\frac{A}{z_{0}^{\tau}} e^{-z_{0} / \xi} \tag{8.3}
\end{equation*}
$$

where $A$ is a normalization factor, while $\xi$ (the correlation length) and $\tau$ are two critical exponents (i.e. their value depends only on very general properties
of the model, such as dimensionality and symmetries, but it is unaffected by details such as the lattice structure or the value of the critical point). Again, we can interpolate the data points with respect to the unknown parameters $A$, $\xi$, and $\tau$. We observe that, in this case, the result is not as good as in the previous case; in fact, we have to exclude the first data point, in order to obtain an acceptable reduced $\chi^{2}$ of $\chi^{2} / \nu=1.07$.

Repeating the same measurement for different densities of defects, we always find good agreement between the interpolating curves 8.2 and 8.3 , and the data, see Fig. 28). Note, however, that when the density of defects becomes large, the curve (8.2) no longer provides good interpolation (at least not at short scales). This effect could be related to the percolation of defects. In fact, the discrepancy appears at values of $\eta$ that correspond to the critical region ${ }^{4}$ of the percolation phase transition. It is known that the correlation function of the defects changes from an exponential law to a power law at the critical point. We expect such a behavior to have repercussions for the scalar field propagator, too.


Figure 28: Numerical results for the correlator $\left\langle\phi_{i+L, j} \phi_{i, j}\right\rangle$ in the presence of defects. The density of defects varies from $\eta=0$ (bottom line) to $\eta=0.608$ (upper line). When the density $\eta$ reaches the critical region (of the percolation phase transition), Eq. 8.2 no longer provides a good interpolation at short scales.

A third approach to finding the fitting curve to the modified propagator obtained from the numerical calculations is to assume that the only effect of the distribution of defects is the shortening of distances given by Eq. 7.5). In

[^3]this case, the propagator would be given by Eq. (7.4), with $z_{0}$ substituted by $z_{0}^{\prime}=(1-\eta)^{1 / 2} z_{0}$. We assume then
\[

$$
\begin{equation*}
G_{\eta}^{(3)}\left(z_{0}\right)=\frac{1}{2 \pi(1+c)} K_{0}\left(m \sqrt{\frac{1-\eta}{1+c}}\left|z_{0}\right|\right) \tag{8.4}
\end{equation*}
$$

\]

where we have also introduced a free parameter $c$. In this way, the propagator in momentum space takes the form

$$
\begin{equation*}
\tilde{G}_{\eta}^{(3)}\left(k_{0}, k_{1}\right)=\frac{1}{(1+c)\left(k_{0}^{2}+k_{1}^{2}\right)+(1-\eta) m^{2}} . \tag{8.5}
\end{equation*}
$$

Comparing this last expression with the Fourier transform of Eq. 8.3), we find good agreement between the two expressions, if we choose $c \sim \eta \sqrt{ } 2$. We can conclude that the propagator (8.4) also provides a good interpolation of the data points. We want to point out that, at this point, this expression is our best candidate, as it depends on just one free parameter and its form is physically motivated by the shortening of distances caused by the distribution of defects.

The coefficients $a_{0}(\eta)$ and $b_{0}(\eta)$ that appear in Eq. (8.2) have been obtained from the interpolations. Their behavior with respect to the density $\eta$ is reproduced in Fig. 29. It turns out that they are well-described by power laws:

$$
\begin{align*}
& a_{0}(\eta)=\alpha_{a} \eta^{2} \\
& b_{0}(\eta)=a^{2} \alpha_{b} \eta^{10} \tag{8.6}
\end{align*}
$$

with $\alpha_{a} \simeq 14.07$ and $\alpha_{b} \simeq 10.74 \times 10^{3}$.


Figure 29: Behavior of the coefficients $a_{0}(\eta)$ and $b_{0}(\eta)$ in Eq. 8.2 with respect to the defect density $\eta$.

In Table 3, we report some explicit values for $a_{0}$ and $b_{0}$.

| $\eta$ | $a_{0}$ | $b_{0} / a^{2}$ |
| :---: | :---: | :---: |
| 0.145 | 0.448 | 0.25 |
| 0.271 | 1.12 | 0.434 |
| 0.375 | 1.81 | 1.66 |
| 0.464 | 2.87 | 7.21 |
| 0.538 | 3.88 | 23.5 |

Table 3: Values of the parameters $a_{0}$ and $b_{0}$ obtained from the interpolations.

The behaviors of the parameters $A, \tau$ and $\xi$ in Eq. 8.3) and $c$ in Eq. (8.4) with respect to the density $\eta$ are depicted in Fig. 30 . They all show linear dependence with respect to $\eta$

$$
\begin{align*}
& A(\eta)=\alpha_{A}  \tag{8.7a}\\
& \tau(\eta)=\alpha_{\tau}+\beta_{\tau} \eta  \tag{8.7b}\\
& \xi(\eta)=\alpha_{\xi}+\beta_{\xi} \eta  \tag{8.7c}\\
& c(\eta)=\beta_{c} \eta \tag{8.7d}
\end{align*}
$$

where $\alpha_{A} \simeq 0.128, \alpha_{\tau} \simeq 0.369, \beta_{\tau} \simeq-0.335, \alpha_{\xi} \simeq 0.302, \beta_{\xi} \simeq 0.412$ and $\beta_{c} \simeq 1.41$.


Figure 30: Parameters $A, \tau$, and $\xi$ from Eq. 8.3) and $c$ from Eq. (8.4) as a function of the density of defects $\eta$.

In Table 4 we report some of the values obtained for $A, \tau$, and $\xi$.

| $\eta$ | $A$ | $\tau$ | $\xi$ |
| :---: | :---: | :---: | :---: |
| 0.145 | 0.128 | 0.325 | 0.360 |
| 0.268 | 0.127 | 0.283 | 0.405 |
| 0.374 | 0.125 | 0.250 | 0.451 |
| 0.464 | 0.124 | 0.219 | 0.503 |
| 0.505 | 0.127 | 0.194 | 0.520 |

Table 4: Values of the parameters $A, \tau$, and $\xi$ obtained from the interpolations.

### 8.1.1 Continuum limit

The previous results were obtained for a discrete lattice, but the lattice in this context has no physical meaning, as it represents just a cut-off regulator that helps us to compute propagators. Hence, in order to extract physically meaningful results, we have to remove the regulator. This is accomplished by
taking the continuum limit

$$
\begin{equation*}
a \rightarrow 0 \tag{8.8}
\end{equation*}
$$

where $a$ is the lattice spacing.
To achieve this aim, we need to repeat the measurements of the previous section for different lattices, reducing each time the lattice spacing. However, we do not want to modify the other physical parameters of the model defined in terms of $a$ (the distance $z_{0}=L a$, the mass $m=m_{1} / a$, and the defect size $v_{d}=n a^{2}$ ).
Therefore, if in the original configuration a defect is represented by $n$ sites removed from the lattice, when we reduce the lattice spacing $\left(a^{\prime}=\lambda a\right)$ it must be represented by $n^{\prime}=\lambda^{-2} n$ sites removed from the lattice:

$$
\left\{\begin{array}{l}
a \rightarrow a^{\prime}=\lambda a,  \tag{8.9}\\
n \rightarrow n^{\prime}=\lambda^{-2} n,
\end{array} \quad \Longrightarrow \quad v_{d}^{\prime}=n^{\prime} a^{\prime 2}=n a^{2}=v_{d}\right.
$$

In the same way, the physical distance $z_{0}=L a$ at which we perform the measurement stays the same, while the distance $L$ measured in terms of the lattice spacing increases:

$$
\left\{\begin{array}{l}
a \rightarrow a^{\prime}=\lambda a,  \tag{8.10}\\
L \rightarrow L^{\prime}=\lambda^{-1} L,
\end{array} \quad \Longrightarrow \quad z_{0}^{\prime}=L^{\prime} a^{\prime}=L a=z_{0}\right.
$$

Also, the physical mass $m$ remains unchanged, while the mass parameter $m_{1}$ decreases:

$$
\left\{\begin{array}{l}
a \rightarrow a^{\prime}=\lambda a,  \tag{8.11}\\
m_{1} \rightarrow m_{1}^{\prime}=\lambda m_{1},
\end{array} \quad \Longrightarrow m^{\prime}=\frac{m_{1}^{\prime}}{a^{\prime}}=\frac{m_{1}}{a}=m\right.
$$

We have already mentioned that reducing the lattice spacing corresponds to an increase in correlation length and fluctuations, so we also need to increase the size of the lattice, to keep finite-size effects negligible.

In practice, we choose to rerun the algorithm with different lattice spacings given by $a^{\prime}=\lambda a$, with $\lambda=\{1 ; 1 / 2 ; 1 / 3 ; 1 / 4 ; 1 / 5 ; 1 / 6\}$. For these scales, we find (by studying the free theory) that a good choice of lattice sizes is $\{80 \times 80 ; 200 \times$ $100 ; 250 \times 100 ; 320 \times 100 ; 400 \times 150 ; 450 \times 200\}$. We repeat the measurement for different densities of defects $\eta=\{0.074,0.143,0.233,0.385,0.464,0.594\}$.

In the results, we choose to represent distances not in terms of the lattice spacing, but in units of the defect size $l_{d}=\sqrt{v_{d}}$, i.e. $z_{0}=L l_{d}$. With this definition, $L$ does not depend on $\lambda$.

The values of the correlator $G(L)$, evaluated at fixed values of $L$ for different values of the lattice spacing scale $\lambda$, are reproduced in the left column of Fig. 31 and Fig. 32 for different values of $\eta$. The continuum limit $\lambda \rightarrow 0$ is obtained from these data through linear interpolation. It is reproduced in the right column compared to the standard propagator $(\sqrt{7.4})$ and to the modified propagator 8.2 ) (obtained from the interpolations shown in Fig. 28).


Figure 31: On the left, the correlator $G_{\lambda}(L)$ is represented at fixed values of $L$ as a function of the scale factor $\lambda$ (the lattice spacing is $a^{\prime}=\lambda a$ ), while the distance $L$ is measured in units of the defect size $\left(z_{0}=L \sqrt{v_{d}}\right)$. The continuum limit corresponds to $\lambda=0$. On the right, the continuum limit (blue dotted line) is compared to the lattice results from Fig. 28 (green solid line) and to the unmodified propagator from Fig. 26 (red dashed line).


Figure 32: As in the previous Figure 31 for other values of the parameter $\eta$. We note that discrepancies between the lattice results from Fig 28 and the corresponding continuum limits increase in line with the density $\eta$ of defects.

We observe that the continuum limits (Figs. 31 and 32 ) differ from the results shown in Fig. 28, and in particular they cannot be described by the first proposed propagator Eq. 8.2), at least not at short scales (not even when adding higher powers of $k_{1}$ into Eq. (8.1)). On the other hand, it seems that at large scales Eq. 8.2 still provides a good interpolation for the data. In the left side of Figs. 31 and 32, we observe indeed that the slope of the line passing through $G(L, \lambda=0)$ and $G(L, \lambda=1)$ decreases as $L$ increases, so that, at large $L$, the propagator seems to be almost independent of the lattice spacing scale. Furthermore, we point out that these effects increase in line with the density of defects.

When we consider the second and the third proposed propagators given by, respectively, Eq. 8.3) and Eq. 8.4, we observe that they still provide a good
interpolation of the continuum limit data points. Considering, for example, the case $\eta=0.464$, in Fig. 33 we compare how the first and third proposed propagators interpolate the continuum limit data. We can see that Eq. 8.4


Figure 33: Continuum limit for the correlator $\left\langle\phi_{i+L, j} \phi_{i, j}\right\rangle$ in the presence of a distribution of defects of density $\eta=0.464$. We observe that $G_{\eta}^{(3)}$ (Eq. (8.4)), represented by a green solid line, provides an acceptable interpolation of the data in this case, while $G_{\eta}^{(1)}$ (Eq. 8.2), represented by a blue dotted line, provides a good interpolation only at large scales. We omit to plot the second proposed propagator $G_{\eta}^{(2)}$ (Eq. 8.3 ), which also provides a good interpolation and whose curve overlaps with $G_{\eta}^{(3)}$.
indeed provides a good interpolation of the data, while Eq. 8.2) does not do so. Changing the defect density $\eta$ we obtain similar results. We observe that the free parameters of Eqs. (8.3), (8.4) $(A, \tau, \xi, c)$ are, even in this case, related linearly to $\eta$ as in Eq. 8.7). The coefficients now take the values $\alpha_{A} \simeq 0.112$, $\alpha_{\tau} \simeq 0.378, \beta_{\tau} \simeq-0.432, \alpha_{\xi} \simeq 0.307, \beta_{\xi} \simeq 0.556$, and $\beta_{c} \simeq 3.27$, see Fig. 34

From these considerations, we are led to exclude $G_{\eta}^{(1)}$ (Eq. 8.2)) as a valid description of the data in the continuum limit. On the other hand, both $G_{\eta}^{(2)}$ and $G_{\eta}^{(3)}$ give good interpolation of the data but, for the reasons already discussed, we are inclined to choose the second one. We conclude that, from the measurements we made, the expression (8.4)

$$
\begin{equation*}
G_{\eta}\left(z_{0}\right)=\frac{1}{2 \pi\left(1+\beta_{c} \eta\right)} K_{0}\left(m \sqrt{\frac{1-\eta}{1+\beta_{c} \eta}}\left|z_{0}\right|\right), \quad \beta_{c} \simeq 3.27 \tag{8.12}
\end{equation*}
$$

provides a good description of the 2-dimensional scalar propagator in a continuum spacetime foam model made of extended time-dependent defects with density $\eta$. From the corresponding expression in momentum space, Eq. 8.5, we can finally extract the dispersion relation (in Minkowski space)

$$
\begin{equation*}
k_{0}^{2}-k_{1}^{2}=\frac{1-\eta}{1+\beta_{c} \eta} m^{2} \tag{8.13}
\end{equation*}
$$



Figure 34: Parameters $A, \tau$, and $\xi$ from Eq. (8.3) and $c$ from Eq. (8.4) as a function of the density of defects $\eta$ in the continuum limit case.
that describes a non-dispersive medium. The only effect produced by the distribution of defects is a rescaling of the mass of the scalar field. We observe that this is analogous to what has been obtained in part II (see Eq. (3.33)), even if in that case the defects were point-like, while here they have an extension.

### 8.1.2 Results in 3 and 4 dimensions

In this subsection, we want to briefly present our findings for 3- and 4-dimensional lattices. For these cases, we consider only the lattice theory without computing the continuum limit. We observe that, now, the proposed modified propagator $G_{\eta}^{(1)}$ (Eq. 8.2 generalized to higher dimensions) does not provide good interpolation of the data, even at the lattice level. This observation provides further confirmation that we must reject it as a possible expression for the numerical modified propagator. On the other hand, we observe that the generalization to higher dimensions of Eq. (8.12) still provides a good interpolation of the data for any value of $\eta$, as shown in Figs. 35 and 36 for $\eta=0.464$.

From these observations, we are led to conclude that the modified scalar propagator on a lattice filled with a distribution of defects of density $\eta$ is welldescribed in 3 dimensions by the expression

$$
\begin{equation*}
G_{\eta}\left(z_{0}\right)=\frac{1}{4 \pi(1-\eta)^{1 / 3} z_{0}} e^{-m\left(\frac{1-\eta}{1+\beta_{c}^{(3)} \eta}\right)^{1 / 3} z_{0}}, \quad \beta_{c}^{(3)} \simeq 1.5 \tag{8.14}
\end{equation*}
$$

and in 4 dimensions by the expression

$$
\begin{equation*}
G_{\eta}\left(z_{0}\right)=\frac{m}{4 \pi^{2}(1-\eta)^{1 / 4} z_{0}} K_{1}\left(m\left(\frac{1-\eta}{1+\beta_{c}^{(4)} \eta}\right)^{1 / 4} z_{0}\right), \quad \beta_{c}^{(4)} \simeq 25 \tag{8.15}
\end{equation*}
$$



Figure 35: Numerical results for the 3-dimensional correlator $\left\langle\phi_{i+L, j, k} \phi_{i, j, k}\right\rangle$ in the presence of defects. The density of defects is $\eta=\rho v_{d}=0.464$, while the scale of the defects is the lattice spacing $\left(v_{d}=a^{3}\right)$. The lattice size is $60 \times 60 \times 60$ and the mass parameter is $m_{1}=0.3$. The number of iterations is $N=5 \times 10^{5}$ and the results are averaged over 3 different lattice configurations. The interpolating curve is given by Eq. 8.14.

From these expressions, we can extract the (Minkowskian) dispersion relations

$$
\begin{equation*}
k_{0}^{2}-k_{1}^{2}-k_{2}^{2}=\left(\frac{1-\eta}{1+\beta_{c}^{(3)} \eta}\right)^{2 / 3} m^{2} \tag{8.16}
\end{equation*}
$$

in 3 dimensions and

$$
\begin{equation*}
k_{0}^{2}-k_{1}^{2}-k_{2}^{2}-k_{3}^{2}=\left(\frac{1-\eta}{1+\beta_{c}^{(4)} \eta}\right)^{2} m^{2}, \tag{8.17}
\end{equation*}
$$

in 4 dimensions, which are analogous to the result obtained in 2 dimensions, see Eq. 8.13).

### 8.2 Static defects

We now consider a lattice spacetime foam model made of static defects. The crucial difference with respect to the previous case is that spacetime is now not isotropic, see Fig. 37. With time-dependent defects, the shortening of lengths affects both the spatial directions and the time direction. Instead, with static defects, the shortening of lengths only affects the spatial directions, while the time direction remains unchanged.


Figure 36: Numerical results for the 4-dimensional correlator $\left\langle\phi_{i+L, j, k, l} \phi_{i, j, k, l}\right\rangle$ in the presence of defects. The density of defects is $\eta=\rho v_{d}=0.464$, while the scale of the defects is the lattice spacing $\left(v_{d}=a^{4}\right)$. The lattice size is $72 \times 50 \times 50 \times 50$ and the mass parameter is $m_{1}=0.3$. The number of iterations is $N=3 \times 10^{5}$ and the results are averaged over 3 different lattice configurations. The interpolating curve is given by Eq. 8.15.

(a) Time-dependent defects

(b) Static defects

Figure 37: Fig. (a) a distribution of time-dependent defects in a 2-dimensional spacetime is isotropic. Fig. (b) a distribution of static defects is not isotropic.

In Figs. 38 and 39, we show the behavior of the scalar propagator on a lattice filled with static defects in 3 and 4 dimensions.

We observe that the data points, measured in the spatial direction, are welldescribed by the expressions found in the previous section Eqs. (8.14) and (8.15). Instead, when we measure the correlator along the time direction, we observe a different behavior. Consider the 3-dimensional case, we find that, in


Figure 38: Numerical results for the 3-dimensional correlator $\left\langle\phi_{i+L, j, k} \phi_{i, j, k}\right\rangle$ in the presence of static defects. The density of defects is $\eta=0.464$. The lattice size is $60 \times 60 \times 60$ and the mass parameter is $m_{1}=0.3$. The number of iterations is $N=5 \times 10^{5}$ and the results are averaged over 3 different lattice configurations. We measure the correlator both in the spatial direction (blue data points) and in the time direction (black data points). The interpolating curves are obtained from the correlator (in momentum space) given by Eq. 8.18.
momentum space, the correlator is well-described by the expression

$$
\begin{equation*}
\tilde{G}_{\eta}(k)=\frac{\left(1+\beta_{c}^{(3 s)} \eta\right)^{1 / 3}}{(1-\eta)^{2 / 3}\left(k_{0}^{2}+\left(\frac{1+\beta_{c}^{(3 s)} \eta}{1-\eta}\right)^{2 / 3} \vec{k}^{2}+m^{2}\right)} \tag{8.18}
\end{equation*}
$$

In fact, when we evaluate the Fourier transform of this correlator in a spatial direction, we obtain exactly Eq. 8.14. On the other hand, Fourier transforming the above expression along the time direction gives a result proportional to the standard correlator in a space with no defects. From Eq. (8.18), we can extract the 3-dimensional dispersion relation (in Minkowski space)

$$
\begin{equation*}
k_{0}^{2}=\left(\frac{1+\beta_{c}^{(3 s)} \eta}{1-\eta}\right)^{2 / 3} \vec{k}^{2}+m^{2} \tag{8.19}
\end{equation*}
$$

Note that, in this case, the mass of the field is not rescaled. This result is similar to what we found in Sec. 6.2.3, where we showed that a spacetime foam model made of static defects is analogous, for a scalar field, to a non-dispersive medium with a modified index of refraction (see Eq. 66.70).

Analogous reasoning can be made in 4 dimensions, from which we obtain the 4-dimensional dispersion relation (in Minkowski space)

$$
\begin{equation*}
k_{0}^{2}=\left(\frac{1+\beta_{c}^{(4 s)} \eta}{1-\eta}\right)^{2} \vec{k}^{2}+m^{2} \tag{8.20}
\end{equation*}
$$



Figure 39: Numerical results for the 4-dimensional correlator $\left\langle\phi_{i+L, j, k, l} \phi_{i, j, k, l}\right\rangle$ in the presence of defects measured along a spatial direction. The density of defects is $\eta=0.464$. The lattice size is $72 \times 50 \times 50 \times 50$ and the mass parameter is $m_{1}=0.3$. The number of iterations is $N=3 \times 10^{5}$ and the results are averaged over 3 different lattice configurations. The interpolating curve is given by Eq. 8.15) for a different value of the parameter $\beta_{c}^{4 s}$.

It is important to note that the parameter $\eta$ describes, even for static defects, the portion of sites removed from the lattice, which is given by

$$
\begin{equation*}
\eta=\rho_{s} v_{d-1} L_{0}, \tag{8.21}
\end{equation*}
$$

where $\rho_{s}$ is the number density of defects in the spatial hypersurface, $v_{d-1}$ the spatial volume of one defect, and $L_{0}$ the dimensionless temporal size of the lattice ( $L_{0}=T / a$ ). The correlator (8.18) can be equivalently re-expressed in terms of the fraction of sites removed from the spatial hypersurface, $\eta_{s}=$ $\rho_{s} v_{d-1}$. In this case, the dispersion relation for static defects in 4-dimensional spacetime, Eq. 8.20, can be rewritten in the form

$$
\begin{equation*}
k_{0}^{2}=\left(\frac{1+\widetilde{\beta}_{c}^{(4 s)} \rho_{s} v_{d-1}}{1-\rho_{s} v_{d-1}}\right)^{2 / 3} \vec{k}^{2}+m^{2}, \quad \text { lattice result } \tag{8.22}
\end{equation*}
$$

for a different value of the parameter $\widetilde{\beta}_{c}^{(4 s)}$. This expression is very similar to the result obtained in Sec. 6.2.3. From Eq. 6.70, using the arguments given in Sec. 6.3.4 to generalize the result to higher dimensions, the analytic dispersion relation for a massless scalar field in a 4-dimensional spacetime foam model made of defects obtained from Minkowski spacetime by surgery turns out to be

$$
\begin{equation*}
k_{0}^{2}=\left(\frac{1}{1-\rho_{s} v_{d-1}}\right)^{2 / 3} \vec{k}^{2}, \quad \text { analytic result } \tag{8.23}
\end{equation*}
$$

## Part V

## Regularized black hole from extended defect metric

In this part, we deviate a little from the general framework of the previous parts. In fact, we consider the defect metric (6.1) not in the context of spacetime foam, as a microscopic fluctuation of spacetime, but rather as a possible regularization of the Schwarzschild black hole. Such an idea was proposed and discussed in Refs. [85, 86, 87].

Consider the case where the defect radius $b$ is smaller than the Schwarzschild radius $\ell$. In the exterior region $r>\ell$, the defect metric is equivalent to the Schwarzschild metric (from the results of Sec. 6, we know that the two metrics are diffeomorphic for $r>b$ ). Instead, in the interior region $r<\ell$, while the Schwarzschild metric is singular at $r=0$, the defect metric turns out to be regular everywhere, since the defect of radius $b$ removes the singular point $r=0$ from spacetime. Take, for example, the Kretschmann curvature scalar given in Eq. 6.10), which in spherical coordinates becomes $K=12 \ell^{2} / r^{3}$ both for the Schwarzschild metric and for the defect metric. We see immediately that this quantity is singular in the Schwarzschild metric at $r=0$. Instead, in the defect metric, the radius is constrained to be $r \geq b>0$, and consequently $K$ is regular everywhere. We remember also that both metrics are perfectly acceptable solutions of the vacuum Einstein field equations.

We have argued that the defect metric (6.2) can provide a simple regularization of the Schwarzschild metric, but we also have to take into account that, while the Schwarzschild topology is simply $\mathbb{R}^{2} \times S^{2}$, the defect exhibits a nontrivial topology $\mathbb{R} \times\left(\mathbb{R} P^{3}-\{0\}\right)$. So, on the one hand, we are able to solve the singularity problem of the Schwarzschild metric by replacing it with the defect metric. But, on the other hand, we have to explain the emergence of the nontrivial topology of the defect, and we remember that classical general relativity cannot account for topology changes (but they may possibly occur in a quantum theory of gravity).

In the following, we investigate geodesics in the defect metric and establish that closed time-like curves can appear in the regularized version of an eternal black hole. However, these causally violating paths disappear if we consider a non-eternal model of black hole described, for example, as the result of a star collapse.

## 9 Geodesics

### 9.1 Metric and geodesic equations

For convenience, we restate here the defect metric 6.1

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{\ell}{\sqrt{y^{2}+b^{2}}}\right) d t^{2}+\frac{\frac{y^{2}}{y^{2}+b^{2}}}{1-\frac{\ell}{\sqrt{y^{2}+b^{2}}}} d y^{2}+\left(y^{2}+b^{2}\right)\left(d z^{2}+\sin ^{2} z d x^{2}\right) . \tag{9.1}
\end{equation*}
$$

To obtain the geodesic equations, we follow the Lagrangian approach (see, for example, Ref. [88]). We rewrite the metric (9.1) in the more general form

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}=-A(y) d t^{2}+B(y) d y^{2}+W(y)\left(d z^{2}+\sin ^{2} z d x^{2}\right), \tag{9.2}
\end{equation*}
$$

where

$$
\begin{equation*}
A(y)=1-\frac{\ell}{\sqrt{y^{2}+b^{2}}}, \quad B(y)=\frac{\frac{y^{2}}{y^{2}+b^{2}}}{1-\frac{\ell}{\sqrt{y^{2}+b^{2}}}}, \quad W(y)=y^{2}+b^{2} \tag{9.3}
\end{equation*}
$$

Then, we can define the Lagrangian

$$
\begin{equation*}
\mathcal{L}=-g_{\mu \nu} \frac{d x^{\mu}}{d \tau} \frac{d x^{\nu}}{d \tau} \tag{9.4}
\end{equation*}
$$

whose Euler-Lagrange equations, it can be shown, are equivalent to the standard geodesic equations

$$
\begin{equation*}
\frac{d}{d \tau} \frac{\partial \mathcal{L}}{\partial_{\tau} x^{\mu}}-\frac{\partial \mathcal{L}}{\partial x^{\mu}}=0 \quad \Longleftrightarrow \quad \frac{d^{2} x^{\mu}}{d \tau^{2}}+\Gamma_{\nu \lambda}^{\mu} \frac{d x^{\nu}}{d \tau} \frac{d x^{\lambda}}{d \tau}=0 \tag{9.5}
\end{equation*}
$$

Moreover, evaluating the Lagrangian along a geodesic, we obtain the constraint

$$
\begin{equation*}
\mathcal{L}=\epsilon, \tag{9.6}
\end{equation*}
$$

where $\epsilon=+1,0,-1$, respectively, for time-like, null-like, and space-like geodesics.
For the metric (9.2), the Lagrangian (9.4) turns out to be

$$
\begin{equation*}
\mathcal{L}=A(y) \dot{t}^{2}-B(y) \dot{y}^{2}-W(y)\left(\dot{z}^{2}+\sin ^{2} z \dot{x}^{2}\right), \tag{9.7}
\end{equation*}
$$

where $\dot{x^{\mu}}=d x^{\mu} / d \tau$.
We start by considering the Euler-Lagrange equation of $z(\tau)$

$$
\begin{equation*}
\frac{d}{d \tau}(W(y) \dot{z})-W(y) \sin z \cos z \dot{x}^{2} \tag{9.8}
\end{equation*}
$$

We note that a solution is given simply by

$$
\begin{equation*}
z(\tau)=\text { const }=\frac{\pi}{2} \tag{9.9}
\end{equation*}
$$

Next, we observe that $t(\tau)$ and $x(\tau)$ are cyclic coordinates (that is, only their derivatives appear in the Lagrangian) and therefore are associated with conserved quantities. Their equations are

$$
\begin{equation*}
\frac{d}{d \tau}(A(y) \dot{t})=0, \quad \frac{d}{d \tau}(W(y) \dot{x})=0 \tag{9.10}
\end{equation*}
$$

which give

$$
\begin{equation*}
\dot{t}=\frac{E}{A(y)}, \quad \dot{x}=\frac{L}{W(y)}, \tag{9.11}
\end{equation*}
$$

where $E$ and $L$ are constants. The results obtained so far are a consequence of the fact that the metric is time-independent and spherically symmetric.

For the radial component $y(\tau)$, we do not need to write the Euler-Lagrange equation, it is simpler to substitute the solutions for $\dot{\dot{t}}, \dot{z}$ and $\dot{x}$ in the Lagrangian and impose the constraint (9.6). We obtain

$$
\begin{equation*}
\frac{E^{2}}{A(y)}-B(y) \dot{y}^{2}-\frac{L^{2}}{W(y)}=\epsilon \tag{9.12}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\dot{y}^{2}+\frac{\epsilon}{B(y)}+\frac{L^{2}}{B(y) W(y)}-\frac{E^{2}}{B(y) A(y)}=0 \tag{9.13}
\end{equation*}
$$

Substituting the explicit expressions of $A(y), B(y)$, and $W(y)$ from Eq. (9.1), we get

$$
\begin{equation*}
\dot{y}^{2}+\frac{\epsilon\left(1-\frac{\ell}{\sqrt{y^{2}+b^{2}}}\right)}{1-\frac{b^{2}}{y^{2}+b^{2}}}+\left(1-\frac{\ell}{\sqrt{y^{2}+b^{2}}}\right) \frac{L^{2}}{y^{2}}-\frac{E^{2}}{1-\frac{b^{2}}{y^{2}+b^{2}}}=0 \tag{9.14}
\end{equation*}
$$

which, as expected, reduces to the radial geodesic equation for the Schwarzschild metric in the limit $b \rightarrow 0$

$$
\begin{equation*}
b \rightarrow 0 \quad \Longrightarrow \quad \dot{y}^{2}+\epsilon\left(1-\frac{\ell}{y}\right)+\left(1-\frac{\ell}{y}\right) \frac{L^{2}}{y^{2}}-E^{2}=0 \tag{9.15}
\end{equation*}
$$

We can simplify Eq. (9.14) by rewriting it in terms of the variable $w=W(y)=$ $y^{2}+b^{2}$,

$$
\begin{equation*}
\dot{y}=\frac{1}{2 y} \frac{d}{d \tau}\left(y^{2}+b^{2}\right)=\frac{1}{2 y} \dot{w} \tag{9.16}
\end{equation*}
$$

Inserting this result into Eq. (9.14), we arrive at

$$
\begin{equation*}
\dot{w}^{2}+4\left(1-\frac{\ell}{\sqrt{w}}\right)\left(\epsilon w+L^{2}\right)-4 E^{2} w=0 \tag{9.17}
\end{equation*}
$$

### 9.2 Massless case

If we consider the case $\ell=0$ (defect of zero mass), Eq. 9.17) simplifies and a general analytic solution for the geodesics can be found easily. We have

$$
\begin{equation*}
\ell=0 \quad \Longrightarrow \quad \dot{w}^{2}+4 w\left(\epsilon-E^{2}\right)+4 L^{2}=0 \tag{9.18}
\end{equation*}
$$

whose solutions are

$$
\begin{equation*}
w(\tau)=\left(E^{2}-\epsilon\right)(\tau \pm c)^{2}+\frac{L^{2}}{E^{2}-\epsilon} \tag{9.19}
\end{equation*}
$$

Since $y= \pm \sqrt{w-b^{2}}$, we arrive at

$$
y(\tau)= \begin{cases}y^{(+)}(\tau)=+\sqrt{\left(E^{2}-\epsilon\right)(\tau+c)^{2}+\frac{L^{2}}{E^{2}-\epsilon}-b^{2}}, & \tau \geq 0  \tag{9.20}\\ y^{(-)}(\tau)=-\sqrt{\left(E^{2}-\epsilon\right)(\tau-c)^{2}+\frac{L^{2}}{E^{2}-\epsilon}-b^{2}}, & \tau<0\end{cases}
$$

where the integration constant $c$ is determined by the condition $y(0)=0$ :

$$
\begin{equation*}
c=\sqrt{\frac{b^{2}}{E^{2}-\epsilon}-\frac{L^{2}}{\left(E^{2}-\epsilon\right)^{2}}} . \tag{9.21}
\end{equation*}
$$

Substituting the result 9.20 into the equation for the angular coordinate $x$ (Eq. (9.11)), we obtain

$$
x(\tau)= \begin{cases}x^{(+)}(\tau)=x_{0}+\arctan \left(\frac{E^{2}-\epsilon}{L}(\tau+c)\right), & \tau \geq 0  \tag{9.22}\\ x^{(-)}(\tau)=-x_{0}+\arctan \left(\frac{E^{2}-\epsilon}{L}(\tau-c)\right), & \\ \tau<0\end{cases}
$$

The equation for the time coordinate is trivial when $\ell=0$ and gives

$$
\begin{equation*}
t(\tau)=t_{0}+E \tau \tag{9.23}
\end{equation*}
$$

We recall that the other angular coordinate has been fixed to $z(\tau)=\pi / 2$, so we have completely solved the geodesic equations.

In order to represent graphically this solution, we have to change variables from the set $(t, y, z, x)$ to the standard spherical coordinates $(t, r, \theta, \phi)$. We recall that these two systems of coordinates are related by the transformations (see Eq. (6.7))

$$
r=\left\{\begin{array}{l}
\sqrt{y^{2}+b^{2}},  \tag{9.24}\\
\sqrt{y^{2}+b^{2}},
\end{array} \quad \theta=\left\{\begin{array}{ll}
z, \\
\pi-z,
\end{array} \quad \phi= \begin{cases}x, & y>0 \\
x+\pi, & y<0 .\end{cases}\right.\right.
$$

The geodesic solution in the spherical coordinate system turns out to be

$$
\left\{\begin{array}{l}
t(\tau)=t_{0}+E \tau  \tag{9.25}\\
r(\tau)=\Theta(\tau) \sqrt{\left(y^{(+)}(\tau)\right)^{2}+b^{2}}+\Theta(-\tau) \sqrt{\left(y^{(-)}(\tau)\right)^{2}+b^{2}} \\
\theta(\tau)=\frac{\pi}{2} \\
\phi(\tau)=\Theta(\tau) x^{(+)}(\tau)-\Theta(-\tau)\left(x^{(-)}(\tau)+\pi\right)
\end{array}\right.
$$

where $\Theta(\tau)$ is the Heaviside step function. The result is plotted in Fig. 40 . We observe that, when $b$ goes to zero, these equations describe geodesics in Minkowski spacetime.

### 9.3 Massive case

In the case of a massive defect, $\ell>0$, the geodesic equations become much more complicated and cannot be solved in the general case. Therefore, in the following, we consider separately the special cases of a null-like particle ( $\epsilon=0$ ) and a time-like particle $(\epsilon=+1)$, both restricted to the simplest situation of radial motion $(L=0)$ for which analytic solutions can be found. The case in which the motion of the particle also has an angular component could be studied numerically but, since it is not possible to obtain an analytic solution, we will not consider it in this instance.


Figure 40: Fig. (a), geodesics from Eq. 9.25) in the plane $\theta=\pi / 2$ for $b=2$, $\epsilon=0, E=2, x_{0}=0$ and impact parameters $d_{1}=3 / 2<b$ and $d_{2}=7 / 2>b$ (the impact parameter is given by $\left.d=\sqrt{L^{2} /\left(E^{2}-\epsilon\right)}\right)$. Fig. (b), radial geodesic (Eq. 9.20)), blue solid line, angular geodesic (Eq. 9.22), red dashed line, and time geodesic (Eq. 9.23), green dot-dashed line, evaluated for the same set of parameters $\left(d_{1}<b\right)$.

### 9.3.1 Null-like geodesics

In order to study the case $\ell \neq 0$, we begin by considering the simplest possibility of a massless particle $(\epsilon=0)$ moving in the radial direction $(L=0)$. Then, the radial equation 9.14 reduces to

$$
\begin{equation*}
\dot{y}^{2}-\frac{y^{2}+b^{2}}{y^{2}} E^{2}=0 \tag{9.26}
\end{equation*}
$$

whose solution is

$$
y(\tau)= \begin{cases}y^{(+)}(\tau)=\sqrt{E^{2}(\tau+b / E)^{2}-b^{2}}, & \tau>0  \tag{9.27}\\ y^{(-)}(\tau)=-\sqrt{E^{2}(\tau-b / E)^{2}-b^{2}}, & \tau<0\end{cases}
$$

where again the integration constant has been chosen so that $y(0)=0$.
Since $L=0$, the equation for the angular coordinate $x$ reduces to $\dot{x}=0$, which gives the solution $x=$ const. The only other equation we need to solve is that for the time coordinate:

$$
\begin{equation*}
\dot{t}=\frac{E}{1-\frac{\ell}{\sqrt{y(\tau)^{2}+b^{2}}}} . \tag{9.28}
\end{equation*}
$$

Because of the simplified situation we are studying, this is the only equation in which the mass $\ell$ appears, which means that all differences with respect to the
flat case $\ell=0$ are contained in this equation. Solving it yields the solution

$$
t(\tau)= \begin{cases}t^{(+)}(\tau)=t_{0}+E \tau+\ell \log \left|\frac{E \sqrt{(\tau+b / E)^{2}} / \ell-1}{b / \ell-1}\right|, & \tau>0  \tag{9.29}\\ t^{(-)}(\tau)=t_{0}+E \tau-\ell \log \left|\frac{E \sqrt{(\tau-b / E)^{2}} / \ell-1}{b / \ell-1}\right|, & \tau<0\end{cases}
$$

In Fig. 41, we show the behavior of the two solutions $y(\tau)$ and $t(\tau)$ for the two cases $b>\ell$ and $b<\ell$. In the first case, the particle approaching the defect behaves almost as in the flat case $\ell=0$, the only difference being that the velocity decreases in proximity to the defect. In the second case, the particle behaves almost as in the Schwarzschild metric. It takes an infinite amount of time to reach the event horizon, but once crossed, instead of falling into singularity (which is shielded by the defect), the particle can proceed toward the horizon on the other side (reaching it again in an infinite amount of time).


Figure 41: Radial null geodesic for $b>\ell$ (a) and $b<\ell$ (b). The radial component $y(\tau)$ (Eq. (9.27) is represented by a blue solid line, while the time component $t(\tau)$ (Eq. (9.29) ) is represented by a red dashed line.

We wish to point out that the coordinates used here describe the behavior of the particle as seen by an observer located far away from the event horizon. However, the particle itself, in its own reference frame, has no problem in reaching and crossing the horizon in a finite amount of time.

### 9.3.2 Painlevé-Gullstrand extension

With regard to the last point of the previous subsection, it can be more enlightening to rewrite the solution in terms of Painlevé-Gullstrand (PG) coordinates [97, 98]. PG coordinates describe the point of view of an observer which start with zero velocity at infinity and free-fall radially into the black hole (or defect). They are obtained by the transformation

$$
\begin{equation*}
T_{+}^{*}=t+2 \ell\left(\sqrt{r / \ell}+\frac{1}{2} \log \left|\frac{\sqrt{r / \ell}-1}{\sqrt{r / \ell}+1}\right|\right) \tag{9.30}
\end{equation*}
$$

where we use the relation $r=\sqrt{y^{2}+b^{2}}$. Under this change of coordinates, the metric (9.1) becomes

$$
\begin{equation*}
d s^{2}=-d T_{+}^{* 2}+\left(d r+\sqrt{\ell / r} d T_{+}^{*}\right)^{2}+r^{2} d \Omega^{2} \tag{9.31}
\end{equation*}
$$

where $d \Omega^{2}=d z^{2}+\sin ^{2} z d x^{2}$. We consider the case $b<\ell$ (size of the defect smaller than the event horizon) and note that the metric (9.31) is now regular at the horizon, i.e. it provides a future extension of the defect metric. Another interesting feature is that slices of constant time are described by the flat metric

$$
\begin{equation*}
\left.d s^{2}\right|_{T_{+}^{*}=\text { const }}=d r^{2}+r^{2} d \Omega^{2} . \tag{9.32}
\end{equation*}
$$

Nonetheless, we must emphasize that such a coordinate system, in the region inside the horizon, is only valid for describing ingoing geodesics ( $\tau<0$ in Eqs. 9.27, (9.29) but not outgoing geodesics. This can be seen by calculating the radial velocity

$$
\begin{equation*}
r^{\prime}=\frac{d r}{d T_{+}^{*}}= \pm 1-\sqrt{\frac{\ell}{r}} \tag{9.33}
\end{equation*}
$$

from which we read that, when $r<\ell$, the velocity is always negative. If we use these coordinates to represent outgoing geodesics in the interior region, we find particles moving backward in time, and that the time coordinate $T_{+}^{*}$ is singular at the horizon (see Fig. 42).

To circumvent this problem, it is possible to introduce another set of PG coordinates which corresponds to outgoing radial geodesics (and provides a past extension of the defect metric) by defining

$$
\begin{equation*}
T_{-}^{*}=t-2 \ell\left(\sqrt{r / \ell}+\frac{1}{2} \log \left|\frac{\sqrt{r / \ell}-1}{\sqrt{r / \ell}+1}\right|\right) \tag{9.34}
\end{equation*}
$$

which leads to the metric

$$
\begin{equation*}
d s^{2}=-d T_{-}^{* 2}+\left(d r^{2}-\sqrt{\ell / r} d T_{-}^{*}\right)^{2}+r^{2} d \Omega^{2} \tag{9.35}
\end{equation*}
$$

This new set of coordinates, in the region $r<\ell$, can only describe outgoing geodesics $(\tau>0)$ but not ingoing geodesics (see Fig. 42).

To summarize, when $b<\ell$, the radial null geodesic given by Eqs. 9.27) and (9.29) in its ingoing phase $(\tau<0)$ can be described in the coordinate system $\left(T_{+}^{*}, r\right)$ (which provides a future extension of the defect metric), while in its outgoing phase $(\tau>0)$ can be described in the coordinate system $\left(T_{-}^{*}, r\right)$ (which provides a past extension to the defect metric). However, it is not possible to visualize the full geodesic in a single coordinate system. To achieve this aim (so that we can better understand the causal structure of the defect metric) we must turn to Kruskal coordinates or Penrose diagrams.


Figure 42: Section of a defect with $b<\ell$ in PG coordinates (the radial coordinate is positive on both sides of the $T^{*}$ axis, while the angular coordinate $\phi$ changes by $\pi$ ). Fig. (a) ingoing radial null geodesic described by coordinates ( $T_{+}^{*}, r$ ). Here, region II is a future extension of Schwarzschild spacetime (region I). Fig. (b) outgoing geodesic described by coordinates $\left(T_{-}^{*}, r\right)$. Region II is now a past extension of Schwarzschild spacetime. The arrows represent the direction of increasing proper time $\tau$.

### 9.3.3 Kruskal extension

We now introduce Kruskal coordinates that provide a maximal extension to the defect metric 99:

$$
\left\{\begin{array}{l}
T=T_{I}(t, y)=e^{\frac{\sqrt{y^{2}+b^{2}}}{2 \ell}}\left|\frac{1}{\ell} \sqrt{y^{2}+b^{2}}-1\right|^{\frac{1}{2}} \sinh \left(\frac{t}{2 \ell}\right)  \tag{9.36}\\
R=R_{I}(t, y)=e^{\frac{\sqrt{y^{2}+b^{2}}}{2 \ell}}\left|\frac{1}{\ell} \sqrt{y^{2}+b^{2}}-1\right|^{\frac{1}{2}} \cosh \left(\frac{t}{2 \ell}\right) .
\end{array}\right.
$$

In these coordinates, the defect metric 9.1 becomes

$$
\begin{equation*}
d s^{2}=\frac{4 \ell^{3} e^{-\frac{\sqrt{y^{2}+b^{2}}}{\ell}}}{\sqrt{y^{2}+b^{2}}}\left(-d T^{2}+d R^{2}\right)+\left(y^{2}+b^{2}\right) d \Omega^{2} \tag{9.37}
\end{equation*}
$$

where $y$ must be considered as a function of $R$ and $T$, explicitly

$$
\begin{equation*}
r=\sqrt{y^{2}+b^{2}}=\ell\left(1+W_{0}\left(\frac{\left|R^{2}-T^{2}\right|}{e}\right)\right) \tag{9.38}
\end{equation*}
$$

where $W_{0}(x)$ is the Lambert W function and $e$ is the base of the natural logarithm. We observe that the metric (9.37) is regular everywhere.

In Fig. 43, using Kruskal coordinates, we show the behavior of the radial null geodesic (Eqs. 9.27), 9.29) for $b>\ell$ and $b<\ell$ compared to the behavior of the radial null geodesic in the standard Schwarzschild metric $(b=0)$.


Figure 43: Radial null geodesic in Kruskal coordinates for $b>\ell$ (a) and $b<\ell$ (b). The standard Schwarzschild geodesic is represented by a red dashed line (that ends on the singularity at $r=0$ ), while the geodesic in the defect metric is represented by a blue solid line (that changes direction hitting the defect at $r=b)$. Again, the arrows indicate the direction of increasing proper time. The event horizon is represented by the curve $T= \pm R$.

First, we observe that the event horizon divides spacetime into four distinct regions (labeled I, II, III, and IV in Fig. 43). We must point out that Eq. (9.36) provides the correct transformation between defect coordinates $\{t, y\}$ and Kruskal coordinates $\{T, R\}$ only in region I (which is why we introduced the subscript I in Eq. 9.36). In the other regions the correct transformations are

$$
\left\{\begin{array} { l } 
{ T _ { I I } ( t , y ) = R _ { I } ( t , y ) , }  \tag{9.39}\\
{ R _ { I I } ( t , y ) = T _ { I } ( t , y ) , }
\end{array} \quad \left\{\begin{array} { l } 
{ T _ { I I I } ( t , y ) = - T _ { I } ( t , y ) , } \\
{ R _ { I I I } ( t , y ) = - R _ { I } ( t , y ) , }
\end{array} \quad \left\{\begin{array}{l}
T_{I V}(t, y)=-R_{I}(t, y), \\
R_{I V}(t, y)=-T_{I}(t, y)
\end{array}\right.\right.\right.
$$

In Schwarzschild spacetime, regions I and III are both asymptotically flat regions describing the exterior of the black hole, but they are causally disconnected (i.e. there is no null-like or time-like curve that can lead from I to III). In the defect metric, this is no longer the case (when $b<\ell$ ), and in fact, we can see from Fig. 43(b) that a null particle falling into the black hole in region I is prevented from reaching the singularity by the presence of the defect. Instead, the particle passes through the defect and continues to propagate, eventually crossing the event horizon on the other side. It is interesting that it does not emerge in region I (as happens in the case $b>\ell$ ), but instead it emerges in region III. In this case, the two regions are not causally disconnected. It is also important to note that, while the null particle in region I crosses the horizon located at $t=+\infty$, it emerges in region III from the horizon located at $t=-\infty$ (which represents a white hole).

In relation to the previous subsection 9.3.2, we observe that ingoing PG coordinates $\left(T_{+}^{*}, y\right)$ cover only regions I and II (or alternatively their equivalent counterparts, regions III and IV). Instead, outgoing PG coordinates $\left(T_{-}^{*}, y\right)$
cover only regions IV and I (or alternatively II and III). However, we have seen (Fig. 43(b)) that the maximally extended defect metric (9.37) admits geodesics that move, for example, from region I to region III (passing through region II). As a result of these considerations, we conclude that the defect metric in ingoing PG coordinates Eq. 9.31) (or outgoing PG coordinates Eq. (9.35) is not geodesically complete (i.e. it contains geodesics that cannot be extended indefinitely).

### 9.3.3.1 Kruskal topology

We wish to discuss the topology of the defect metric (9.1) and of its maximal extension 9.37). We start by considering the simpler Schwarzschild metric.

The Schwarzschild metric in spherical coordinates is singular at $r=0$ and $r=\ell$, and so we can divide the manifold into an internal region $(r<\ell)$ and an external region $(r>\ell)$. The topology of the two region is

$$
\begin{cases}\mathcal{M}_{S}^{I}=P^{I} \times S^{2}, & P^{I}=\left\{(t, r) \in \mathbb{R}^{2} \mid 0<r<\ell\right\}  \tag{9.40}\\ \mathcal{M}_{S}^{E}=P^{E} \times S^{2}, & P^{E}=\left\{(t, r) \in \mathbb{R}^{2} \mid r>\ell\right\}\end{cases}
$$

Instead, the topology of the Schwarzschild metric in Kruskal coordinates is 100

$$
\begin{equation*}
\mathcal{M}_{S K}=\mathbb{R}^{2} \times S^{2} \tag{9.41}
\end{equation*}
$$

In this coordinate system, the horizon surface $r=\ell$ is not singular.
In the defect metric we have a similar situation whereby, in spherical coordinates, we need to divide the manifold into two regions. Using the diffeomorphism $r \rightarrow \rho=b / r$, we deduce that the topology is

$$
\begin{cases}\mathcal{M}_{d}^{I}=\mathbb{R} \times\left(\mathbb{R} P^{3}-D\right), & D=\left\{(\rho, \theta, \phi) \in \mathbb{R}^{3} \mid \rho \leq b / \ell\right\}  \tag{9.42}\\ \mathcal{M}_{d}^{E}=\mathbb{R} \times D^{E}, & D^{E}=\left\{(\rho, \theta, \phi) \in \mathbb{R}^{3} \mid 0<\rho<b / \ell\right\}\end{cases}
$$

In order to obtain the topology of the defect in Kruskal coordinates, we make a couple of considerations. First, we observe that the transformation law from spherical to Kruskal coordinates Eqs. (9.36) and (9.39) is a diffeomorphism (and hence a homeomorphism) in each separate region I, II, III, and IV. Second, the defect metric is diffeomorphic to the Schwarzschild metric for $r>b$. We can use this information to obtain the topology of the defect metric in Kruskal coordinates. To do so, we introduce a new length $b<a<\ell$ so that we can rewrite the defect manifold as

$$
\begin{cases}\mathcal{M}_{d}^{I 1}=\mathbb{R} \times\left(\mathbb{R} P^{3}-D^{\prime}\right), & D^{\prime}=\left\{(\rho, \theta, \phi) \in \mathbb{R}^{3} \mid \rho<b / a\right\}  \tag{9.43}\\ \mathcal{M}_{d}^{I 2}=P^{I 2} \times S^{2}, & P^{I 2}=\left\{(t, r) \in \mathbb{R}^{2} \mid a<r<\ell\right\} \\ \mathcal{M}_{d}^{E}=P^{E} \times S^{2}, & P^{E}=\left\{(t, r) \in \mathbb{R}^{2} \mid r>\ell\right\}\end{cases}
$$

We observe that $\mathcal{M}_{d}^{I 2} \cup \mathcal{M}_{d}^{E}$ is homeomorphic to the Schwarzschild manifold, and therefore its topology in Kruskal coordinates is again $\mathbb{R}^{2} \times S^{2}$. Conversely, the topology of $\mathcal{M}_{d}^{I 1}$ is unchanged when moving to Kruskal coordinates. We can use the transformation $r \rightarrow \rho=b / r$ again to map $\mathcal{M}_{d}^{I 2} \cup \mathcal{M}_{d}^{E}$ into the ball $D^{\prime}$ removed from $\mathcal{M}_{d}^{I 1}$. In doing so, we finally find that the topology of the defect metric in Kruskal coordinates is

$$
\begin{equation*}
\mathcal{M}_{d K}=\mathbb{R} \times\left(\mathbb{R} P^{3}-\{\text { point }\}\right) \tag{9.44}
\end{equation*}
$$

### 9.3.4 Penrose diagram

With a further conformal transformation 101

$$
\left\{\begin{array}{l}
\psi=\arctan (T+R)+\arctan (T-R),  \tag{9.45}\\
\xi=\arctan (T+R)-\arctan (T-R),
\end{array}\right.
$$

we can map the infinite-range Kruskal coordinates to a new set of finite-range coordinates, from which in turn we obtain the Penrose diagram of the defect metric (9.1) shown in Fig. 44


Figure 44: Penrose diagram of the defect metric (9.1) for $b<\ell$ (a) and $b>\ell$ (b). $i^{-}$and $i^{+}$indicate, respectively, past and future time-like infinities, $\mathfrak{I}^{-}$ and $\mathfrak{I}^{+}$indicate past and future null-like infinities, and $i^{0}$ indicates space-like infinity. The behavior of a radial null geodesic is shown in both cases (blue solid line).

As we observed in the previous subsection 9.3.3, when the radius of defect $b$ is smaller than its Schwarzschild radius $\ell$, the two asymptotically flat regions I and III become causally connected. Here, we want to show that this feature can be used to build a "time machine" with all the causal paradoxes involved. As a simple example, we can consider an emitter/receiver of electromagnetic radiation placed at a fixed distance from the defect in region I (we consider a spherical apparatus enclosing the defect). The apparatus is programmed to emit a signal radially directed toward the defect at a certain time, $t_{0}$, if it does not receive any signal from the defect before $t_{0}$. Similarly, in region III, someone has placed a mirror at a fixed distance from the defect (a spherical mirror enclosing the defect) so that the signal emerging from the defect is reflected back radially. Thus, the reflected signal emerges back in region I and, in certain circumstances, can reach the surface of the emitter before it has been emitted, hence preventing its own emission. This configuration is illustrated in Fig. 45 .


Figure 45: Penrose diagram showing a paradoxical closed time loop: A signal (blue solid line) reaches its source before it has been emitted, hence preventing its own emission.

### 9.3.5 Time-like geodesics

We turn now to the study of radial time-like geodesics $(\epsilon=1, L=0)$. The geodesic equation for the radial coordinate, Eq. 9.14, when $L=0$, is

$$
\begin{equation*}
\dot{y}^{2}+\frac{y^{2}+b^{2}}{y^{2}}\left(1-\frac{\ell}{\sqrt{y^{2}+b^{2}}}-E^{2}\right)=0 \tag{9.46}
\end{equation*}
$$

which, using the change of variables $r=\sqrt{y^{2}+b^{2}}$, becomes

$$
\begin{equation*}
\dot{r}^{2}=E^{2}-V(r), \quad V(r)=1-\frac{\ell}{r} . \tag{9.47}
\end{equation*}
$$

We can distinguish between three cases:

- $E>1$, where the energy of the particle is larger than the gravitational potential at infinity $(V(\infty)=1)$. The orbit is unbounded, the particle directed toward the defect passes through it and continues to propagate, reaching infinity with non-zero velocity.
- $E=1$, where the energy of the particle is equal to the gravitational potential at infinity. The particle reaches infinity with zero velocity.
- $E<1$, where the energy of the particle is smaller than the gravitational potential at infinity. The orbit is bounded, and so the particle cannot reach infinity but oscillates between two turning points passing through the defect.


### 9.3.6 $E>1$

We start by studying the first case, $E>1$. The solution of Eq. (9.47), in this case, has a simple form expressed parametrically in (hyperbolic) cycloidal form:

$$
\left\{\begin{array}{rl}
r(\eta) & =\frac{R}{2}\left(\cosh \left(\eta+\eta_{0}\right)-1\right),  \tag{9.48}\\
\tau(\eta) & =\frac{R}{2} \sqrt{\frac{R}{\ell}}\left(\sinh \left(\eta+\eta_{0}\right)-\eta+C\right),
\end{array} \quad R=\frac{\ell}{E^{2}-1}\right.
$$

That this is a solution of Eq. 9.47) can be verified by direct insertion:

$$
\begin{equation*}
\left(\frac{d r}{d \tau}\right)^{2}=\left(\frac{d r}{d \eta} \frac{d \eta}{d \tau}\right)^{2}=\frac{\ell\left(\cosh \left(\eta+\eta_{0}\right)^{2}-1\right)}{R\left(\cosh \left(\eta+\eta_{0}\right)-1\right)^{2}}=\frac{R \ell}{4 r^{2}}\left(\frac{4 r^{2}}{R^{2}}+\frac{4 r}{R}\right)=\frac{\ell}{r}+\frac{\ell}{R} \tag{9.49}
\end{equation*}
$$

Transforming back to the coordinate $y$, and imposing the conditions $y(0)=0$ and $\tau(0)=0$, we obtain

$$
\begin{cases}y^{(+)}(\eta)=+\sqrt{\frac{R^{2}}{4}\left(\cosh \left(\eta+\eta_{0}\right)-1\right)^{2}-b^{2}}, & \eta>0  \tag{9.50}\\ y^{(-)}(\eta)=-\sqrt{\frac{R^{2}}{4}\left(\cosh \left(\eta-\eta_{0}\right)-1\right)^{2}-b^{2}}, & \eta<0\end{cases}
$$

and

$$
\begin{cases}\tau(\eta)=\frac{R}{2} \sqrt{\frac{R}{\ell}}\left(\sinh \left(\eta+\eta_{0}\right)-\eta-\sinh \eta_{0}\right), &  \tag{9.51}\\ \tau>0 \\ \tau(\eta)=\frac{R}{2} \sqrt{\frac{R}{\ell}}\left(\sinh \left(\eta-\eta_{0}\right)-\eta+\sinh \eta_{0}\right), & \\ \eta<0\end{cases}
$$

where

$$
\begin{equation*}
\eta_{0}=\operatorname{arccosh}\left(\frac{2 b}{R}+1\right) \tag{9.52}
\end{equation*}
$$

Integrating the equation for the time coordinate $(9.28)$ is rather complicated in this instance. Fortunately, the result has been obtained for the Schwarzschild metric and we can transform it appropriately for the defect metric. We therefore obtain

$$
\begin{align*}
t^{( \pm)}(\tau)= & t_{0}^{( \pm)}-\frac{R}{2}\left(\frac{R}{\ell}+1\right)^{1 / 2}\left[\left(1-\frac{2 \ell}{R}\right) \eta-\sinh \left(\eta \pm \eta_{0}\right)\right]+ \\
& +\ell \log \left|\frac{(R / \ell+1)^{1 / 2}-\operatorname{coth}\left(\left(\eta \pm \eta_{0}\right) / 2\right)}{(R / \ell+1)^{1 / 2}+\operatorname{coth}\left(\left(\eta \pm \eta_{0}\right) / 2\right)}\right| \tag{9.53}
\end{align*}
$$

where the " + " sign corresponds to $\tau>0$, while the "-" sign has to be picked when $\tau<0$. The constant $t_{0}^{( \pm)}$has been chosen so that $t(0)=0$ :

$$
\begin{equation*}
t_{0}^{( \pm)}= \pm \frac{R}{2}\left(\frac{R}{\ell}+1\right)^{1 / 2} \sinh \eta_{0}+\ell \log \left|\frac{(R / \ell+1)^{1 / 2} \mp \operatorname{coth}\left(\eta_{0} / 2\right)}{(R / \ell+1)^{1 / 2} \pm \operatorname{coth}\left(\eta_{0} / 2\right)}\right| . \tag{9.54}
\end{equation*}
$$

Results are shown in Fig. 46 in coordinates $(r, \tau)$ and in Fig. 47 in Penrose coordinates.

### 9.3.7 $E=1$

The second case is the simplest to be solved. In fact, when $E=1$, Eq. (9.47) simplifies further and one gets

$$
\begin{equation*}
r(\tau)=\left(\frac{9 \ell}{4}\left(\tau \pm \tau_{0}\right)^{2}\right)^{1 / 3} \tag{9.55}
\end{equation*}
$$

which, rewritten in terms of the coordinate $y$ (and imposing $y(0)=0$ ), becomes

$$
\left\{\begin{array}{ll}
y^{(+)}(\tau)=+\sqrt{\left(\frac{9 \ell}{4}\left(\tau+\tau_{0}\right)^{2}\right)^{2 / 3}-b^{2}}, &  \tag{9.56}\\
& \tau>0, \\
y^{(-)}(\tau)=-\sqrt{\left(\frac{9 \ell}{4}\left(\tau-\tau_{0}\right)^{2}\right)^{2 / 3}-b^{2}}, & \\
\tau<0
\end{array} \quad \tau_{0}=\frac{2}{3} \sqrt{\frac{b^{3}}{\ell}}\right.
$$

Inserting this result into the equation for the time coordinate (9.28), we obtain

$$
\begin{cases}t^{(+)}(\tau)=\tau+t_{0}+\left[3(2 \ell)^{2}\left(\tau_{0}+\tau\right)\right]^{1 / 3}-\ell \log \left|\frac{1+\left(3 /(2 \ell)\left(\tau_{0}+\tau\right)\right)^{1 / 3}}{1-\left(3 /(2 \ell)\left(\tau_{0}+\tau\right)\right)^{1 / 3}}\right|, & \tau>0  \tag{9.57}\\ t^{(-)}(\tau)=\tau-t_{0}-\left[3(2 \ell)^{2}\left(\tau_{0}-\tau\right)\right]^{1 / 3}+\ell \log \left|\frac{1+\left(3 /(2 \ell)\left(\tau_{0}-\tau\right)\right)^{1 / 3}}{1-\left(3 /(2 \ell)\left(\tau_{0}-\tau\right)\right)^{1 / 3}}\right|, & \tau<0\end{cases}
$$

where again $t_{0}$ has been chosen so that $t(0)=0$ :

$$
\begin{equation*}
t_{0}=-\left[3(2 \ell)^{2} \tau_{0}\right]^{1 / 3}+\ell \log \left|\frac{1+\left(3 \tau_{0} /(2 \ell)\right)^{1 / 3}}{1-\left(3 \tau_{0} /(2 \ell)\right)^{1 / 3}}\right| \tag{9.58}
\end{equation*}
$$

Results are shown in Figs. 46 and 47

### 9.3.8 $E<1$

The case $E<1$ is complicated by the fact that the geodesics pass through the defect more than once. For the rest, the study of this case is similar to the first one $(E>1)$. The solution of Eq. 9.47) can again be expressed parametrically in (standard) cycloidal form, to produce

$$
\left\{\begin{array}{l}
r_{n}(\eta)=\frac{R}{2}\left(1+\cos \left(\eta-\eta_{n}\right)\right),  \tag{9.59}\\
\tau_{n}(\eta)=\frac{R}{2} \sqrt{\frac{R}{\ell}}\left(\eta+\sin \left(\eta-\eta_{n}\right)+C_{n}\right),
\end{array} \quad R=\frac{\ell}{1-E^{2}}\right.
$$

where the subscript $n$ indicates that we are considering only the $n$th cycle. Transforming back to the coordinate $y$ and imposing the conditions $y(0)=0$ and $\tau(0)=0$, we obtain

$$
\begin{cases}y_{0}^{(+)}(\eta)=+\sqrt{\frac{R^{2}}{4}\left(1+\cos \left(\eta+\eta_{0}^{(+)}\right)\right)^{2}-b^{2}}, & 0 \leq \eta \leq 2 \eta_{*}  \tag{9.60}\\ y_{0}^{(-)}(\eta)=-\sqrt{\frac{R^{2}}{4}\left(1+\cos \left(\eta+\eta_{0}^{(-)}\right)\right)^{2}-b^{2}}, & -2 \eta_{*} \leq \eta \leq 0\end{cases}
$$

and

$$
\begin{cases}\tau_{0}^{(+)}(\eta)=\frac{R}{2} \sqrt{\frac{R}{\ell}}\left(\eta+\sin \left(\eta+\eta_{0}^{(+)}\right)+C_{0}^{(+)}\right), & 0 \leq \eta \leq 2 \eta_{*}  \tag{9.61}\\ \tau_{0}^{(-)}(\eta)=\frac{R}{2} \sqrt{\frac{R}{\ell}}\left(\eta+\sin \left(\eta+\eta_{0}^{(-)}\right)-C_{0}^{(-)}\right), & -2 \eta_{*} \leq \eta \leq 0\end{cases}
$$

where $\eta_{0}^{( \pm)}=\mp \eta_{*}, C_{0}^{( \pm)}= \pm \sin \eta_{*}$, and $\eta_{*}$ is given by

$$
\begin{equation*}
\eta_{*}=\arccos \left(\frac{2 b}{R}-1\right) \tag{9.62}
\end{equation*}
$$

This solution is only valid for the 0 th cycle around the origin, $\eta \in\left(-2 \eta_{*}, 2 \eta_{*}\right)$.
When the geodesic returns to hit the defect surface $(y=0)$ at $\eta=2 \eta_{*}$ (or $\eta=-2 \eta_{*}$, if we consider the past direction), we have to update the integration constants for the next cycle $\left(\eta_{1}^{( \pm)}, C_{1}^{( \pm)}\right)$so that the solution will satisfy the conditions $y_{1}\left(2 \eta_{*}\right)=y_{0}\left(2 \eta_{*}\right)=0$ and $\tau_{1}\left(2 \eta_{*}\right)=\tau_{0}\left(2 \eta_{*}\right)$. This operation has to be applied to each cycle, and we obtain the result

$$
\begin{array}{ll}
\eta_{n}^{(+)}=-(4 n+1) \eta_{*}, & C_{n}^{(+)}=(4 n+1) \sin \eta_{*},  \tag{9.63}\\
\eta_{n}^{(-)}=-(4 n-1) \eta_{*}, & C_{n}^{(+)}=(4 n+1) \sin \eta_{*}
\end{array}
$$

At this point, it is easy to construct solutions $y(\eta), \tau(\eta)$ that are valid everywhere by replacing the constant $n$ in $\eta_{n}^{( \pm)}$and $C_{n}^{( \pm)}$with an $\eta$ dependent function $n(\eta)$ defined as

$$
\begin{equation*}
n(\eta)=\left\lfloor\frac{\eta}{4 \eta_{*}}\right\rfloor-\Theta(-\eta), \tag{9.64}
\end{equation*}
$$

where $\lfloor x\rfloor$ is the integer part of $x$ and $\Theta(x)$ is the Heaviside step function. Introducing also the function

$$
\begin{equation*}
n^{\prime}(\eta)=\left\lfloor\frac{\eta}{2 \eta_{*}}\right\rfloor-\Theta(-\eta) \tag{9.65}
\end{equation*}
$$

we can finally determine the general solutions $y(\eta)$ and $\tau(\eta)$ :

$$
\begin{align*}
& y(\eta)=y^{(+)}(\eta) \frac{1+(-1)^{n^{\prime}(\eta)}}{2}+y^{(-)}(\eta) \frac{1-(-1)^{n^{\prime}(\eta)}}{2}  \tag{9.66a}\\
& \tau(\eta)=\tau^{(+)}(\eta) \frac{1+(-1)^{n^{\prime}(\eta)}}{2}+\tau^{(-)}(\eta) \frac{1-(-1)^{n^{\prime}(\eta)}}{2} \tag{9.66b}
\end{align*}
$$

where $y^{( \pm)}(\eta), \tau^{( \pm)}(\eta)$ are

$$
\begin{align*}
y^{( \pm)}(\eta) & = \pm \sqrt{\frac{R^{2}}{4}\left(1+\cos \left(\eta+\eta_{n(\eta)}^{( \pm)}\right)\right)^{2}-b^{2}},  \tag{9.67a}\\
\tau_{0}^{( \pm)}(\eta) & =\frac{R}{2} \sqrt{\frac{R}{\ell}}\left(\eta+\sin \left(\eta+\eta_{n(\eta)}^{( \pm)}\right)+C_{n(\eta)}^{( \pm)}\right) . \tag{9.67b}
\end{align*}
$$

Again, we can obtain the time coordinate (Eq. 9.28) by transforming appropriately the result for the Schwarzschild metric. In this respect we find

$$
\begin{align*}
t^{( \pm)}(\eta)= & t_{0}^{( \pm)}(\eta)+\frac{R}{2}\left(\frac{R}{\ell}-1\right)^{1 / 2}\left[\left(1+\frac{2 \ell}{R}\right) \eta+\sin \left(\eta+\eta_{n(\eta)}^{( \pm)}\right)\right]+ \\
& +\ell \log \left|\frac{(R / \ell-1)^{1 / 2}+\tan \left(\left(\eta+\eta_{n(\eta)}^{( \pm)}\right) / 2\right)}{(R / \ell-1)^{1 / 2}-\tan \left(\left(\eta+\eta_{n(\eta)}^{( \pm)}\right) / 2\right)}\right| \tag{9.68}
\end{align*}
$$

where $t_{0}^{( \pm)}(\eta)$ is given by

$$
\begin{equation*}
t_{0}^{( \pm)}(\eta)=C_{n(\eta)}^{( \pm)}\left\{\frac{R}{2}\left(\frac{R}{\ell}-1\right)^{1 / 2}+\frac{\ell}{\sin \eta_{*}} \log \left|\frac{(R / \ell-1)^{1 / 2}+\tan \left(\eta_{*} / 2\right)}{(R / \ell-1)^{1 / 2}-\tan \left(\eta_{*} / 2\right)}\right|\right\} \tag{9.69}
\end{equation*}
$$

Results are shown in Figs. 46 and 47


Figure 46: Time-like radial geodesics expressed in coordinates $(r, \tau)$ for different energies. Note that we depict a section of the defect (the coordinate $r$ is positive both on the right and on the left of the $\tau$ axis, while the angular coordinate $\phi$ changes by $\pi$ ). Also shown are the horizon $r=\ell$ (black solid line) and the defect $r=b$ (black dashed line)

Referring to Fig. 47, we observe that time-like geodesics with $E<1$ are causality-violating curves. That is, they cross the horizon in region I at $t=+\infty$ and emerge (again in region I) from the horizon at $t=-\infty$, i.e. before they cross it in the first place. As a result, the paradoxical time machine described at the end of Sec. 9.3 .4 for null geodesics can be simplified for $E<1$ time-like geodesics, because we do not need to place a mirror in region III.

Since we would like to avoid paradoxes, we will study, in Sec. 10, a more realistic model of defect described as the result of a star collapse, where it is shown that closed time-like curves do not arise.

### 9.3.9 Closed time-like curves in a Skyrme exact solution

We now wish to discuss in this subsection geodesics in the defect solution obtained in Ref. [69] in the presence of matter. The framework introduced in that work describes a Skyrme scalar field $\Omega \in S O(3)$ that lives in a spacetime manifold with metric $g_{\mu \nu}$. The scalar field is governed by the standard Skyrme Lagrangian [102] plus another contribution [103], while the metric is governed by the standard Einstein Hilbert action [75]. Explicitly, the total action of the


Figure 47: Time-like radial geodesics in Penrose coordinates for $E>1$ (blue solid line), $E=1$ (green dot-dashed line), and $E<1$ (red solid line); the arrows indicate the direction of increasing proper time. The first two curves start at $i^{-}$in region I and terminate at $i^{+}$in region III, while the last curve oscillates between the two regions (along a causality-violating path).
model is

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}\left(\mathcal{L}_{\text {grav }, \mathrm{EH}}+\mathcal{L}_{\text {mat }, \text { kin }}+\mathcal{L}_{\text {mat,Skyrme }}+\mathcal{L}_{\text {mat,metastab }}\right) \tag{9.70}
\end{equation*}
$$

where the Lagrangian densities are given by

$$
\begin{align*}
& \mathcal{L}_{\text {grav }, \text { EH }}=\frac{1}{16 \pi G_{N}} R  \tag{9.71}\\
& \mathcal{L}_{\text {mat,kin }}=\frac{f^{2}}{4} \operatorname{tr}\left(\omega_{\mu} \omega^{\mu}\right)  \tag{9.72}\\
& \mathcal{L}_{\text {mat,Skyrme }}=\frac{1}{16 e^{2}} \operatorname{tr}\left(\left[\omega_{\mu}, \omega_{\nu}\right]\left[\omega^{\mu}, \omega^{\nu}\right]\right)  \tag{9.73}\\
& \mathcal{L}_{\text {mat,metastab }}=\frac{\gamma}{48 e^{2}}\left(\operatorname{tr}\left(\omega_{\mu} \omega^{\mu}\right)\right)^{2} \tag{9.74}
\end{align*}
$$

and $\omega_{\mu}=\Omega^{-1} \partial_{\mu} \Omega$. Moreover, the metric is constrained by the spherically symmetric Ansatz

$$
\begin{equation*}
d s^{2}=-e^{2 \tilde{\nu}\left(b^{2}+y^{2}\right)} d t^{2}+e^{2 \tilde{\lambda}\left(b^{2}+y^{2}\right)} d y^{2}+\left(y^{2}+b^{2}\right)\left(d z^{2}+\sin ^{2} z d x^{2}\right) \tag{9.76}
\end{equation*}
$$

and the scalar field is given by the Ansatz

$$
\begin{equation*}
\Omega=\cos \left(\tilde{F}\left(r^{2}\right)\right) \mathbb{1}-\sin \left(\tilde{F}\left(r^{2}\right)\right) \hat{x} \cdot \vec{S}+\left(1-\cos \left(\tilde{F}\left(r^{2}\right)\right)\right) \hat{x} \otimes \hat{x} \tag{9.77}
\end{equation*}
$$

where $\vec{S}=\left(S_{1}, S_{2}, S_{3}\right)$ is the vector of the $S O(3)$ generators and $r^{2}=y^{2}+b^{2}$.
Observe that, in setting $\tilde{F}\left(r^{2}\right)=0$, the matter Lagrangians evaluate to zero, meaning that the action 9.70 describes a vacuum spacetime from which one
can derive the vacuum solution (9.1). Another exact solution can be obtained by setting $\tilde{F}\left(r^{2}\right)=\pi$, which corresponds to a non-vanishing matter sector. It is precisely this metric whose geodesics we want to study. Explicitly, this solution, in the form of Eq. 9.2, is

$$
\begin{equation*}
d s^{2}=-A(y) d t^{2}+B(y) d y^{2}+W(y)\left(d z^{2}+\sin ^{2} z d x^{2}\right), \tag{9.78}
\end{equation*}
$$

with

$$
\begin{align*}
& A(y)=3 C_{2}^{2}\left(1+\frac{C_{1}}{\sqrt{y^{2}+b^{2}}}+4 \tilde{\eta}\left(\frac{1-\frac{4}{3} \gamma}{y^{2}+b^{2}}-1\right)\right)  \tag{9.79a}\\
& B(y)=\frac{\frac{y^{2}}{y^{2}+b^{2}}}{1+\frac{C_{1}}{\sqrt{y^{2}+b^{2}}}+4 \tilde{\eta}\left(\frac{1-\frac{4}{3} \gamma}{y^{2}+b^{2}}-1\right)}  \tag{9.79b}\\
& W(y)=y^{2}+b^{2} \tag{9.79c}
\end{align*}
$$

where $\tilde{\eta}=8 \pi G_{N} f^{2}$ and $C_{1}, C_{2}$ are two integration constants. Note that, by setting $\tilde{\eta}=0$ and $C_{2}=1 / \sqrt{3}$, this solution reduces to the vacuum solution with the identification $C_{1}=\ell$.

Another interesting case is obtained by choosing for the coupling constant the value $\gamma=3 / 4$. By setting $C_{2}=1 /(\sqrt{3}(1-\tilde{\eta}))$, defining $\tilde{\ell}=-C_{1} /(1-4 \tilde{\eta})^{3 / 2}$, and rescaling the coordinates to $t=\sqrt{1-4 \tilde{\eta} \tilde{t}}$ and $y=\sqrt{1-4 \tilde{\eta}} \tilde{y}$, the metric takes the form

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{\tilde{\ell}}{\sqrt{\tilde{y}^{2}+\tilde{b}^{2}}}\right) d \tilde{t}^{2}+\frac{\frac{\tilde{y}^{2}}{\tilde{y}^{2}+\tilde{b}^{2}}}{1-\frac{\tilde{\ell}}{\sqrt{\tilde{y}^{2}+\tilde{b}^{2}}}} d \tilde{y}^{2}+(1-4 \tilde{\eta})\left(\tilde{y}^{2}+\tilde{b}^{2}\right) d \Omega^{2} \tag{9.80}
\end{equation*}
$$

which is equivalent, in the radial and temporal coordinates, to the vacuum solution 9.1. From this fact, we can see immediately that all the results derived in the previous sections for the vacuum massive solution (since they concern only the radial motion) are also valid for the solution with matter for the particular choice $\gamma=3 / 4$. In particular, the appearance of closed time-like curves, discussed at the end of Sec. 9.3.4 for null-like radial geodesics and at the end of Sec. 9.3 .8 for time-like geodesics, affects also the metric 9.80 obtained in the presence of matter.

To obtain the geodesics for a generic value of $\gamma$, we need to insert the expressions 9.79 into the equations (9.11) and 9.13. Explicitly, for a massless particle $(\epsilon=0)$ moving along a radial trajectory $(L=0)$, these equations become

$$
\begin{align*}
& \dot{t}=\frac{E}{3 C_{2}^{2}\left(1+\frac{C_{1}}{\sqrt{y^{2}+b^{2}}}+4 \tilde{\eta}\left(\frac{1-\frac{4}{3} \gamma}{y^{2}+b^{2}}-1\right)\right)},  \tag{9.81a}\\
& \dot{y}^{2}=\frac{y^{2}+b^{2}}{y^{2}} E^{2}, \tag{9.81b}
\end{align*}
$$

where the radial equation is equal to that in the vacuum (9.26) whose solution, we recall, is 9.27)

$$
y(\tau)= \begin{cases}y^{(+)}(\tau)=\sqrt{E^{2}(\tau+b / E)^{2}-b^{2}}, & \tau>0  \tag{9.82}\\ y^{(-)}(\tau)=-\sqrt{E^{2}(\tau-b / E)^{2}-b^{2}}, & \tau<0\end{cases}
$$

Substituting this result into the equation for the time variable, we obtain

$$
t(\tau)= \begin{cases}t^{(+)}(\tau), & \tau>0  \tag{9.83}\\ t^{(-)}(\tau), & \tau<0\end{cases}
$$

where

$$
\begin{align*}
t^{(+)}(\tau)= & t_{0}+E \tau+\frac{\ell}{2} \log \left[3 ( 1 - 4 \eta ) \ell ( E \tau + b ) \left(1-\frac{4(1-4 / 3 \gamma) \eta}{\ell(E \tau+b)(1-4 \eta)}-\right.\right. \\
& \left.\left.-\frac{E \tau+b}{\ell}\right)\right]+\frac{\ell^{2}-\frac{8(1-4 / 3 \gamma) \eta}{1-4 \eta}}{\sqrt{\ell^{2}-16 \eta \frac{1-4 / 3 \gamma}{1-4 \eta}}} \operatorname{arctanh}\left(\frac{\ell-2(E \tau+b)}{\sqrt{\ell^{2}-16 \eta \frac{1-4 / 3 \gamma}{1-4 \eta}}}\right), \\
t^{(-)}(\tau)= & t_{0}+E \tau-\frac{\ell}{2} \log \left[3 ( 1 - 4 \eta ) \ell ( b - E \tau ) \left(1-\frac{4(1-4 / 3 \gamma) \eta}{\ell(b-E \tau)(1-4 \eta)}-\right.\right. \\
& \left.\left.-\frac{b-E \tau}{\ell}\right)\right]+\frac{\ell^{2}-\frac{8(1-4 / 3 \gamma) \eta}{1-4 \eta}}{\sqrt{\ell^{2}-16 \eta \frac{1-4 / 3 \gamma}{1-4 \eta}}} \operatorname{arctanh}\left(\frac{\ell-2(E \tau+b)}{\sqrt{\ell^{2}-16 \eta \frac{1-4 / 3 \gamma}{1-4 \eta}}}\right), \tag{9.84}
\end{align*}
$$

where we have set, for simplicity, $C_{1}=-\ell(1-4 \eta)$ and $C_{2}=1 /(\sqrt{3}(1-4 \eta))$, and $t_{0}$ has been chosen so that $t(0)=0$. This solution is compared with the vacuum solution (9.29) in Fig. 48


Figure 48: Time component of the null-like radial geodesic with matter, Eq. (9.84), (blue solid line) compared with the same component obtained in vacuum, Eq. 9.29), (red dashed line). For this particular plot we used $\eta=0.15$ and $\gamma=5$, but analogous results are obtained for other values of $\eta$ and $\gamma$, and in particular for $\eta=0$ the two curves coincide.

From Fig. 48, we see that, even for a generic value of $\eta$ and $\gamma$, the radial null geodesics with matter are qualitatively equivalent to the radial null geodesics in the vacuum, apart for a shift in the event horizon given by

$$
\begin{equation*}
r_{h}=\sqrt{y_{h}^{2}+b^{2}}=\frac{1}{2}\left(\ell+\sqrt{\ell^{2}-16 \eta \frac{1-4 / 3 \gamma}{1-4 \eta}}\right) . \tag{9.85}
\end{equation*}
$$

We see that this expression reduces to the standard result ( $r_{h}=\ell$ ) for $\eta=0$ or $\gamma=3 / 4$. From this fact, we can immediately conclude that the same features
that characterize the vacuum's radial geodesics, in particular the appearance of closed time-like curves (due to the causally connectedness of the two asymptotically flat regions that appear in the maximal extension of the metric), must also affect the radial geodesics of the defect metric in the presence of matter.

## 10 Star collapse

In the previous section, we saw that the maximally extended defect metric 9.1) contains causality-violating geodesics. However, as pointed out also for the standard Schwarzschild metric [104], it could be that this metric is not a realistic description of a physical object such as a black hole. In fact, it describes a static eternal geometry, though one might expect that a black hole can originate only as the result of some physical process such as the collapse of a star. Here, we want to study this process in order to verify that, in this more realistic scenario, causality-violating paths are not possible.

In the simplest model of collapse [105, 75], the star is represented by a ball of dust with uniform density and zero pressure. The interior of the star is described by the FLRW (closed) metric

$$
\begin{equation*}
d s_{I}^{2}=-d \tau^{2}+a^{2}(\tau)\left(d \chi^{2}+\sin ^{2} \chi d \Omega^{2}\right) \tag{10.1}
\end{equation*}
$$

where the radial coordinate is given by $r=a(\tau) \sin \chi$. The (vacuum) region outside the star is described by the Schwarzschild metric

$$
\begin{equation*}
d s_{E}^{2}=-\left(1-\frac{\ell}{r}\right) d t^{2}+\frac{d r^{2}}{1-\ell / r}+r^{2} d \Omega^{2} \tag{10.2}
\end{equation*}
$$

The evolution of the star's interior geometry is determined by the Friedmann equations, and one obtains in cycloidal form

$$
\begin{align*}
& a(\eta)=\frac{a_{0}}{2}(1+\cos \eta) \\
& \tau(\eta)=\frac{a_{0}}{2}(\eta+\sin \eta) \tag{10.3}
\end{align*}
$$

and for the density

$$
\begin{equation*}
\rho(\eta)=\frac{3}{\pi a_{0}^{2}}(1+\cos \eta)^{-3} \tag{10.4}
\end{equation*}
$$

The evolution of particles on the star's surface $R_{*}(\tau)$ is described by radial time-like geodesics in the Schwarzschild metric (Eq. 9.59)):

$$
\begin{align*}
& R_{*}(\eta)=\frac{R_{0}}{2}(1+\cos \eta), \\
& \tau(\eta)=\frac{R_{0}}{2} \sqrt{\frac{R_{0}}{\ell}}(\eta+\sin \eta) . \tag{10.5}
\end{align*}
$$

Note that, since the pressure is zero, the motion of particles inside the star (at an initial position $r_{0}$ ) is also described by radial time-like geodesics in a Schwarzschild metric (determined this time by the mass contained in the sphere of radius $r_{0}$ ).

By matching the internal and external solutions at the star's surface, one obtains the identifications

$$
\begin{equation*}
R_{0}=a_{0} \sin \chi_{0}, \quad \ell=a_{0} \sin ^{3} \chi_{0} \tag{10.6}
\end{equation*}
$$

From these equations, we see that the star collapses from its initial radius $R_{*}=$ $R_{0}$ at $\eta=0$, to the singularity $R_{*}=0$ at $\eta=\pi$, where the density $\rho$ becomes infinite.

We want to modify this model by adding a transition at some critical density $\rho_{c}$, where the topology of spacetime changes and the defect appears. Furthermore, we assume that the defect size $b$ is equal to the size of the region whose density has reached $\rho_{c}$. Since the density of the star is uniform in this model, the entire star reaches the critical density at the same proper time $\tau_{c}$. Consequently, the entire star is transformed simultaneously to a defect whose size is given by

$$
\begin{equation*}
b=R_{*}\left(\tau_{c}\right) \tag{10.7}
\end{equation*}
$$

After this transition, spacetime is described by the defect metric 9.1. This scenario is illustrated in Fig. 49 .


Figure 49: Fig. (a) section of a star collapsing into a defect in coordinates $(r, \tau)$. The horizon $r=\ell$ is represented by a black solid line, the defect $r=$ $b$ is represented by a black dashed line, and the region of critical density is represented by a orange wavy line. Note that the entire star experiences a topology change at the same proper time $\tau_{c}$. Fig. (b) density evolution $\rho(\tau)$ from Eq. (10.4).

It is important to note that topology changes in classical general relativity are not allowed [12, 106, but they can possibly occur in a quantum theory of gravity. Consequently, we can infer that the critical density $\rho_{c}$ may be related to the Planck density $\rho_{P}=m_{P} / l_{P}^{3} \simeq 5.1 \times 10^{96} \mathrm{~kg} / \mathrm{m}^{3}$.

We can now turn to analyze the behavior of a null particle moving toward the defect along a radial geodesic. Since both the star's surface and the approaching null particle are moving toward the defect, we can represent both of them in PG coordinates (Sec. 9.3.2). This is shown in Fig. 50


Figure 50: Section of the collapsing star in PG coordinates; note that the topology change (orange wavy line) is not simultaneous in this frame. Also depicted is a null radial geodesic and the shrinking of the horizon (black solid line) perceived by the null particle inside the star.

One can observe that, in this reference frame, the topology change does not occur at the same time. Moreover, the radial null geodesic, which after crossing the defect $r=b$ is moving backward in time, ends its path on the star's surface. If the null particle is not interacting (or weakly interacting) with the star, it can continue to propagate inside the star. In this case, its path will end in the region of critical density at which the topology change occurs. In fact, inside the star, the particle is still propagating in a Schwarzschild metric, where the only mass which contributes to the gravitational field is that contained in a sphere of radius equal to the particle's position (as happens for the star's internal layers). This produces a shrinking of the horizon, as shown in Fig. 50 Since, in this reference frame, the particle cannot cross the horizon in a finite amount of time, it must fall into the critical region $\rho_{c}$.

One could argue that this phenomenon is due to the particular choice of PG coordinates, which are not good for representing outgoing geodesics. Therefore, in Fig. 51, we illustrate the same process in Kruskal and Penrose coordinates. We observe that in these coordinates the behavior of the null geodesics is the same as described for the PG coordinates. The particle that has entered the horizon can either stop at the star's surface (and be dragged into the $\rho_{c}$ region), or propagate inside the star until, once again, it reaches the surface of topology change.

From these diagrams, we see also that only one asymptotically flat region (I) appears, and there is no anti-horizon. In this case, the outside of the black hole is safe from causality-violating paths.


Figure 51: Kruskal (a) and Penrose (b) diagrams of the defect originating by a collapsing star. In this case spacetime does not contain causality-violating paths (at least it the outside region I).

## Part VI

## Conclusions

In this thesis, we have studied different classical models of spacetime foam in different frameworks. The differences between these models reside mainly in the particular representation of spacetime fluctuations, which we have modeled using different types of topological defects. In particular, we were interested in investigating how these models affect the propagation of particles, which was achieved by calculating the particles' modified dispersion relations. As we discussed in part there is in fact a realistic chance to observe the effects of spacetime fluctuations experimentally, or at least to use the experimental results to place constraints on the parameters of the models. Here, we summarize the results taken from these studies.

## 11 Summary of the results

In part II, we investigated how to construct a Lorentz-invariant spacetime foam model. We observed that this is feasible, provided one uses point-like topological defects and distributes them in spacetime according to a sprinkling process. Then, we calculated the dispersion relations of scalar and vector particles in this spacetime foam model, observing that Lorentz invariance is maintained in the results as well. In particular, the only effect of the distribution of defects on the scalar field is a rescaling of the mass of the field observed in the modified dispersion relation (3.33). For the photon field we found instead that the presence of defects does not produce any modification in the dispersion relation, see Eq. (4.102). However, in a PT symmetric extension of the model considered, the photon dispersion relation is modified as well and is given by Eq. 4.115, from which we find that, in certain circumstances, the photon can become massive.

In part III. we considered different types of static extended topological defects with the same topological structure but different differential structures. In Sec. 5. we studied a type of defect obtained by removing a ball from the spatial hypersurface of Minkowski spacetime and identifying antipodal points on its boundary. Such a defect was used in Ref. 67] to build a spacetime foam model where the propagation of electromagnetic waves was modified according to the modified dispersion relation (5.46), which describes a dispersive medium. We generalized this result to the case of a massive defect obtaining, for electromagnetic waves, the dispersion relation 5.114. We note that this dispersion relation predicts that spacetime should become opaque to low-energy photons. Since no such effect is observed in nature, we are led to rule out this model as a realistic description of spacetime foam.

In Sec. 6, we introduced a second type of defect obtained in Ref. [69] as a vacuum solution of general relativity. This new defect is homeomorphic but not diffeomorphic to the previous one, and we showed that, consequently, the scalar solutions of the Klein-Gordon equation in the two cases are different (see Eqs. (6.32), (6.34). In particular, the two solutions exhibit different behaviors under parity (see Fig. 14). Then, we calculated the dispersion relations for
scalar waves in the two cases (i.e. considering two spacetime foam models with the same characteristics but based on different types of defects), showing that these results are different, too. We also observed that, for the scalar field, both spacetime foam models describe a non-dispersive medium with a modified refractive index (see Eqs. 6.70).

From the scalar solution for the second type of defect, we were able to obtain the corresponding electromagnetic solutions and calculate the modified dispersion relation for photons (see Eq. 66.120). We observed that, also in this case and differently from what happens with the first type of defects, the spacetime foam model describes a non-dispersive medium with a modified index of refraction.

In part IV, we created a numerical program to study the propagation of a scalar field in a regular lattice filled with a distribution of extended topological defects (obtained by removing sites from the lattice and identifying opposite points on the boundary). The program is based on a simple Metropolis algorithm employed to calculate the modified propagator of the scalar field. First, we examined the case of a distribution of extended time-dependent defects, obtaining a result analogous to that of part II] i.e. that the only modification to the dispersion relation is a rescaling of the mass of the scalar field. See Eq. 8.13) for the dispersion relation obtained in 2 dimensions, and Eqs. 8.16) and (8.17) for the dispersion relations in 3 and 4 dimensions. Next, we considered the case of static extended defects, for which we obtained a result analogous to that obtained in part III for scalar particles. In other words, the static spacetime foam model describes a non-dispersive medium with a modified index of refraction. In particular, we obtained the modified dispersion relations in 3 and 4 dimensions given by, respectively, Eqs. 8.19) and 8.22. Observe that the latter expression resembles the analytic result given by Eq. 8.23).

In part V, we investigated the subject from a different perspective. In fact, instead of regarding the topological defects as representations of the microscopic fluctuations of spacetime, we considered one of these defects in the context of black hole physics. As previously mentioned, the second type of defect discussed in part $\sqrt{\text { III }}$ (which is a vacuum solution of general relativity) has been suggested to provide a regularization to the Schwarzschild black hole. Here, we considered a black hole described by this type of defect, and studied the geodesics of this solution. We found that the main difference with respect to the standard Schwarzschild black hole is that, in this case, the two asymptotically flat regions that appear in the maximal extension of the solution are causally connected (in the Schwarzschild case they are not). A consequence of this fact is that closed time-like curves are allowed to appear, as shown in Figs. 45 and 47 . We also showed that an analogous situation arises in the case where matter is present.

Lastly, we studied the case in which the black hole is not eternal but has been originated by the collapse of a star. We observed that, in this case, closed timelike curves are forbidden and the model is safe from causal paradoxes (see Figs. 50 and 51). This result seems to indicate that the defect solution can provide a consistent description of black holes that avoids the problem of singularity, provided that the black hole is not eternal but is the result of a star collapse. Note, however, that this scenario is based on the assumption that a mechanism of topology change occurs at some point, and this can only be accounted for in
a quantum theory of gravity. It must also be pointed out that this regularized solution requires the relaxation of the elementary flatness condition 87.

## 12 Discussion

The scope of this thesis was to study the topological structures of spacetime and to investigate how these structures can influence the propagation of particles. This idea is motivated by the search for experimental evidence of quantum gravity. Nontrivial topological structures of spacetime are expected to be the result at the microscopic scale of quantum gravitational fluctuations. Gaining an understanding of how these structures modify the propagation of particles can lead to predictions, which, constrained by experimental observations, in turn can help to understand quantum gravitational interactions.

This study can be viewed as part of a more general investigation into the effects of topological structures of spacetime; see, for example, Refs. [39, 107, 40, 109, 108, 67, 68, 69. The approaches that we adopted (in particular in parts II and III) are based on the works of Ref. [40] and Ref. [67], and represent an extension of these studies. We observe that the approaches of these two works are completely different and that, as pointed out in the latter article (Ref. [67]), the first is less general than the second. As we have seen in part II], the framework of Ref. 40] is valid only for chiral gauge theories, while the framework of Ref. 67, which studies the direct interaction between photons and defects, does not depend on the chirality of the theory. However, both approaches have important characteristics that make them useful.

In the framework of Ref. [40] it is manageable to study time-dependent defects, and so we used it in part $\Pi$ to formulate a Lorentz-invariant model of spacetime foam. In the framework of Ref. [67], instead, the investigation of timedependent defects is much more complicated, which is one of the motivations that led us to develop a lattice model of spacetime foam in part IV, where the study of time-dependent extended defects presents no difficulties. On the other hand, the approach of Ref. 67] is more suitable to investigating the particular structure of the defects, and so we used it in part III to compare the effects of different types of static topological defects (described in Refs. 67, 68, and in Ref. 69). From this comparison, we find the most interesting result of this thesis, i.e. the implications of spacetime defects on particle propagation do not depend solely on the topological structure of the defects but also on their differential structure.

We observed that the analytic results of parts II and III for scalar fields are in agreement with the numerical results of partIV. This is interesting, especially for the case of time-dependent defects. In fact, the analytic results of part II are obtained for point-like defects (which are Lorentz-invariant), while the numerical results of part $I V$ concern extended defects (which are not Lorentz-invariant). An analytic investigation into extended time-dependent defects is necessary, in order to better understand this point.

One must bear in mind that, lacking any direct experimental evidence of spacetime foam, it is very difficult to draw definitive conclusions on the topic, so all experimental results must be considered model-dependent. Spacetime foam is usually expected to cause Lorentz violations which imply the vacuum must be depicted as a dispersive medium. Particles in such a context display
modified dispersion relations of the form found in Eq. 1.20). Most of the current experiments are based on this assumption, a typical example of which is the measurement of the time of flight of photons, which Eq. 1.20 predicts to be energy-dependent. However, the assumption of a dispersive spacetime is not a general result, and in many cases, as in those studied in this thesis, spacetime foam turns out to describe a non-dispersive medium for which these kinds of experiments are irrelevant (the velocity of propagation does not depend on the photon energy in this case).

When the distribution of topological defects is explicitly Lorentz-invariant, we saw in part II that no modifications in the dispersion relation of photons appear (at most, in certain circumstances, the photon can become massive). For a distribution of extended static defects, which explicitly breaks Lorentz invariance, we would expect to obtain modified dispersion relations corresponding to a dispersive medium. Nevertheless, we observed in part III that, for electromagnetic waves, this is the case only when the defects are not solutions of general relativity. When the defect manifold is a vacuum solution of general relativity, the corresponding spacetime foam model describes a non-dispersive medium.

In this latter case the defect manifold, whose geodesics we studied in part V, can also serve to regularize the Schwarzschild black hole. We observed that the regularization can be used consistently (without the appearance of paradoxical time-machines), albeit only for non-eternal black holes and under the condition of allowing for mechanisms of topology change.
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[^0]:    ${ }^{1}$ In certain cases, some residual divergence may be left. However, if the theory can be renormalized, this residual divergence can be absorbed into other parameters of the theory.

[^1]:    ${ }^{2}$ Following Ref. 67], we use Gaussian units 74.

[^2]:    ${ }^{3}$ This is not the only possibility, as there is another suitable form for the metric, but it is not relevant to our discussion.

[^3]:    ${ }^{4}$ In a finite lattice, the phase transition does not happen sharply at one critical point, but is smeared over a critical region where there is an increasing probability of observing the transition.

