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1 Introduction

With the development of the scanning tunneling microscope (STM) in 1982 [1], and the
atomic force microscope (AFM) in 1986 [2], the idea to probe single molecules electri-
cally and mechanically turned to an achievable goal. Already ten years earlier the theoret-
ical concepts were developed, Aviram and Rathner proposed a molecular diode [3]. That
diode should mimic the semiconductor p-n junction and substituent groups were used to
withdraw (n doped) or accept (p doped) electrons of the molecular π-system [3].

But before single molecule functionalities could be probed, first the more stable metal-
lic atomic-size contacts were formed [4]. Here it was found, that with increasing distance
between the two gold electrodes, the conductance decreases stepwise and is further given
by multiples of the conductance quantum G0 = 2e2/h. Rubio et al. [4] used an AFM
to measure the force which is necessary to break a contact. They found this force to be
1.5 nN, for junctions which showed a conductance of 1G0. A combination of conduc-
tance measurements and transmission electron microscopy allowed to produce images of
the contact configuration of a atomic contact [5, 6]. The electron microscope image in
Fig. 1.1 (a) shows a configuration where an atomic gold chain connects the electrodes.

(b) (c)(a)

Figure 1.1: (a) Electron microscope image of a gold chain [6]. (b) Conductance as a function
of the electrode displacement for a gold contact (top) and molecular junction (below). The
corresponding junction geometry is shown on the right. (c) Conductance histograms that are
constructed from several conductance measurements as shown in (b). (b,c) From Ref. [7]
with slight modifications.
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1. Introduction

A significant part of the work, attempting to measure the conductance of a single
molecule, was performed using a more stable mechanically controlled break junction
(MCBJ) setup [8]. The stability of this device allowed the measurements to be carried
out at room temperature. The MCBJ setup consists of a flexible substrate which serves
as platform for two electrodes [9]. Those electrodes are mounted in such a way that their
distance can be controlled by bending the substrate. To measure the conductance of a
single molecule it is necessary to attach electrodes to that particular molecule. In this
way it is possible to form the intended junction geometry, as shown in Fig. 1.1 (b). The
challenge here is to synthesize anchor groups which establish the molecule-metal bond.
Molecules equipped with those functional groups form self-assembled monolayers on a
metallic surface.

In addition, the conductance of single molecules was measured using a STM setup as
well [7]. One advantage of the STM setup is the low thermal contact between tip and
substrate. Therefore it was possible to impose a temperature gradient across the molecule
and measure the thermoelectric response [10]. In particular the Seebeck coefficient of a
single molecule was measured. Originally the measurement of the Seebeck coefficient
was performed to clarify the level alignment of the molecular orbitals with respect to the
Fermi energy of the electrodes. Here a positive Seebeck coefficient corresponds to p-type
(hole) charge carriers, so the transport mechanism is governed by the occupied molecular
orbitals and vice versa. Already at this early stage the possibility of molecular thermo-
electric energy conversion was pointed out [10]. Nowadays many research groups focus
on the heat transport properties of molecular junctions. The efficiency of a thermoelectric
device is characterized by the so-called figure of merit ZT = S2GT/κ. To gain high
yield from an energy converter, it is desirable to maximize ZT . Therefore materials have
to be designed to show a high Seebeck coefficient S, a high electric conductance G but
low thermal conductance κ. The heat conductance due to the electronic system is approx-
imately given by the Wiedemann-Franz law. However, what is mostly neglected is the
contribution to the heat conductance that originates from phonons.

In modern electronic devices it is important to control the heat flow on the nanoscale.
Here it is crucial to remove the heat from the operating parts to maintain functionality.
The local heating of a device can be probed using a STM equipped with a nanoscale ther-
mocouple at its tip. With such a setup the local heat dissipation in the STM tip connected
to single-molecule junctions was probed [11].

But despite of all these achievements, single molecule experiments suffer from the
uncertainty that there is no direct way to explicitly determine the atomistic junction ge-
ometry. In case of the atomic size contacts it was possible to obtain electron microscope
images of the contact, as shown in Fig. 1.1 (a). The conductance of a single-molecule
junction is obtained by a statistical analysis of the measurements. For that reason the con-
ductance is measured as a function of the electrode displacement, as shown in Fig. 1.1 (b).
These measurements are summarized in conductance histograms as shown in Fig. 1.1 (c).
The peak in the conductance histogram with the lowest conductance values is regarded as
the single molecule conductance. After the single molecule conductance is found it is pos-
sible to stop the electrode displacement if that specific conductance is measured. Under
the assumption that the conductance value corresponds to a unique junction geometry, it is
possible to access the current voltage characteristic of a single molecule contact. To gain
more insight into this particular issue combined efforts from theory and experiment are
needed. First principles calculations are performed to shed more light on the properties
of the metal-molecule interface as well as on the geometrical configuration of molecular
junctions.
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Outline
The thesis is divided into two major parts. These start after we give a short introduction

to the methods which were used to describe electronic as well as phononic properties of
the molecular junctions. Part I is devoted to our investigations on the electric properties
of molecular junctions. During my work I used the schemes developed by Fabian Pauly
for the elastic electron transport [12] as well as the inelastic electron tunneling spectrum
calculations by Marius Bürkle and Janne Viljas [13, 14]. Part II focuses on the heat
transport properties of molecular junctions. At the end the reader finds a summary of the
presented work.

Discussing the electric properties of molecular junctions in Part I, we focus first on
two anchor groups commonly used to establish the molecule-metal bond. Namely we
focus on amine and thiol terminated octane molecules in Chap. 3. Motivated by mea-
surements in the group of Prof. Scheer in Konstanz, we simulate the stretching of the
molecular junctions. We calculate the mechanical stability, the conductance properties as
well as the inelastic electron tunnel spectra of the molecular junctions. Next in Chap. 4
we investigate the elastic and inelastic transport properties of π-stacked molecules. In
particular we use paracyclophane molecules, whose unique geometry is exploited to an-
alyze π stacking. These molecules consist of benzene fragments whose distance is fixed
by a scaffold constructed by ethane chains. The fact that those molecules bind to the elec-
trodes directly via their π electrons deserves special attention. In Chap. 5 we analyze the
properties of the inelastic electron tunneling spectra, for molecular junctions that show
the destructive quantum interference. It leads to a suppressed elastic conductance, and
we study the effect of electro-phonon-interaction on the conductance. We close the first
part with Chap. 6, where we focus on the crossover from coherent to incoherent transport
as the molecular length increases. Here we investigate polymers of different length and
include decoherence by adding Büttiker probes.

In Part II we analyze the heat and thermoelectric transport through molecular junctions.
In Chap. 7 we present our scheme which is used to calculate the phonon mediated heat
transport. For that purpose we determine the phonon structure using density functional
theory. That is the same level of theory, that was employed before, to obtain the elec-
tronic structure. Furthermore, we discuss the heat transport through atomic gold chains
and compare our findings to a model that considers nearest neighbor interactions realized
by spring constants. The focus turns to molecular junctions in Chap. 8, again. Here, we
analyze the heat conductance of π-stacked molecular systems. We compare the phonon
mediated heat transport to the contributions from electrons. Later we provide an estimate
for the efficiency of the thermoelectric energy conversion using these molecules as mate-
rial. Benzene derivatives are also considered in this context, in Chap. 9. Our focus in the
latter studies is more on the influence of mechanical stress on the transport properties.
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2 Concepts of molecular electronics

This chapter provides a short introduction to the fundamental concepts and methods used
by our investigations in the field of molecular electronics. Here we give a summary of the
basic schemes which were also discussed in several text books [15–21]. The system that
we like to understand is a molecular junction. It consists of a molecule that is attached
to two metal leads. The spatial configuration can be described by an electrode-molecule-
electrode geometry. In the following we use ab-initio methods to describe the electronic
as well as the phononic structure on the atomic scale.

We begin our discussion with the time-independent Schrödinger equation. To describe
N electrons at the positions ~rj and M nuclei at positions ~RA in the infinite system the
Schrödinger equation is:

ĤΨi

(
~r1, . . . , ~rN , ~R1, . . . , ~RM

)
= EiΨi

(
~r1, . . . , ~rN , ~R1, . . . , ~RM

)
. (2.1)

The Hamilton operator Ĥ contains five parts. The kinetic energy of the electrons T̂e, the
kinetic energy of the nuclei T̂n, the Coulomb energy of the electrons V̂e, the Coulomb
energy of the nuclei V̂n and the Coulomb energy of nuclei and electrons V̂n−e. In atomic
units the Hamiltonian is:

Ĥ = −
N∑
j=1

∇2
j

2︸ ︷︷ ︸
=Te

−
M∑
A=1

∇2
A

2MA︸ ︷︷ ︸
Tn︸ ︷︷ ︸

kinetic energy

+
N∑
j<k

1

|~rj − ~rk|︸ ︷︷ ︸
Ve

+
M∑
A<B

ZAZB∣∣∣~RA − ~RB

∣∣∣︸ ︷︷ ︸
Vn

−
N∑
j=1

M∑
A=1

ZA∣∣∣~rj − ~RA

∣∣∣︸ ︷︷ ︸
Vn−e︸ ︷︷ ︸

potential energy

.

(2.2)
The operator ∇j/A is the gradient with respect to the coordinate of electron j or the coor-
dinate of the nucleus A. The mass of nucleus A is MA and the corresponding charge is
ZA. As we will see in the next chapters there are some approximations and schemes to
treat Eq. (2.1) as accurately and fast as possible.

Born Oppenheimer approximation
To separate the degrees of freedom of nuclear and electronic movement we use the

Born-Oppenheimer approximation as explained in Refs. [22]. The idea is that the faster
and lighter weighted electrons follow the much heavier nuclei on a short timescale. There-
fore the motion of the electrons is calculated first treating the position of the nuclei as con-
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2. Concepts of molecular electronics

stant. To treat that in a mathematical language we consider the wavefunction as a product
of a part Ψ

(i)
e describing the electrons and a part Φ

(i)
n describing the nuclei

Ψi

(
~r1, . . . , ~rN , ~R1, . . . , ~RM

)
= Φ(i)

n

(
~R1, . . . , ~RM

)
Ψ(i)
e

(
~r1, . . . , ~rN ; ~R1, . . . , ~RM

)
.

(2.3)
With that ansatz it is possible to obtain a Schrödinger equation describing electrons and
one that only treats the nuclear degree of freedom. The electronic part is: N∑

j=1

∇2
j

2me

+
N∑
j<k

1

|~rj − ~rk|
−

N∑
j=1

M∑
A=1

ZA∣∣∣~rj − ~RA

∣∣∣︸ ︷︷ ︸
Vext(~rj)

Ψ(i)
e = E(i)

e (~R1 · · · , ~RM)Ψ(i)
e , (2.4)

Here it is worth to mention that the electronic properties still depend on the position of
the nuclei, but not on their dynamics. The language is such that the electronic properties
depend parametrically on the position of the nuclei. The Coulomb potential, that de-
scribes the interaction of electrons and nuclei, is thus considered as an external potential
V
(
~R1, . . . , ~RM

)
of charges at fixed positions.

The nuclei follow: M∑
A=1

~P 2
A

2MA

+
M∑
A<B

ZAZB∣∣∣~RA − ~RB

∣∣∣ + E(i)
e (~R1 · · · , ~RM)

Φ(i)
n = HnΦi

n = E(i)
n Φ(i)

n . (2.5)

Here the interaction between nuclei is changed by the electrons and forms a effective
potential V .

Here we used the approximation that the term, which couples Eq. (2.4) and Eq. (2.5):

M∑
A=1

1

2MA

[
Φn

~P 2
AΨe + 2

(
~PAΦn

)(
~PAΨe

)]
, (2.6)

can be neglected.

2.1 Density functional theory
In this section we briefly introduce density functional theory (DFT) following closely

Ref. [16]. This method is widely used to calculate an approximate solution for the ground
state of the electronic Schrödinger equation given in Eq. (2.4). But its fundamental con-
cepts, the two Hohenberg-Kohn (HK) Theorems [17], are applied in a broader context.
We only give a motivation for the HK Theorems. The interested reader finds their proofs
in the literature [18–21].

Hohenberg-Kohn Theorem 1
The external potential Vext(~r) is a unique functional of n (~r), apart from a trivial addi-

tive constant.
The electron density of the ground state is given by:

n (~r) = N

∫
d~r2 · · · d~rN

∣∣Ψ(0)
e (~r, ~r2, . . . , ~rN)

∣∣2 (2.7)

Here and in the following we omit the dependence of the electronic ground state wave
function Ψ

(0)
e on the core positions ~RA.
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2.1. Density functional theory

To extract from n (~r) the potential Vext(~r) we need the charge and the position of
the nuclei as well as the number of electrons in the system. The number of electrons
is determined by the norm of the electron density. Both the charge and the position of
the nuclei can be extracted from n (~r) due to the cup condition at the core position in
n (~r) [23], in principle. If we can write down the external potential Vext(~r), we know the
entire Hamiltonian of the system and therefore we might be able to solve the Schrödinger
equation. Theoretically that scheme allows to determine all properties of the electron
system from the solution of the Schrödinger equation. In the density functional theory
we then restrict ourselves to determine the ground state energy E0. The just described
scheme is often illustrated by:

n (~r)⇒
{
~RA, ZA, N

}
⇒ Vext (~r)⇒ Ĥ ⇒ E0 (2.8)

So the ground state energy is given as a functional of the ground state electron density
E0 = E [n (~r)].

Hohenberg-Kohn Theorem 2
The functional that delivers the ground state energy is minimized by the ground state

electron density.

E0 ≤ E [ñ (~r)] (2.9)

The second HK theorem gives us a tool to search for the ground state electron density
by minimizing the energy functional that is assumed to be known. So it is possible to
invert the scheme from Eq. (2.8) and therefore we have a bijective map:

n (~r)⇔ E0. (2.10)

Kohn-Sham Approach
The basic idea leading to the Kohn-Sham (KS) equations is to approximate the kinetic

energy of the interacting electrons by the kinetic energy of a system formed from nonin-
teracting particle. Therewith it is possible to obtain one fraction of the energy functional
within an iterative scheme described in the following.

We can write the energy functional as:

E [n] = Ts [n] +
1

2

∫
d~r
∫

d~r′
n (~r)n (~r′)

|~r − ~r′|
+

∫
d~rn (~r)Vext (~r) + Exc [n] (2.11)

Here Ts [n] is the kinetic energy of the noninteracting electrons. The second term is the
classical Coulomb interaction of the electrons and the third is the Coulomb interaction of
the electrons with the nuclei. Everything we do not know is absorbed in the exchange-
correlation functional Exc [n].

The KS wave functions φi (~r) are the solutions of the one electron Schrödinger equa-
tion (

− ~2

2me

∇2 + Veff (~r)

)
︸ ︷︷ ︸

=FKS

φi (~r) = εiφi (~r) . (2.12)

That equation describes noninteracting electrons. The effective external potential Veff

is fixed by demanding that the ground state electron density of the interacting system
coincides with the ground state density of the KS system (i.e. a noninteracting electron
system).

11



2. Concepts of molecular electronics

To calculate the ground state density of the KS system we sum over the occupied KS
orbitals - the first N orbitals with the lowest KS energies εi

n (~r) =
N∑
i

|φi (~r)|2 . (2.13)

We insert that expression in the energy functional. Using a Lagrange multiplier it is
ensured that the KS orbitals are orthonormal and the Euler-Lagrange equations give an
expression for the effective potential Veff (~r)

Veff (~r) =
δExc [n (~r)]

δn (~r)
+

N∑
i

∫
d~r1
|φi (~r1)|2

|~r1 − ~r|
+ Vext (~r) . (2.14)

The first part is called the exchange-correlation potential Vxc. Because the effective po-
tential depends on the KS orbitals, the solution can only be found self-consistently.

The KS scheme provides an approximation to the kinetic energy of the interacting elec-
tron system. But the left-over, unknown terms are just duped into the exchange correlation
part Exc of the functional. Practical applications need some approximation for Exc. The
most widely used approximations are called the local density approximation (LDA) and
the generalized gradient approximation (GGA) functionals.

Local basis functions
To solve the KS equations it is convenient to introduce a set of local basis functions

{ϕµ}. We expand the KS-Orbitals in this set of functions

φi (~r) =
L∑
µ

cµiϕµ (~r) , (2.15)

In our case those ϕµ are Gauss functions as implemented in TURBOMOLE [24]. These
functions approximate the orbitals known from the hydrogen atom. Practically the benefit
of this choice is that integrals of Gauss functions have an analytic solution. Clearly the
prize is that the basis set is not orthogonal and the overlap matrix

Sµν =

∫
d~rϕµ (~r)ϕν (~r) . (2.16)

is in general not diagonal. If we expand the molecular orbitals φi in terms of the local
basis functions ϕµ, we can write the KS equations (see Eq. (2.12)) as

L∑
ν

(Fµν − εiSµν) cνi = 0, (2.17)

where the Kohn-Sham matrix is

Fµν =

∫
d~rϕµ (~r)FKSϕν (~r) . (2.18)

Gradients of the total energy
Within DFT it is also possible to predict the structure of molecules. Therefore it is

necessary to find the spacial arrangement of the nuclei with the lowest total energy E
(including nucleus-nucleus Coulomb interactions). Usually the (local) minimum is found
by shifting the atoms along the gradients of E and calculating the total energy of the new
geometry again. This iterative scheme is standard for DFT implementations, and it is
referred to as optimizing a structure.
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2.2. Elastic electron transport

2.2 Elastic electron transport
In the following we will investigate molecular junctions which are build out of two

leads on the left and right side attached to a molecule in the center. An example is shown
in Fig. 2.1. In this section we will give a short introduction to the basic scheme to describe
those molecular junctions following Refs. [12, 15]. Here the ballistic electron transport is
treated within the Landauer-Büttiker formalism using a Greens function scheme. First it
is assumed that the direct interaction between the left and right electrode can be neglected
compared to the coupling between the electrodes and the molecule. Using a local basis
set allows to separate the Hamiltonian H and the overlap matrix S in blocks coupling L,
C and R:

H =

 HLL HLC 0
HCL HCC HCR

0 HRC HRR

 ; S =

 SLL SLC 0
SCL SCC SCR

0 SRC SRR

 . (2.19)

In the following we will apply the Greens function formalism to describe the transport of
electrons. The Greens function, that describes the kinetics of electrons in the center can
be expressed as:

Gr
CC (E) =

[
SCCE

+ −HCC − Σr
L (E)− Σr

R (E)
]−1

= [Ga
CC (E)]† . (2.20)

Here E+ = E + iη with η > 0 allows to select the retarded rather than the advanced
Greens function. The interaction of electrons between C and the lead X = {R,L} can be
described using the embedding self energies ΣX and the linewidth broadening matrices
ΓX :

Σr
X (E) = (ESCX −HCX) grXX (E) (ESCX −HXC) , ΓX = 2Im {Σr

X} (2.21)

where we used the Greens function g to describe the properties of electrons in the decou-
pled leads. It is given by

grXX (E) =
[
SXXE

+ −HXX

]−1
. (2.22)

The current through this system is given by:

I =
2e

h

∫
dE Tr {ΓL (E)Gr

CC (E) ΓR (E)Ga
CC (E)}︸ ︷︷ ︸

=Tel(E)

(fL (E)− fR (E)) . (2.23)

L C R

Figure 2.1: L: metal lead on the left, C: central part or extended molecule (usually a molecule
plus metal atoms), R: metal lead on the right.
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2. Concepts of molecular electronics

Here we used the Fermi function fX (E) = [exp {(E − µX) /kBTX}+ 1]−1 for the left
and right electrode X ∈ L,R, which are considered to be at equilibrium.

The conductance in the Landauer-Büttiker picture is:

G = G0Tel (EF ) = G0Tr {ΓL (EF )Gr
CC (EF ) ΓR (EF )Ga

CC (EF )} (2.24)

Where we introduce the conductance quantum G0 = 2e2/h.

2.3 Elastic phonon transport
Similarly as we treated the electric transport through molecular junctions in Sec. 2.2

we will derive the phonon transport through molecular junctions in this section. Following
Refs. [25–27], we use a Greens function scheme to describe the ballistic phonon transport.
We start with the Hamilton operator for the nuclei from Eq. (2.5). Using the harmonic
approximation to describe the potential energy V around the ground state geometry gives

Hn =
M∑
A=1

~P 2
A

2MA

+ V
(
~R1, . . . , ~RM

)
≈

3M∑
l=1

P 2
l

2Ml

+
1

2

3M∑
l,s

Ql
d2V

dRldRs

∣∣∣∣
Q=0

Qs. (2.25)

Here the index l denotes collectively the atomic sites A and the three Cartesian coordi-
nates. The displacement of the nucleus from its ground state position R0

l is given by
Ql = Rl − R0

l . With Q = 0 we refer to the geometry where all displacement Ql are
zero. Clearly the first order term ∼ dV/dR|Q=0 vanishes. The second derivatives can
be combined in the Hessian matrix. The indices l and s include all M atoms and their 3
Cartesian coordinates. By using mass weighted coordinates,

ql =
√
MlQl and pl =

Pl√
Ml

, (2.26)

the Hamiltonian becomes

Hn =
1

2

∑
l

p2
l +

1

2

∑
ls

qlKlsqs, Kls =
1√
MlMs

d2V

dRldRs

∣∣∣∣
Q=0

. (2.27)

Here we introduced the force constant matrix K. In the mass-weighted coordinates the
canonical commutation relations are

[qk, pl] = i~δkl, [qk, ql] = 0, [pk, pl] = 0. (2.28)

We separate the terms in the Hamiltonian Hn in L, C and R as indicated by Eq. (2.19).
To find the phonon heat current we calculate the energy that flows out of lead L

J = −Ė = −
〈
ḢLL

〉
= − i

~
〈[H,HLL]〉 =

C∑
i

L∑
j

〈pjqi〉Kij. (2.29)

We describe the displacement ql of the nuclei l using a Greens function scheme. The real
time Greens functions are defined as:

Dr
kl(t, t

′) = − i
~

Θ(t− t′) 〈[qk(t), ql(t′)]〉 (2.30)

Da
kl(t, t

′) =
i

~
Θ(t′ − t) 〈[qk(t), ql(t′)]〉 (2.31)

D<
kl(t, t

′) = − i
~
〈ql(t′)qk(t)〉 (2.32)

D>
kl(t, t

′) = − i
~
〈qk(t)ql(t′)〉 (2.33)
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2.3. Elastic phonon transport

It is a bit unusual to use the displacement rather than the phonon creation operator. But
since the ql fulfill the commutation relations in Eq. (2.28) and appear quadratic in the
Hamiltonian, there is no restriction. The phonon current is

J = i~
∂

∂t

L∑
i

C∑
j

D<
ij(t, t

′)Kij

∣∣
t=t′

. (2.34)

Further we will switch to the frequency space using the Fourier transformation

f(ω) =

∫
dteiωtf(t), (2.35)

f(t) =

∫
dω

2π
e−iωtf(ω). (2.36)

Assuming steady state, the Greens function depends only on the time difference and the
Fourier transformation gives

J =

∫ ∞
0

dω

2π
~ωTr (KCLD

<
LC(ω)−D>

CL(ω)KLC) . (2.37)

Here, D<
ij(−ω) = D>

ji(ω) was used, and Tr is the trace of the matrix.
Now it is most convenient to get rid of terms that couple L and C. Therefore the

equation of motion for the Greens function G≶ is calculated by applying the Langreth
rules to the equation of motion of the time-ordered contour Greens function. Finally, we
also use the basic expression Dr −Da = D> −D< and find:

J =

∫ ∞
0

dω

2π
~ωTr (Π>

L(ω)D<
CC(ω)− Π<

L(ω)D>
CC(ω)) , (2.38)

here the phonon embedding self energy Π is

Π≷,a,r
X (ω) = KCXd

≷,a,r
X (ω)KXC , (2.39)

where X ∈ {L,R} and the dX (ω) are the Greens function of the uncoupled leads. Be-
cause the leads are macroscopic systems, we assume that they are in equilibrium. There-
fore the phononic energy states are occupied according to the Bose function

bX(ω) =
1

e~ω/kBTX − 1
. (2.40)

The lead Greens functions d≶X (ω) are

d<X(ω) = bX(ω) (drX(ω)− daX(ω)) (2.41)
d>X(ω) = (bX(ω) + 1) (drX(ω)− daX(ω)) (2.42)

We use the Keldysh equation for the central Greens function D<
CC and the current is

J =

∫ ∞
0

dω

2π
~ω Tr {ΛL(ω)Dr(ω)ΛR(ω)Da(ω)}︸ ︷︷ ︸

=Tph(ω)

(bL(ω)− bR(ω)) . (2.43)

Here the coupling ΛX (ω) = 2Im {Πr
X(ω)}was used and we introduced the phonon trans-

mission Tph (ω).
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2. Concepts of molecular electronics

2.4 Thermoelectric transport coefficients
In the last sections we presented the derivation of the electron and phonon current

through the molecular junction. With them at hand the thermoelectric properties can be
calculated. First we treat the electronic degree of freedom. Here the transport coefficients
due to voltage gradients ∆V or temperature gradients ∆T can be summarized by:(

I
Q

)
=

(
G L
M K

)(
∆V
∆T

)
, (2.44)

where I is the electron current from Eq. (2.23) and the heat current Q due to electrons is
[15, 28]

Q =
2

h

∫
dE (E − EF )Tel (E) [fL (E)− fR (E)] . (2.45)

To provide a vivid interpretation, each electron carries the heat energy of (E − EF )
through the junction. In linear response we can expand the difference of the Fermi func-
tion in the first order of ∆µ = µL − µR = −e∆V as well as ∆T = TL − TR. We set
T = (TL + TR)/2 and µ = (µL + µR)/2 ≈ EF . Then the transport coefficients can be
calculated. The temperature dependent conductance is

G =
I

∆V

∣∣∣∣
∆T=0

= G0

∫
dE
(
− ∂f
∂E

)
Tel (E) = G0K0, (2.46)

the Seebeck coefficient can be calculated using

S = − ∆V

∆T

∣∣∣∣
I=0

=
L

G
= − K1

eTK0

, (2.47)

and the heat conductance of the electronic system is

κel = − Q

∆T

∣∣∣∣
I=0

= −
(
K − ML

G

)
=

2

hT

(
K2 −

K2
1

K0

)
(2.48)

Here, we used the integrals

Kn =

∫
dETel (E)

[
− ∂f
∂E

]
(E − µ)n . (2.49)

Additionally, the phonons contribute to the heat transport as well. The phonon current
J in Eq. (2.43) is the amount of heat transported through the contact by the phonons.
Therefore in linear response the phonon heat conductance is:

κph = − J

∆T

∣∣∣∣
I=0

= kB

∫ ∞
0

dω
2π
Tph(ω)~ω

(
db(ω)

dT

)
. (2.50)

With the described thermoelectric transport coefficients we are able to estimate the effi-
ciency of a thermoelectric device build with molecular junctions. For this purpose usually
the figure of merit

ZT =
GS2T

κel + κph
(2.51)

is used [29].

16



2.5. Inelastic electron current due to electron-phonon scattering

Fock Hartree

Figure 2.2: Diagrams of first order in the electron-phonon interaction. They contribute to the
inelastic electronic current. The solid line is a electron propagator and the wiggly line is the
phonon propagator

2.5 Inelastic electron current due to electron-phonon scat-
tering

Following Refs. [13, 14] the electron-phonon interaction in molecular junctions is
treated in the C part of the geometry that is sketched in Fig. 2.1. The full Hamiltonian is:

Ĥ = Ĥe + Ĥn + Ĥn−e (2.52)

The electron-phonon interaction can be written with electron creation (annihilation) oper-
ators d (d†) and phonon creation (annihilation) operators b (b†), as

Ĥn−e =
∑
ij

∑
α

d†iλ
α
ijdj

(
bα + b†α

)
(2.53)

The electron-phonon interaction λ is calculated by

λαij =

(
~

2ωα

)∑
l

〈j| ∂Ĥ
∂Rl

∣∣∣∣∣
~R0

|i〉 C
α
l√
Ml

, (2.54)

where Cα is the eigenvector of the force constant matrix K, defined in Eq. (2.27). The
Cα are given by

KCα = ω2
αC

α, (Cα)T C = 1. (2.55)

Here ωα is the phonon frequency. The perturbation theory yields two corrections to the
Eq. (2.23):

δIel =
4e

~

∫
dE
2π

Tr {ΓLGrΣ>
e-vibG

rΓRG
a} (fL − fR) (2.56)

Iinel =
2e

~
i

∫
dE
2π

Tr {GaΓLG
r [fLΣ>

e-vib − (fL − 1) Σ<
e-vib]} (2.57)

Here Σe-vib is the self-energy due to the Hartree and Fock diagrams, shown in Fig. 2.2,
that is the first non-vanishing order in the electron phonon interaction. The expression for
Σe-vib and further details on the formalism can be found in Refs.[13, 14].
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Part I

Properties of molecular junctions
revealed by electron transport
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3 Characteristics of amine-ended and
thiol-ended alkane single-molecule
junctions revealed by inelastic
electron tunneling spectroscopy

In this chapter we present our results obtained in collaboration with the group of Prof.
Elke Scheer (University of Konstanz). On the experimental side Youngsang Kim mea-
sured properties of molecular junctions to characterize different anchor groups.

In molecular electronics anchor groups are used to bind molecules to metal electrodes.
To investigate the properties of two different anchor groups, which are widely used in
molecular electronics, we focus on two octane molecules synthesized with thiol- and
amine-anchors. They are called octane-dithiol (ODT) and octane-diamine (ODA), re-
spectively.

To analyze the properties of amine and thiol anchors, we model the mechanics of the
experimental setup, as described in Sec. 3.1. In Sec 3.2 we show the calculated open-
ing curve and discuss the conductance mechanism. In Sec 3.3 we present the calculated
inelastic electron tunneling spectroscopy (IETS), in which we analyze the metal anchor
group vibration modes as well as the agreement with experiments.

3.1 Modeling molecular junctions: geometrical and me-
chanical properties

The most commonly used techniques to measure the conductance of single molecules
are either the scanning tunneling microscope or the MCBJ method. In the group of Prof.
Scheer MCBJs are used [30]. The MCBJ setup is shown in Fig. 3.1 (a). It is build as fol-
lows. A 80 nm thick gold layer is deposited on top of a flexible substrate. The form of the
gold layer is shaped such that the central part is narrow. Ideally the conductance through
the central part is due to a few gold atoms. The substrate below this constriction is etched
away to form a free standing bridge, well separated from the substrate. If the substrate
is bent, the free-standing bridge is stretched. A rod is used to bend the substrate. This
rod pushes against the substrate from below. The contact breaks if the substrate is bent
strongly enough. The distance between the two electrodes can be controlled with the rod.
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3. Characteristics of amine-ended and thiol-ended alkane single-molecule junctions
revealed by inelastic electron tunneling spectroscopy
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Figure 3.1: (a) Scanning electron microscopy image of a mechanically controllable break-
junction (MCBJ). (b) Conductance traces of ODT (black) and ODA (red) molecular junctions
and the conductance histogram obtained from many conductance traces. Junction geometries
for ODT (c) and ODA (d) at different electrode displacements and evolution of the force
(e) that acts on the electrode during the stretching process. In (c) and (d) the displacement
distance, measured with respect to the initial geometry, is listed above the respective junction
structure. At the first ODT structure the direction of the force is indicated - in that direction
the gold electrode is pulled. At the bottom, fixed and relaxed junction regions during the
stretching process are indicated.
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3.1. Modeling molecular junctions: geometrical and mechanical properties

To measure the conductance of a single-molecule junction, the molecules are provided
to the region of the free standing bridge in solution. The molecules bind to the surface
of the gold electrodes. After removing the solution, a mono-layer of molecules remains.
The contact is opened and closed repeatedly, while the conductance is recorded. Here
the conductance G is measured as a function of the electrode displacement. Examples of
the so-called conductance traces are plotted in Fig. 3.1 (b). Due to the statistical charac-
ter of the experiments the conductance is analyzed using conductance histograms. The
junctions with the lowest stable conductance, as indicated by the position of the lowest
conductance peak, are supposed to correspond to single-molecule junctions.

To calculate the electrical as well as mechanical properties of the molecular junctions
we use DFT as implemented in TURBOMOLE. We used the BP86 functional [31, 32]
and the def2-SV(P) basis set [33]. The total energy is converged to a precision better
than 10−6 a.u., the structure optimizations are carried out till the maximum norm or the
gradients have fallen below 10−4 a.u.. The position of atoms in the electrodes is fixed as
indicated in Fig. 3.1.

In theory, we model the process of pulling the electrodes apart, in order to describe
the mechanical deformation during the pulling process. Especially on an atomic scale we
gain insight how the junction is deformed and eventually breaks upon stretching. The
extended central cluster (ECC) that mimics the molecular junction at different electrode
displacements, is shown in Fig. 3.1. At the first geometry the electrode displacement is
by definition 0.00 Å. That geometry is constructed so that the molecule is not elongated.
To construct this ECC we start from a geometry where the molecule is situated in front of
one gold electrode. From that geometry we extract the gold-molecule binding geometry,
after we minimized the gradients. In case of the ODT molecule we protect the second
thiol anchor by means of a hydrogen atom. In a second step the ECC geometry is formed
using the just extracted binding motives. After relaxing this structure we obtain the ECC
geometry labeled as 0.00 Å in Fig. 3.1. Both gold electrodes attached on the left and
right side are modeled using 20 gold atoms. From those, 16 atoms are located at fixed
positions. The fixed atoms are at the fcc lattice positions. We describe transport along the
〈111〉 lattice direction of gold. Therefore the electrodes are oriented accordingly.

To model the stretching of the molecular junction, the fixed gold atoms are shifted by
0.1 a.u. on both sides. Then we relax the new geometry. That procedure is repeated until
the contact breaks. Analyzing the deformations during the pulling process, we find that the
amine anchors do not deform the gold electrodes. The rupture is at the amine gold bond.
The picture is different, if we use thiol anchors. Here the sulfur-gold bond is so strong
that the gold electrode is deformed. A gold chain is pulled at an electrode displacement
of around 2.75 Å. The contact breaks at an electrode displacement of around 4.34 Å.
The rupture occurs at the gold-gold bond of the pulled chain and a gold atom from the
electrodes stays with the molecule, as shown in Fig. 3.1. This shows that the thiol-gold
bond is much stronger than the amine-gold bond.

To make a more precise statement, we calculate the force that is necessary to pull the
electrodes apart. That force is plotted in Fig. 3.1 (e). We determine that force by calcu-
lating the total energy of the ECCs at each electrode displacement. From that the force is
determined by differentiating the total energy with respect to the electrode displacement
using finite differences. Here we find that the sulfur-gold bond withstands at least 1.8 nN,
before the gold chain is pulled out of the electrode at about 2.75 Å. In addition we deter-
mine that the pulled gold chain resists a force of approximately 1.3 nN before the rupture
occurs. The force a gold chain can withstand is measured as 1.5 nN using a AFM [34].
On the other hand the amine-gold bond breaks much earlier at an electrode displacement
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Figure 3.2: Molecule length and bond lengths at the molecule-electrode interfaces as a func-
tion of the electrode displacement for (a) ODT and (b) ODA junctions, respectively.

of about 1.4 Å. At that point the force is approximately 1 nN.
According to our theoretical investigations, the binding energy of the amine-gold bond

(0.92 eV) is significantly weaker than that of the thiol-gold bond (1.76 eV) for the binding
in top position as shown in Fig. 3.1. We determine the binding energy by cleaving the
Au-molecule-Au junction geometry labeled 0.00 Å in Fig. 3.1 at one of the Au-molecule
bonds. Then we subtract the total energy of the intact system from the sum of the separate
parts.

In Fig. 3.2 we show various characteristic lengths in the molecular contacts as a func-
tion of the electrode displacement. For ODT these are the Au-S distances at each interface
between the sulfur and the gold atom closest to it and the molecule length measured as
the distance between the sulfur atoms. For the ODA junction we show the Au-N distance,
accordingly as well as the N-N distance, that mimics the molecular length. We find that
the Au-S bonds in ODT are elongated by ∼ 0.15 Å at most as compared to their initial
values, while the Au-N bonds in ODA are stretched by ∼ 0.3 Å before contact rupture.
The stronger Au-S bonds also lead to larger elongations of the alkane molecule. Thus,
we find for ODA that the N-N distance changes by ∼ 0.15 Å during stretching (the N-N
distance change from 11.6 Å to 11.75 Å), while the modification can amount up to 0.4 Å
for ODT (the S-S distance change from 12 Å to 12.4 Å).

3.2 Conductance as a function of the electrode displace-
ment

In experiment the conductance is measured while the electrodes are pulled apart. For
a better understanding, we performed simulations of the stretching of ODT and ODA
single-molecule junctions using a DFT-based scheme. Besides the equilibrium structures
at the different elongation stages, we determined the conductance within the Landauer-
Büttiker formalism. We find it to range between 1 · 10−4G0 and 3 · 10−4G0 for ODT
contacts and between 4 · 10−5G0 and 6 · 10−5G0 for ODA, as shown in Fig. 3.3 (a).
Analyzing the conductance histogram measured in the experiments reveals a conductance
of (7.0± 1.2) · 10−5G0 for the ODT molecule and a conductance of (3.0± 0.5) · 10−5G0

for the ODA molecule. Compared to the experiment, the conductance is overestimated in
both cases by a factor of around 3. This may be related to uncertainties in the description
of the alignment of the molecular states and the metal Fermi energy, as well as the band
gap problem of DFT [35–38]. However, the deviations appear acceptable, considering the
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3.2. Conductance as a function of the electrode displacement
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Figure 3.3: (a) Calculated conductance of ODT and ODA junctions as a function of the elec-
trode displacement. The kink in the ODT trace around 2.8 Å indicates the formation of a
gold chain. The simulated atomic arrangements, shortly before and after the chain forms, are
shown in Fig. 3.1. (b) Transmission for electrode displacement of 0.0 Å. The solid lines show
the total transmission, the dashed lines show the contribution of a single transmission channel.
The inset shows the isosurface plots of the eigenwavefunctions that correspond to the plotted
transmission channels at the Fermi energy.

lack of knowledge with respect to the precise contact geometry. The reduced conductance,
by a factor of around 5, for similar junction geometries of ODA as compared to ODT is
in qualitative agreement with the experimental observations and previous reports in the
literature [38, 39].

In order to determine the transport properties, we compute the energy-dependent trans-
mission as shown in Fig. 3.3 (b), for the electrode displacement of 0.00 Å. We obtain the
conductance in units of G0 = 2e2/h as the value of the transmission at the Fermi energy
EF . Following the scheme of Ref. [12], we extract bulk parameters, as needed for the
construction of the surface Green’s functions, from spherical 429 atom gold clusters in a
separate step. The spherical Au429 clusters also yield the value EF = −5 eV for the BP86
functional.

Analyzing the energy-dependent transmission in Fig. 3.3 (b) we find that the trans-
mission at the Fermi energy is dominated by one transmission channel for both ODA and
ODT. It can be described by a Lorentz-like shape. For ODT there is a second transmission
channel τODT

2 approximately 0.5 eV below the Fermi energy. The corresponding scatter-
ing state of that transmission channel

∣∣ϕODT
2

〉
at the Fermi energy is shown in the inset of

Fig. 3.3 (b). Here the π state of the sulfur couples to the electrodes. This results in an
apparently almost blocked transmission channel at the Fermi energy. While the transmis-
sion at the Fermi energy is clearly dominated by the first transmission channel the second
transmission channel results in a small kink in the transmission at the corresponding res-
onance energy. The first transmission channel utilizes the σ orbitals of the ODT and their
resonance energy is about 1.4 eV below the Fermi energy. Similar to ODT, we find the
charge transport to be hole-like for the ODA junctions, where the resonance dominat-
ing the conductance is positioned ∼ 2 eV below EF and arises mainly from hybridized
molecular electronic states located on the amines with σ character. We find that the trans-
port for both ODT and ODA is dominated by electronic states with a high weight on the
anchoring groups of the molecules and is slightly more off-resonant for ODA than ODT.

In experiments the electrode displacement can be measured in an indirect manner. It is
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the length of the conductance plateau in the opening curves. For ODT a statistical analysis
results in 30 ± 11 Å while for ODA only 11 ± 3 Å are measured. In contrast the simu-
lations for ODT revealed a plateau length of about 4.4 Å, while it is for ODA with about
1.4 Å clearly smaller. Although the relative change between ODT and ODA agrees with
experiment, the discrepancy in the absolute values between experiment and the theory is
a factor of about 10. We attribute this to the fact that we start in our calculations with
rather straight molecules bonded to the ends of gold tips, as shown in Fig. 3.1. In the ex-
periments, the molecules can be twisted and stretched upon elongation, or their anchoring
group may "slide" along the metallic electrodes on both sides toward the tip ends. This
explains why the plateau length measured for ODA is peaked at around 12 Å, the length of
the isolated ODA molecule (N-N distance shown in Fig. 3.2). For ODT deformations of
the metal electrode can arise in addition, which we cannot account for entirely in the cal-
culations due to the limited amount of flexible atoms in the Au electrodes. Nevertheless,
the experimental and theoretical results consistently suggest that strong mechanical de-
formations of the gold electrodes are involved for ODT, possibly including the formation
of a gold chains, while such deformations are essentially absent for ODA.

In the calculated opening curve, shown in Fig. 3.3 (a), we find a kink feature for the
ODT molecular junction. That feature is at the electrode displacement of around 2.75 Å
where the gold chain is pulled from the electrodes. In case of ODA we find a smooth
conductance plateau. We use the appearance of kinks in the conductance plateaus as
an indication of chain formation or, more generally, a mechanical deformation of the
gold electrodes. The measured conductance traces were analyzed in that respect. The
measured conductance plateaus usually exhibit a negative slope throughout the whole
stretching process, as shown in Fig. 3.1 (b). Therefore, we identify a kink by a change of
the conductance-distance slope from negative to positive. The analysis of the measured
conductance traces reveals that the kink feature is present in 45% of the ODT junctions,
while only 15% of the ODA junctions revealed that feature. Hence, the low percentage of
the kinks in ODA junctions signals that the amine anchors do not cause strong mechanical
deformations of the gold electrodes during stretching.

3.3 Inelastic electron tunneling spectra
To gain more insights into the geometry realized in the molecular junctions we cal-

culate the IETS. Following the experiments, we calculate the IETS at 4.2 K and broaden
our calculated spectra by an ac voltage of 6 mV (root-mean-square) [41, 42]. We nor-
malize the second derivative of the I(V ) curve by the differential conductance in order to
compensate for the conductance change of the molecular junction. The IETS amplitude
is defined as

IETS =
d2I

dV 2
/

dI
dV

.

In Fig. 3.4 (a) and (b) we show the measured as well as calculated IETS for the ODT
and ODA molecular junction. Here we show the low-energy regime of the IETS spec-
tra, that is for voltage below 200 mV, which is regarded as the "fingerprint regime" of a
molecular junction, because the fundamental vibrational modes typically fall in this en-
ergy range. We observe prominent molecular vibrational peaks for both ODT and ODA
molecular junctions. Due to the many modes contributing to the IETS for voltages below
25 mV, these energies are excluded from the discussion here. But we will come back to
them when we consider the interface vibrational modes.

The calculated IETS spectra were obtained for the geometries with an electrode dis-
placement of 0.00 Å, as shown in Fig 3.2. We compare them to experimental spectra
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3.3. Inelastic electron tunneling spectra

(a) (b)

Figure 3.4: Comparison of experimental (solid lines) and theoretical (dashed lines) IETS
spectra of (a) ODT and (b) ODA single-molecule junctions. Experimental results are obtained
from the lock-in second-harmonic signals at 4.2 K. The vertical lines show the peak positions
in the theoretically obtained spectra, and modes of the same character are summarized by
horizontal lines. The character of the modes is specified by the symbols explained in the text.
The separation by a comma means that the peak is due to several modes, while “+” is used to
indicate the mixed character of a mode. Figure from Ref. [40].

taken from the middle of stretching experiments, because in this situation a straight, but
not strongly elongated molecular junction can be assumed.

In the IETS we indicate the character of the mode that contributes most to the peak.
Those modes, identified by the comparison between theory and experiment, are summa-
rized in Tab. 3.1. According to our analysis, the peak at around 35 mV in Fig. 3.4 (a)
results from the ν (Au-S) stretching mode and those at 29 mV in Fig. 3.4 (b) from the
ν (Au-N) stretching mode. They signal that both amine and thiol end groups are robustly
bonded to the gold electrodes. Further main peaks in the experimental IETS at around 53,
78, 125, 164, and 182 mV for the Au-ODT-Au junction are attributed to γw(CH2) wag-
ging, ν(C-S) stretching, ν(C-C) stretching and γt(CH2) twisting, γw(CH2) wagging, and
δs(CH2) scissoring, respectively, in accordance with previous studies [43–53]. For the Au-
ODA-Au junction we assign the main peaks at 63, 110, 124, 139, 168, 180, and 200 mV to
combined δ(C-C-C) and δ(C-C-N) bending, combined ν(C-N) stretching and γw(NH2)
wagging, ν(C-C) stretching, γw(NH2) wagging, γw(CH2) wagging, δs(CH2) scissoring,
and δs(NH2) scissoring, respectively.

As expected, the higher energy modes above 100 meV, affecting mainly the C and
H atoms of the molecule, appear at similar energies for ODA and ODT, however with
different amplitudes in the IETS. Modes including motions of the NH2 groups appear in
a broad energy range. We observe that some modes appearing in the experimental spectra
are absent in the theoretical ones and vice versa. This discrepancy is due to the fact that
only single spectra are compared, likely corresponding to different contact configurations.
Choosing the peak at 104 mV in the spectrum of ODT as an example, it has been shown
[52] that the δr(CH2) rocking modes, to which we ascribe the peak, may be excited only
in certain configurations, which lift particular symmetries. Other prominent features, not
explained by our calculations, could be due to combined γw(CH2) wagging and γt(CH2)
twisting modes at 147 meV for ODT and δr(CH2) rocking modes at 90 meV for ODA.

In the following we concentrate on metal-anchor group vibrations. The different be-
havior of thiol-ended and amine-ended molecular junctions is further elucidated, when we
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3. Characteristics of amine-ended and thiol-ended alkane single-molecule junctions
revealed by inelastic electron tunneling spectroscopy

ODT
Mode Description Experiment Theory
ν(Au-S) Au-S stretching 35 35, 45
γw(CH2) CH2 wagging 53 56
ν(C-S) C-S stretching 78 86
ν(C-C) C-C stretching 118

ν(C-C), γt(CH2) C-C stretching, CH2 twisting 125 130
γw(CH2), γt(CH2) CH2 wagging, CH2 twisting 157

γw(CH2) CH2 wagging 164 168
δs(CH2) CH2 scissoring 182 178

ODA
Mode Description Experiment Theory
ν(Au-N) Au-N stretching 29 29

δ(C-C-C) + δ(C-C-N) C-C-C bending with C-C-N bending 63 50, 64
ν(C-N) + γw(NH2) C-N stretching with NH2 wagging 110 115

ν(C-C), δr(NH2), γt(CH2) C-C stretching, NH2 rocking, CH2twisting 121
ν(C-C) C-C stretching 124 126
γw(NH2) NH2 wagging 139 137
γw(CH2) CH2 wagging 168 169
δs(CH2) CH2 scissoring 180 178
δs(NH2) NH2 scissoring 200 199

Table 3.1: Summary of the vibrational modes assignment in the IETS spectra of ODT and
ODA molecular junctions, shown in Fig. 3.4. The peak position in the IETS spectra is given
in mV, as found in the experiment and in theory. We describe the character of the vibration
modes. If we separate modes by a comma, there are several contributing to the same peak. If
we use "+" or "with", a single mode has a mixed character.
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(b) (c)(a)

Figure 3.5: (a): Vibrational energies of gold–anchor group stretching modes as a function of
the electrode displacement for ODT and ODA molecular contacts. The ν(Au-S and ν(Au–N)
modes shown are those causing the peaks in the calculated IETS spectra in Fig. 3.4. (b) and
(c) show the evolution of the measured IETS spectra, obtained at the lowest conductance
plateaus for dc bias voltages up to 45 mV, for the stretching (in the order of the arrow) of a
single-junction realization for ODT and ODA, respectively. Y-axes are of the same scale in
each panel. Figure from Ref. [40].

compare the ν(Au-S) and ν(Au-N) vibrational modes in the IETS spectra for increasing
electrode separation. The evolution of the energy of the ν(Au-S) and ν(Au-N) vibrations
for ODT and ODA junctions is shown in Fig. 3.5 (a). These modes lead to the peaks in
the computed IETS spectra in Fig. 3.4. We find a substantial red shift of the ν(Au-S) and
ν(Au-N) vibrational energies upon stretching for both kinds of junctions. In Fig. 3.5 (b)
and (c) the measured IETS below 45 mV is presented for increasing stretching distance in
the order from top to bottom. In Fig. 3.5 (b) the ν(Au-S) mode is very stable, and no sig-
nificant change of vibrational energy during the stretching of the junction can be noticed.
In contrast, in the Au-ODA-Au junction of Fig. 3.5 (c), the energy of the ν(Au-N) mode
is red-shifted by more than 5 mV with increasing electrode separation. The ν(Au-N)
mode shows a behavior in good agreement with the experiment. In contrast, the decreas-
ing frequency of the ν(Au-S) modes during the elastic stages does not comply with the
experimental observations. However, we expect that the calculations underestimate the
deformability of the gold electrodes due to the limited reservoir of mobile gold atoms
assumed for practical reasons. Indeed, when stress is released by pulling gold atoms out
of the electrodes in the plastic stages, we observe a "revival", i.e., an increase, of the
ν(Au-S) vibrational frequencies. The experiments hence suggest that the force constants
of the Au-S stretching modes stay effectively constant on the experimental time scales
due to the mechanical deformations of the metal electrodes. Overall, this comparison
of ν(Au-S) and ν(Au-N) modes with the help of the experimental IETS measurements
clearly demonstrates that the Au–N bond is significantly weaker than the Au–S bond.

3.4 Conclusions
In this chapter we presented our investigations of the different properties of two anchor

groups often used in molecular electronics. In our simulations of the junction stretching,
we determined the force that is applied at the molecule metal interface. Here the thiol
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3. Characteristics of amine-ended and thiol-ended alkane single-molecule junctions
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anchors withstand more than 1.8 nN, that is twice as much as the amine anchors. We
found that the thiol-gold bond is strong enough to pull a gold atom from the electrode at
the junction rupture. The electrode deformation due to the stretching of the Au-ODT-Au
contact was found to create features in the opening traces, which were also observed in
the experiments. The IETS was calculated and the vibrational modes leading to peaks
were analyzed.

In summary, the detailed comparison of theoretical and experimental IETS spectra re-
veals the complex interplay of molecular conformation and inelastic transport. Changing
the anchoring group has an important influence on the vibrational spectrum and the pos-
sibility to excite modes electrically.
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4 Electron transport through π-stacked
molecules

In this chapter we present our detailed study of the electric transport properties of molec-
ular π-electron systems. We focus on the transport perpendicular to the π system of
benzene molecules which are connected to gold electrodes. In the literature there is a se-
ries of recent publications [54–59] concerning π-stacked systems in molecular electronics
that indicates a vivid scientific interest in this topic. We decided to choose a system that
includes a small number of atoms while it is still realistic to be realized in experiments.
Thereby we minimize the amount of computing power but we are still able to compare
our results to experiments. Under these requirements we chose paracyclophane molecules
which are shown in Fig. 4.1 (a). We consider paracyclophanes that include two, three or
four benzenes rings which are clipped together by short ethane chains. Measurements of
their conductance are already available [60].

The structure of this chapter is as follows: We describe the properties of the paracyclo-
phane molecules briefly in the first section of this chapter. Then we focus on the electric
transport in Sec. 4.2, where we analyze the conductance with a special focus on the con-
duction mechanism. The influence of electron vibration coupling on the charge transport
is then investigated in Sec. 4.3. For our studies of the heat and thermoelectric transport
properties of these molecules we refer the reader to Chap. 8.

M4M3M2
(a) (b) I II III

Figure 4.1: (a) Chemical structure of the investigated molecules which consists of two (M2),
three (M3) and four (M4) benzene rings linked via ethane chains, such that their π systems
overlap. (b) Gold clusters used to model the electrodes. On a plane gold surface we add one
(I), two (II) or three (III) adatoms. The transport is directed parallel to the 〈111〉 direction of
the gold fcc lattice.
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Figure 4.2: Example for ECCs used in our study. We show how we divide the ECC structure
into L, C and R regions, by means of black dashed lines.

4.1 Geometry of paracyclophane molecules connected to
electrodes

To calculate the geometry as well as the electronic structure of the ECC, we use DFT
with the PBE functional [31, 32] and the empirical dispersion correction [61]. As basis set
we use the def-SV(P) basis [33], which is of split valence quality. The total energies are
converged to a precision better than 10−7 atomic units while the geometry optimization is
carried out as long as the norm of gradients is bigger than 10−5 atomic units.

First we draw our attention to the smallest molecule used in this study. That is the
paracyclophanes M2 which is shown in Fig. 4.2 (a). We measure the angles as well as
the bond length of the optimized geometry as summarized in Tab. 4.1. Here we find a
reasonable agreement for all calculated distances with literature [54, 62, 63]. Also the
bending of the benzene plane α = 12.0◦ is close to the literature values. The twist angle
of the two benzene fragments γ14−1−2−3 = 0.47◦ is small compared to the literature. The
reason for this might be the rather small basis set that is applied. However, since that
angle increases if the molecule is attached to electrodes in the ECC geometry to about 5◦,
we can accept that deviation.

We construct the ECC to mimic the geometry of a molecular junction, as shown in
Fig. 4.2 (d). Because the detailed atomistic structure of the contact geometry is not pro-
vided by experiments, we use different electrode geometries to account for different bind-
ing motifs, that might be realized in experiments. As shown in Fig. 4.1 (b), we choose 3
different geometries for the electrodes, which differ in the number of adatoms on top of
the gold surface. The electrodes are cut out of a fcc lattice structure with lattice constant
a = 4.08 Å, including 49 gold atoms plus adatoms on both sides.

We use the procedure shown in Fig. 4.2 (b-c) to construct the ECC. First we calculate
the ground state geometry of the molecules M2, M3 or M4 in front of one electrode
of type III. The molecule was located above the adatoms. From the relaxed geometry
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4.2. Charge transport

PBE+D B3LYP [63] Siesta (PBE) [54] MP2 [62] exp. [63]
d1−2 (Å) 1.61 1.611 1.609 1.5856 1.593
d2−3 (Å) 1.51 1.503 1.510 1.5080 1.508
d3−4 (Å) 1.41 1.400 1.404 1.4033 1.399
d3−8 (Å) 1.41 1.399 1.404 1.4033 1.399
d4−5 (Å) 1.40 1.389 1.397 1.3952 1.396
d3−14 (Å) 2.80 2.827 2.793 2.7664 2.782
d8−13 (Å) 3.11 3.156 3.106 3.0727 3.097
γ14−1−2−3 0.47 0 8.85 21.82 12.6

180◦ − γ5−8−4−3 = α 12.01 13.0 - - 12.5

Table 4.1: Comparison of our calculated geometry with theory and experiments. The atoms
are numbered as shown in Fig. 4.2 (a).

we construct the position of the second electrode by inverting at the central point of the
molecule. The obtained geometry is shown in Fig. 4.2 (c). The ECCs with electrode I
and II are obtained by removing the respective gold atoms. The equilibrium structure is
determined while varying the position of all atoms in the region marked as "relaxed" in
Fig. 4.2. All the positions of the atoms marked as “fixed” are frozen during the geometry
optimization. Finally we add a third layer of gold atoms in the fixed region to obtain the
ECCs, as shown in Fig. 4.2 (d).

In total we construct 9 different ECCs, where each of the three molecule is combined
with each of the three electrode geometries. Here we restrict ourself to ECCs with the
same electrodes on the left and right side.

The bond between gold electrodes and paracyclophane molecule does not utilize spe-
cial anchor groups that are usually necessary to establish the molecule-metal bond in
molecular electronics. We analyze that binding energy Eb of the bond between electrodes
and molecule. That energy is calculated by cutting off one electrode from the ECC and
determining the total energy of the fragments,

Eb = EECC − E1 − E2. (4.1)

The total energy of the ECC structure is EECC. The total energy of the electrode (ECC
minus one electrode) is E1 (E2). Here we neglect the basis set superposition error. We
summarized the calculate binding energies in Tab. 4.2. We find that the typical binding
energy of paracyclophanes to gold electrodes is high compared to those determined for oc-
tane with amine-anchors (about 0.92 eV) and lower than for thiol-anchors (about 1.76 eV)
[40]. Our results are almost twice the value reported by Ref. 60, where the binding energy
between gold dimers and paracyclophane was calculated. The binding between molecule
and electrode involves the benzene π orbitals that point towards the electrodes. Due to
the stress applied by the ethane chains, by fixing the distance between the benzens, the
π electrons of the outer benzenes are pushed out of the molecule. This allows to form a
direct metal π bond.

4.2 Charge transport
In this section we describe the charge transport through paracyclophane molecules.

In order to describe the molecular electron energies accurately, we add the DFT+Σ cor-
rection. The obtained electronic structure is used to calculate the transmission, the con-
ductance as well as the transmission eigenchannels. We find that the transmission of the
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4. Electron transport through π-stacked molecules

Eb I II III
M2 1.30 eV 1.39 eV 1.29 eV
M3 1.39 eV 1.60 eV 1.54 eV
M4 1.43 eV 1.68 eV 1.61 eV

Table 4.2: Binding energy Eb.
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Figure 4.3: Transmission as a function of energy (a) and conductance as a function of the
molecular length (b). The Fermi energy EF = −4.884 eV is indicated by the orange dashed
vertical line.

paracyclophanes is mostly carried by their π electron system. This can be seen by analyz-
ing the transmission eigenchannels.

4.2.1 Correction of the level alignment due to image charge effects in
metal electrodes

We use DFT with a self energy correction, known as DFT+Σ, to determine charge
transport properties of the molecular contacts in the framework of the Landauer-Büttiker
formalism [64–67]. The DFT+Σ approach was introduced in molecular electronics to cure
some known deficiencies of DFT [67, 68]. It is well known that DFT, using GGA func-
tionals, tends to underestimate the highest occupied molecular orbital (HOMO)-lowest
unoccupied molecular orbital (LUMO) gap. Usually that results in a overestimated con-
ductance of the molecular junctions, compared to experiments. DFT+Σ tries to overcome
such deficiencies by correcting the HOMO-LUMO gap.

For the isolated molecule, the HOMO energy εH shall coincide with the ionization
potential (IP) and the LUMO energy εL shall be the electron affinity (EA). Those energies
are calculated using:

IP = E(Q = +e)− E(Q = 0), EA = E(Q = 0)− E(Q = −e) (4.2)

Here E(Q = +e) is the total energy of the molecule with one electron removed, E(Q =
−e) is the total energy of the molecule with one extra electron and E(Q = 0) is the total
energy of the uncharged molecule.

If the molecule is located close to a conducting surface, then image charges will be in-
duced in the metal. Here it is important that the spatial probability distribution of electrons
occupying certain molecular levels is not uniform. For that the energy of that orbitals is
shifted accordingly. To approximate that effect, we calculate the charges on the molecule
inside the ECC. Therefore we extract from the Hamiltonian H and the overlap matrix S
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4.2. Charge transport

I II III
α 0.04G0 0.39G0 0.43G0

β 2.49 2.79 2.29

Table 4.3: α and β obtained by an exponential fit to the conductance shown in Fig. 4.3 (b).

the part that belongs to the molecule. By using the extracted Hmol and Smol we solve the
KS equations for this subsystem:∑

µ

(
Hmol
νµ − εmSmol

νµ

)
cµm = 0 (4.3)

To find the corrections for the HOMO and LUMO levels, we calculate the local charges
by using the Mulliken population analysis. Those charges of the molecular orbital m,
localized on atom A are:

Qm
A =

∑
µ∈A

∑
ν

cνmS
mol
νµ cµm, (4.4)

where the first sum runs over all basis functions located on atom A. The energy shift
for occupied orbitals ∆occ and unoccupied orbitals ∆virt due to image charges is then
calculated by using classical electrostatics as in Ref. [67]. Finally the energy of the KS
orbitals of the ECC is shifted as:

Σocc = −IP − εH + ∆occ, Σvirt = −EA− εH + ∆virt. (4.5)

With this shift we correct the HOMO-LUMO gap of the isolated molecules and consider
we add the classical contribution to image charge effects. For the image charge effects
we use the charge distribution of the HOMO (LUMO) for all occupied (virtual) orbitals,
respectively.

4.2.2 Conductance
In Fig. 4.3 (b) we show the conductance as a function of the molecule length. With

increasing number of stacked benzene rings N (i.e. N = 1 for M2, N = 2 for M3, N = 3
for M4) we find that the conductance decays exponentially as given by

G(N) = α exp {−β ·N} . (4.6)

We summarize the results of the best fits in Tab. 4.3. For different types of binding motives
the decay β is similar, but the contact conductance α increases with increasing number of
ad-atoms.

To compare with experiments we average over the different electrode geometries and
find: β̄th = 2.52 and ᾱth = 0.29G0. Therefore our results are in reasonable agreement
with experiment βexp = 1.94 and αexp = 0.060G0 [60].

4.2.3 Transmission and transmission eigenchannels
The energy-dependent transmission of the molecular junctions is shown in Fig. 4.3.

The resonances of the transmission are about 2 eV above and below the Fermi energy.
The width of the resonances reveals the coupling strength of the conducting molecular
orbitals, that results from a comparison with the single level model. Here we find that the
width decreases with increasing molecular length. The narrowing of the resonances is the
dominant reason that results in a decrease of the conductance for longer molecules.
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Figure 4.4: The histogram (a) shows the percentage of the 10 dominant conductance channels
τn relative to the transmission τ . The wavefunctions of the two dominant, left-incoming
transmission eigenchannels, for selected ECCs in (b). The wavefunction is mostly real. The
color code shows the sign of the isosurface.

To determine the conduction mechanism, we calculate the transmission eigenchannels
τn [65, 69]. As shown in the histogram of Fig. 4.4 (a), there are several contributing trans-
mission channels. The first two always contribute more than 60%. From the isosurface
plot of the transmission eigenwavefunctions, as shown in Fig. 4.4 (b), we find that the
charge transport is due to the π-system of the benzene rings. The character of the first
transmission channel is close to the HOMO of the isolated molecule M2.

4.3 Inelastic electron tunneling spectra
To show the influence of vibrational modes on the electrical properties, we plot the

IETS in Fig. 4.5. In the following discussion we will focus on one selected feature of the
IETS. In Fig. 4.5 we mark the features with P at about 0.13 V. It is mostly independent
of the electrode geometry. The corresponding vibrational modes show a unique character.
The modes that contribute most to that feature can be characterized as carbon-carbon
stretch (C-C stretch) modes, while the displacement of the atoms of the benzene rings is
within the benzene plane. The vibrational mode for molecules M3 and M4 is confined on
the carbon atoms of a central benzene fragment, which is not connected to the electrodes.
For molecule M2 a central benzene fragment is absent. In this case similar vibrational
modes are observed at the benzene which is connected to the electrodes. Here we find a
shift to higher energies at about 0.15 V.

More globally we see that in-plane modes (i.e. modes where the direction of motion
of the carbon atoms is in the plane of the benzene fragment) dominate the IETS above
voltages of 0.11 V. Below that threshold we find that vibrational modes tend to show an
out-of-plane character.

We speculate that the tilted nature of the central benzene group shifts the vibrational
modes with respect to the typical benzene vibration spectrum and the tilted form is easily
affected by changes of the environment, such as different electrode geometries.

4.4 Conclusions
Motivated by recent experiments [60], we performed a theoretical analysis of the elec-

tric properties of molecular wires built with multilayered paracylophanes. The main focus
was on analyzing their conductance eigenchannels as well as their IETS.

To probe the robustness of the calculated conductance with respect to geometric mod-
ifications, we used various junction geometries. We found that the gold benzene binding
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Figure 4.5: IETS for voltages in the interval [50 mV, 210 mV] for M2 (a), M3 (b) and M4
(c). Here we use the ECC, constructed with contacts I, II and III (see Fig. 4.2). The label P
indicates the position of the feature discussed in the text. The insets show the character of the
vibrational modes which create the feature P.
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4. Electron transport through π-stacked molecules

does not affect the transmission path much. The dominant transmission channels, or their
respective wavefunctions, show that transport is mainly carried by the π-system of the
stacked benzene rings. By analyzing the length dependence of the conductance, we found
an exponential law.

We analyzed the geometric properties of vibrational modes that create features in the
IETS. Here we drew special attention to the character of one feature of this spectrum. We
observed a global trend that in-plane modes are present above 110 mV and out-of-plane
modes at lower energies.
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5 Inelastic electron tunneling
spectroscopy in molecular junctions
in case of destructive quantum
interference

Spectroscopic methods are widely used to characterize the molecular geometry or lattice
structure of solids. In molecular junctions, optical spectroscopy cannot be applied easily
due to several reasons. The electromagnetic fields is screened by the metal leads. If the
electrodes absorb light, their temperature rises which eventually destroys the molecular
junction because of thermal expansion of the leads. However in molecular junctions the
vibrations of the molecules can be probed using the electron-vibration interaction. Mea-
suring the inelastic electron tunneling spectroscopy (IETS) allows, in principle, to iden-
tify the vibrational modes of a molecule in a single-molecule junction. The IETS show no
clear and simple selection regarding the symmetry of the vibrational modes, comparable
to those known for infrared spectroscopy or Raman spectroscopy. In this chapter we will
use a tight-binding model that includes the π electron orbitals of the molecule. Within that
model we calculate the IETS. Previously a similar tight binding model was used to pre-
dict the quantum interference for the elastic transport through molecular junctions [70].
The quantum interference leads to a suppression of the elastic electron transmission at a
resonance energy. The first experimental evidence was found in the I-V characteristics,
namely the zero bias anomaly was explained by destructive quantum interference [71].
The IETS might reveal additional insight on the quantum interference features [72].

To gain further insight on the origin of the quantum interference effect, we will briefly
discuss its occurrence in benzene molecular junctions. Here the quantum interference
occurs for benzene coupled to the leads via the meta position [70, 73]. It is possible
to give a qualitative explanation similar to the Aharonov-Bohm effect. We assume that
electrons can be described by plane waves traveling along the ring with A+e

ikd+A−e
−ikd

where d was the electron path length and k the wave vector [74]. The amplitudes A± of
the electrons traveling in the left/right direction respectively is determined by the coupling
to the left lead. If the second electrode couples to a site where the wave function shows a
node, the conductance is suppressed. Here we will focus on how the quantum interference
affects the IETS.
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5. inelastic electron tunneling spectroscopy in molecular junctions in case of destructive
quantum interference

The tight-binding model used to model the quantum interference is described in Sec. 5.1.
Subsequently the known formulas to calculate the IETS are presented in Sec. 5.2, where
we simplify them due to the tight binding model. In Sec. 5.3 we present our first principles
calculations on molecular junctions that show the quantum interference feature. Finally,
in Sec. 5.4, we extract the tight-binding parametrization for the π electron system from
the first principles calculations.

5.1 Suppression of elastic electron transport
In this section we describe the tight-binding model that predicts the suppression in

the transmission of a molecular junction [70]. This model includes sites numbered from
1 to N with on-site energy ε and nearest neighbor coupling t. The electrodes to the
left and right are coupled at site 1 and N . Those sites are also referenced by |L〉 and
|R〉 respectively. The transmission can be calculated using the expression introduced in
Eq. (2.23). We can evaluate the transmission directly due to the coupling of the electrodes
to one site only ΓX = |X〉 〈X|Γ for X ∈ {L,R}:

T = Γ2 |〈L|Gr |R〉|2 . (5.1)

Here we need to determine one element of the Greens functionGr that describes electrons
on the sites 1 to N . To calculate Gr we need to invert a N × N matrix. That matrix
inversion is carried out by means of the Cramer’s rule:

〈R|Gr |L〉 = (−1)N+1 det1N (E −H)

det (E −H −ΣL −ΣR)
, (5.2)

where det1N is the determinant of the matrix with column 1 and row N removed. The
embedding self-energy is ΣX = −i/2 |X〉 〈X|Γ of the lead X ∈ {L,R}. The transmission
is suppressed, if the numerator in Eq. (5.2) is zero. If this suppression appears at the
Fermi energy, the conductance of the molecular junction is zero. Two simple examples
for molecular geometries that show destructive quantum interference are:

1. A site that is coupled perpendicular to the current carrying link [75]:

t
Γ Γ1

2

ε

ε

=⇒ G =

(
E − ε+ iΓ −t
−t E − ε

)−1

(5.3)

here the transmission is proportional to:

T ∼ |det1N (E1−H)|2 = (E − ε)2 . (5.4)

Therefore the conductance is suppressed by the antiresonance if the Fermi energy
is EF = ε.

2. The second example is a cyclic configuration with the geometry:
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5.2. Inelastic electron tunneling spectra

Γ t Γ
t t
1
ε

2
ε

3
ε

=⇒ G =

 E − ε+ iΓ −t −t
−t E − ε −t
−t −t E − ε+ iΓ

−1

(5.5)

The transmission is:

T ∼ |det1N (E1−H)|2 = t2(E − ε+ t)2 (5.6)

Hence we expect to find zero conductance, if the Fermi energy is EF = ε− t.

5.2 Inelastic electron tunneling spectra
Due to the electron-phonon interaction it is possible to probe the vibrational spectra by

measuring the inelastic signal in the IV (i.e. measuring the IETS). Here we will calculate
the IETS within the tight-binding model that was described in the last section. We assume
that the Fermi energy is close to the quantum interference feature and that the wide-band
limit is still a good approximation. We calculate the inelastic contribution to the current
as given in Eq. (2.57). The self-energies due to the electron-phonon coupling can be
calculated by using non equilibrium Greens function formalism [13, 14, 76]. A closer
look reveals that the contributions from δIel vanish, or they depend linearly on the applied
voltage at the point of destructive quantum interference. Therefore it is negligible for the
IETS. For the IETS the dominant term is:

Iinel = G0

∑
α

T in
α

∫ ∞
0

dEρα (E) (5.7)

[2Nα (E)U + (E − U)n (E − U)− (E + U)n (E + U)] , (5.8)

where n (E) = 1/ [exp (βE)− 1] is the Bose function and Nα is the energy distribution
function of the vibrational quanta [13, 14]. We drop the term that includes Nα because
it is almost linear in the applied voltage U , and therefore its contribution to the second
derivative is assumed to be weak. We assume that the phonon spectral function can be ap-
proximated with a delta function ρα ≈ δ (E − ~ωα). By applying these approximations,
we finally find:

Iinel = G0

∑
α

T in
α [(~ωα − U)n (~ωα − U)− (~ωα + U)n (~ωα + U)] . (5.9)

From Refs. [13, 14, 76]:

T in
α = Tr [GrΓRG

aλαGaΓLG
rλα]|EF

, (5.10)

where the electron-phonon coupling λα is given in Eq. (2.54). The relative peak height in
the IETS is given by T in

α . Once again, we use that the coupling to the leads is given by
ΓX = |X〉 〈X|Γ and we can write:

T in
α = Γ2 |〈L|GrλαGr |R〉|2 (5.11)

To simplify this expression, we used the cyclic permutation within the trace. This expres-
sion is similar to Eq. (5.1). At the energy of destructive quantum interference we can use
the scheme developed in Ref. [70] using the replacement

H →H + λα (5.12)
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At least to the first order expansion in λα that replacement is valid. We find, by using the
Dyson equation:

〈R|Gr
α |L〉 = 〈R|Gr |L〉︸ ︷︷ ︸

=0

+ 〈R|GrλαGr |L〉 . (5.13)

At the energy of destructive quantum interference the first term vanishes. Therefore we
can calculate the IETS intensity of the mode α by:

〈R|Gr
α |L〉 = (−1)N+1 det1N (E1−H − λα)

det (E1−H − λα −ΣL −ΣR)
. (5.14)

If we add the electron-phonon interaction to the two examples from the last section we
find:

1. The IETS amplitude of mode α vanishes at the destructive quantum interference if
the electron vibration coupling satisfies λα22 = 0.

2. Here the IETS signal of mode α vanishes if the condition (t+ λα21) (t+ λα32) =
(t+ λα31) (t+ λα22) is fulfilled.

5.3 Destructive quantum interference revealed by first prin-
ciples calculations

In this chapter we present our first principle calculations to determine the properties of
IETS close to the destructive quantum interference feature. For this purpose we investigate
the destructive quantum interference features for 3 different molecules attached to leads by
thiol anchors. We model the molecular junction by an ECC that includes the molecule and
two gold electrodes with 20 atoms each. We used DFT as implemented in the quantum
chemistry package TURBOMOLE [24] with the PBE functional [31, 32] and the def-
SV(P) basis set [33]. The central part of the ECC is shown in Fig. 5.1 (a).

For the cross-conjugated (CC) molecule and the cross-conjugated molecule with blocked
sigma channel (CCB) we expect to find the destructive quantum interference feature close
to the Fermi energy [72, 77]. The linear-conjugated (LC) molecule serves as a test system
for comparison.

The transmission obtained by first principles calculations, shown in Fig. 5.1 (b), dis-
plays a decrease when going from the CC and the LC molecule by a factor of about 10 at
the Fermi energy. The destructive quantum interference is not clearly visible in the trans-
mission of the CC molecule. However the analysis of the transmission channels for the
CC molecule reveals that the destructive quantum interference lies within an energy range
of 0.002 eV around the Fermi energy. But the dominant transmission channel | φ(1)

CC 〉 does
not include the molecular π orbitals. It is rather created by the p orbitals in the molecular
plane, as shown in the inset of Fig. 5.1 (b). This transmission channel can be damped
if hydrogen atoms bind to the carbon chain, as realized in the CCB molecule. The CCB
molecule shows the destructive quantum interference clearly in the transmission at about
−5.13 eV. The dominant transmission eigenchannel | φ(1)

CCB 〉 is due to the π orbitals of
the carbon atoms as shown in the inset of Fig. 5.1 (b).

In Fig. 5.4 we show the IETS that results from the full first principles calculations. In
order to calculate this tunneling spectrum, we chose the energy of the destructive quan-
tum resonance as Fermi energy. For the CC molecule the antiresonance is at −4.9 eV,
as obtained from the transmission channel analysis. For the CCB molecule we obtain
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Figure 5.1: The geometry of the cross conjugated (CC), linear conjugated (LC) and the cross
conjugated with blocked sigma channel (CCB) molecule in (a). In (b) we show the transmis-
sion of the full first principle calculation, with Fermi energy (orange dashed line). The inset
shows the isosurface plot of the first transmission channel of the CC and CCB molecule at the
Fermi energy (isoval 0.03).

−5.14 eV directly from its transmission, as shown in Fig. 5.1 (b). For the LC molecule
the quantum resonance is absent, therefore we calculate the IETS at EF = −4.884 eV,
i.e. at the Fermi energy of the used gold ball with 429 atoms that resembles the bulk gold.
Here we show the spectra for energies between 100 and 270 meV. We restrict ourselves
to that energy window because we are not interested in the high energy hydrogen stretch
modes at about 400 meV and at low energies the vibrational modes are not confined to
several atoms.

Within the chosen energy range, we find for the CC molecule the following vibrational
modes that create a feature in the IETS. They are the hydrogen wagging mode γw (CH2)
at 108.49 meV, the double bond stretch and C-S stretch mode ν (C = C) + ν (C-S) at
124.71 meV, the hydrogen scissor mode δs (CH2) at 166.56 meV, the double bond stretch
combined with the hydrogen scissor mode ν (C = C) + δs (CH2) at 185.19 meV and the
symmetric triple bond stretch ν (C ≡ C) at 258.47 meV. Also we find modes that create
a very small feature in the spectra. Those can be described by C-H2 rocking mode at
123.52 meV, the antisymmetric C-S stretch combined with the C-H2 rocking mode at
164.67 meV and the antisymmetric triple bond stretch at 257.67 meV.

For the LC molecule the IETS is dominated by the C2H2 twist mode γt (C2H2) at
112.38 meV, the hydrogen scissor mode δs (C2H2) at 129.52 meV, the double bond stretch
mode ν (C = C) at 182.92 meV and the triple bond stretch mode ν (C ≡ C) at 248.93 meV.
Modes of the LC molecule in that energy range which couple weakly are best described by
the C2H2 rocking at 147.41 meV, the C2H2 scissoring at 152.53 meV, the C2H2 rocking
with C-C stretch at 177.87 meV and the antisymmetric triple bond stretch at 259.69 meV.
The antisymmetric triple bond stretch does couple weakly and creates a dip in the IETS.

For the CCB molecule we only describe the modes that do create a feature in the
IETS because there are too many modes. The C-S stretch mode ν (C-S) at 107.00 meV,
the CH hydrogen out of plane wagging modes γow (CH) at 110.88 meV, the CH hydrogen
wagging modes γw (CH) at 155.15 meV and 157.35 meV, the CH2 hydrogen scissor mode
δs (CH2) at 171.07 meV, the double bond C-C stretch combined with the CH2 hydrogen
scissor mode ν (C = C) + δs (CH2) at 190.94 meV, the double bond C-C stretch with CH
hydrogen wagging mode ν (C = C) + γw (CH) at 200.03 meV,
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Generally the IETS is dominated by in-plane modes, i.e. those vibrations include only
atoms which move inside the molecular plane. The out-of-plane modes are suppressed to
some extent.

5.4 Tight binding model using first principles calculations

From the first principles calculations we extract the Hamiltonian that corresponds to
the molecular system. This includes the six carbon atoms in the central part Fig. 5.1 (a).
Then we fit the tight binding model to the extracted electronic subsystem as follows. First
we identify the six molecular orbitals with energy EMO

i , that involve the π orbitals, as
shown in Fig. 5.2. Those eigenenergies EMO

i are also obtained by diagonalizing the tight
binding Hamiltonian:

t2 t2

t1

t1t1

t4 t4

t5

t3

t6

t3

t7t7

t8
t81

2
3

4

5
6

HTB =


ε t2 t3 t7 t8 t6
t2 ε t1 t4 t5 t8
t3 t1 ε t1 t1 t3
t7 t4 t1 ε t4 t7
t8 t5 t1 t4 ε t2
t6 t8 t3 t7 t2 ε

 (5.15)

with ∑
i,k

(
CT
)
ji
HTB
ik Ckl = δkjE

MO
k (5.16)

The challenge is to find the inverse of the unitary transformation C of Eq. (5.16). The
transformation C is calculated numerically using an iterative scheme.

We start with a guess for C. It can be used to invert Eq. (5.16). The tight binding pa-
rameters can then be approximated, while the proper symmetry from Eq. (5.15) is ensured

(a)

(b)

Figure 5.2: The molecular π orbitals extracted from the molecular fragments of the ECC. For
CC (a) and CCB (b).
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Figure 5.3: Transmission due to the tight-binding model that includes six carbon atoms (a).
Transmission of the extended model for the CC molecule compared to the transmission chan-
nels of the full DFT calculation (b).

by using:

ε =
(
HTB

11 +HTB
22 +HTB

33 +HTB
44 +HTB

55 +HTB
66

)
/6 (5.17)

t1 =
(
HTB

23 +HTB
34 +HTB

35

)
/3 (5.18)

t2 =
(
HTB

12 +HTB
56

)
/2 (5.19)

t3 =
(
HTB

12 +HTB
56

)
/2 (5.20)

t4 =
(
HTB

24 +HTB
45

)
/2 (5.21)

t5 = HTB
25 (5.22)

t6 = HTB
16 (5.23)

t7 =
(
HTB

14 +HTB
46

)
/2 (5.24)

t8 =
(
HTB

15 +HTB
26

)
/2 (5.25)

These tight-binding parameters are then used to constructHTB with the proper symmetries
as given in Eq. (5.15). Then we obtain a new transformation C by diagonalizing HTB, we
use this C and start again, inverting Eq. (5.16).

This iteration is carried out until the eigenvalues ETB
i , obtained by diagonalizing HTB,

coincide numerically with the eigenvalues from the DFT calculationEMO
i . More precisely

the value
δ =

∑
i

abs
(
ETB
i − EMO

i

)
shall fall below 10−8 eV.

Transmission
We use the tight-binding parametrization to calculate the transmission through the

functional part, as shown in Fig. 5.3 (a). The functional part consists of 6 carbon atoms.
In this studies we couple the electrodes via ΣX = −iΓ/2 to site 1 and 6. The transmission
due to the tight-binding model shows the destructive quantum interference feature. Unfor-
tunately most of the other structure in the transmission, obtained with the full calculation,
cannot be reproduced with this simple model. To reproduce the transmission obtained
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from the full calculation, we need to add the additional site that accounts for the thiol an-
chors. In Fig. 5.3 (b) we compare this extended tight-binding model to the two dominant
transmission channels of the CC molecule. We find that the channel that is suppressed at
the destructive quantum interference is well described by the extended model. Since we
are interested in the IETS close to the destructive quantum interference, we will stick to
the tight-binding model of the functional part in the following.

IETS
To calculate the IETS within the tight-binding, model we need the electron-vibration

coupling in the basis of the tight-binding model. To achieve this we use the transformation
C to transform the electron-vibration coupling to the tight-binding model basis. The trans-
formation C is obtained by the iterative scheme just described. Those electron-vibration
coupling elements are then used to calculate the IETS, shown in Fig. 5.4 as dashed lines.
By construction the tight-binding model only includes the π electron system and thus the
IETS calculated shows only features due to modes that couple to these electron states.
Therefore the comparison between the IETS of the first principles calculation and the
tight-binding model reveals which modes couple to the π electron system.

We find that the IETS due to the tight-binding model shows smaller peak heights,
compared to the full calculation. For the CC molecules the peaks due to γw (CH2),
ν (C = C) + ν (C-S) and ν (C ≡ C) create a very small impact on the IETS of the tight
binding model. On the other hand the modes δs (CH2) and ν (C = C) + δs (CH2) are
observed clearly. The electron-vibration coupling matrix elements, shown in Fig. 5.4 as
triangles, predict to some extent the tight-binding IETS peak heights. For the LC molecule
we did not fit the tight-binding model because the destructive quantum interference is ab-
sent here.

For the CCB molecule, the tight-binding model is in reasonable agreement with the
full calculations. Here modes either create a feature in both spectra or they are absent in
the IETS. Therefore we conclude that although the molecular geometry is slightly twisted,
the π orbital system describes the inelastic transport well.

5.5 Conclusions
To investigate the destructive destructive quantum interference feature we discussed

three different molecular junctions. We showed two configurations which led to such
a feature. We used a tight-binding (TB) model to describe that feature. Therefore we
calculated the electronic structure with DFT and fitted the TB parameters to the pz molec-
ular orbitals. We focused on the transmission as well as on the IETS of the molecular
junctions.

For the LC molecule the destructive quantum interference was not observed both in the
model and the full calculation. For the CC molecule we found that the destructive quantum
interference is suppressed because of a second transport channel. That channel does not
involve the pz molecular orbitals. The CCB molecule blocks that second transport channel
found for the CC molecule. Therefore we obtained the destructive quantum interference
feature in the transmission.

As we analyzed the IETS, calculated with the TB model, we found, that it fails to
describe the correct peak height of the full IETS calculation. For the CCB molecule the
TB model nevertheless allowed to select the modes that create a signal in the IETS. For
the CC molecule the TB model did not describe IETS signal of the CH2-wagging mode
correctly. We assumed that this feature is created by the second transport channel that is
not included in the TB model.
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Figure 5.4: inelastic electron tunneling spectroscopy for the CC, LC and CCB molecule in
(a). The full DFT calculation (solid line) are compared to the tight binding results (dashed).
The value of (λα44)2 is depicted by the triangles; for sake of clarity those are shifted, the dotted
line indicates λ = 0. In (b) we show some vibration modes.
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6 Effect of dephasing on the electron
transport through molecular wires

The typical size of molecules, used in molecular electronics, is about some ten Ångströms.
For example the lattice constant of gold is 4.02 Å and the length of octane molecules is
about 12 Å. But it is also possible to investigate much longer molecules. Polymerization
techniques can control the length of molecules in a broad range. That allows to probe the
crossover regime from coherent tunneling transport to incoherent hopping transport with
molecular junctions, using molecules which were up to 9 nm long [78].

In this chapter we utilize a model to understand the effect of dephasing on the elec-
tronic transport through molecular junctions. We use a simple model that describes de-
phasing processes with the help of Büttiker probes and allows to investigate them within
the Landauer Büttiker formalism without describing the scattering mechanism in detail
[79–81].

6.1 Model for transport considering phase breaking pro-
cesses

The Landauer-Büttiker formalism is used to describe coherent charge transport through
a structure similar to these sketched in Fig. 6.1. Here the conductance from the left elec-
trode with chemical potential µL to the right electrodes at µR is proportional to the trans-

Figure 6.1: Model of the one-dimensional chain including inelastic scattering reservoirs
which have a chemical potential µ1, . . . , µN , respectively.
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mission at the Fermi energy
G = G0τ (EF ) . (6.1)

The factor G0 = 2e2/h is called the electrical conductance quantum. The magnitude
of the thermopower is given by the Seebeck coefficient that can be calculated for small
temperatures as

S = −S0
∂Eτ(E)

τ(E)

∣∣∣
E=EF

. (6.2)

Similar to the conductance quantum, we define S0 = π2k2T/3e. For finite temperature
the linear response expansion leads to [15, 28]

G = G0K0 (T ) , S = − K1 (T )

eTK0 (T )
, (6.3)

where Kn =
∫
τ (E) (E − EF )n [−∂f (E, T ) /∂E] dE was used, as derived in Eqs. 2.46

and 2.47.
To account for phase breaking effects, we couple Büttiker probes to each site i as shown

in Fig. 6.1. These probes are electron reservoirs with a chemical potential µi adjusted
such that the net current into the reservoir is zero. Thus, the electrons traveling from L
to R can scatter into the channel i and are immediately replaced by a new electron with
erased phase information. With this process the electrons can not change between states
with different energies. How often that process occurs can be adjusted by the coupling
between the Büttiker probes and the leads, determined by the embedding self energy Σi

[80–82].
The current into reservoir i is:

Ii =
2e

h

(1−Ri) (µi − µR)− τiL (µL − µR)−
N∑
l=1
l 6=i

τil (µl − µR)

 (6.4)

Here we used the definition 1 − Ri =
∑

j 6=i τij and the index j includes the leads L,
1 . . . i − 1, i + 1 . . . N and R. Using this formula, the chemical potential of the Büttiker
probes µi can be adjusted such that the current Ii in each Büttiker probe i vanishes, as
required. Subsequently the problem can be simplified and the chemical potentials µi are
obtained by solving the linear equation

1−R1 −τ12 · · · −τ1N

−τ12 1−R2 · · · −τ2N
...

... . . . ...
−τ1N −τ2N · · · 1−RN


︸ ︷︷ ︸

=W


µ1 − µR

µ2 − µR
...

µN − µR

 =


τ1L

τ2L
...
τNL

 (µL − µR) (6.5)

Here the transmission and the matrix W are symmetric because we do not apply a mag-
netic field.

The relative chemical potential at site m is:

µm − µR

µL − µR
=

N∑
i=1

(
W−1

)
mi
τi,L (6.6)
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Once the chemical potential at each Büttiker probe has been obtained we determine the
current through the entire junction, using Eq. (6.4):

IR =
2e

h

[
τRL +

N∑
l,s=1

τRl
(
W−1

)
ls
τsL

]
(µL − µR) . (6.7)

A comparison with Eqs. 6.1 and 2.23 allows to define an effective transmission

τeff = τRL︸︷︷︸
=τcoh

+
N∑

l,s=1

τRl
(
W−1

)
ls
τsL︸ ︷︷ ︸

=τinc

. (6.8)

The first part is referred to as the coherent transmission τcoh, because it describes electrons
which pass the junction without scattering. The second part is called incoherent part τinc

because it accounts for multiple scattering events.
The coherent transmission probability between site i and j can be calculated by

τij = Tr {ΓiGrΓjG
a} for i 6= j. (6.9)

Here we used the Greens functions

Gr(E) = (E −H − ΣL − ΣR − ΣD)−1 = [Ga(E)]† . (6.10)

Assuming nearest-neighbor interactions with hopping parameter γ > 0 and on-site en-
ergies ε0, we use the N -dimensional tight binding Hamiltonian H . The embedding self
energies that couple the two leads at site L and R as well as the Büttiker probes at site i
are defined as follows

(ΣL)j,k = −iΓ
2
δj,1δk,1, (ΣR)j,k = −iΓ

2
δj,Nδk,N , (Σi)j,k = −iη

2
δj,iδk,i. (6.11)

The scattering rate matrices are defined by Γx = i
(

Σx − Σ
†
x

)
, where x = L, 1, . . . , N,R.

In the following the coupling to the electrodes is set to Γ = 0.5γ. The phase ran-
domization rate η adjusts the coupling of all Büttiker probes to the sites, where we use
η = 10−2γ, if not specified differently.

6.2 Incoherent transport in a one-dimensional chain
For the one-dimensional chain with N sites the coherent transport can be calculated

analytically [83], and also all elements of the matrixW can be obtained analytically. Long
chains develop a band with energies in the range ε0 − 2γ < E < ε0 + 2γ. In the limit of
infinite chain length the Hamiltonian is diagonal in k-spaceHk ∼ ε0±2γ sin k. Therefore
we define three different transport regimes for the coherent transport.

Off-resonant transport: The energy is outside the band E < ε0− 2γ or ε0 + 2γ < E.
Here the coherent transmission decreases exponentially with the length of the chain
and the thermopower increases linearly.

On-resonant transport: The energy is inside the band ε0 − 2γ < E < ε0 + 2γ. The
coherent transmission shows resonance energies which depend on the chain length.
These resonance energies can be approximated by E − ε0 = 2γ cos

(
π

∆N

)
. Where

∆N gives the period of the conductance oscillation as a function of the chain length.
The thermopower as a function of chain length shows also oscillations with a period
∆N .
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Figure 6.2: Influence of dephasing and finite temperature on transport. Conductance G and
thermopower S as a functions of the Fermi energy. For a one-dimensional chain with N = 2.

Band-edge transport: The band edge regime is the crossover between the oscillations
that occur in the on-resonant regime and the exponentially damped behavior in the
off-resonant regime. In the limit of E = ε0 ± 2γ we find a suppression of the con-
ductance that can be approximated by a power law G ∼ N−2 and the thermopower
is S ∼ N(N + 2), if N is big enough.

In the following discussion on incoherent transport we treat these three different regimes,
as just defined, for the coherent transport separately.

Before we discuss the length dependence of the incoherent transport, we focus on one
linear chain with two sites (N = 2). With this example we discuss the effect of inco-
herence as well as finite temperature on the energy-dependent transmission and Seebeck
coefficient, as shown in Fig. 6.2. Adding dephasing leads to an increased transmission in
the off-resonant regime, but the transmission decreases close to the resonance energies at
about ε0 ± γ. In the case of incoherent transport, the resonance becomes broader com-
pared to the coherent transport. At finite temperature we find a qualitatively similar trend.
Although the effect of finite temperatures is absent in the limit of big energies, that is not
true for dephasing. The Seebeck coefficient tends to be smaller with dephasing compared
to the coherent Seebeck coefficient. Finite temperature can also lead to an increase of the
Seebeck coefficient.

Now we analyze the length dependence of the transmission and thermopower obtained
for the one-dimensional chain. We discuss the effects of dephasing as well as finite tem-
perature. To compare the results, we choose similar magnitudes for dephasing and finite
temperature of kT = 10−2γ = η in our model calculation.

First we focus on the resonant transport at EF ≈ 1.98423γ which corresponds to
∆N = 25. In Fig. 6.3 (a) we find oscillation as a function of the molecular length. Finite
temperature as well as dephasing damps those oscillations. In the case of incoherent
transport the period of ∆N ≈ 25 is clearly visible, but this is not the case for finite
temperature. For finite temperature the oscillation is damped before the first period is
completed. The transmission as a function of energy oscillates within the band with a
period of about kT for a chain longer than N = 10. Therefore the oscillations of the
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Figure 6.3: Coherent (black lines), incoherent (dashed red lines) transport for zero and finite
temperature (dotted blue lines) through the one-dimensional chain as a function of the chain
length. (a) Conductance and (b) thermopower for the resonant transport regime with a Fermi
energy set according to the period ∆N = 25. In the insets of (a) and (b) the length-dependent
behavior for long chains is shown. (c) Conductance and (d) thermopower for the band edge
regime at EF = ε0 + 2γ. The limiting cases of resonant transport with EF = ε0 + (2−∆) γ
(dashed black) and off-resonant transport with EF = ε0 + (2 + ∆) γ (dash-doted black) is
shown, with ∆ = 10−5.

transmission are integrated out and they cannot be observed in Kn, G or S as a function
of chain length. The linear response calculations have to be treated carefully due to the
strong oscillations in the transmission as a function of energy. In the inset of Fig. 6.3 (a)
we show the incoherent transport in the limit of very long chains, and we find that the
incoherent conductance as a function of the chain length decreases roughly as a power
law for chains with length N > 100.

For the thermopower, as shown in Fig. 6.3 (b), we find a qualitatively similar picture
as for the conductance. The oscillation is clearly visible and shows the same period in the
case of coherent as well as incoherent transport, while the oscillations are damped in case
of incoherence. In the limit of very long chains we find a constant value for the Seebeck
coefficient shown in the inset of Fig. 6.3 (b). At finite temperature the oscillations of the
Seebeck coefficient are damped, if the chain is longer than N = 25. However we observe
an increase of the Seebeck coefficient for short chains, compared to the coherent case.
That increase is obtained because the integral K1 of Eq. (6.3) rises faster compared to K0.
The reason is that the first resonance of the band is approximately at EF − 3kT . This
coincides with the location of the maxima of (E − EF )∂f/∂E. Therefore K1 is peaked
for chains with length of N ≈ 15 and for the given Fermi energy of EF ≈ 1.98423γ.

In Fig. 6.3 (c) we plot the conductance of the band-edge regime. We observe the
crossover between the oscillations of the resonant transport and the exponentially damped
off-resonant transport. For the band-edge transport we find that the conductance as a
function of chain length is described by a power law. From Fig. 6.3 (c) we extract an
exponent of about two. If we assume finite temperature or dephasing the resonances of the
transmission are broadened and the band-edge regime shows similar trends as observed
for the coherent regime in the limit of long chains.

The thermopower of the band-edge regime is shown in Fig. 6.3 (d). In case of coherent
transport we find that the thermopower follows approximately a ∼ N2 behavior. In case
of incoherence or finite temperatures the Seebeck coefficient saturates in the limit of long
chains. At finite temperature we also observe a quickly increasing thermopower for short
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Figure 6.4: Transport in the off-resonant regime with EF = ε0 + 2.5γ. Coherent (black
lines), incoherent (dashed red lines) transport for zero and finite temperature (dotted blue
lines) through the one-dimensional chain. (a) Conductance and (b) thermopower as a function
of chain length. In the inset the length-dependent behavior for long chains is shown. (c) Fit
parameter r of the ohmic fit as a function of the dephasing rate. The inset shows the fit using
Eq. (6.12). (d) Phase coherence length over dephasing strength. The inset shows the coherent
part and the incoherent part of the transmission. The intersection defines N∗.

chains. Again that is due to the contribution of resonances within the band to the integral
of K1, described in case of resonant transport.

In case of the off-resonant transport regime we find that the coherent conductance
decreases exponentially with increasing chain length, as shown in Fig. 6.4 (a). If we
assume a finite temperature that behavior does not change drastically. Adding dephasing
effects results in a deviation from the exponential decrease. In the inset of Fig. 6.4 (a) we
show a double log plot. We find that the incoherent transport follows a power law in the
limit of long chains. The Seebeck coefficient, as plotted in Fig. 6.4 (b), shows a linear
increase for the coherent case. Finite temperature leads to a slight increase of the Seebeck
coefficient, compared to the coherence case. Incoherence leads to a saturation of the
thermopower for long chains. Here the limit depends on the dephasing strength as shown
in the inset. For small values of the phase randomization rate η the thermopower has a
maximum at small chain length. This maximum disappears in case of η > ηcrit ≈ 0.034γ.

6.2.1 Ohmic behavior and phase coherence length
For long chains an Ohmic behavior is obtained for most macroscopic conductors. This

means that the resistance of a conductor depends linearly on the length. Therefore we
analyze the length dependent transport of the one-dimensional chain including dephasing
effects. Here we focus on very long chains. We found already that for long chains the
conductance is a straight line in the double logarithmic plot for all three energy regimes.
Here we focus on the off-resonant regime. We fit the conductance of the one-dimensional
chains with the following function (Ohmic fit):

G

G0

=
1

rN
, (6.12)

where R = rN/G0 is the resistance from Ohm’s law. In Fig. 6.4 (c) we show the results
of the fit for different dephasing strengths. We find that the resistance decreases with
increasing dephasing. In the inset of Fig. 6.4 (c) we show an example of a fit of Eq. (6.12)
to the calculated conductance. For the fit we use one-dimensional chains with 100 < N <
1000.
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Figure 6.5: (a) Chemical potential of the Büttiker probes along the one-dimensional chain
as a function of the Fermi energy. (b) Chemical potential as a function of the chain site for
different Fermi energies of EF = ε0 + 2γ (black), EF = ε0 + 2.5γ (red) and EF = ε0 + 1.9γ
(blue). We used a chain with N = 100 and a dephasing strength of η = 10−2γ.

The thermopower can be derived using Eqs. 6.12 and 6.2. Here we find that the ther-
mopower is constant in the Ohmic limit if decoherence is added.

S

S0

=
∂Er

r

∣∣∣∣
E=EF

. (6.13)

If we compare the coherent τcoh and incoherent τinc contribution to the transmission, we
can define a phase coherence length. That is calculated as the intersection of the coherent
transmission with the incoherent part, as shown in the inset of Fig. 6.4 (d). For a dephasing
of η = 10−2γ we find a phase coherence length ofN∗ ≈ 6. From this definition we obtain
the coherence length as

Lcoh = N∗λ (6.14)

with the lattice constant λ. The calculated coherence length decreases exponentially with
increasing dephasing η, as shown in Fig. 6.4 (d).

6.2.2 Chemical potential at the Büttiker probes
In Fig. 6.5 we show the chemical potential of the Büttiker probes as a function of the

chain site. The color plot gives an overview on how µi depends on the Fermi energy EF
as well as on the chain position i. For all energy regimes the chemical potential µi is
between µL and µR. The chemical potential oscillates as a function of the chain position,
if the Fermi energy is within the band. These oscillations are interference effects between
electrons from the leads as well as electrons which are scattered back from other Büttiker
probes [84]. If we tune the Fermi energy to the band edge, we observe a step-like drop of
the chemical potentials µi at the interfaces L and R of the chain. In the off-resonant case
we find that the chemical potentials decrease linearly along the chain.

6.3 Dissipative transport in molecular junctions
In this section we discuss incoherent transport through single-molecule junctions. We

describe the electronic structure of the molecules by using a TB Hamiltonian. This Hamil-
tonian includes nearest neighbor coupling. In the following we focus on the molecules
which are shown in the inset of Fig. 6.6. We calculate the HOMO-LUMO gap of the
molecules as a function of their length. The results from the TB scheme as well as from
DFT are shown in Fig. 6.6. We find for both DFT and the TB model a finite ∆E for
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Figure 6.7: Band structure of Oligo-phenylenes (a), Poly-acenes (b) and Poly-penanthrenes
(c). On the bottom we shows the primitive cell, gray atoms are for orientation.

oligophenylene (P) and polypenanthrene (B) molecules. This gap also remains in the
limit of infinitely extended molecules. For the polyacenes (A) we observe that the gap
vanishes as the molecular length increases.

The even-odd effect for short poly penanthrenes is observed in both DFT and TB. It is
damped for longer molecules and the origin is due to the geometry of the molecule.

For the polyacenes (A) the DFT calculations predict an oscillating HOMO-LUMO gap.
This can be reproduced within the TB model, assuming an inhomogeneous on-site energy.
Here the on-site energy varies along the molecule, while it is symmetric around the middle
of the molecule. This means that finite-size effects are the reason for the oscillations of
the HOMO-LUMO gap.

6.3.1 Oligophenylenes
Following the calculations of Visontai et al. [85], we want to discuss oligophenylene

molecules. These molecules consist of benzene rings coupled via the para position. We
assume equal on-site energies ε0 at each site. The nearest neighbor coupling inside the
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N = 3 benzene rings. (b) and (c): The Fermi energy is EF = ε0 − 0.4γ.

benzene rings is γ, the interaction between the different rings is γ′ = γ cos Φ with the
ring tilt angle Φ = 40◦. For this tilt angle the band gap ∆E of long phenylene molecules
shows a finite value, as shown in Fig. 6.6 (a). Form the DFT calculations we measure
Φ ≈ 34◦.

As shown in Fig. 6.6, we assume several coupling geometries for the electrodes. For
the calculated conductance we used a Fermi energy inside the gap EF = ε0− 0.4γ, so we
expect off-resonant transport. The band structure for a polymer of infinite length is shown
in Fig. 6.7 (a). We find a gap of about ∆E = 1.06γ.

In Fig. 6.8 (a) we see the transmission as a function of energy for a short phenylene
molecule. Here we compare the different coupling positions. In the transmission we ob-
serve transmission antiresonances at E − ε0 = 0 for the P2 and P3 geometries. Those
antiresonances are caused by quantum interference effects between two interfering trans-
mission paths [70]. The antiresonances are absent for P1 [86].

As shown in Fig. 6.8 (b) and (c), the coherent conductance as a function of chain
length shows an exponential decrease. Similarly, as observed previously for off-resonant
transport, the Seebeck coefficient increases linearly. Adding incoherence weakens the
exponential decrease and a transition to Ohmic behavior is observed in the conductance
while the Seebeck coefficient saturates. At finite temperatures similar effects are observed
for the conductance, where the exponential decay is absent. Here the conductance satu-
rates at a value that is given by the band contribution to the integrals K0 and K1, within
linear response. Similar trends are observed for the Seebeck coefficient, calculated at fi-
nite temperature. Here we find that it converges to S/S0 ≈ 456 for all contact geometries
P1, P2 and P3, as shown in the inset of Fig. 6.8 (c).

6.3.2 Polyacenes
The polyacene molecules are built from benzene rings which are connected via two

atoms (see inset of Fig. 6.6 (a)). The band structure of the infinite wire is shown in
Fig. 6.7 (b). We find that the HOMO-LUMO gap vanishes for infinite length. In the
following the Fermi energy is set to EF = ε0 − 3 · 10−3γ.

In Fig. 6.9 (a) we show the coherent and incoherent charge transport. We get smooth
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of the chain lenght.

oscillations in the coherent conductance as a function of the length for both coupling
positions. Only for short chains the coupling position matters and after the first period
(N > 25) we do not see any difference between A1 and A2 couplings in the coherent
conductance. For the incoherent transport we observe a transition to the Ohmic behavior
for long chains.

By comparing the different coupling positions, we find that the conductance of the
A1 molecule is much lower than for the A2 coupling position. The different coupling
positions result in a similar conductance for molecules with more than 50 fragments.

6.3.3 Polyphenanthrenes
The polyphenanthrenes are similar to the polyacenes, but every second benzene is

attached lopsided, as sketched in the inset of Fig. 6.6 (a). The infinite wire has a fi-
nite HOMO- LUMO gap, so we expect off-resonant transport for a Fermi energy of
EF = ε0 − 0.3γ. As expected, we find tunneling transport with an exponentially de-
creasing conductance and a linearly increasing thermopower as a function of the chain
length (shown in Fig. 6.9 (c)). The incoherent transport is characterized by the transition
to the Ohmic length dependence of the conductance and a saturating thermopower.

6.4 Conclusions
We analyzed the crossover between coherent and incoherent transport. To model de-

phasing effects, we used the Büttiker probes. For a linear chain we discussed the coher-
ence length as a function of the dephasing strength. We analyzed the voltage measured at
the Büttiker probes.

For molecular junctions constructed from oligophenylenes, polyacenes and polyphenan-
threnes, we analyzed the incoherent transport as well as effects of finite temperature within
the linear response regime.
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Part II

Heat transport and thermoelectricity
in molecular junctions
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7 First principles approach to heat
transport through molecular systems

In this chapter we want to present our approach to describe the phonon heat transport
in nanoscale systems. Especially for problems in molecular electronics a first principles
method is favored, since it minimizes the number of free parameters. Therefore we ap-
ply DFT to calculate electronic as well as mechanical properties, in particular the force
constants, on the atomic scale.

We use TURBOMOLE [87] to calculate the second derivative of the total energy with
respect to the nuclear positions, as it is implemented in the module aoforce [88, 89].
Originally those methods were developed to deal with finite systems such as molecules.
In contrast we need to describe heat transport in an infinite system - that system consists
of a molecular part in the center, coupled to two semi-infinite metal leads. Comparable
challenges have to be overcome, when describing the electronic properties in molecular
electronics [90–96]. Similar schemes have been applied to the phonon transport as well
[25–27].

Here we give a sketch of the scheme used to describe phonon transport. First we calcu-
late the vibrational properties of the ECC as shown in Fig. 7.1 (a). That ECC consists of a
molecule attached to metal fragments. Therefore we can extract from the ECC geometry
the force constants of the molecule and the force constants that couples the molecule and
the metal. Secondly, we determine the properties of the leads. Here we extract the bulk
parameters from a calculation of a big but finite metal cluster, pictured in Fig. 7.1 (b).
Finally the components are coupled, assuming that the two semi-infinite leads do not in-
teract directly. The basic formalism is described in Sec. 2.2 for a slightly more abstract
case.

In Sec. 7.1 we describe the phonon structure of the leads. Next we investigate the lead
molecule coupling in Sec. 7.2. Finally, in Sec. 7.3, we present our analysis of the heat
transport through mono-atomic gold wires.

7.1 Phonon density of states of the bulk electrode
To model the properties of phonons in the semi-infinite lead, we calculate the force

constant matrix of a spherical geometry, also referred to as ball in the following. Several
examples thereof are shown in the inset of Fig. 7.2. We refer to each ball by the number
of atoms it consists of. The atoms in the balls are located at the fcc lattice positions
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Figure 7.1: (a) Example of an ECC geometry, (b) gold ball and (c) system that models a
molecular junction.
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7.2. Coupling to the electrodes

with a lattice constant of 4.08 Å. We do not relax those geometries, because we rather
model the fcc structure of the bulk. The balls are constructed such that the Oh symmetry
is conserved. Additionally, only balls can be used where the electron energy levels are
filled up to the Fermi energy EF and above EF all energy levels are empty. Especially
for electron states degenerate due to symmetry that is a constraint. To determine the
electronic structure we used the PBE functional [31, 32] with the def-SV(P) [33] basis
set. The electron energy is converged to a precision better than 10−7 a.u..

If we increase the size of the balls the central atom will feel a similar environment
as in the bulk crystal. For this assumption to hold it is necessary that the force constant
between atoms decreases fast as a function of their distance. To test that condition, we
plot in Fig. 7.2 (b) the maximum value of the force constant matrix, connecting the central
atom with each of the other atoms of the 333 ball. Here we find that the maximum force
constant decreases exponentially up to a distance of about 14 a.u.. Then it saturates for
bigger distances at a value below 3 · 10−10 a.u.. In the 333 ball the maximum distance of
an atom from the central atom is about 21.8 a.u..

We extract the force constant matrix elements, coupling the central atom to each of the
atoms of the ball. From these parameters we construct the bulk Hamiltonian by imposing
the translation symmetry of the lattice. The density of states (DOS), calculated from those
parameters, is shown in Fig. 7.2 for several balls. It is obtained by

ρ (ω) = −2ω

π

∑
i

Im {Dr
ii (ω)} for ω > 0. (7.1)

To calculate the Greens function, we use a finite broadening of the energy of η = 10−6 a.u..
Also we use a Fourier transformation to calculate the Greens function in the reciprocal
space for each k point separately. The Fourier transformation is performed using 512
k-points in total. To calculate the DOS, we use the fcc primitive cell with 1 atom, here.
In the following work, to perform our transport calculations, we will use a unit cell that
includes 3 atoms. Here one lattice vector points in the direction of transport and the other
two span the space orthogonal to the transport direction. In Fig. 7.2 we compare our re-
sults to a measured phonon DOS, that is obtained by inelastic scattering of neutrons [97].
After scaling the calculated energies, we find good agreement with the measured values.

7.2 Coupling to the electrodes
Usually the electrodes are attached to the left and right side of the ECC structure, as

shown in Fig. 7.1. Therefore the coupling KCX between C and the lead X ∈ {L,R}
is extracted from the ECC. In the next step the surface Greens function of the leads is
calculated using the bulk parameters, extracted from metal balls as described in Sec. 7.1.
We use a decimation scheme to calculate the surface Greens function of the lead [98]. The
retarded surface Greens function drX is then used in Eq. (2.39) to determine the embedding
self energy Πr

X for lead X ∈ {R,L}.
To investigate the influence of cutting the ECC into different fragments L, C and R,

we look at the properties of a gold rod. The geometry of the gold rod is shown in the
inset of Fig. 7.3 (b). The rod is cut out of a fcc lattice and the transport direction (i.e. the
orientation of the rod) is along the 〈111〉 direction. Different possibilities for dividing the
rod are indicated in the inset of Fig. 7.3 (b). The positions of the atoms in the rod are not
optimized. As shown in Fig. 7.3 (a), the phonon transmission reveals a clear dependence
on the position of the cut. As we increase the size of the C part, the transmission tends to
decrease. Also the phonon heat conductance, shown in Fig. 7.3 (b), becomes smaller as

63



7. First principles approach to heat transport through molecular systems

0 5 10 15 20
Energy (meV)

0

1

2

3

4

5

6
T

ra
n
sm

is
si

o
n

cut1
cut2
cut3
cut4

0 50 100 150 200 250 300
Temperature (K)

0

50

100

150

200

κ
(p

W
/K

)

cut1 cut1

cut2cut2 CL R

cut3

cut4

cut3

cut4

(a) (b)

Figure 7.3: (a, b) Phonon transmission and phonon heat conductance of a gold rod. The
geometry of the rod is shown in the inset of (b), where the different cuts are indicated as well.

we extend the C part. That is not unexpected since we couple a semi-infinite bulk system
to the left and right - i.e. the C part represents a constriction.

Therefore we investigated, whether the observed differences in the heat conductance
also occur, if we couple the C part to a semi-infinite rod instead of a semi-infinite bulk
electrode. Similarly as we extract the bulk parameters from the balls in Sec. 7.1, we extract
the parameters from the rod. Here the semi-infinite rod is described by a one-dimensional
lattice as sketched in the inset of the Fig. 7.4. Therefore we use a crystal basis including
31 atoms. The rod as a whole consists of 5 lattice points.

To calculate the phonon transmission it was necessary to extend the transport program
to allow for a lattice basis, including more than one atom. Also modifications were nec-
essary to use the program with leads that are described by a one-dimensional lattice.

The rod is cut at the positions indicated in the inset of Fig. 7.4. Those positions are
between lattice points. We find that the transmissions of cut1 and cut2, as shown in
Fig. 7.4, exhibit similar behavior. Since the rod includes only 5 lattice points, the coupling
between atoms is influenced by the finite length of the rod and may vary along the rod.
Therefore changes in the transmission due to different cuts are expected. Nevertheless
we find a heat conductance that depends weakly on the position of the cut. For higher
temperature the difference is about 5 pW/K. In contrast to the bulk electrode construction,
the heat conductance increases slightly if we extend the C part.

Clearly, the vibrational spectrum of the molecular junction is not affected, if we trans-
late each atom by the same distance ∆~R. To ensure this the force constant matrix Kls has
to fulfill the condition ∑

s

Kls = 0. (7.2)

In the following we will investigate to what extent the transmission changes, if this con-
dition is violated. Therefore we extract a force constant matrix that fulfills Eq. (7.2) by
construction.

Up to now we calculate the surface Greens function from parameters extracted from
the center of the rod. Then the surface Greens function is coupled to the lattice point 1
and −1 for cut1. At least the on-site force constants of lattice point 0 differ from those
of ±1, therefore the condition of Eq. (7.2) is violated. To avoid that, we calculate the
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7.3. Heat transport through atomic gold wires
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Figure 7.4: (a, b) Transmission and heat conductance of a gold rod. The geometry of the rod
is shown as an inset of (b) where the different cuts are indicated as well.
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Figure 7.5: (a) Geometry of the C part of the gold chains investigated. (b, c) Transmission
and heat conductance, respectively. The inset shows the full ECC geometry, it is indicated
how we divide it in to L,C and R part.

surface Greens function from force constants extracted from the L and R part of the ECC.
By construction these force constants then preserve Eq. (7.2). The drawback is that the
extracted force constants are influenced by the ends of the rod in an asymmetric way, i.e.
one end of the rod is closer compared to the other. The calculated transmission is shown
in Fig. 7.4 (a), labeled as cut1-LR. The ECC is divided similarly for cut1 and cut1-LR.
The resulting phonon transmission for cut1 and cut1-LR are found to be in reasonable
agreement. Also the phonon heat conductance of cut1 is similar to cut1-LR, even if cut1
shows a slightly smaller value.

7.3 Heat transport through atomic gold wires
In this section we discuss the properties of atomic wires constructed from gold chains.

What is attractive about that system is that it consists of gold atoms only and therefore it
represents a rather simple system. An example for the ECCs used in this study is shown in
Fig. 7.5 (b). In the picture we show the shortest gold chain that consists of only one atom.
We extend that chain up to 7 gold atoms. We refer to each geometry by the number of
atoms in the chain. The atoms in the chain possess a linear configuration. That geometry
is most likely realized in experiments, shortly before the rupture of the atomic junction
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7. First principles approach to heat transport through molecular systems

Chain length 1 2 3 4 5 6 7
Emax( meV) 16.9072 15.6787 15.3773 15.8459 15.5382 15.5405 15.3777
EM

max( meV) 14.1421 11.8322 11.3534 11.2274 11.1924 11.1834 11.1811

Table 7.1: Maximum vibrational energy of the geometry of the C part, Emax, as well as for a
model system EMmax, described in Sec. 7.4.2, using kC = 20 meV2 and kL = 100 meV2.

takes place.
The phonon transmission for the atomic wires is plotted in Fig. 7.5 (b). We find that it

is always smaller than 3. For energies below 1 meV and above 20 meV the transmission
is approximately zero. Additionally, the eigenvalues of the transmission (i.e. transmission
eigenchannels) are always smaller than one. Geometry 1 shows tree eigenchannels at an
energy of about 10 meV, which exhibit a transmission of almost 1. As we increase the
length of the chains, we find that the transmission cutoff at high energies tends to become
smaller. While it is about 19 meV for chain 1, it becomes about 17 meV for chain 2 and
3. It saturates for longer chains at about 12 meV. That cutoff is not due to the different
vibrational spectra of the chains. As shown in Tab. 7.1, the vibrational mode with the
highest energy depends weakly on the chain length. Except for the chain 1 the maximum
vibrational energy is almost constant at a value of about 15.5 meV.

In Sec. 7.4 we derive a model for heat transport using a linear chain. That model only
allows the atoms of the chain to vibrate in one direction along the chain (i.e. longitudinal
modes). The transmission obtained from that model shows a decreasing energy cutoff
for increasing chain length. Hence the model predicts that the heat conductance due to
phonons decreases with increasing chain length but saturates for long chains, as shown
in Fig. 7.8 (b). This saturation is not observed for the full calculation in Fig. 7.5 (b), but
qualitatively the heat conductance tends to become smaller for longer chains. For the full
calculation we observe an even-odd effect for the phonon heat conductance. Wires with
an even number of atoms show a smaller heat conductance.

7.4 Model of heat transport in molecular junctions
In this section we investigate a model system that describes heat transport along a one-

dimensional chain. While a similar model is frequently used to describe basic mechanisms
in electric transport, it is less frequently used for modeling heat transport due to vibrations.
As indicated in Fig. 7.6 we will assume different force constants in the central part kC
compared to the leads on the left and right sides kL. We consider only nearest neighbor
interaction.

We will first describe the properties of the semi-infinite lead in Subsec. 7.4.1. Next,
we will model different molecular junctions in Subsec. 7.4.2.

kC kLkLkLkL

CL R

Figure 7.6: Linear chain with different force constants in part C compared to the leads in L
and R. Here are 2 atoms in C, connected by a spring constant kC . The attached leads show a
different spring constant kL.
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7.4. Model of heat transport in molecular junctions

7.4.1 Semi-infinite and infinite one dimensional chain
First we calculate the surface Greens function for a semi-infinite linear chain, assuming

nearest neighbor coupling. To do so we consider the coupling to the last site of the chain
as a perturbation. The force constant matrix is

K = K0 + V =


2k 0 0 0
0 2k −k 0

0 −k 2k
. . .

0 0
. . . . . .

+


0 −k 0 0
−k 0 0 0

0 0 0
. . .

0 0
. . . . . .

 . (7.3)

The Greens function of the unperturbed part is

d =
[
ω2 −K0

]−1
=

(
d00 0
0 D

)
. (7.4)

That Greens function describes the semi-infinite chain by D and the additional uncoupled
site by d00. For the full Greens function, including the interaction to the last site given by
V , we can use the Dyson equation:

D =
[
ω2 −K

]−1
= d+ dV D. (7.5)

Because we like to attach additional sites at the end of the chain we are interested in the
surface Greens function D00 only.

D00 = d00 + d00V01D10 (7.6)
(ω2 − 2k)D00 = 1− kD10 (7.7)

D10 = d11V10D00 = −kD2
00 (7.8)(

ω2 − 2k
)
D00 = 1 + k2D2

00 (7.9)

2k2D00 = ω2 − 2k ± ω
√
ω2 − 4k (7.10)

The sign has to be chosen such that the density of states, given by Eq. (7.1), will be posi-
tive, and such that D00 (ω)

ω→∞−→ 0. The surface Greens function is plotted in Fig. 7.7 (a).
Here we see that the imaginary part of the surface Greens function is zero for ω > 2

√
k.

The real part increases quadratically for ω < 2
√
k, while for bigger energies it decreases.

Now we can couple two semi-infinite chains and determine the density of states of the
resulting infinite one-dimensional chain. For this we need the Greens function of a site
in the center. Additionally, we allow a different on-site element on the central site, to test
the effect of violating Eq. (7.2)

H =



. . . . . . 0 0 0

. . . 2k −k 0 0
0 −k 2o −k 0

0 0 −k 2k
. . .

0 0 0
. . . . . .


. (7.11)

That results in the Greens function for the central site

Dr
CC =

2 (k − o)− iω
√

4k − ω2

4 (k − o)2 + ω2 (4k − ω2)
. (7.12)
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Figure 7.7: (a) Real and imaginary part of the surface Greens function of a semi-infinite chain.
(b) Density of states of an infinite chain with one element in the center that shows a different
onsite element.

From that we can calculate the density of states as

ρ = −2ω

π
Im {Dr

CC} =
2ω

π

ω2
√

4k − ω2

4 (k − o)2 + ω2 (4k − ω2)
. (7.13)

This expression is plotted in Fig. 7.7 (b). We find that violating Eq. (7.2) suppresses the
vibrational density of states at low energy.

7.4.2 Model for a gold chain
In this subsection we describe the phonon heat transport of gold chains coupled to

electrodes on both sides. As electrodes we use semi-infinite, one-dimensional chains with
nearest neighbor interaction kL. The force constant in the center is assumed to be kC .
That kind of chain is sketched in Fig. 7.6. Now it is possible to consider gold chains with
different numbers of sites in the center. We will discuss geometries that consist of 1 to 4
sites in the C part. Their force constant matrices of the C part are:

K1 =
(

2kL
)
, K2 =

(
kC + kL −kC
−kC kC + kL

)
, (7.14)

K3 =

 kC + kL −kC 0
−kC 2kC −kC

0 −kC kC + kL

 , (7.15)

K4 =


kC + kL −kC 0 0
−kC 2kC −kC 0

0 −kC 2kC −kC
0 0 −kC kC + kL

 . (7.16)

For the system described byKi we calculate the corresponding phonon transmission Ti(ω)
with i = 1, 2, 3, 4, as plotted in Fig. 7.8 (a). Here the transmission shows a constant value
for very small energies. That implies that for small temperatures, the heat conductance is
proportional to the temperature. If the number of sites in C increases, the cutoff energy
of the transmission decreases. In Fig. 7.8 (b) we plot the heat conductance of the model
system. We find that the heat conductance converges, as we extend the C part. Visually
there is no difference between the heat conductance κ3 and κ4 in Fig. 7.8 (b). At high
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Figure 7.8: In (a) the solid lines show the transmission for kL = 100 meV2 and kC =
20 meV2. The dashed lines show the transmission for the case where Eq. (7.2) is violated,
where we use kECC

L = 110 meV2. (b) Heat conductance as a function of the temperature
(solid) and with violation of Eq. (7.2) (dashed).

temperatures we find for chains, longer than three sites in the C part, a heat conductance
of about 19 nW/K.

Now we consider a violation of the condition, formulated in Eq. (7.2). To model that,
we used a different force constant in the ECC as in the leads. We use kL ← kECCL in
Ki. In Fig. 7.8 (a) we find that this leads to a suppressed transmission at low energies. In
Fig. 7.8 (b) we show that the heat conductance of the model system is suppressed for the
case, where the condition Eq. (7.2) is violated. The heat conductance converges to a value
of about 15 nW/K.

7.5 Conclusions
We described our scheme to calculate the phononic heat transport through molecular

junctions. For this purpose we used the Greens function formalism, combined with the
phononic structure calculated using density functional theory (as implemented in TUR-
BOMOLE). The coupling between the molecule and the leads was investigated. We com-
pared the results, obtained for differently coupling positions and different structured leads.
We also calculated the phonon heat transport through gold atomic contacts. For those
atomic contacts we compared the results to a tight-binding model.
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8 Heat transport through π-stacked
molecules

In this chapter we focus on the heat transport through single-molecule junctions. We in-
vestigate the heat transport through paracyclophane molecules, caused by phonons and
electrons, as well as thermoelectric effects. The electric conductance of molecular junc-
tions with paracyclophane molecules was discussed in Chap. 4. Here we use the same
ECC geometries which are described already in Chap. 4.

The electronic π system of paracyclophane molecules results in a relatively high elec-
tric conductance, as found in Chap. 4. The main reason is the delocalized nature of the
π electron system. While the electronic heat conductance is mostly determined by the
Wiedemann-Franz law, the phonon contribution may be expected to be low for paracyclo-
phane molecules. Here the mechanical link due to the absence of an anchor group should
be weak. At least for π-π stacked systems the heat conducting phonons which couple the
stacked parts, are expected to have low energies.

This chapter begins with a discussion of the thermopower of the parayclophane molec-
ular junctions in Sec. 8.1. Then the heat conductance is analyzed in Sec. 8.2. Finally we
present the thermoelectric figure of merit of the single-molecule junctions in Sec. 8.3.

8.1 Thermopower
The thermopower, calculated for a temperature of 10 K, is shown in Fig. 8.1. Here we

find a linear increase with molecular length. The results of a linear fit S = A · N + B
are summarized in Tab. 8.1. We observe that the thermopower increases linearly with
temperature up to about 300 K. We find that for the coupling at one single adatom on the
gold surface the thermopower is enhanced. That might be due to a weaker coupling to the
electrodes and therefore the resonances in the transmission are sharply. Thus while the
conductance decreases, we find an increase in the Seebeck coefficient.

I II III
A 0.21 µV

K 0.09 µV
K 0.11 µV

K
B −0.22 µV

K −0.15 µV
K −0.20 µV

K

Table 8.1: A and B obtained by a linear fit to the thermopower, shown in Fig. 8.1.
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8. Heat transport through π-stacked molecules

M2 M3 M4

-0.1

0

0.1

0.2

0.3

0.4

0.5

Th
er

m
op

ow
er

 (µ
V

/K
)

M2-I
M2-II
M2-III 
M3-I
M3-II
M3-III
M4-I
M4-II
M4-III

0 50 100 150 200 250 300
Temperature (K)

1

1.001

1.002

1.003

1.004

1.005

L/
L 0

M2-I
M2-II
M2-III
M3-I
M3-II
M3-III
M4-I
M4-II
M4-III

(b)(a)

Figure 8.1: (a) Thermopower calculated using the electron transmission shown in Fig. 4.3 (a).
The straight lines are fits to the numerical results (b). Deviation from the Wiedemann-Franz
law.
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Figure 8.2: Heat conductance due to electrons (a) and phonons (b).

The thermopower, calculated for the M2 molecule, is negative for all electrode geome-
tries. Therefore we observe a sign change of the thermopower depending on molecular
length. It can be speculated that it is challenging to measure that sign change in experi-
ments, because the value of the thermopower is rather small.

8.2 Heat conductance
In this section we analyze the heat transport properties of the molecular junctions. First

we focus on the electronic heat conductance, which is compared to the Wiedemann-Franz
law. Then we focus also on the phonon heat conductance.

Contribution due to electrons
The heat conductance due to the electronic degrees of freedom can be computed from

the energy dependent electron transmission, via Eq. (2.48). In the case of an energy-
independent transmission, it is possible to derive the Wiedemann-Franz law [99]. The
Wiedemann-Franz law connects the electron heat conductance κel with the electronic con-
ductance G [99]:

L =
κel

GT
. (8.1)

If the Wiedemann-Franz law is fulfilled, the ratio of Eq. (8.1) is given by L = L0 =
π2

3

(
kB
e

)2
. The constant L0 is called Lorenz number.
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8.3. Figure of merit
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Figure 8.3: Phonon transmission as a function of energy.

We plot L/L0 in Fig. 8.1 (b). We find that the paracyclophane molecular junctions do
not violate the Wiedemann-Franz law drastically. The reason for this is that the resonances
in the electron transmission is situated at about 1.5 eV above and below the Fermi energy.
As a result the transmission depends weakly on energy, at least close to the Fermi energy.

The heat conductance due to the electron system is shown in Fig. 8.2 (a). Here we find
that it depends linearly on the temperature up to 300 K. The heat conductance shows a
rapid decrease with the length of the molecule. We find an exponential decrease of the
heat conductance similar to that for the electric conductance.

Contribution due to phonons
In Fig. 8.3 we show the phonon transmission, calculated as described in Chap. 7 using

Eq. (2.43). Because the gold density of states becomes very small for energies bigger
than about 25 meV, the transmission through the molecular junctions is suppressed for
higher energies. Also for low energies we find a suppression of the phonon transmis-
sion. That is related to the suppressed gold density of states for low energies, as well.
The energy window that is important for heat conductance due to phonons reaches from
2 meV to 25 meV. The transmission as a function of energy is found to be smaller than
3 for all paracyclophanes. As we diagonalize the transmission operator, we find that the
transmission eigenchannels have values between 0 and 1.

Using Eq. (2.50), we calculate the phonon heat conductance. It is shown in Fig. 8.2 (b).
We find that the heat conductance depends rather on the interface geometry of the junction
than on the molecular length. We find κ(I) < κ(III) < κ(II) for all ECCs but M3-II.

For temperatures bigger than 150 K the phonon heat conductance saturates. At that
temperature the heat current can be approximated by a semi infinite integral of the phonon
transmission. The phonon heat conductance saturates between 20 pW/K and 65 pW/K.
Therefore the phonon heat conductance is bigger compared to the heat conductance due to
electrons for median temperatures, at least by about a factor of 2. Eventually the electron
heat conductance is dominant for very high temperatures.

8.3 Figure of merit
A solid state thermoelectric power converter could be used to convert waste heat to

electricity at places, where moving parts that need to be maintained are unwanted. The
open task is to find materials that can be used in such a device and are best suited to give
a high efficiency. It is assumed that nanostructures can be used to tune the efficiency. To
characterize the material properties to serve in a thermoelectric device, it is common to
use the figure of merit ZT [29].
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Figure 8.4: thermoelectric figure of merit as a function of energy.

In this section estimate the figure of merit ZT for a single-molecule junction. For this
purpose we use the thermoelectric properties calculated in this Chapter. The figure of
merit is defined as

ZT =
GS2T

κel + κph
, (8.2)

where the heat conductance κ = κel + κph is dominated by the phonon contribution, for
temperatures up to 300 K. The electric conductance is rather high for paracyclophanes as
compared to other molecular contacts. In contrast the Seebeck coefficient S is rather small
for the paracyclophane molecules discussed here. In Fig. 8.4 we plot the figure of merit
ZT for the parayclophane molecular junctions. We find that those molecular junctions
show rather poor values for ZT. Using chemical gating it is possible to tune the Seebeck
coefficient by a factor of 10, while the electric conductance and the heat conductance
show only minor changes [100].

8.4 Conclusions
In this chapter we analyzed the thermoelectric properties of parayclophane molecular

junctions. We focused on paracyclophanes with different lengths. We found that the
thermopower increases linearly as a function of the molecular length. Analyzing the heat
conductance reveals that the phonon contributions are at least 10 then the electronic ones.
We found that the figure of merit for molecular junctions with paracyclophane molecules
is below 10−4 for temperatures up to 300 K.
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9 Thermoelectricity of benzene
derivatives

In this chapter we focus on the thermoelectric properties of gold-benzene-gold molecular
junctions. The used anchor groups are interesting, because the dominant transmission
channel changes from LUMO (electron like charge carriers) for nitrile anchors to HOMO
(hole like charge carriers) for amine anchors. The molecule equipped with nitrile anchors
is called 1,4-benzenediisonitrile (BDNC) and the molecule with the amine anchor is called
1,4-benzenediamine (BDA) in the following.

In this chapter we first discuss how we describe the geometry of the molecular junc-
tions in Sec. 9.1. Then we will give a brief description of the electric properties in Sec. 9.2.
Our analysis of the heat transport is presented in Sec. 9.3.

9.1 Modeling molecular junctions
In experiments the atomistic details of the Au-molecule-Au junction geometry are not

accessible. Therefore we assume in this section that the molecules bind to an adatom
on a clean gold surface that is perpendicular to the gold 〈111〉 lattice direction. This is
the direction of the electric transport. To construct the ECC geometry we start from a
molecule attached to one electrode. That geometry is optimized and the second electrode
is attached symmetrically. This first geometry is referenced as 0.00 Å. The position of
some gold atoms of the electrode are fixed during the optimization as indicated in Fig. 9.1.
To model the stretching process the fixed atoms of the electrodes are displaced stepwise
by about d = 0.1058 Å. Subsequently the ECC geometry is optimized after each step. In
Fig. 9.1 we show some ECC structures of the BDA and BDNC single-molecule junctions.
The gold electrodes on the left and right side consist of two layers cut out of a fcc lattice,
including 37 gold atoms on each side. The position of all gold atoms but the adatom are
fixed if we search for the ground state geometry. To optimize the geometries we use DFT
as implemented in TURBOMOLE with the PBE functional [31, 32], employing the def-
SV(P) basis set [33]. The total energy is converged to a precision better than 10−7 a.u.,
the structure optimizations are carried out till the maximum norm or the gradients were
fallen below 10−5 a.u..

For BDNC we find a quite simple picture. Since the nitrile anchor apparently binds
perpendicular to the gold surface, we find an almost linear geometry. Here we increase
the electrode displacement to a value of 1.80 Å and find that the molecule tends to bind
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9. Thermoelectricity of benzene derivatives

relaxedfixed fixed relaxedfixed fixed
Figure 9.1: Junction geometries for BDNC (a) and BDA (b) at different electrode displace-
ments, as indicated next to each geometry.

stronger to the left electrode. At that point the molecule takes the adatom from the surface.
The picture is more complicated for the amine binding group. Here the electrodes are not
exactly face to face because we find that the BDA molecule binds with an angle to the
gold surface. Therefore, if the junctions are stretched, the gold adatom is dragged along
the surface at a displacement of about 1.59 Å. That also induces a reorientation of the
molecule inside the junction. The molecule rotates by about 15◦. The molecule develops
a stronger bond to the left electrode if we increase the displacement to more than 2.43 Å.
Here the distance between the gold and the amine group on the right side starts to increase
faster than on the left side.

9.2 Electric properties of the stretched molecular junctions
In Fig. 9.2 (a) we show the energy-dependent transmission for small electrode dis-

placements. Here the transmission is dominated by the first transmission channel. For
both molecules the first channel contributes more than 80%.

Once again the molecules BDNC and BDA contain a benzene part that is coupled to
the electrodes via different anchor groups. Having this picture in mind it is obvious to
compare the transmission eigenchannels to the molecular orbitals of the isolated benzene.
Here we find that the LUMO state of isolated benzene shows similar character as the
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9.3. Heat transport properties
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Figure 9.2: (a) Transmission as a function of energy is shown for BDNC and BDA molecular
junctions with an electrode displacement of 0.212 Å. (b) Shows the first transmission channel
at the Fermi energy and HOMO and LUMO of the isolated benzene.

first transmission channel of BDNC, as visible in Fig. 9.2 (b). The elastic transmission is
shown in Fig. 9.2 (a). The transmission of BDNC at the Fermi energy is well described
by a Lorentz-like shape centered around the resonance at about −4.5 eV.

For the Au-BDA-Au junction the transport is HOMO dominated since the HOMO
resonance is about 1.5 eV below the Fermi energy and the LUMO is located about 2.5 eV
above. Also the heating asymmetry of the Au-BDA-Au junction shows that the transport
is HOMO dominated [11, 67]. If we analyze the dominant transmission eigenchannel of
BDA we find that it is a superposition of HOMO and LUMO. That is attributed to the
position of the Fermi energy between those two molecular orbitals and the fact that the
LUMO resonance is comparably broad. Additionally, we find a sharp resonance at about
−2.6 eV below the LUMO resonance in the energy dependent transmission of BDA. The
origin of that resonance is the second LUMO of the benzene. Isolated benzene has a
doubly degenerate LUMO. Here we find that the degeneracy splits in energy and one state
couples to the electrodes, while the second LUMO at about−2.6 eV couples only weakly.
That will result in a sharp resonance.

9.3 Heat transport properties
In the molecular junction heat can be transported via the electronic as well as via the

phononic system. Here we present a comparison of both, but we neglect heat transport
due to radiative processes. As discussed in Sec. 9.2 we calculate the energy-dependent
electron transmission that allows us to describe the charge as well as the energy transport
carried by electrons. Similarly we can calculate the energy-dependent phonon transmis-
sion. The phonons transport heat due to their intrinsic energy ~ω. We can calculate their
contribution to the heat conductance of the molecular junction. As described in Chap. 7.

In Fig. 9.3 (a) we show the phonon transmission of the molecular junctions Au-BDA-
Au and Au-BDNC-Au. Here we see that the transmission vanishes for energies higher
than 20 meV, due to the phonon density of states of gold. Below that cutoff energy we
find about 230 modes of the full ECC geometry. The modes in this energy region are no
localized modes, which can be described as a stretch of a single bond. These modes stand
out due to the fact that almost each atom is displaced if we consider the corresponding
eigenstate in the local displacement basis of the ~Qi, as discussed in Sec. 2.3.
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Figure 9.3: Phonon transmission (a) and heat conductance (b) for the molecular junctions
with electrode displacement of 0.212 Å.

We use the phonon and electron transmission to calculate the heat conductance through
the molecular junctions. For this we use Eqs. (2.50) and (2.48). The result of both is shown
in Fig. 9.3 (b). The phonon contribution to the heat conductance saturates at about 200 K
at a value of about 25 pW/K for BDA and about 35 pW/K for BDNC. At that temperature
the heat conductance due to electrons is for BDA about a factor 6 smaller and for BDNC
about a factor 30 smaller. In total the heat conductance calculated results in a high thermal
resistance of 3.6 · 1010 K/W for BDA and 2.8 · 1010 K/W for BDNC, at about 200 K.

9.4 Electronic and phononic transport properties as a func-
tion of electrode displacement

In this section we analyze how the transport properties of the molecular junctions
change if we displace the electrodes. That mimics the deformation of the contacts in
molecular break junction measurements. At this point we restrict our analysis to the con-
ductance plateau where the molecule is conducting and the electrode displacements are
below the point of rupture of the contact. In Fig. 9.4 (a) we show first the conductance val-
ues of the molecular junctions BDA and BDNC. The conductance varies only weakly and
is similar for both molecules, while the electrodes are separated. We find a conductance
of 1 · 10−2G0 for BDA and 2 · 10−3G0 for BDNC.

We found that BDA drags a gold atom along the surface, at a electrode displacement
of about 1.59 Å. At that point the BDA rotates slightly to adapt to the new electrode
geometry. That reorientation does not affect the value of the conductance. But the See-
beck coefficient changes due to the reorientation. Therefore the power factor (ZT) of the
molecular junction

ZT =
GS2T

κel + κph
, (9.1)

changes at an electrode displacement of 1.59 Å. Here ZT increases due to the steeper
slope of the electron transmission, that increases the thermopower S. Usually the reso-
nances in the electron transmission become more narrow while increasing the electrode
displacement. The reason for this is the decrease of the electronic coupling between the
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Figure 9.4: Conductance (a) and phonon heat conductance (b) as a functions of the electrode
displacement, for 100 K (solid lines) and 20 K (dashed lines). (c,d) ZT for BDA and BDNC,
respectively.

molecule and the metal electrodes with increasing displacement. For BDNC we find an
almost linearly increasing ZT on the logarithmic plot.

9.5 Conclusions
In this chapter we presented our calculations on thermoelectric transport through molec-

ular junctions with benzene derivatives. We analyzed two different anchor groups, namely
amines and nitriles. For those we obtained different transport characteristics. While the
thermopower is positive for the amines, the molecular energy levels were shifted with re-
spect to the gold Fermi energy if nitrile anchors are used. The shifted energy levels were
found to result in a negative thermopower with a rather big absolute value for the nitrile
anchors.

We analyzed the heat transport properties of the molecular junctions and found that
the phononic contributions are dominant as compared to those of the electrons. As we
calculated the figure of merit, we found values of 0.1 at 300 K using nitrile anchors.
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10 Summary

The focus of this thesis is on the theoretical description of electron and phonon transport
in molecular electronics. Using the same level of ab-initio theory, we were able to deter-
mine the thermoelectric transport coefficients, including electron and phonon transport in
the linear response regime. Additional inelastic effects on the electron transport due to
vibrations were used to characterize the molecular junction configurations.

After giving a short introduction to the theory applied to compute transport proper-
ties in molecular electronics, we focused in Chap. 2, on the electron transport through
molecular junctions in the first part of this thesis.

Supported by experiments, which were carried out in the group of Prof. Scheer (Uni-
versity of Konstanz), we analyzed the properties of the molecule-gold interface, as pre-
sented in Chap. 3. In this study we focused on the molecular end-groups thiol and amine,
which are commonly used in experiments to attach a molecule to the metal electrodes.
We found that using thiol anchors increases the breaking force by about a factor of two
compared to amine anchors. Similarly the binding energy of the thiol-gold bond is twice
as big as that of the amine-gold bond. Simulations of the stretching process, performed
as close as possible to the realization in experiments, revealed that the thiol-gold bond de-
forms the electrodes upon stretching and is eventually strong enough to pull a gold atom
from the electrodes. The deformation results in reorientations of the atoms in the elec-
trode. It was found that this process causes kinks in the conductance traces. Our findings
are in accordance with the measurements, where an analysis of the opening conductance
traces reveals a kink feature for thiol-ended molecules that appears three times more often
as compared to amines. The geometric properties of the molecular junctions were fur-
ther analyzed by means of their vibrational modes. The measured and calculated inelastic
electron tunneling spectra allow characterizing the vibrational modes that cause peaks in
the spectra. In particular, we analyzed vibrations that are active at the molecule-metal
interface.

In Chap. 4 we presented our investigations that concern π-stacked molecules. We
analyzed the electron transport mechanism in the metal-molecule-metal configuration by
means of the transmission eigenchannels. We found that the transport is dominated by
the benzene π system of the paracyclophane molecule, while the linking ethan chains
turned out to be of minor importance for the charge transport. Analyzing the inelastic
electron tunneling spectra, we focused on vibrational modes with a particular character.

81



10. Summary

Namely, we focused on vibrations that displace the atoms of the benzene fragment, while
the direction of displacement is within the plane of the benzene ring. The coupling of
those modes to the current was found to be rather independent of the electrode geometry.

In Chap. 5 the inelastic electron tunneling spectra were analyzed in the case of destruc-
tive quantum interference. The fact that the elastic transmission is damped by quantum
interference effects allows approximating the inelastic electron tunneling spectra. The
basic physics is described by a tight binding model that includes the electronic π orbitals
only. A comparison to a first principles calculation validates the approximations under
certain conditions.

We closed our investigations on the electron transport in molecular electronics in
Chap. 6, where we analyzed the crossover between coherent and incoherent transport
observed for long molecular wires. The incoherence effects were included by means of
Büttiker probes. That probes do not carry a current but they destroy the quantum me-
chanical phase information because they are coupled to the wires. The coupling strength
between probe and conductor allows to tune the decoherence strength. We focused on
the transition from tunneling to the ohmic regime using a linear chain. We found that the
decoherence length depends exponentially on the coupling strength. The effect of finite
temperature was found to be negligible in the off-resonant regime.

In the second part of this thesis we extended our theoretical investigations to heat
transport through molecular junctions. We had to include phononic degrees of freedom
in our analysis because phonons dominate the heat conductance. To calculate the heat
conductance we used a consistent theory of electron and phonon transport. That allowed
to explore the thermoelectric properties of molecular electronic devices. On that basis we
were able to characterize the ability of single molecules to perform as thermoelectric heat
converters.

In Chap. 7 we introduced our newly developed first principles scheme to describe
phonon transport. Similarly as in the case of the electron transport, we used the Greens
function scheme to describe the phonon heat transport. To obtain the phononic as well
as the electronic structure, we applied density functional theory as implemented in TUR-
BOMOLE. In case of atomic wires we compared the ab-initio results to a tight binding
scheme and found reasonable agreement. While the heat conductance of the full cal-
culations showed an even-odd effect, that feature was not recovered by the simple tight
binding scheme.

In Chap. 8 we investigated the heat transport through π-stacked molecules. The basic
idea is that the phonon transport through the molecular system is blocked because of the
properties of the stacking mechanism. This expectation is based on the assumption that
the stacking force could be described by a very low spring constant. Our findings for the
paracyclophanes revealed a phonon heat conductance that is about a factor of 5 higher as
compared to the electronic contribution, assuming a temperature of 50 K. We predict that
molecular devices which include paracyclophanes should show a low figure of merit.

In the last Chap. 9 of this thesis we discussed the thermoelectric properties of benzene
molecules, coupled via their para position to the electrodes using two different anchor
groups. We found a heat conductance for the covalently bonded molecules that is of
the same order of magnitude as for the direct π electron binding position, in case of the
paracyclophane molecules. We analyzed the heat transport properties of those junctions
under the mechanical strain caused by electrode displacements. We found that mechanical
strain tends to suppress the phononic heat conductance.

On this basis, we could further analyze the thermoelectric potential of molecular elec-
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tronic devices. In this respect we can tune the thermopower by means of chemical gating
mechanisms. A second point is to suppress the heat transport due to phonons by using a
big mass ratio between lead atoms and those of the molecular components. In this respect
junction geometries like gold-H2-gold might be promising candidates.
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List of abbreviations

BDA 1,4-benzenediamine.

BDNC 1,4-benzenediisonitrile.

DFT density functional theory.

DOS density of states.

ECC extended central cluster.

GGA generalized gradient approximation.

HK Hohenberg-Kohn.

HOMO highest occupied molecular orbital.

IETS inelastic electron tunneling spectroscopy.

KS Kohn-Sham.

LDA local density approximation.

LUMO lowest unoccupied molecular orbital.

MCBJ mechanically controllable break-junction.

ODA octane-diamine.

ODT octane-dithiol.

TB tight-binding.
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