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Notation

General Conventions

\( x \) Scalar (lowercase)
\( \mathbf{x} \) Random variable (bold, lowercase)
\( \underline{x} \) Vector (underlined, lowercase)
\( \mathbf{x} \) Random vector (bold, underlined, lowercase)
\( \mathbf{A} \) Matrix (bold, uppercase)
\( (.)^s \) Quantity of sensor \( s \)
\( (.)_k \) Quantity at time step \( k \)
\( \mathcal{A} \) Set (calligraphic, uppercase)
\( \mathbf{A} > 0 \) Matrix \( \mathbf{A} \) is positive definite
\( \mathbf{A} \geq 0 \) Matrix \( \mathbf{A} \) is positive semidefinite
\( \mathbf{A} > \mathbf{B} \) Matrix \((\mathbf{A} - \mathbf{B})\) is positive definite
Notation

Operators

\((A)\top\)  Matrix transpose of \(A\)
\((A)^+\)  Moore-Penrose pseudoinverse of \(A\)
\((A)^{-1}\)  Inverse of \(A\)
\(\text{tr}\{A\}\)  Trace of \(A\)
\(\text{rank}\{A\}\)  Rank of \(A\)
\(\text{vec}\{A\}\)  Vector operator of \(A\)
\(\text{eig}\{A\}\)  Set of eigenvalues of \(A\)
\(\text{diag}\ (A)\)  Vector with diagonal elements of \(A\)
\(\text{blkdiag}\ (A)\)  Matrix-vector of block diagonals of \(A\)
\(\delta\)  Kronecker delta function
\(J\{\cdot\}\)  Optimization or cost function
\(p(x)\)  Probability density func. of random variable \(x\)
\(\Pr\{x = a\}\)  Probability of event \(a\)
\(E\{x\}\)  Expected value of \(x\)
\(E\{x|y\}\)  Expected value of \(x\) conditioned on \(y\)
\(A \cup B\)  Union of \(A\) in \(B\)
\(A \cap B\)  Intersection of \(A\) in \(B\)
\(A \backslash B\)  Relative complement of \(B\) in \(A\)
\(\mathcal{E}(C)\)  Covariance ellipsoid of \(C\) with mean 0
## Notation

### Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>Identity matrix</td>
</tr>
<tr>
<td>$1$</td>
<td>Matrix with identities $(I \ldots I)$</td>
</tr>
<tr>
<td>$0$</td>
<td>Vector where all entries are zero</td>
</tr>
<tr>
<td>$0$</td>
<td>Matrix where all entries are zero</td>
</tr>
<tr>
<td>$\mathbb{N}_0$</td>
<td>Set of natural number including zero</td>
</tr>
<tr>
<td>$\mathbb{N}$</td>
<td>Set of natural number excluding zero</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>Set of real number</td>
</tr>
<tr>
<td>$\mathbb{R}^n$</td>
<td>$n$-dimensional vector space over the real numbers</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>Empty set</td>
</tr>
<tr>
<td>□</td>
<td>End of proof</td>
</tr>
</tbody>
</table>
Notation

**Conventions for Variables**

\( S \) Set of sensor indices  
\( K \) Set of considered time indices  
\( I \) Set of noise term indices  

\( x_k \) True state at time \( k \)  
\( z_k \) Measurement obtained by sensor at time \( k \)  
\( w_k \) Process noise at time \( k \)  
\( v_k \) Measurement noise at time \( k \)  

\( A_k \) State transition matrix at time \( k \)  
\( H^s_k \) Measurement matrix of sensor \( s \) at time \( k \)  
\( Q_k \) Process noise covariance at time \( k \)  
\( R^s_k \) Measurement noise cov. of sensor \( s \) at time \( k \)  
\( C^z \) Measurement capacity of sensor network  
\( \hat{C}^z \) Hypothesis about measurement capacity  

\( K \) filter gain for measurement  
\( L \) filter gain for predicted estimate  
\( F \) Fusion gain  

\( \mathcal{N}(\bar{x}, C) \) Gaussian distribution with mean \( \bar{x} \) and cov. \( C \)
## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Squared Error</td>
</tr>
<tr>
<td>LMMSE</td>
<td>Linear Minimum Mean Squared Error</td>
</tr>
<tr>
<td>KF</td>
<td>Kalman Filter</td>
</tr>
<tr>
<td>DKF</td>
<td>Distributed Kalman Filter</td>
</tr>
<tr>
<td>HKF</td>
<td>Hypothesizing Distributed Kalman Filter</td>
</tr>
<tr>
<td>LRKF</td>
<td>Linear Regression Kalman Filter</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>UKF</td>
<td>Unscented Kalman Filter</td>
</tr>
<tr>
<td>FKF</td>
<td>Federated Kalman Filter</td>
</tr>
<tr>
<td>CI</td>
<td>Covariance Intersection</td>
</tr>
</tbody>
</table>
Zusammenfassung


Das Ziel dieser Dissertation ist die Entwicklung verteilter Algorithmen zur effizienten Schätzung eines Zustands, der ausschließlich über unsichere Informationen zugänglich ist. Der bearbeitete Themenkomplex wird in der Literatur auch unter den Begriffen Target Tracking, verteilte und dezentrale Schätzung sowie Multisensor Datafusion
Zusammenfassung


Zusammenfassung

Zuge der Arbeit zwei Ansätze entwickelt, die, für die betrachteten linearen Systeme, basierend auf der Zerlegung von Fehlergrößen in Rauschanteile die Rekonstruktion von Abhängigkeiten anhand von lokal errechneter Variablen erlauben. Die Präzision der Rekonstruktion kann in beiden Verfahren relativ zu steigendem Rechen- und Kommunikationsaufwand skaliert werden und ermöglicht somit die Implementierung von zugeschnittenen Lösungen für beliebige Sensornetze.


Abstract

The integration of information and assumptions from different sources that bear the potential to deduce valuable conclusions appeals to researchers and engineers equally and constitutes a fascinating field of study. There are compelling reasons to argue that the associated theory is becoming even more and more important in an increasingly interconnected world. Under the topic of stochastic information processing, the mathematical foundation of the statistical evaluation and interpretation of uncertain data is laid. Estimation theory in sensor networks constitutes an important part that focuses on the distributed processing of information subject to locally constrained knowledge.

While, originally, sensor networks were perceived as collections of miniature systems that jointly monitor spatially distributed phenomena subject to weak computing and limited battery capacities, it has become evident in recent years that the concept and the associated ideas are applicable to various technologies. The incorporation of data from different sensor devices in smartphones and the distributed calculation of complex weather simulations constitute only two examples of application areas. The ever-increasing computational demand and the concomitant growing complexity requires even in traditionally centralized systems the decomposition of operations in functionally independent subsystems with requirements that correspond to those of traditional sensor network nodes.

This thesis deals with sensor network algorithms for the stochastic estimation of a state that is only accessible via uncertain observations. This problem is encountered in several areas in literature and
Abstract

is discussed under the terms target tracking, distributed and decentralized estimation, and multisensor data fusion. The additional challenges of a typical sensor network compared to the central processing of information manifest themselves in the uncertain (often wireless) communication, limited information at local sensors, and the heterogeneity of the nodes. Thus, proper estimation algorithms must cope with packet delays and losses, optimize the processing based on local knowledge, and take advantage of available computing and storage capacities.

Basically, a distinction between three schemes for the processing of information in sensor networks is made in literature. In classical estimation theory, all observations are processed at a central computing node. Distributed estimation considers the preprocessing of measurements at the sensors with the objective to optimize the estimate at a dedicated fusion node. In the most general form, decentralized nodes cooperatively enhance their local estimates by exchanging and merging information with their neighborhood. For centralized linear systems with Gaussian distributed random variables, the Kalman filter constitutes the optimal estimator subject to several criteria (maximum likelihood, mean squared error, etc.). This thesis now deals with the generalization of Kalman filter ideas to distributed and decentralized systems with information-constrained sensors.

The main challenges arising from the generalization of the centralized processing are the filtering at the sensors, i.e., the recursive combination of measurements, and the fusion of estimates. The latter challenge is addressed with methods for the quantification and integration of imprecise dependency information. The exploitation of dependencies is necessary to allow an identification of mutually exclusive information in the fusion. While previous work in literature is confined to the bounding of unknown correlations, two approaches for the reconstruction of dependencies are developed in this thesis. Both are based on a decomposition of error quantities into individual noise terms and can be implemented at the sensors without knowledge about remote processing. The precision of both techniques is
adjustable subject to increasing computational and communication effort and thus, permits deriving tailored solutions for various sensor network setups.

In order to overcome the first challenge and to realize an efficient filter processing at the sensors, the combination of observations is optimized according to a hypothesis about the measurement capacity of the sensor network. As assumed parameters typically do not accurately reflect the reality, techniques for robust correction of incorrect hypotheses are provided. It is not only shown that this algorithm achieves the same (optimal) results as a central Kalman filter for suitable hypothesis but moreover, it is demonstrated in theory and evaluations that the proposed procedure provides preciser estimates than standard approaches that use local Kalman filters. Thus, the implementation of approaches that operate on hypotheses is beneficial in various distributed estimation scenarios such as for example for self-localization, which typically relies on a preprocessing of accelerometer, gyro, and pedometer data.

A combination of the developed techniques allows optimized stochastic processing in a variety of applications. Since the proposed methods provide optimal results for special cases, e.g., distributed estimation, and the combination of them on the basis of theoretical insights is viable, the insights are directly applicable to decentralized information processing and can contribute to a more efficient exploitation of sensor resources in a wide range of practical problems.
Introduction

The perception and processing of information is ubiquitous in human and technical reasoning. It is an inherent attribute of real world problems that desired information is rarely directly accessible but instead the result of an implicit or explicit evaluation of observations or related facts. As a consequence, the systematic analysis of information provides no guaranteed statements but approximations that are uncertain by nature. Indeed, without proper assessment, information is difficult to process and the combination of multiple uncertain sources may even reduce its quality. In particular, a bias can be induced in the fusion result, and the quality of combined information is simply overestimated. Due to increasing awareness of these problems and due to advances in different areas of research, explicit treatment of uncertainty has found its way in various applications. Even though stochastic inference can necessitate sophisticated modeling, the resulting predictions and decisions are not only comprehensible from a mathematical point of view but also reliable in practical use.

In an increasingly interconnected world, uncertain observations stem from different, often heterogeneous sources. It then remains concealed to the receiver, what kind of prior processing the sources performed on the observations and whether information is a mutual dependent copy of already available data. Smartphones serve as a perfect example of such modern sensor networks. As a matter of fact, these devices are conglomerations of various sensors such as microphones, GPS modules, video cameras, etc. Already in the devices, data from different sensors is merged to offer enhanced
Figure 1.1: Several smartphones observe independently of each other (uncertain) data such as honking levels, speed, or user inputs. This information is locally preprocessed, enriched with uncertain GPS data, and sent to a server. There, the received packages are combined to gain new information, e.g., about traffic jams.

services such as videotelephony and augmented reality [164]. Even more important, the interconnection of smartphones permits the cost-efficient integration of spatiotemporally distributed information as it is discussed in literature under the catchphrase “mobile crowd sensing” [50]. Examples for such services are the detection of traffic jams as depicted in Figure 1.1 and the systematic storage of pictures marked with GPS data that allows monitoring temporal changes at different spots on earth [111]. There are compelling reasons to argue that these ideas are only the beginning, and more and more services will rely and exploit loosely related information in the future.

The integration of information from heterogeneous sensors that operate independently of each other confronts scientists and practitioners with new problems not encountered in classical sensor network theory, which has been developed mainly in the context of well-controlled sensor environments such as indoor localization [71], hazard detection [72], and alike. Modern estimation algorithms must process information with unknown origin and dependencies. In particular, quite often not even the number of involved sensors can be antici-
1.1 Problems in Sensor Network Estimation

In such scenarios, a homogeneous optimization of sensors is hardly realizable. Additionally, even if technical advances have relieved some restrictions, the challenges from classical sensor network theory have not yet outlived themselves. These include, primarily, limited battery capacities at the sensors that manifest themselves in a constrained operationality with respect to energy-intensive computational and communication tasks. Moreover, quite often a wireless communication is established that is inherently linked to the risk of packet delays and losses.

Certainly, information-processing systems must feature high degrees of adaptability and flexibility to prove effective in such environments. This pertains to the local processing of observations that can hardly rely on sensor network characteristics, which are quite often unknown at the time of sensing and certainly concealed to the sensor, but also to the fusion of information, which should permit a consideration of dependencies without requiring it as a condition.

1.1 Problems in Sensor Network Estimation

In order to systematically deal with the aforementioned difficulties, information processing is embedded in a mathematical framework where the value of interest is assumed to be an unknown state vector and observations are stochastically distributed according to a known relation to the state. The challenge is then to compose estimates from observations such that the difference to the underlying state is minimized. In this abstract analysis, primarily, two operations need to be considered. For one thing, the combination of estimates and measurements is examined under the topic filtering and focuses on the integration of information that quite often pertains only to a small part of the state. In contrast to that, the term fusion describes the combination of two or more uncertain estimates.
Figure 1.2: Different processes for the design of sensor network estimators. In classical sensor networks, the concept is known when the estimator is derived and only small adaptions are necessary once the network is deployed. In the more general interpretation of sensor networks considered in this thesis, the network structure can change completely during runtime, which necessitates a high degree of flexibility of the estimators.

It follows not only from a mathematical analysis but also from intuition that the optimal fusion depends on the quality of individual estimates and their dependencies. As a matter of fact, dependencies emerge between estimates because the same stochastic system is observed and due to data exchanges between nodes that lead to increasingly similar information at the sensors. As the processing of remote sensors is barely assessable and the history of past data exchanges hardly traceable, accurate knowledge about these dependencies is often not given. Indeed, for the subsequent use of estimates in decision-making or control systems, implementations of the fusion operation should not only minimize the error of the estimate but also provide a quality assessment of the fused estimate. Thus, the questions how to quantify dependencies subject to knowledge constraints of individual sensors and how to fuse estimates subject to imprecise quality and dependency information arise.

The preprocessing of measurements and their recursive aggregation at the sensors are key components of every estimator and determine to a large part the quality of estimates in sensor networks. The problem that needs to be solved in recursive filtering is to determine
the function by which measurements are to be combined into a local estimate that is subsequently transmitted to other nodes. This is, in particular, important as the optimal estimate cannot be recovered from locally preprocessed values when the presence of the sensor network is neglected in the optimization of local filters, e.g., by applying Kalman filters at the sensors. In summary, the challenge is to find optimized filter matrices at the nodes subject to imprecisely known sensor network properties.

Concurrent filtering and fusion at several nodes, furthermore, leads to interdependencies that renders sensor network estimation a difficult scientific challenge with many open problems. In particular, the considered estimation problems exhibit many degrees of freedom so that practical implementations and theoretical properties are only achieved in special cases or when additional assumptions are imposed.

### 1.2 Outline and Overview

Hence, this thesis focuses on linear processing of uncertain information and the mean squared error loss function. This is a well-established framework and has been the basis for key results in sensor network estimation. In contrast to the problem setting of classical distributed estimation, the challenges imposed by modern sensor networks are also addressed by considering limited information at the sensors. Instead of concurrently optimizing filter and fusion processing of the entire sensor network prior to application, sensors are supposed to operate on imprecise and incomplete information about the sensor network and to adapt online to changes in the network structure as illustrated in Figure 1.2. Essentially, the objective is to derive estimation algorithms that handle not only high uncertainty in the data but also highly uncertain and unforeseeable models.
Chapter 2: Fundamentals of Estimation Theory serves as an introduction and mathematical classification of the estimation problem. The process of extracting models from real world phenomena is described, and fundamental results of estimation theory in the Bayesian framework are presented. The focus is laid on challenges in sensor network estimation. For this purpose, three types of sensor networks are delineated that reflect increasingly complex problem settings. The distribution of calculations away from a central node to the sensors introduces sources of dependency between estimates. For example, the evolution of the underlying state is accompanied by uncertainties that pertain to all estimates equally. Additionally, due to the exchange of information in the sensor network, estimates increasingly incorporate the same information. These dependencies interrelate estimates and demand the concurrent optimization of filter and fusion processing at distributed sensors. State-of-the-art methods are illuminated, and their applicability to modern sensor networks with limited sensor knowledge is discussed.

Chapter 3: Information Fusion in Sensor Networks considers the merging of several estimates. In that chapter, two approaches are pursued to quantify dependencies in sensor networks. An estimation scheme based on samples is proposed that gives stochastic approximations of covariances. For an implementation in sensor networks, optimal parameters for finite samples are derived. The other technique draws on existing conservative bounding theory. Based on a decomposition of covariances, linear dependencies between estimates can be reconstructed partially even if sensors operate on local data only. Implementations of this idea are presented, and generalizations of the bounding theory in terms of the number of considered estimates and the incorporation of dependency information are derived. Moreover, fundamental properties are obtained that apply to the underlying bounding techniques and fill existing gaps in literature. The proposed algorithms bridge the gap between well-known techniques for the fusion under either known or unknown dependencies.
1.2 Outline and Overview

Chapter 4: Hypothesizing Distributed Kalman Filtering is concerned with the distributed optimization of filter operations in the presence of a dedicated fusion center. A key prerequisite for an optimal distributed estimation scheme is to ensure a relative weighting of local measurements that is equal to that of a centralized estimation scheme. Hence, techniques are proposed that use hypotheses to satisfy this constraint best possible for different degrees of knowledge about the sensor network structure. An important insight of the chapter is that the subsequent fusion of information demands adapted filter processing. This notion directly transfers to sensor network estimation without a dedicated fusion center and the processing of out-of-sequence measurements.
Fundamentals of Estimation Theory

Observing and processing uncertain information about our environment is an integral part in decision-making of humans and machines. For example, human drivers implicitly approximate the distance to traffic lights based on natural intuition and experiences and lean on their estimates when they brake the car. A more explicit processing that illuminates estimation theory is positioning the car by means of navigation devices. A widespread concept for localization is to utilize satellite navigation such as GPS, which aims to determine positions from time differences in signals. Despite intensive efforts, an uncertainty in the position remains induced by unpredictable delays in the transmission and technical limitations in the signal processing \[37\]. Hence, it is an inherent characteristic of satellite-based localization methods that measurements are imprecise.

In a more general perspective, an unknown state is to be determined from one or multiple observations that permit the inference of some information about the unknown quantity. The objective of estimation theory boils down to deriving approximations of the state that satisfy meaningful quality properties. In literature, various research directions of estimation theory are pursued that often provide different perspectives on similar algorithms and results. In the early stages of estimation theory, the functional relation between observations and state was assumed known and parameters were optimized by means of deterministic analyses. In this context, residuals, i.e.,
deviations of the observations from the estimated model are mini-
mized by means of methods such as least squares. Indeed, determi-
nistic approaches accept and process residuals as outcomes of the ap-
proximation but cannot, taken in isolation, explain their emergence.
This is achieved by deriving estimates premised on the assumption
that measurements are outputs of stochastic experiments. **Stochas-
tic models** allow the systematic inference of measurements based on
probabilistic principles and the optimization of estimates according
to well-established quality attributes from probability theory. How-
ever, probability theory itself knows different interpretations that are
closely bound up with the question whether probability means a phys-
ical tendency that something happens or a belief that is occurs.

The first-mentioned interpretation is referred to as classical or **frequentist** statistics. Measurements are construed as occurrences of
possible events of an experiment. The state is a fixed deterministic
parameter of the stochastic model and estimates are to maximize a
utility or to minimize a loss function. In the **Bayesian** perspective,
estimates are seen as conditional probabilities that express confidence
or a degree of knowledge about the state. This concept necessitates,
by definition, prior knowledge about the unknown state. Indeed,
the parameters are random variables. Consequently, the estimate is
random itself. As a matter of fact, the admissibility of different inter-
pretations of probability has fostered a debate on the correct and
best perspective, which is delineated in [13].

For the subsequent examinations, the Bayesian point of view is taken.
Let \( \tilde{z}_1, \ldots, \tilde{z}_m, m \in \mathbb{N} \) denote measurements that provide information
about the true state \( x \). Then, probabilistic inference with Bayes’
theorem according to

\[
p(x|z) = \frac{p(z|x)p(x)}{p(z)} = \frac{p(z|x)p(x)}{\int_{x \in \mathbb{R}^n} p(z|x)p(x)dx}
\]

(2.1)

permits integrating likelihoods \( p(z|x) \) into the prior distribution \( p(x) \)
in order to obtain the posterior conditional density \( p(x|z_1, \ldots, z_k) \)
that reflects the knowledge about the state. In the probabilistic model, the evolution of the state can be described by means of the Chapman-Kolmogorov equation [83] such that the estimation process is completely characterized by the density representation. Even though Monte Carlo and deterministic sampling methods have been developed to approximate the evolution of these conditional densities, their calculation proves difficult for arbitrary densities and transformations. More details on this topic are given in Section 2.2.

A possibility to facilitate probabilistic inference is to pose the question what is eventually inferred from the conditional density. From simple comparisons of densities in decision theory to the calculation of confidence intervals, various properties can be extracted from random variables. In this thesis, the focus is laid on the derivation of point estimators that find application in many domains such as target tracking and control theory.

This chapter serves as the mathematical introduction to estimation and filter theory and provides a comprehensive overview of state-of-the-art methods relevant for subsequent considerations concerned with sensor network estimation. At the outset of every estimator design and of this thesis stands the question how to transform a real world problem into a suitable mathematical model. The systematic process and associated problems are examined in Section 2.1. As result of these considerations, a linear model is presented that constitutes a compromise between goodness of approximation quality and mathematical simplicity.

The basics of Bayesian estimation theory are laid in Section 2.2 by deriving the minimum mean squared error point estimator and its computationally attractive linear counterpart. The relation between the two estimators is examined and the Kalman filter is presented as the optimal solution for linear models. Moreover, alternative approaches for central estimation and the treatment of nonlinear models are examined and presented.
Chapter 2. Fundamentals of Estimation Theory

An introduction to estimation with several sensors follows in Section 2.3. Different parameters to describe the interaction between sensors are discussed and in an attempt to unify the sensor network theory, a classification in three types is proposed. A detailed analysis and state-of-the-art is provided for all three types. Finally, key research questions and associated challenges for estimation in modern sensor networks are identified and motivated in Section 2.4.

2.1 Modeling Real-world Problems

At the outset of conceptualizing an estimator for a given problem, underlying state and mathematical models have to be identified. In general, finding these quantities is nontrivial and has been extensively studied under the topic system identification [110]. As the focus of this thesis is on the processing and optimization of sensor network estimators rather than model identification, the following explanation is confined to the basic concepts. For a more comprehensive discussion of challenges and results related to system identification, the reader is referred to [96, 110, 155].

The process of deriving a model from the real world is as follows [83]: first, relevant variables that depict the process are identified and linked according to causal and physical relations. Alternatively, black-box models must be employed that operate exclusively on observed data and aim to find the best representative from a set of candidates according to a specified criterion. Then, the derived model is simulated, validated, and improved until no additional improvements are achieved. Usually, at this point, the model is still not a perfect reflection of the real world because the system behavior is partially unpredictable, the instruments’ precision is limited, etc. A popular method to cope with these challenges is to introduce stochastic noise terms. Hence, at the end of a system identification process stands a stochastic differential or difference equation, which, then, is used to obtain proper estimators.
Fortunately, (simplified) causal and physical relations of real world variables have already been derived in various areas. Consider for example the movement of an object with known mass that is subject to a constant acceleration and let an observer measure the position of the object at several time instances. Then, the mathematical relation between position, velocity, and acceleration can be exploited to determine the force that is applied to accelerate the object by means of Newton’s second law. If the obtained force insufficiently reflects the reality, the uncertainty in the movement, acceleration, and observation processes can be explicitly modeled by stochastic noise terms.

A less obvious example stems from financial markets. Given the complexity of price formations and the number of interacting traders with contradictory aims, it is surprising that the price for some bets on the future is uniquely determined by observable market variables and an expected volatility. In fact, the value of certain derivatives of financial products is obtained by a partial differential equation, termed the Black–Scholes PDE [18, 115]. Further applications of system identification to real world problems can be found in areas such as biology, physics, and engineering [83].

\subsection*{2.1.1 State Space Models}

The result of the system identification process constitutes a stochastic differential equation of a pertinent state variable as well as the functional relation between state and observations. Throughout the thesis, let the \textbf{state} be a minimal set of variables that define the system behavior according to the following two criteria [128]:

1. \textbf{State Evolution Property}: Initial state and inputs over the considered time period determine the state.

2. \textbf{Instantaneous Output Property}: Outputs, i.e., measurements, are given as a function of state and inputs.
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For the sake of simplicity, differential equations are assumed given as first order systems. Then, random processes are Markovian. Therefore, all information relevant for the future is entailed in the state of the latest time step. Precise models of real world phenomena are time-continuous, leading to stochastic differential equations (SDE)

\[
\frac{dx_t}{dt} = f(x_t, w_t, t), t \geq 0,
\]

with unknown random state variables \(x_t \in \mathbb{R}^n_x\). As it is hardly feasible to derive efficient estimators for the general formulation \((2.2)\), special models that either precisely describe or approximate the considered system are of particular interest. Motivated by the central limit theorem, it is reasonable to confine the attention to stochastic systems with additive white Gaussian noise \(w_t\) that is linearly transformed with matrices \(G(x_t, t)\), which boils down to the well-known Langevin equation

\[
\frac{dx_t}{dt} = f(x_t, t) + G(x_t, t)w_t.
\]

For SDEs in the form \((2.3)\), a comprehensive mathematical framework has been developed. When \(G(t)\) is deterministic, the theory around the Wiener filter \([169]\) is applicable. More general techniques for stochastic \(G(x_t, t)\) have been devised by means of the Itô stochastic calculus \([81]\) and the Stratonovich integral \([159]\). For special cases, such as \(f\) linear and independent of the state and for observations at discrete time steps, the efficient estimator, i.e., the continuous time Kalman filter \([93]\), can even be given in closed form.

However, in modern digital systems, variables are often processed at discrete time steps, which has led to extensive research of the discrete-time counterparts to \((2.2)\) and \((2.3)\). If discrete-time models are not constructed directly from observations, they must be calculated from the corresponding SDEs by integration. For arbitrary SDEs, this process implies an approximation. For example, the
derivation of the discrete-time motion process of a particle depends on how the acceleration is modeled in the discretized time \[106\].

The general form of **stochastic difference equations** is given by the following nonlinear equation

\[ x_{k+1} = f(x_k, u_k, w_k) , \quad k \in \mathbb{N}_0 . \] (2.4)

Again, it is worthwhile to consider models with additive noise, leading to the simpler form

\[ x_{k+1} = f(x_k, u_k) + w_k . \] (2.5)

Indeed, without observations about the unknown state, the randomness in the state model renders estimates imprecise over time. Therefore, it is assumed that measurements are observed at discrete time steps and are related to the true state by a known function. The general form is given by

\[ z_k = h(x_k, v_k) , \] (2.6)

with measurements \( z_k \in \mathbb{R}^{n_z} \), where models

\[ z_k = h(x_k) + v_k , \] (2.7)

with additive noise are of particular interest. Among the models with additive noise \[2.5\] and \[2.7\], especially the ones with linear transition and measurement functions have attracted attention as they permit deriving computationally efficient estimators with useful theoretical properties.

**Definition 2.1** In linear systems (with uncorrelated noise terms), the state evolves according to the model

\[ x_{k+1} = A_k x_k + w_k \text{ with } E\{w_k\} = 0 , E\{w_k(w_k)^\top\} = Q_k , \] (2.8)

and measurements are observed according to

\[ z_k = H_k x_k + v_k \text{ with } E\{v_k\} = 0 , E\{v_k(v_k)^\top\} = R_k . \] (2.9)

Different noise terms \( \{w\}_{k \in \mathbb{N}_0} \) and \( \{v\}_{k \in \mathbb{N}} \) are assumed to be uncorrelated from each other.
Linear transformations $G$ of zero-mean noise terms $\tilde{w}_k$ yield a noise term $w_k$ with $E\{w_k\} = 0$ and $E\{w_k(w_k)^\top\} = GQ_k(G)^\top$, and, consequently, are covered in Definition 2.1. Deterministic inputs $u_k$, which are relevant for control applications, can be considered in the same framework with the system model

$$x_k = A_k x_{k-1} + B_k u_k + w_k.$$  

(2.10)

In summary, linear systems constitute a tradeoff between practical applicability and theoretical rigor. They have become popular with the Kalman filter [93] and are obtained from real world setups directly or are derived by means of linearization techniques, as it will be discussed in Section 2.2.2. Especially for Gaussian distributed noise, the linear model has been intensively researched in estimation and control literature and serves as the basic model for the examinations in this thesis.

Eventually, it is worth formalizing the statement that estimates become useless with passing time when no measurements are observed. In fact, a rigorous examination reveals that the difference between estimate and true state should not grow unboundedly.

**Definition 2.2** A system with initial state $x_0$ is said to be observable, if and only if the initial state can be obtained from the system’s outputs.

When observability is achieved for all feasible initial values, the system is called completely observable. For time-invariant linear systems, i.e., if the matrices in (2.8) and (2.9) remain constant over time, observability can be checked by means of the observability matrix

$$O = \begin{pmatrix} H \\HA \\HA^2 \\
\vdots \\HA^{n_x-1} \end{pmatrix}.$$  

(2.11)
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If $O$ has rank $n_x$, the system is observable. A slightly weaker condition with is **detectability**, which is satisfied when the non-observable states go to zero asymptotically. It is worth mentioning that there exist analogous concepts to observability and detectability in control literature called controllability and stabilizability.

2.2 Bayesian Point Estimators

In the Bayesian framework, a belief about the state is expressed by means of a conditional density that gives probabilities for all possible values. However, consider for example a hunter that aims to shoot a bird. Then, a **point estimate** of the bird’s position is needed that maximizes the chance of a hit. Indeed, this common problem occurs also in control applications where a specific input has to be chosen. In order to extract a point estimate from the probabilistic description of the state, the expectation of a **loss or risk function** $\ell$ is to be minimized, i.e.,

$$
\arg \min_{\hat{x}(z)} \left[ \mathbb{E}_{x,z} \{ \ell(\hat{x}(z), x) \} \right] \quad (2.12)
$$

needs to be solved for norms such as $\ell_1, \ell_2, \ell_\infty,$ or combinations of them [119]. Popular in literature are the $\ell_\infty$ norm [153], which aims to provide robust worst-case estimates, and the MSE loss $\ell_2$

$$
\arg \min_{\hat{x}(z)} \left[ \mathbb{E}_{x,z} \left\{ \sqrt{(\hat{x}(z) - x)^\top(\hat{x}(z) - x)} \right\} \right] \quad (2.13)
$$

that serves as optimization criterion in this thesis. The estimator $\hat{x}(z)$ that minimizes (2.13) is called minimum MSE (MMSE) estimator. The following description of the fundamental results of the MSE theory is loosely based on [47, 128, 131].
In a first step, consider a scalar state $x$ and a vector of measurements $z$. Then, a problem that is closely related to (2.13) is the minimization of the $\ell_2$ norm given a specific measurement, i.e., the derivation of $\hat{x}(z)$ that minimizes

$$E_{x|z}\{\ell_2(\hat{x}(z), x)|z = \bar{z}\} = E_{x|z}\{(\hat{x}(z) - x)^2|z = \bar{z}\}$$

(2.14)

By equating the derivative

$$\frac{d}{d\hat{x}(\bar{z})} E_{x|z}\{\ell_2(\hat{x}(\bar{z}), x)|z = \bar{z}\} = 2 \int_{x \in \mathbb{X}} (\hat{x}(\bar{z}) - x)p(x|\bar{z})dx$$

to zero, an extreme is found to be

$$\hat{x}(\bar{z}) = \int_{x \in \mathbb{X}} x \cdot p(x|\bar{z})dx = E_{x|z}\{x|z = \bar{z}\}.$$ 

The second derivative is $2$. Thus, for a given measurement, the optimal point estimate is the conditional expectation $E_{x|z}\{x|z = \bar{z}\}$.

The MSE criterion (2.13) is defined based on the expected value of the random measurement vector and not for individual measurements. However, no constraints have been imposed on the measurement vector to derive the solution of (2.14), and so, the optimal estimator in the MMSE sense is the rule that obtains the conditional expectation for each measurement. Mathematically speaking, measurements are modeled as random vector. It follows from $p(x, z) = p(x|z)p(z)$ that

$$E_{x,z}\{(\hat{x}(z) - x)^2\} = \int_{z \in \mathbb{R}^n_z} E_{x|z}\{(\hat{x}(z) - x)^2|z = z\} p(z)dz,$$

where the inner term is optimally solved by the conditional expectation $E_{x|z}\{x|z = \bar{z}\}$. In the sequel, let the expectation $E\{\cdot\}$ be taken over all random vectors, if not otherwise stated. As proven in the appendix by means of the Orthogonality Principle (Theorem A.1), the scalar MMSE estimator generalizes to multivariate systems according to the following theorem.
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Theorem 2.1 The conditional expectation $E\{x|z = z\}$ minimizes the MSE from (2.13).

**Proof.** See Appendix A. □

Hence, the MMSE estimator is the expectation of the state density conditioned on observed measurements. While it is advantageous that the MMSE estimator is determined by a simple relation to the measurements, it is unfortunate that the conditional density needs to be propagated and assessed.

Popular methods to approximate the desired conditional density are sequential Monte Carlo methods [40, 74], which are referred to as particle filters in recursive estimation theory [64, 147, 152]. However, these methods operate on stochastic sample representations of densities that tend to provide a sparse and imprecise coverage for high-dimensional state spaces, i.e., they suffer from the “curse of dimensionality” [14]. This is aggravated by the fact that for nonlinear system transformations, distributions are in general not conjugated [47], i.e., posterior distributions are from other families than prior distributions. In particular, even if the prior is Gaussian distributed and can be represented by mean and covariance, transformations in nonlinear systems (2.4) and (2.6) yield distributions from different families that can be multi-modal and can require representations with infinitely many variables.

Apart from Monte Carlo approaches, several techniques are discussed in literature to cope with the propagation of densities. When system and measurement equations permit the calculation of moments of the posterior density in closed form, the MMSE estimator can be obtained directly. Otherwise, deterministic sampling methods can be employed that allow covering the probability space more efficiently than Monte Carlo approaches. The idea is to derive (Dirac or Gaussian) mixture approximations that minimize some distance measure.
to the true density \textsuperscript{[66,69]} and to propagate the mixture densities through the nonlinear functions. Indeed, for general densities, the minimization of appropriate distance measures involves considerable computational effort that either leads to long runtimes or requires to use pre-calculated sample set approximations \textsuperscript{[70,157]}.

\section{2.2.1 Linear Mean Squared Error Estimator}

A computationally efficient approach is to confine the space of permissible estimators to linear functions of the form \( \hat{x}(z) = m + Kz \). Then, the challenge is to find matrix \( K \) and vector \( m \) that satisfy

\[
\arg\min_{\hat{x}(z)} E\{\ell_2(\hat{x}(z) - x)\} \quad \text{with} \quad \hat{x}(z) = m + Kz ,
\]

i.e., to derive a linear minimum mean squared error (LMMSE) estimator. For the sake of a simple notation, the explicit dependency of the estimate on the measurement process is omitted in the following.

Note that \( K \) and \( m \) do not depend on specific measurements \( z \) but only on the random measurement vector \( z \). Consequently, LMMSE estimators minimize the expected error, i.e., the average error weighted with the probability of the occurrence of measurements. In particular, LMMSE estimators are in general suboptimal for individual measurement vectors.

In the sequel, the linear combination that minimizes the MSE matrix \( E\{ (\hat{x} - x)(\hat{x} - x)^\top \} \) in the positive definite sense is derived. The positive definite relation establishes a partial ordering on symmetric matrices by claiming

\[
\tilde{C} \geq 0 \iff \tilde{C} - C \geq 0 ,
\]

where \( C \geq 0 \), if and only if all eigenvalues of \( C \) are larger than or equal to 0 \textsuperscript{[76]}. Note that \( \tilde{C} \geq C \) implies that the diagonal elements of \( \tilde{C} \) are larger than the ones of \( C \). Hence, the minimization of the
MSE matrix in the positive definite sense minimizes, in particular, the trace of the MSE matrix, which, in turn, is the MSE. In a first step, the vector $\mathbf{m}$ of the LMMSE estimator is derived.

**Lemma 2.2** Let $\tilde{\mathbf{x}}$ denote a biased linear estimator with $\mathbb{E}\{\tilde{\mathbf{x}}\} \neq \mathbb{E}\{\mathbf{x}\}$. Then, the unbiased counterpart $\hat{\mathbf{x}} = \tilde{\mathbf{x}} - \mathbb{E}\{\tilde{\mathbf{x}} - \mathbf{x}\}$ has a smaller MSE matrix, i.e., $\mathbb{E}\{(\hat{\mathbf{x}} - \mathbf{x})^2\} \leq \mathbb{E}\{(\tilde{\mathbf{x}} - \mathbf{x})^2\}$.

**Proof.** With $\mathbb{E}\{(\tilde{\mathbf{x}} - \mathbf{x})(\mathbb{E}\{\tilde{\mathbf{x}} - \mathbf{x}\})^\top\} = \mathbb{E}\{(\tilde{\mathbf{x}} - \mathbf{x})^2\}$, it holds

\[
\mathbb{E}\{(\hat{\mathbf{x}} - \mathbf{x})^2\} = \mathbb{E}\{(\tilde{\mathbf{x}} - \mathbf{x} - \mathbb{E}\{\tilde{\mathbf{x}} - \mathbf{x}\})^2\} \\
= \mathbb{E}\{(\tilde{\mathbf{x}} - \mathbf{x})^2\} - 2 \mathbb{E}\{(\tilde{\mathbf{x}} - \mathbf{x})\}^2 + \mathbb{E}\{(\tilde{\mathbf{x}} - \mathbf{x})^2\}^2 \\
\leq \mathbb{E}\{(\tilde{\mathbf{x}} - \mathbf{x})^2\}
\]

for positive definite $\mathbb{E}\{(\tilde{\mathbf{x}} - \mathbf{x})^2\}$. □

It is worth pointing out the general validity of Lemma 2.2: linear biased estimators are improved in terms of the MSE by removing bias terms. Hence, the LMMSE estimator must be unbiased, i.e., the vector $\mathbf{m}$ of the LMMSE estimator (2.15) must satisfy

$$\mathbf{m} = \mathbb{E}\{\mathbf{x}\} - \mathbf{K}\mathbb{E}\{\mathbf{z}\}.$$ 

It remains to optimize the matrix $\mathbf{K}$. Let

$$\mathbf{C}^{z} = \mathbb{E}\{(\mathbf{z} - \mathbb{E}\{\mathbf{z}\})^2\}$$

denote the covariance of the random measurement vector and let

$$\mathbf{C}^{zx} = \mathbb{E}\{(\mathbf{z} - \mathbb{E}\{\mathbf{z}\})(\mathbf{x} - \mathbb{E}\{\mathbf{x}\})^\top\}$$

denote the cross-covariance matrix between state and measurement vectors. Then, the LMMSE estimator is given as follows.
Lemma 2.3 The LMMSE estimator in the positive definite sense is given by

\[ \hat{x} = E\{x\} + C^{xz}(C^z)^{-1}(z - E\{z\}) , \]  

where

\[ C = E\{(\hat{x} - x)^2\} = C^x - C^{xz}(C^z)^{-1}C^{zx} . \]

Proof. Let the state covariance be denoted as

\[ C^x = E\{(x - E\{x\})^2\} . \]

Then, the MSE matrix of unbiased linear estimators is given by

\[ E\{(\hat{x}(z) - x)^2\} = E\{(E\{x\} - x + K(z - E\{z\}))^2\} \]
\[ = C^x + KC^z(K)^\top + KC^{zx} + C^{xz}(K)^\top \]
\[ = (K - C^{xz}(C^z)^{-1})C^z(K - C^{xz}(C^z)^{-1})^\top + \]
\[ C^x - C^{xz}(C^z)^{-1}C^{zx} . \]

The second and third terms are independent of \( K \). As \( C \geq 0 \Rightarrow TC(T)^\top \geq 0 \) for arbitrary matrices \( T \), the first term is positive semi-definite. Therefore, it is minimized when \( K = C^{xz}(C^z)^{-1} \). \( \Box \)

Interestingly, there is a close relation between the orthogonality of measurements and LMMSE estimators. In fact, an equivalence between these two concepts can be proven.

Theorem 2.4 (Weak Orthogonality Principle) Let \( z \) denote a random measurement vector. The estimator \( \hat{x} \) is the LMMSE estimator \((2.17)\), if and only if \( E\{x\} = E\{\hat{x}\} \) and \( E\{z(\hat{x} - x)^\top\} = 0 \).
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**Proof.** In a first step, let \( \hat{x} \) denote the LMMSE estimator. Then, it has already been shown in Lemma 2.2 that the estimator is unbiased. However, for unbiased \( \hat{x} \) it holds

\[
E\{E\{z\}(\hat{x} - x)^\top\} = 0,
\]
and \( E\{z(\hat{x} - x)^\top\} = E\{(z - E\{z\})(\hat{x} - x)^\top\} \). For the LMMSE estimator (2.17), orthogonality follows with

\[
E\{z(\hat{x} - x)^\top\} = E\{(z - E\{z\})\},
\]
\[
(E\{x\} - x + C^{xz}(C^z)^{-1}(z - E\{z\}))^\top,
\]
\[
= C^{zx} + C^z(C^z)^{-1}C^{zx} = 0.
\]

Now, consider an estimator \( \hat{x} \) that is unbiased and satisfies the orthogonality property, and let \( \tilde{x} \) denote the LMMSE estimator. Then,

\[
E\{(\tilde{x} - x)^2\} = E\{(\tilde{x} - \hat{x} + \hat{x} - x)^2\}
\]
\[
= E\{(\tilde{x} - \hat{x})^2\} + E\{(\hat{x} - x)^2\} + E\{(\tilde{x} - \hat{x})(\hat{x} - x)^\top\} + E\{(\tilde{x} - x)(\tilde{x} - \hat{x})^\top\}.
\]

As the difference between two linear estimators is a linear combination, it holds \( \tilde{x} - \hat{x} = Kz + \hat{m} \) for some variables \( K \) and \( \hat{m} \). As the LMMSE estimator is unbiased according to Lemma 2.2 and \( \hat{x} \) is unbiased according to the assumptions, \( \hat{m} \) is a linear transformation of the expected measurement vector, which is uncorrelated from \( x \). With the orthogonality of \( \hat{x} \), it follows

\[
E\{(Kz + \hat{m})(\hat{x} - x)^\top\} = K E\{z(\hat{x} - x)^\top\} + E\{\hat{m}(\hat{x} - x)^\top\} = 0.
\]

Therefore, it holds \( E\{(\tilde{x} - x)^2\} = E\{(\tilde{x} - \hat{x})^2\} + E\{(\hat{x} - x)^2\} \). With \( E\{(\tilde{x} - \hat{x})^2\} > 0 \) for \( \hat{x} \neq \tilde{x} \), it follows \( \tilde{x} = \hat{x} \). □

For a discussion on the processing of several measurements, the reader is referred to [128]. Indeed, as several measurements can be lumped
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together to form an augmented measurement, Lemma 2.3 and Theorem 2.4 apply naturally. The inverse problem, i.e., one or several measurements belong to more than one state, is examined under the topic track association [34] and constitutes a key component of multitarget tracking [160].

Finally, it is worth pointing out the relation between the different estimators. As shown in Theorem 2.1, the MMSE estimator is the conditional mean and minimizes the MSE for all measurements. The analogous concept in frequentist statistics is the minimum-variance unbiased estimator (MVUE).

The LMMSE estimator is the best linear estimator of the form \( \hat{x} = m + Kz \). As the minimization holds in the positive definite sense, derivations of the LMMSE estimator that utilize criteria such as trace, determinant, or projections of the MSE matrix lead to the same estimator. However, for specific measurements, better estimators can be derived. The counterpart in frequentist statistics is the best linear unbiased estimator (BLUE).

In general, the MSE of the MMSE estimator is smaller than the one of the LMMSE estimator. For Gaussian densities, however, it has been shown that LMMSE and MMSE estimator coincide \([47, 128]\). Therefore, the “optimal” estimator can also be derived by exploiting the representation of Gaussian densities \([47]\).

2.2.2 Dynamic State Estimation

The combination of measurements as it has been discussed so far is referred to as static estimation. Now, states that evolve according to the state models from Section 2.1 are considered. For this purpose, let the system and measurement models satisfy the assumptions from Definition 2.1. The objective is to obtain the LMMSE estimator for dynamic states, i.e., to derive rules for the combination and processing of estimates and measurements that minimize the MSE ma-
2.2 Bayesian Point Estimators

trix. If not otherwise stated, dynamic systems are considered for an arbitrary time period. Therefore, throughout the thesis, let $\mathcal{K} \subseteq \mathbb{N}_0$ denote a potentially unbounded set of time indices and $k \in \mathcal{K}$ a time step. For the sake of consistency and simplicity, estimators $\hat{x}$ are construed as random vectors with covariance $C = E\{(\hat{x} - x)^2\}$.

It is a direct consequence of the definition and demonstrated in the following that in the considered linear framework the covariance of an estimator depends only on the transformations and covariances of noise terms. Hence, the challenge of finding the LMMSE estimator boils down to the derivation of transformation rules that minimize $C$. Then, the processing of estimates and measurements is already uniquely determined.

The considerations are confined to the **recursive** processing of estimates and covariances, i.e., to estimators that use previous outputs as inputs in subsequent time steps. This is a reasonable constraint from a practical perspective as recursive algorithms are associated with limited computational effort, and it is justified theoretically, as the LMMSE estimator for the considered linear system is recursive [93]. More details on the latter aspect are given at the end of this section. For recursive estimators only four operations must be considered that cover the challenges in ordinary estimation problems. In the following, the processing of estimates and covariances in initialization, prediction, filtering, and fusion operations are examined. For the sake of simplicity, covariance formulas are given without considering potential bias terms. Therefore, the formulas are only exact when the estimator is unbiased.

Usually an estimate $\tilde{x}_0$ with covariance $\tilde{C}_0$ is provided at **initialization**. For specific estimators, this requirement can be relaxed by assuming an infinite uncertainty of the initial estimate, which results in a negligence of initial information. In order to cover such cases, initialization operations of the form

$$\hat{x}_0 = T\tilde{x}_0,$$  \hspace{1cm} (2.19)
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\[ C_0 = T \tilde{C}_0 (T)^	op, \]  
(2.20)

with initial transformation matrix \( T \in \mathbb{R}^{n_x \times n_x} \) are considered. Then, a transformation in the information space \(^1\) can for example be realized with \( T = (\tilde{C})^{-1} \). With state transition matrix \( A_k \) and process noise covariance \( Q_k \), the state \textbf{prediction} from (2.8) is reflected in the estimation process by

\[
\begin{align*}
\hat{x}_{k+1} &= A_k \hat{x}_k , \\
C_{k+1} &= A_k C_k (A_k)^	op + Q_k .
\end{align*}
\]
(2.21)
(2.22)

In fact, other transformations are conceivable as well. However, for transformations with \( \tilde{A}_k \neq A_k \), the estimator is biased, which is sub-optimal according to Lemma 2.2. Note that due to the uncertainty in the evolution of the true state, the covariance of the estimate \( C_k \) is increased by the process noise covariance in each time step. Hence, estimators in dynamic state estimation must incorporate system outputs as otherwise the covariance diverges for general systems. Let \( z_k \) denote the noisy system output from (2.9). Then, the \textbf{filtering} operation describes a linear combination rule for estimate and measurement of the form

\[
\begin{align*}
\hat{x}_{k|k} &= L_k \hat{x}_k + K_k z_k , \\
C_{k|k} &= L_k C_k (L_k)^	op + K_k R_k (K_k)^	op ,
\end{align*}
\]
(2.23)
(2.24)

with matrices \( L_k \in \mathbb{R}^{n_x \times n_x} \) and \( K_k \in \mathbb{R}^{n_x \times n_z} \). Taking into account Lemma 2.2 unbiased combinations are of particular interest. It is easy to verify with basic linear algebra that the combination is unbiased for \( L_k = (I - K_k H_k) \), which leads to the filter equation

\[ \hat{x}_{k|k} = \hat{x}_k + K_k (z_k - H_k \hat{x}_k) . \]
(2.25)

Note that the filter result is denoted with the subscript \( k|k \) to indicate that information of time step \( k \) has been comprised. The general subscript \( k \) (without \( |k \)) is used for either filtered or unfiltered variables.
In sensor networks, estimates from neighbors $S^s \subseteq S$ are received at
sensor $s$. For the sake of a simple notation, no distinction is made
between $S^s$ and $S$, and fused estimates are denoted without a sensor
index. The challenge is to derive fusion gains $F$ for the combination
according to

$$\hat{x} = \sum_{s \in S} F^s \hat{x}^s, \quad (2.26)$$

$$C = \sum_{s, \bar{s} \in S} F^s C^{s\bar{s}} (F^{\bar{s}})^\top, \quad (2.27)$$

where $F^s = 0$ for $s \notin S^s$ and the combination is unbiased for
$\sum_{s \in S} F^s = I$. A more detailed discussion on the fusion of estimates
is given in Section 2.3. The processing of recursive linear estimators
is summarized in Algorithm 2.1.

**Algorithm 2.1 Recursive Linear Estimator**

1: Initialization: $\hat{x}_0 = T \hat{\bar{x}}_0$
2: for $k = 1; k \in K; k = k + 1$ do
3: Prediction: $\hat{x}_k = A_{k-1} \hat{x}_{k-1}$
4: Filtering: $\hat{x}_{k|k} = L_k \hat{x}_k + K_k z_k$
5: Fusion: $\hat{x} = \sum_{s \in S} F^s \hat{x}^s$
6: end for

From (2.24) and (2.27), the need to calculate covariances becomes ap-
parent. Apart from serving as quality measure, for example utilized
in control applications to determine the force of control actions, co-
variances are needed to optimize gains $L_k$, $K_k$, and $F$. A formalization
of linear estimators for dynamic systems is given next.

**Definition 2.3** A recursive linear estimator is determined by its
operations in initialization (2.19), prediction (2.21), filtering (2.23),
and fusion (2.26) steps, i.e., by the matrices $L_k$, $K_k$, and $F^s$, $s \in S$,
k $\in K$. 
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Definition 2.3 covers various popular linear estimators that become of interest later on. Distributed algorithms such as consensus filters \[124–126\] or diffusion filters \[26,27,30,78\] are special versions of Algorithm 2.1 with scalar fusion weights. The federated Kalman filter \[24,25\] and the (linear) ensemble Kalman filter \[1,46,77\] define schemes that can be represented by means of linear transformations. Even covariance intersection \[85,87–89\] yields linear fusion gains and can be handled in the proposed framework although a nonlinear optimization is necessary to calculate the transformation matrices.

### 2.2.2 - a  The Kalman Filter

Another well-known example that satisfies Definition 2.3 is the linear minimum mean squared error estimator for linear systems that has originally been proposed by Kalman and Bucy for continuous-time and discrete-time systems in \[93,94\] and defines recursive rules for the filtering and processing of measurements. The so-called **Kalman filter** (KF) has been derived by means of the (weak) Orthogonality Principle (Theorem 2.4) but is also obtained as the solution to several other optimization criteria as discussed in Section 2.2.1.

For a derivation, let an unbiased estimate with exact covariance be given at initialization. The unbiased prediction (2.21) is defined by the state model. As the measurement noise is uncorrelated from the state according to Definition 2.1, it holds

\[
C_z = \mathbb{E}\{(Hx + v)^2\} = HC_k(H)^\top + R
\]

and

\[
C_{xz} = \mathbb{E}\{x(Hx + v)^\top\} = C_k(H)^\top.
\]

Therefore, with Lemma 2.3 the LMMSE filter gain is obtained as

\[
K = C_k(H)^\top (HC_k(H)^\top + R)^{-1} \tag{2.28}
\]
with unbiased counterpart \( L = (I - KH) \). For the LMMSE gains, the covariance formula (2.24) can be simplified to

\[
C_{k|k} = C_k - KH_k C_k.
\]  

(2.29)

Let \( K \) and \( L \) denote the KF gains, \( C_{k|k} \) the covariance from (2.29), and \( \tilde{C}_{k|k} \) a covariance obtained with gains \( \tilde{K} \neq K \) and \( \tilde{L} \neq L \). It has already been shown in Lemma 2.3 that the LMMSE filtering yields a covariance that is optimal in the positive semi-definite sense, i.e., \( C_{k|k} \leq \tilde{C}_{k|k} \). Now, consider prediction and filter equations (2.22) and (2.24), which are bilinear transformations and summations of input covariances. From basic linear algebra, e.g., Observation 7.7.2 in [76], it is known that \( C \leq \tilde{C} \Rightarrow TC(T)^\top \leq TC(T)^\top \) for arbitrary matrices \( T \). Thus, the covariance after prediction and filter operations is minimal when the input covariance is minimal. The optimality over multiple time steps follows inductively. Hence, the KF is the LMMSE estimator for the considered linear system.

A more detailed derivation and discussion of the KF are given in [168]. It is worth pointing out that an algebraically identical formulation in the information space has been derived [116] that permits the initialization of uninformative estimates and the simple filtering of several measurements per time step. A presentation of the KF in the information form and a discussion of its properties are given in the context of distributed estimation in Section 4.1.

**2.2.2 - b Nonlinear Models**

The KF has been derived on the premise that underlying system and measurement models are linear. However, the LMMSE theory can also be applied to nonlinear systems by deriving the necessary covariances or by linearizing the models [51, 168]. The naïve approach

---

1 A conversion between the forms is possible by means of the Woodbury matrix inversion lemma [171].
is to linearize emerging nonlinearities by means of a **Taylor series** around the estimated state. Depending on the number of considered matrix terms, this method is called extended Kalman filter (EKF) or iterated EKF [3,153]. Indeed, the linearization necessitates the calculation of derivatives and quite often leads to inconsistent and poor results [104]. Hence, linear regression Kalman filters (LRKF) [104], which approximate the transformation of densities with **deterministic sample representations**, have gained importance.

Consider an arbitrary nonlinear function $y = g(x)$ and let for $L \in \mathbb{N}$ \(\{x_i\}_{i=1,...,L}\) denote a weighted sample representation of the distribution $x$. The concept of LRKFs is to approximate the distribution $y$ with samples $y_i = g(x_i)$ according to

\[
\hat{y} = \sum_{i=1}^{L} \omega_i y_i, \quad (2.30)
\]

\[
\hat{C}_y = \sum_{i=1}^{L} \omega_i (y_i - \hat{y})(y_i - \hat{y})^\top. \quad (2.31)
\]

This allows, in particular, the application of the LMMSE estimator from Lemma 2.3 with $y = z$, $g \equiv h$, and cross-covariance matrix

\[
\hat{C}_{xy} = \sum_{i=1}^{L} \omega_i (x_i - \hat{x})(y_i - \hat{y})^\top, \quad (2.32)
\]

where $\hat{x} = \sum_{i=1}^{L} \omega_i x_i$. Optimizing choice and weighting of the samples are the main subjects of the LRKF literature. Popular examples are the unscented Kalman filter [43,86,166], the divided difference filter [123], the central difference filter [142], and the cubature Kalman Filter [6]. More sophisticated approaches that also allow applicants to specify the number of samples $L$ have been derived by means of the Gaussian filter [16,79] and the randomized unscented Kalman filter [158]. An implementation that is optimized for a distributed processing of the unscented Kalman filter has been proposed in [103].
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Indeed, linearization induces an approximation error so that properties, e.g., the optimality of the KF, do not apply to the entire problem setting but only to the processing after the linearization. As a matter of fact, the nonlinearity and non-Gaussianity of the problem determines whether the application of linearization techniques is meaningful. In the remainder of this thesis, only the resulting linear(-ized) systems are considered.

2.3 Estimation in Sensor Networks

With information stemming from spatially distributed sources and the amount of information exceeding computational capabilities of single computing devices, there comes a need for parallel computing and distributed processing architectures. Hence, over the last decades, (wireless ad hoc) sensor networks have gained importance in theoretical and practical works.

The idea is to consider several nodes or sensors that take local measurements and exchange information in a network. Throughout the thesis, let $S = \{s_1, \ldots, s_S\}$ denote the set of interconnected nodes that constitute the sensor network and let $s, \tilde{s} \in S$ denote arbitrary nodes from this set. The nodes can either be pure sensors, which only observe and communicate measurements, “smart” processing nodes [143, 144], or a combination of both. Depending on the scenario, the objective is to optimize the estimate at one fusion center or the estimates at several nodes.

The main difference between central and sensor network schemes is the estimators’ access to information. Data vectors such as measurements and initial estimates are instances of random variables and are only known to the sensor that observes them. For the exchange of local information, a transmission between sensors over the underlying network is necessary. Typically, an abstraction of the network is used
that enables the modeling of limited capacity, packet collisions, etc. as stochastic or deterministic packet losses and packet delays.

In the most general form of sensor network estimation, filter and fusion operations are optimized and carried out at local nodes without information about values of remote nodes. System and remote measurement models, however, might be known by the sensors. In fact, the system model (2.8) describes the evolution of the state. Therefore, it must be known to all processing nodes to predict local estimates.

**Definition 2.4** *System model knowledge* is available in a sensor network, if the system model (2.8) is known to all nodes \( s \in S \).

Measurement models (2.9) define the relation between state and local measurements. Depending on whether the sensor models are nonlinear or state-dependent, they can be assumed known to remote nodes.

**Definition 2.5** *Global measurement model knowledge* is defined to be available, if sensors have access to the measurement models (2.9), i.e., the matrices \( H^s_k \) and \( R^s_k \) of all nodes \( s \in S \) for all \( k \in \mathcal{K} \).

A more comprehensive discussion about model knowledge is given in Section 2.4.

Other criteria for the classification of sensor networks pertain to the communication of nodes. For example, different network topologies are distinguished. If the communication between nodes is unrestricted, it proves difficult to maintain dependency information between estimates. Hence, special types such as linear, hierarchical, or fully connected networks are considered in literature [107,108]. In addition, decompositions of the network into subsystems can facilitate the estimation process [97].
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<table>
<thead>
<tr>
<th>Criteria</th>
<th>Possible Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node types</td>
<td>Sensors, local (pre-)processors, fusion center</td>
</tr>
<tr>
<td>Network characteristics</td>
<td>Packet delays, packet losses</td>
</tr>
<tr>
<td>Communication type</td>
<td>Deterministic, stochastic, unforeseeable</td>
</tr>
<tr>
<td>Packet type</td>
<td>Measurements, estimates, bundles</td>
</tr>
<tr>
<td>Model knowledge</td>
<td>System model, local/global measurement models</td>
</tr>
<tr>
<td>Network topology</td>
<td>Fully connected, linear, tree, decompositions</td>
</tr>
</tbody>
</table>

Table 2.1: Criteria for the classification of sensor networks.

Even though a comprehensive characterization of sensor networks is hardly possible, Table 2.1 gives a notion of multiple parameters of sensor networks that affect the performance of estimation algorithms. A more elaborate discussion on the distinction between different sensor network types is given in [33].

Estimators developed in the context of sensor networks are applicable to a wide range of problems that are not necessarily confined to the composition of small sensor devices. For example, the algorithms are prominent in surveillance and target tracking literature [11,107], where information from satellites, radars, airplanes, etc. must be incorporated. The theory is also relevant for all types of problems that involve an unreliable network such as car-to-car communication [45]. Moreover, the combination of estimation and control with the objective to cooperatively sense and impair the environment has attracted considerable attention under the term sensor-actuator networks [65], [175].

The remainder of this section is devoted to specific sensor network setups. While a unique nomenclature is not used in literature, a plausible differentiation between the three processing schemes centralized,
distributed, and decentralized estimation has been proposed \cite{62,137,138} and is depicted in Figure 2.1.

**Central Estimation**

- The central scheme exhibits fixed connections between sensor devices and the fusion center. In centralized estimation, measurements are communicated via a network. Smart sensors that transmit preprocessed estimates in a potentially hierarchical network to a fusion center form the distributed estimation scheme. Decentralized estimation constitutes the most general concept where nodes communicate, process, and store data locally.

**Centralized Estimation**

- **Distributed Estimation**

**Decentralized Estimation**

**Figure 2.1:** Different types of estimation schemes for sensor networks. Solid lines depict reliable and dashed lines unreliable (often wireless) communication links. The central fusion center is illustrated as workstation while sensors can be equipped with communication, computation, and storage devices.
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2.3.1 Centralized Estimation

In centralized estimation, sensors communicate locally observed measurements to a dedicated fusion center that filters the data and calculates an estimate. The sensors are assumed to be equipped with no or low computing power and are subject to energy constraints. The fusion center does not have such constraints and is (solely) supposed to provide the sensor network estimate.

For the linear system from Definition 2.1, the centralized LMMSE estimator consists of a buffer in which all measurements with the corresponding models are stored and a central KF that computes an estimate based on all received data. A simple extension is to distribute the calculations of the central KF by transforming measurements locally into the information space before transmitting the data to the fusion center. This technique is meaningful when the measurement space is greater than the state space and reduces the computational effort at the fusion center.

The LMMSE scheme works well when no packet delays or losses occur. In fact, if the communication is not delayed, the buffer is superfluous and the LMMSE estimator can even be calculated recursively. However, otherwise, the theoretic baseline for centralized and distributed estimators in linear systems is only achieved by transmitting the history of all locally observed measurements together with the corresponding models in every communication cycle. Obviously, this scheme requires infinitely growing computational and communication effort.

Analyzing the stochastic properties of the communication allows the derivation of criteria for the stability of the centralized estimator subject to the packet loss probability. Moreover, the expected covariance can be bounded. A generalization of the results to partial observation losses, i.e., measurements are only partially lost due to the communication, has been presented in [109]. Further results pertaining to stochastic packet delays have been achieved in [141, 143, 144].
by deriving optimal constant gain estimators and providing stability criteria and expected covariance formulas.

Depending on the considered maximum packet delay and the number of sensors, computational effort and required storage of the naive centralized KF scheme can be considerable. Hence, out-of-sequence measurement (OOSM) techniques have been proposed that permit the inclusion of delayed measurements into recursively obtained estimates of the latest time step [8]. Extensions to multi-step lags [10] and augmented measurement vectors [22] have been proposed to improve the results. Optimal OOSM estimators can be achieved, e.g., by means of accumulated state densities [57,58].

Although the centralized processing scheme captivates with simplicity and theoretical results on stability, the computational effort is bundled at one node and the performance suffers from packet losses, as information is irrevocably lost when a measurement does not arrive at the fusion center. Even if the performance degradation can be cushioned by employing acknowledgement protocols such as TCP [133], such remedies induce additional delays and increase the systems’ complexity so that a local preprocessing of measurements as discussed in the following is often advantageous.

2.3.2 Distributed Estimation

In distributed estimation, sensors are equipped with computational power and generate tracks from locally observed measurements. The tracks are communicated to a dedicated fusion center and are combined there to obtain an estimate of the state. For the generation of tracks, sensors employ a preprocessing consisting of the filtering and prediction of measurements that allows compressing information in small packets, e.g., in recursively obtained estimates. Then, if the fusion center requests sensor information, only one vector per node that contains the information of all locally observed measurements must
be communicated to the fusion center. In particular, packet losses are compensated since subsequent transmissions contain potentially lost information. In order to minimize the estimation error at the fusion center, the processing and fusion of these tracks must be optimized, i.e., the track-to-track fusion (T2TF) problem must be solved. Indeed, as already mentioned, the generation of local estimates requires system knowledge from Definition 2.4 to be available at the sensors.

For uncorrelated data, it is sufficient to optimize the processing separately at each node and to combine the estimates with a convex combination to minimize the error [34]. Having said this, in dynamic state estimation, correlations emerge between estimates. This phenomenon, referred to as common process noise [7,9], describes dependencies between estimates due to a common uncertainty in the evolution of the state that affects all estimates.

In order to illustrate the implications, consider the centralized KF from Section 2.3.1 that is obtained by transmitting measurements via a reliable communication to the fusion center. This estimator is not subject to common process noise and calculates the LMMSE estimate. Now, consider a simple scheme where two sensors process measurements with local KFs and their estimates are fused after several time steps at the fusion center. Although (or actually because) the processing is locally optimal and even if the LMMSE combination [9] is used to combine the estimates at the fusion center, the fused estimate is – in general – different from the one of the (optimal) centralized KF [28]. A numerical illustration of this problem will be provided in Example 4.1.

In fact, LMMSE estimation for sensor networks with local preprocessing involves the concurrent optimization of the filter processing of all nodes. Various techniques such as equivalent measurements [34] or the tracklet processing [41] have been proposed that permit the generation of local tracks and yield only slightly suboptimal results at the fusion center.
Still, filter gains in the aforementioned approaches are optimized according to local covariances. A fundamentally different approach is to optimize the processing at sensor nodes premised on the assumption that the estimates are combined at the fusion center subsequently. This concept has been established with the federated Kalman filter \[24,25\] that achieved globally optimized filter gains by means of artificially inflated covariances.

More precisely, covariances of local estimates are obtained from definition but with process noise covariances that are inflated by scalar factors. As a result, covariances and filter gains at the sensors resemble the ones of a centralized KF, and the covariance of the estimate at the fusion center can be easily bounded. An extension of this idea to nonlinear systems has been proposed in \[176\].

If distributed filters are exclusively optimized according to the fusion center, decompositions of the centralized KF are obtained. While parallelized architectures that provide LMMSE estimates when a communication between sensors and fusion center is established in every time step have been proposed in \[73,137,170\], a formulation that allows combining measurements from several time steps and that is algebraically identical to the centralized KF has been derived in \[100\]. Generalizations of the exact T2TF \[100\] to the distributed Kalman filter that permits the inclusion of estimates from arbitrary many sensors and provides simple formulas for arbitrary densities have been proposed in \[56,59,60\].

Moreover, distributed estimation with intermittent transmissions has attracted attention. In \[75,172\], system and measurement models were assumed time-invariant and packet delays were neglected. Based on these assumptions, stability criteria for Poisson distributed packet losses could be derived. In \[63\], optimality and stability theorems have been obtained for (specific) simple estimation networks that employ local Kalman filters. In the consensus framework with scalar fusion weights, distributed estimation has been examined in \[23\].
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2.3.3 Decentralized Estimation

The concurrent state estimation at several nodes is referred to as decentralized estimation. It encompasses the local filtering of measurements and the fusion of exchanged estimates. Information is spread through the network in a hop-to-hop communication. In literature, estimators for such scenarios are also termed gossip algorithms \[39\]. Note that distributed estimation is a special case, namely when the estimate is evaluated at only one node. Therefore, the challenges from distributed estimation, i.e., in particular, the common process noise, directly transfer to decentralized estimation.

When nodes repeatedly exchange estimates or when common information is spread through different communication paths, dependencies arise between the estimates in the network. This phenomenon is referred to as \textbf{common prior information} \[36\] and is illustrated in Figure 2.2. A popular technique to cope with those dependencies is the explicit bookkeeping of data transfers. For specific communication topologies, e.g., for trees, an information graph can be maintained that enables the “decorrelation” of tracks \[34,107\]. For an arbitrary communication, the Channel filter \[44,112,113\] has been derived to facilitate the bookkeeping of past data exchanges. However, the effort of applying the Channel filter is considerable, as variables for one-to-one relations have to be stored between all nodes in the sensor network. Alternative approaches that bypass the explicit reconstruction of dependency information by bounding the covariance of the fused estimate are discussed in Section 3.2.

Deriving the LMMSE estimator for decentralized systems requires an optimization criterion that involves the estimates at several nodes. The natural extension of the LMMSE criterion is the optimization of the average of local MSEs. However, the minimization of the average or sum of local MSEs proves difficult. As a matter of fact, it has been shown that for the corresponding control problem even in a simple setup with two nodes the separation principle does not hold \[32\] and
the optimization of feedback gains for the general decentralized control problem is NP hard \[19\]. Therefore, popular approaches focus on static estimation, scalar fusion weights, or certain types of filter and fusion gains.

Decentralized estimation of a deterministic parameter that does not evolve according to a dynamic model provides the basis for the consensus, incremental subgradient, and diffusion approaches discussed below. An overview over recent results on this field with the focus on convergence speed and quantization is given in \[39\]. For example, the distributed calculation of the centralized maximum likelihood estimator and the best linear unbiased estimator subject to noisy communication links is examined in \[145\].

**Consensus approaches** \[124\] \[126\] synchronize the estimates at the nodes, e.g., by calculating the mean of the initial values. Thus, the focus of consensus protocols is on convergence speed and the derivation of permissible protocols to achieve a consensus rather than the minimization of the MSE. Still, the consensus KF \[125\] optimizes filter gains by means of the measurement models of the nodes’ neighbor-
hood; therefore, it implements ideas of efficient distributed estimation. An examination of the interplay between dynamic state estimation and consensus is provided in [23]. The concurrent optimization of distributed estimation and motion control of mobile sensor devices in the consensus framework has been examined in [127].

A fundamentally different approach is to construct a communication path that contains all nodes. Then, an estimate is communicated along this path and is adjusted at the nodes according to local information. When the overall cost function is the sum of convex local functions, this can be construed as an instance of an incremental subgradient algorithm [98, 117]. Although the adaptions to the estimate are calculated according to local cost functions, criteria for the convergence speed, i.e., the number of necessary cycles depending on the step size can be given. The optimization of quantized estimates in this framework has been studied in [136]. Indeed, a unique path through the network is not only difficult to find in sensor networks but is also prone to node failures or packet losses.

Therefore, the concurrent communication of all nodes is considered in diffusion approaches [26, 27, 30, 78]. The idea is to fix the filter processing and to optimize the convex combination of estimates by means of a diffusion matrix. Properties for scalar fusion weights, in particular, concerning the steady state performance are derived in [26]. An extension of the results to smoothing is given in [27]. Other works are concerned with the learning of diffusion matrices [30] or the guarantee of stable estimates [78]. As, in the considered diffusion framework, estimates are not imposed to converge to a consensus, the MSE of diffusion approaches is in general smaller than the one of consensus approaches [26].

Still, research in decentralized estimation is far away from being regarded as complete. In particular, the presented algorithms do not even provide the LMMSE estimates for dynamic state estimation when they are applied to the special case of distributed estimation.
2.3.4 Joint Space Covariance Representation

The challenges of LMMSE estimation in distributed and decentralized estimation are illustrated by an augmentation of sensor estimates. The joint space is a comprehensive representation for the processing of multiple estimates in sensor networks. For a depiction consider an omniscient observer that has access to the measurements, estimates, and processing matrices of all sensors. Then, an augmentation of all estimates in the sensor network into one joint vector permits the unified representation of local covariances and cross-covariance matrices in form of the **joint covariance matrix**

\[
\bar{C}_k = \begin{pmatrix}
C_{s1}^{s1} & \cdots & C_{s1}^{ss1} \\
\vdots & \ddots & \vdots \\
C_{ss1}^{ss1} & \cdots & \bar{C}^{ss}
\end{pmatrix} = E \left\{ \left( \begin{pmatrix} \hat{x}_{s1}^k \\
\vdots \\
\hat{x}_{ss}^k
\end{pmatrix} - \begin{pmatrix} x_{s1}^k \\
\vdots \\
x_{ss}^k
\end{pmatrix} \right)^2 \right\} . \tag{2.33}
\]

The local operations of linear estimators, which are specified in Algorithm 2.1, are given by block diagonal transformations in the joint space. As the process noise reflects an uncertainty in the evolution of the state that is common to all estimates, the predicted joint covariance matrix is obtained with

\[
\bar{C}_{k+1} = \begin{pmatrix}
A_k & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & A_k
\end{pmatrix} \bar{C}_k \begin{pmatrix}
(A_k)^\top & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & (A_k)^\top
\end{pmatrix} + \begin{pmatrix}
Q_k & \cdots & Q_k \\
\vdots & \ddots & \vdots \\
Q_k & \cdots & Q_k
\end{pmatrix} . \tag{2.34}
\]

For independent measurement noise terms and with local filter gains \(L_k^s\) and \(K_k^s\), the transformation matrices as well as the joint measurement noise matrix are block-diagonal. Hence, the joint covariance
matrix of the filtered estimates is obtained according to

\[
\bar{C}_{k|k} = \begin{pmatrix}
L_{k}^{S_1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & L_{k}^{S_S}
\end{pmatrix}
\bar{C}_{k} \begin{pmatrix}
(L_{k}^{S_1})^{T} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & (L_{k}^{S_S})^{T}
\end{pmatrix} +
\begin{pmatrix}
K_{k}^{S_1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & K_{k}^{S_S}
\end{pmatrix}
\begin{pmatrix}
C_{k}^{S_1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & C_{k}^{S_S}
\end{pmatrix}
\begin{pmatrix}
(K_{k}^{S_1})^{T} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & (K_{k}^{S_S})^{T}
\end{pmatrix}.
\]

(2.35)

As it becomes apparent from (2.35), filter operations are block diagonal transformations of joint covariance matrices. However, the multiplication of the joint covariance matrix with block diagonal transformation matrices does not involve the summation of matrix blocks \(C_{k}^{S_S}\), as it would be the case for fully occupied transformation matrices. In fact, matrices \(K_{k}^{S} \) and \(L_{k}^{S} \) transform only the \(s\)-th (block) row and column. Therefore, when the sum of the MSEs of the estimates, i.e., the trace of \(\bar{C}\), is taken as the optimization criterion, the optimal gains are the ones that minimize the local covariances \(C_{k}^{S}\). Indeed, as discussed in Section 2.2.2 - a, these gains are obtained by means of local KFs.

The exchange and linear fusion of estimates can be represented in the joint space as well. To this end, let \(F_{\tilde{s}}^{S} \) denote the fusion gain by which the estimate from sensor \(s\) is fused into the estimate at sensor \(\tilde{s}\), i.e., \(\hat{x}_{\tilde{s}} = \sum_{s \in S} F_{\tilde{s}}^{S} \hat{x}^{S}\). Then, the fused joint covariance matrix is obtained according to

\[
\bar{C} = \begin{pmatrix}
F_{s_1}^{S_1} & \cdots & F_{s_1}^{S_S} \\
\vdots & \ddots & \vdots \\
F_{s_S}^{S_1} & \cdots & F_{s_S}^{S_S}
\end{pmatrix}
\bar{C} \begin{pmatrix}
(F_{s_1}^{S_1})^{T} & \cdots & (F_{s_1}^{S_S})^{T} \\
\vdots & \ddots & \vdots \\
(F_{s_S}^{S_1})^{T} & \cdots & (F_{s_S}^{S_S})^{T}
\end{pmatrix},
\]

(2.36)

where \(F_{\tilde{s}}^{S} = 0\), if the estimate \(s\) is not received by node \(\tilde{s}\) and \(\sum_{s \in S} F_{\tilde{s}}^{S} = I\) for unbiased combinations of estimates. Again, fusion gains \(F_{\tilde{s}}^{S}\) of node \(\tilde{s}\) only transform the \(\tilde{s}\)-th row and column of the
joint covariance matrix. However, in contrast to prediction and filter operations, the cross-covariance matrices $C_{k\bar{s}}$ from the off-diagonal blocks affect the fused covariances. For a given joint covariance matrix $\hat{C}$, the LMMSE fusion gains at node $\bar{s}$ have been derived for two [9] and arbitrary many [2,148,161,173] estimates.

**Theorem 2.5** Consider estimates $\hat{x}^s$, $s \in S$ with joint covariance matrix $\hat{C}$ from (2.33). The optimal linear fusion gains for unbiased estimates $\hat{x}^s$ are given by

$$F = (F^s_1 \ldots F^s_S) = C(1)^\top(\hat{C})^+, \quad (2.37)$$

where $C = ((1)^\top(\bar{C})+1)^+$ denotes the covariance of the fused estimate $\hat{x} = \sum_{s \in S} F^s \hat{x}^s$ and $1 := (1 \ldots 1)^\top$.

**Proof.** The derivation for two estimates is provided in [9] and for an arbitrary number of estimates in [161,173]. A simple proof that constitutes the result for two estimates in the positive definite sense is provided in [179]. \qed

Applied to the joint space representation (2.36), the matrix $F$ from Theorem 2.5 denotes a block row of the transformation matrix. Therefore, the fused covariance from Theorem 2.5 is a short form for the fused block diagonal covariances that are obtained with fusion gains (2.37) by means of (2.36). A special case of Theorem 2.5, namely if the cross-covariance matrices are zero, is the convex combination of estimates.

**Corollary 2.6** Let the estimates $\hat{x}^s$, $s \in S$ be uncorrelated. Then, the optimal fusion gains are given by $F^s = C(C^s)^{-1}$, where

$$C = \left(\sum_{s \in S}(C^s)^{-1}\right)^{-1}$$

denotes the covariance of the fused estimate $\hat{x} = \sum_{s \in S} F^s \hat{x}^s$. 
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The fusion concept can also be generalized to partially overlapping states, i.e., when individual estimates capture only a subset of the entire state space. The corresponding theory has been discussed in the context of control [80], and LMMSE fusion formulas have been given in [122]. Note that Theorem 2.5 and Corollary 2.6 are general fusion techniques that can also be used at the fusion center to combine preprocessed measurements from the sensors.

In the perspective of decentralized estimation, the LMMSE filter operation is given by local KFs and the LMMSE fusion by Theorem 2.5. However, these operations optimize only the average MSE of the local estimators and do not provide a joint covariance matrix that is optimal in the positive definite sense.

Consider for example the filter operation. Even if the filter matrices minimize the individual covariances on the block diagonal in the positive definite sense, no statements can be made about the cross-covariance matrices, which are transformed as well. In particular, it is possible that suboptimal filter gains yield a joint covariance matrix that features an indefinite difference to the joint covariance matrix obtained with local KFs. Then, a subsequent LMMSE fusion can yield smaller covariances on the block diagonal than the ones obtained with the LMMSE filter processing.

The bottom line is that without the positive definite relation, the optimality of the joint covariance matrix after several filter and fusion operations cannot be guaranteed. Therefore, the combination of local KFs with Theorem 2.5 is only one-step optimal.

When the models are time-invariant, the multi-step or steady state LMMSE estimators can be obtained as the solutions to optimization problems in the joint space. However, to the author’s knowledge, no efficient methods are available to solve the emerging system of nonlinear matrix equations. This applies in particular to sensor networks with limited local knowledge.
Chapter 2. Fundamentals of Estimation Theory

2.4 Challenges of LMMSE Estimation in Sensor Networks

The ideas and approaches discussed in the remainder of this thesis touch various research areas and implement different concepts. Still, they all serve to provide LMMSE estimators for sensor networks of linear systems according to Definition 2.1. Of course, this is only the framework in which the estimators are derived and optimized. By means of linearization techniques or simplifications concerning the independence of noise terms, the estimators are applicable to nonlinear systems.

For linear systems, the problem of central estimation can be considered as being solved. The KF constitutes the LMMSE estimator and provides covariances that are optimal in the positive definite sense. For distributed and decentralized estimation, efficient estimators have been derived as well. The distributed Kalman filter \[56, 59, 60, 100\] yields LMMSE estimates and the – at least for one time step – optimal solution to decentralized estimation is obtained by means of local KFs in combination with the LMMSE fusion from Theorem 2.5. However, the distributed Kalman filter requires global model knowledge, and in order to apply the LMMSE fusion in decentralized estimation, cross-covariance matrices are necessary that even depend on filter and fusion operations applied at remote nodes.

Indeed, global model knowledge as it is required by both approaches is a rarity in real world systems. Consider for example a distance sensor. It can be expected that uncertainties of measurements increase relative to distances between sensors and object. Thus, an intuitive policy for the sensor is to approximate the noise covariance by means of the estimated distance, which, however, is based on the local estimate of the object’s position. Therefore, the measurement model of the distance sensor depends on its local estimate and consequently,
is unknown to other nodes in the sensor networks. In fact, the explicit dependency of model parameters on local estimates is an innate property of nonlinear models.

Moreover, when the communication is stochastic due to packet delays and losses, only the receiver knows which estimates are processed. In particular, an unbiased combination is only feasible by adapting fusion gains to the number of estimates. Therefore, again, gains depend on realizations of stochastic variables, i.e., on knowledge that is only locally available. Consequently, the evolution of cross-covariance matrices cannot be calculated by remote sensors even if the utilized estimation algorithm is known.

Additional constraints are imposed by limited resources at the sensors. Especially for large sensor networks or when models are time varying, the effort to store the measurement models of all sensors and the computational costs to process all cross-covariance matrices are too high. However, as discussed in Chapter 1, the challenges of modern sensor networks lie in limited knowledge about sensor network capacities and the need to adapt online to new realities.

The objective of this thesis is to propose techniques for LMMSE estimation in distributed and decentralized estimation that are applicable to modern sensor networks. Hence, the existing approaches for the LMMSE filtering and fusion must be generalized to cope with the aforementioned challenges. In the course of this, two main problems are to be solved. First, efficient techniques for the reconstruction of dependencies between estimates based on locally processed variables must be developed. Then, the LMMSE fusion formula or an adaptation of it can be applied. Second, local estimators for the sensors must be derived that operate without global model knowledge and optimize the estimates with respect to the sensor network. Both of the problems are examined in the following and different solutions with various advantages and drawbacks are proposed.
Information Fusion in Sensor Networks

In interconnected estimation systems, information is gathered at spatially distributed processing units. To exploit the potential of these systems, information is exchanged over potentially unreliable communication links. It is a known fact that concurrent communication, especially in wireless networks, poses challenges that manifest themselves in packet delays and losses whose frequency rises with the utilization of network resources. The energy consumption caused by data transmissions thereby largely determines the lifespan of sensors so that in order to minimize data traffic, information should be fused at the earliest possible stage.

Considering the classification of sensor networks into distributed and decentralized estimation schemes, information about a common state from several sensors is either to be weighted at the fusion center or to be integrated regularly into local estimates. Irrespectively of the processing type, the question arises how much trust is to be put in individual estimates in the fusion. A meaningful concept to address this problem in a stochastic setting must involve quality of and dependency between the estimates.

In the framework of linear estimation, covariances and cross-covariance matrices provide a complete specification of the quality of estimates. In fact, the optimal linear combination of estimates is uniquely determined when exact knowledge about the joint covariance matrix is available to the fusing node. However, the quantifi-
cation of dependencies in sensor networks proves difficult. For an explanation, consider two spatially distributed sensors that are initialized with the same estimate. Let sensor one observe and integrate an independent measurement into its local estimate. Then, the cross-covariance matrix between the sensor estimates depends on the amount of information in the filtered estimate at node one that traces back to the initial value, i.e., on the weighting in the filter step.

An approach that enables the calculation of cross-covariance matrices is to exchange all local transformations along with the estimates and to reconstruct the evolution of covariances at the receiver [99]. Indeed, for multi-hop or irregular communication, this approach is hardly realizable since it requires transmitting huge quantities of data and considerable computational power at the sensors.

As the calculation of cross-covariance matrices poses a major challenge in sensor networks, it is tempting to ignore them in the fusion operation. However, independently of the potentially bad outcome of heuristic fusion methods, the uncertainty of the fused estimate depends on cross-covariance matrices between prior estimates. For a motivation and illustration of the challenges involved in the fusion of two estimates subject to an unknown cross-covariance matrix, consider the next example.

Example 3.1: Motivation of Cross-covariance Matrix Reconstruction

Let estimates $\hat{x}^{s_1}$ and $\hat{x}^{s_2}$ with local covariances $C^{s_1} = \text{diag}(2, 1)$, $C^{s_2} = \text{diag}(1, 2)$ be given and let the cross-covariance matrix $C^{s_1s_2}$ be unknown. Then, a linear estimator must determine fusion gains $F^{s_1}$, $F^{s_2}$, and the covariance of the fused estimate $\hat{x} = F^{s_1} \hat{x}^{s_1} + F^{s_2} \hat{x}^{s_2}$ without knowledge of $C^{s_1s_2}$. A naive approach is to calculate the convex combination of the two estimates with

$$F^s = \left((C^{s_1})^{-1} + (C^{s_2})^{-1}\right)^{-1}(C^s)^{-1}, \ s \in \{s_1, s_2\}.$$
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The resulting true covariances of the fused estimate for three possible cross-covariance matrices are depicted in Figure 3.1 by means of the respective covariance ellipsoids $\mathcal{E}(C) = \{x | (x)^\top (C)^{-1} x = 1\}$. Two observations emerge from the data. First, the covariance of the fused estimate depends on the unknown cross-covariance matrix and second, it cannot be stated as a rule that covariances of fused estimates are smaller than prior covariances.

It results from Example 3.1 that, even if covariances of estimates prior to the fusion are exactly known, the fusion of estimates subject to limited information about cross-covariance matrices induces uncertainty in the quality assessment of the fused estimate.

Indeed, in decentralized estimation, fused estimates are priors of subsequent fusion operations. Hence, not even local uncertainties could be utilized for the optimization of fusion gains. As covariances of estimates are also required to calculate filter gains and for a potential subsequent use in control or decision problems, the entire information processing becomes questionable when dependency information is neglected.

\[ \text{It holds } C \leq P, \text{ if and only if } \mathcal{E}(C) \subseteq \mathcal{E}(P). \]
Thus, meaningful estimation in modern sensor networks subject to limited information at the sensors is only feasible with techniques that either provide (imprecise) cross-covariance matrices or bypass the dependence on cross-covariance matrices in the fusion operation. In this chapter, both approaches are explored.

In Section 3.1, sample sets are generated from the joint distribution of the error processes and the joint covariance matrix is estimated by means of sample covariances. In an analysis of the covariance structure of estimates in linear estimation, it is revealed that generation and processing of samples can be decomposed into local operations so that a scheme to estimate cross-covariance matrices that works based on locally known variables is obtained. Efficient covariance estimators are discussed and the optimal distribution for sampling noise terms in the proposed scheme is derived.

A fundamentally different approach is pursued in Section 3.2 by considering all possible cross-covariance matrices in order to give a worst-case assessment for the covariance of the fused estimate. Hence, the objective is to provide guaranteed covariance bounds instead of estimates of covariances that are subject to uncertainty. While covariance bounding under unknown correlations is an established concept, the rigorous generalization to partially known cross-covariance matrices is new and bridges the gap between fusion methods under known and unknown correlations.

It is an insight of the results but also follows intuitively that tightness and precision of the bound on the fused estimate improves relative to additional knowledge about dependencies. Therefore, approaches to reconstruct cross-covariance matrices partially based on different decompositions are derived and evaluated. Finally, an algorithm is proposed that uses a noise decomposition of covariances to achieve arbitrary precision subject to computational and communication effort.
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As outlined above, the exact reconstruction of (cross-)covariance matrices in sensor networks is impracticable. In fact, for the naïve technique from [99], the amount of stored and processed data increases with each emerging noise term. However, limiting computational and communication effort is not only a nice feature but also quite often a necessity. In this section, a scheme for the sample-based estimation of covariances that takes into account the limitations of sensor networks is proposed.

The quality of estimators is specified by the distribution of the random (estimation) error $e = \hat{x} - x$. Now, consider a state estimator and assume that the distribution of the error is known, e.g., to be a Gaussian density specified by its covariance. Then, samples can be generated from the distribution, which, in turn, form an equally weighted Dirac mixture density and describe the estimation error. In particular, it is possible to maintain the Dirac mixture description of the error density by reflecting the transformations of the estimation error in the sample space. From the obtained representation, properties of the original error density can be reconstructed by means of proper techniques, as it is illustrated in Figure 3.2.

For the considered linear models, the error is linearly combined with independent random noise variables in prediction and filter operations, which corresponds to a convolution of densities. For example, when noise terms are Gaussian distributed, the convolution with Dirac mixtures yields a Gaussian mixture that needs to be approximated by a Dirac mixture to enable further sample-based processing. At this stage, an approximation is necessary. Generally, it is advisable to calculate deterministic sample approximations, as this is more efficient than stochastic sampling [53, 54]. However, deriving Dirac mixtures in sensor networks based on local knowledge without access to the joint error distribution proves difficult.
Indeed, for estimating cross-covariance matrices in the considered sensor networks, transformations of the underlying state estimator cannot only be assumed linear but also independent from the samples. Therefore, a simple technique to obtain a sample from the error density at an arbitrary time step is to independently generate samples from all occurring noise distributions and to combine these samples according to the noise composition of the estimation error. The generation can be repeated until the desired precision of the density representation is achieved. From the obtained samples, the moments of the error and, in particular, the covariance can be estimated.

In the following, two properties of this simple technique are exploited. First, the proposed sample generation can be calculated recursively such that the sample processing corresponds to a simulation of the estimation error. Second, the generation of joint samples can be distributed to sensors even if the transformations of remote nodes...
are unknown. For an illustration of the main insights and ideas, the filter operation in a simple network is examined in the next example.

Example 3.2: Introduction to Sample-based Covariance Estimation

Consider a one-dimensional system that is observed by two sensors. The distribution of the joint space error from Section 2.3.4, i.e., of the augmented errors, is two-dimensional and can be approximated by a sample set as depicted in Figure 3.2. When the samples are indexed, two lists with the first, respectively second, coordinate of the samples can be maintained, and by means of the indices, coordinates can be augmented to reconstruct the joint space samples, as it is depicted in the top part of Figure 3.3.

Now, let local estimation errors $e_k^s$ be described by sample sets. When a measurement is filtered, the corresponding error for unbiased estimators with $L^s = I - K^s H^s$ is given by

\begin{align*}
    e_{k|k}^s &= \hat{x}_{k|k} - x_k \\
    &= L^s \hat{x}_k^s + K^s z_k - x_k \\
    &= L^s \hat{x}_k^s - (I - K^s H^s)x_k + K^s v^s \\
    &= L^s e_k^s + K^s v^s.
\end{align*}

As discussed above, a simple, recursive processing scheme to obtain a sample representation of the error $e_{k|k}^s$ is to transform the samples of $e_k^s$ with $L^s$ and to add independently generated noise from the random variable $K^s v^s$ to each of the samples.

In the next step, let the sample sets be the lists with scalar coordinates of the joint space samples. The concurrent filtering of sensors $s_1$ and $s_2$ yields

\[
\begin{pmatrix}
    e_{k|k}^{s_1} \\
    e_{k|k}^{s_2}
\end{pmatrix} =
\begin{pmatrix}
    L^{s_1} & 0 \\
    0 & L^{s_2}
\end{pmatrix}
\begin{pmatrix}
    e_{k}^{s_1} \\
    e_{k}^{s_2}
\end{pmatrix} +
\begin{pmatrix}
    K^{s_1} & 0 \\
    0 & K^{s_2}
\end{pmatrix}
\begin{pmatrix}
    v^{s_1} \\
    v^{s_2}
\end{pmatrix}.
\]
Hence, in order to obtain a sample representation of the joint space error, the corresponding block-diagonal matrix transformation must be applied to the augmented coordinate lists and samples for the joint space error must be generated.

Note that matrices $L^s$ affect only local errors. Therefore, the transformations of the sample sets can be applied independently of each other. This also pertains to the adding of noise to the samples. As the noise terms $\mathbf{v}^{s_1}$ and $\mathbf{v}^{s_2}$ are independent in systems according to Definition 2.1, the random generation of samples from the joint noise term $(\mathbf{v}^{s_1} \mathbf{v}^{s_2})^\top$ can be decomposed to the sensors by means of independent samplers. This is important as in sensor networks without global model knowledge sensors do not have access to noise distributions and transformations of remote nodes.

In particular, different samples are not combined in the filter operation due to the independence of the sample processing from the gains $L^s$. Thus, the indexing of samples can be maintained and samples can be construed as independently generated. The proposed filter processing is depicted in Figure 3.3.

\[\square\]
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Obviously, the scheme of Example 3.2 generalizes to more than two nodes and multivariate systems. When samples are exchanged in the fusion operation along with the estimates, (cross-)covariance matrices can be estimated. More generally, the idea pursued in this section is to decompose the processing of samples that describe the joint space estimation error into local sensor operations, i.e., each sensor processes sub-vectors of the joint space samples. In contrast to a purely local processing, the generation of samples is adapted to that of remote nodes, which, in particular, necessitates to generate identical samples for the same (process) noise terms at different nodes and to maintain an assignment between samples from different sets.

The proposed technique enables the estimation of covariances from local sample lists while the augmentation of sample lists also permits estimating cross-covariance matrices. This section is devoted to the presentation of the basic scheme and to the optimization of the processing for finite sample lists. The following issues are addressed:

- A **sampling policy** that enables distributed processing of joint samples in linear systems is proposed and utilized to derive an algorithm for consistent sample-based estimation of (cross-)covariance matrices.

- Covariance estimators are discussed that minimize the uncertainty for a **finite number of samples**.

- The **sampling distribution that exhibits optimality** for estimating covariances in the proposed scheme is derived.

- Methods for the **regularization** of the proposed covariance estimation scheme are discussed.

The result of this section constitutes an algorithm for sample-based covariance estimation that is asymptotically exact. The local sample processing is carried out without access to transformations at remote nodes and without global model knowledge. In particular, computa-
tional and communication effort of the algorithm is not affected by the number of emerging noise terms.

Estimated covariances can be used as a quality measure in subsequent applications, e.g., to obtain feedback matrices in control applications. Indeed, it is also feasible to use estimated (cross-)covariance matrices for the optimization of local estimators, i.e., in filter and fusion gain calculations. However, then, the gains $L^s$ and $F^s$ are functions of the samples so that the actual transformation of the samples with the gains in filter and fusion operations inevitably constitutes a nonlinear transformation of the samples that induces a bias in the covariance estimation for finite sample sets. Thus, the concurrent covariance estimation and gain optimization is suboptimal when the noise samples are generated independently of each other. Still, the scheme can serve as the basis for a meaningful and adjustable sensor network estimator as demonstrated in subsequent evaluations.

### 3.1.1 Asymptotic Properties

In the following, the basic scheme for the recursive processing of samples is presented that enables the estimation of (cross-)covariance matrices in sensor networks. The algorithm has been proposed in [186]. It consists of a sampling policy for noise distributions and transformation rules for the sample lists.

In a first instance, the estimation error in linear systems is analyzed. For this purpose, consider a linear estimator $\hat{x}$ as specified in Algorithm 2.1. The estimation error ensues from the equation $e = \hat{x} - x$ and is recursively defined as follows: at initialization, the estimation error is given by the error of the initial estimate, i.e., $e_0 = \hat{x}_0 - x_0$. In the prediction step, it follows from (2.8) that

$$e_{k+1} = A\hat{x}_k - Ax_k - w_k = Ae_k - w_k.$$  

(3.1)
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The filtering of measurements with $K$ and $L = I - KH$ leads to

$$e_{k|k} = (I - KH) \hat{x}_k + Kz_k - x_k = (I - KH)e_k + Ky_k.$$  \hspace{1cm} (3.2)

In the fusion, it follows with $\sum_{s \in S} F^s = I$ that

$$e = \sum_{s \in S} F^s \hat{x}^s - x = \sum_{s \in S} F^s \hat{x}^s - \sum_{s \in S} F^s x = \sum_{s \in S} F^s e^s.$$  \hspace{1cm} (3.3)

By “rolling out” the recursive calculations, it becomes obvious that the estimation error is a linear combination of independent noise terms. Consider for example the subsequent calculation of filter and prediction steps that is given by

$$e_{k+1} = A(I - KH)e_k + AKv_k - w_k.$$  \hspace{1cm} (3.4)

Apparently, the predicted error is the linearly transformed sum of the error of the previous time step and two noise terms. Repeating this process with $e_k$, the error process at $e_{k+1}$ is given as the linear combination of $e_{k-1}$ and four noise terms. Notably, the transformations of the error terms adapt to the estimator processing such that for example in (3.4), $v$ is transformed with the matrix $T = AK$.

Hence, in order to achieve a sample representation of estimation errors in linear systems, it is sufficient to generate samples from individual noise terms and to transform them according to the estimator processing.

3.1.1 - a Individual Noise Terms

Let $\psi$ denote one of the noise terms that emerge in the estimation, i.e., either initial, process, or measurement noise. As in the LMMSE theory, the estimation error is sufficiently specified by its covariance, samples do not need to represent the (entire) true error distribution but only a random variable that exhibits the same mean and covariance. The following definition introduces a concept to substitute the
underlying true noise distribution by a sampling distribution with the same second moment.

**Definition 3.1** A random variable $\phi$ characterizes another random variable $\psi$ (up to the second moment) when $\mathbb{E}\{\psi\} = \mathbb{E}\{\phi\}$ and $\text{Cov}(\psi) = \text{Cov}(\phi)$.

Although the characterization of noise terms according to Definition 3.1 is not necessary for the derivation of asymptotic properties of the covariance estimator, it already generalizes the theory to noise terms with finite second moment from which sampling is not possible. Moreover, thanks to the characterization, the sampling distribution can be construed as a parameter of the algorithm, which is subsequently optimized in Section 3.1.2.

Note also that the sample-based covariance estimation is derived under the premise that only two moments are considered. This makes perfect sense for linear estimation, but can be too simple for nonlinear systems or in the presence of multi-modal densities. Indeed, Definition 3.1 can be easily generalized to higher moments, e.g., a sampling distribution may be admitted as substitute for a noise distribution only if other moments are matched as well.

In a next step, consider an arbitrary **noise sampler** that independently draws samples from a distribution $\phi$ and let $\Phi \sim \phi$ with $\Phi = (\phi_1, \ldots, \phi_d)$ denote a list of noise samples that are independently generated according to the distribution $\phi$. For the sake of simplicity, sample lists are assumed to contain the same number of samples $d$. With $T \in \mathbb{R}^{n_x \times n_x}$, the shorthand notations

$$T\Phi = (T\phi_1, \ldots, T\phi_d)$$

and

$$\Phi^{\nu_1} + \Phi^{\nu_2} = (\phi^{\nu_1}_1 + \phi^{\nu_2}_1, \ldots, \phi^{\nu_1}_d + \phi^{\nu_2}_d)$$

follow directly from matrix algebra. Let $\Phi^{\nu_1}$ and $\Phi^{\nu_2}$ denote two sample lists that are distributed according to $\phi^{\nu_1}$ and $\phi^{\nu_2}$ respectively.
Then, the (cross-)covariance matrix of $\phi^{\nu_1}$ and $\phi^{\nu_2}$ is asymptotically obtained with any consistent covariance estimator such as the sample covariance that is given by

$$
\hat{C}^{sc}(\Phi^{\nu_1}, \Phi^{\nu_2}) = \frac{1}{d - 1} \sum_{i=1}^{d} (\phi^{\nu_1}_i - \bar{\phi}^{\nu_1})(\phi^{\nu_2}_i - \bar{\phi}^{\nu_2})^T,
$$

(3.5)

with sample mean $\bar{\phi}^{\nu} = \frac{1}{d} \sum_{i=1}^{d} \phi^{\nu}_i$. The correction of the factor $\frac{1}{d}$ in (3.5) by one is called Bessel correction. It guarantees the unbiasedness of the estimator. Properties of the sample covariance, especially regarding the minimum number of samples to achieve a desired precision have been studied in [165]. When the distribution of the samples is known, estimators that are more efficient can be derived. For example for Gaussian distributed samples, the population covariance defined by

$$
\hat{C}^{p}(\Phi^{\nu_1}, \Phi^{\nu_2}) = \frac{1}{d} \sum_{i=1}^{d} (\phi^{\nu_1}_i - \bar{\phi}^{\nu_1})(\phi^{\nu_2}_i - \bar{\phi}^{\nu_2})^T,
$$

(3.6)

is the maximum likelihood estimator. For the sake of a simple notation, let $\hat{C}(\Phi) := \hat{C}(\Phi, \Phi)$, and as the distribution $\phi$ serves as a full substitute for the noise distribution $\psi$ in terms of the covariance estimation, let $\bar{\psi} \equiv \bar{\phi}$ without loss of generality.

As discussed above, estimation errors are linear combinations of independent noise terms. Indeed, when two sample lists $\Phi^{\nu_1}$ and $\Phi^{\nu_2}$ are generated independently of each other, the true cross-covariance matrix is $0$. Therefore, it holds

$$
\lim_{d \to \infty} \hat{C}(\Phi^{\nu_1}, \Phi^{\nu_2}) = 0
$$

for consistent covariance estimators $\hat{C}$. When the same noise term emerges in different estimators, e.g., the process noise, fully correlated samples must be generated at different sensors. For this purpose, synchronized noise samplers are used.
Figure 3.4: The emerging variables in sample-based covariance estimation. For simplicity, only the filtering is considered and the representation is confined to two sensors. The evaluation of the covariance estimate indicated with \( E\{||\hat{C}, C||\} \) becomes relevant in the context of finite sample lists.

**Definition 3.2** Two noise samplers that generate noise lists \( \Phi^\nu \sim \phi, \nu \in \{\nu_1, \nu_2\} \) are (second moment) \( \phi \)-synchronized, if

\[
\lim_{d \to \infty} \hat{C}(\Phi^{\nu_1}, \Phi^{\nu_2}) = \text{Cov}(\phi)
\]

for consistent estimators \( \hat{C} \).

Note that synchronized noise samplers can be implemented in sensor networks without establishing a connection between nodes. For this purpose, let the sensors have access to local pseudorandom number generators that can be initialized with a seeding value. When, a network-wide known variable such as the current time step, a synchronized value, or the like is used to initialize the pseudorandom number generators, the same sequence of numbers and, consequently, the same samples are generated.
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3.1.1 - b Reconstruction and Recursive Processing

The idea of the basic sample-based covariance estimator is to recursively process a sample list \( \Phi^s = (\phi^s_1, \ldots, \phi^s_d) \) at each sensor that describes the estimation error \( e^s \) and stores linear dependencies to other estimators. For this purpose, the evolution of the estimation error in (3.1) to (3.3) must be reflected by corresponding transformations of the sample list. An overview over the considered variables and their relation is given in Figure 3.4.

According to Definition 2.1, measurement and process noise terms are independent from all other emerging noise terms. The only exception constitutes the common process noise that is modeled at all nodes and implies full correlation. For a formalization, let \( I \) denote a set of indices that contains unique identifiers for all noise terms \( \{v^s_k, w_k, e^s_0 \mid s \in S, k \in K\} \). Then, a sum representation of the estimation error is given by

\[
e^s = \sum_{i \in I^s} T^s_i \psi_i ,
\]

where \( I^s \subseteq I \) contains the indices of noise terms \( \psi_i \) that affect the error process \( e^s \) and \( T^s_i \) denote the corresponding matrix transformations. Note that due to the fusion of estimates, remote noise terms \( \{v^s_k\}_{k \in K, \tilde{s} \neq s} \) and \( \{e^s_{0}\}_{\tilde{s} \neq s} \) are entailed in \( I^s \) as well. As argued above, sample lists are supposed to satisfy the following definition.

**Definition 3.3** The tuple \( (\hat{x}^s, \Phi^s) \) is a **valid sample representation** (of the state \( x \)), if \( \Phi^s \sim \sum_{i \in I^s} T^s_i \phi_i = \hat{x}^s - x \) and noise terms \( \phi_i \) are sampled according to the following policy:

- Process noise is sampled with \( \phi_i \)-synchronized noise samplers,
- Measurement noise is sampled with independent noise samplers.
It is a direct consequence of $\Phi \sim \hat{x} - x$ that it holds
\[
\lim_{d \to \infty} \hat{C}(\Phi) = E\{(\hat{x} - x)^2\},
\]
for consistent covariance estimators $\hat{C}$. A recursive processing of
tuples $(\hat{x}, \Phi)$ that ensures Definition 3.3 is easily obtained. At ini-
tialization, a list of samples generated by an arbitrary noise sampler
that reflects the covariance $C_0$ satisfies the claim. In prediction, fil-
tering, and fusion steps, samples are transformed in conformity with
the estimation error as specified in Algorithm 3.2.

**Algorithm 3.2 Sensor Processing of the Sample-based Cov. Est.**

1: Initialization: $(\hat{x}, \Phi) = (\hat{x}_0, \Phi_0), \Phi_0 \sim \hat{x}_0 - x_0$
2: for $k = 1; k \in K; k = k + 1$ do
3: Prediction: $(A\hat{x}, A\Phi + \Phi^w), \Phi^w \sim w_k$ ($w_k$-synchronized gen-
eration)
4: Filtering: $(L\hat{x} + Kz, L\Phi + K\Phi^v), \Phi^v \sim v_k$ (independent)
5: Fusion: $(\sum_{s \in S} F^s\hat{x}^s, \sum_{s \in S} F^s\Phi^s)$
6: end for

Note that the samples are generated and transformed based on local
sensor knowledge. In particular, computational and communication
effort is not determined by the number of considered noise terms.
The result is summarized in the following theorem.

**Theorem 3.1** Let the models be linear and let all nodes employ the
linear estimator from Algorithm 3.2. Then, it holds
\[
\lim_{d \to \infty} \hat{C}(\Phi^s, \Phi^{\tilde{s}}) = C^{s\tilde{s}}, \forall s, \tilde{s} \in S,
\]
for consistent covariance estimators $\hat{C}$.

**PROOF.** See Appendix 3.3

A detailed evaluation of the technique is provided in [186]. The next
example serves as a short summary of these results.
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Figure 3.5: In the left figure, the RMSE of the estimate $\hat{x}_{s3}$ and the corresponding estimated values for one run are depicted. In the right figure, the expected Frobenius norm of the covariance estimate in 100 Monte Carlo runs is given.

Example 3.3: Evaluation of Sample-set Sizes

Consider a sensor network consisting of three nodes, where only nodes $s_1$ and $s_2$ are equipped with sensor devices. A bidirectional communication is established between nodes $s_1$ and $s_3$ as well as between nodes $s_2$ and $s_3$ at each time step. The state is two-dimensional with transition matrix $A = I$ and zero-mean Gaussian noise with $Q = I$. The sensors observe different dimensions of the state according to $H^{s_1} = (1 \ 0)$ and $H^{s_2} = (0 \ 1)$, where $\{\mathbf{x}_k\}_{k \in \mathcal{K}}$ is Gaussian distributed with $R^s = 20$, $s \in \{s_1, s_2\}$.

The sensors are initialized with independent estimates defined by $C^s = 100 \cdot I$ and employ constant gain filters with $K = 0.5 \cdot (1 \ 1)^\top$, $L^s = I - KH^s$. In the fusion, the average of the received values is calculated. The covariances are obtained with Algorithm 3.2 and noise samples are generated from Gaussian distributions. The precision of the covariance estimates is assessed by means of the expected Frobenius norm $E \{ (\text{tr} \left\{ (\hat{C} - C)^2 \right\})^{\frac{1}{2}} \}$. 
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The results of the sample-based covariance estimation for sample list sizes 10, 20, and 50 are depicted in Figure 3.5. Note that the Frobenius norm takes into account the off-diagonal entries of the covariance as well so that its absolute value appears high compared to the RMSE, which is a function of the diagonal elements only. While, in the considered run, the estimated RMSE approximately matches the true RMSE for all sample list sizes, an analysis of the Frobenius norm over 100 Monte Carlo runs shows that the expected precision is increased with additional samples.

3.1.2 Finite Sample Lists

As it becomes apparent from Example 3.3, the error of the covariance estimation for finite sample lists is not negligible. Indeed, in real sensor networks, computational resources are limited so that only finite sample lists can be processed. As the sample-based covariance estimation allows the characterization of noise distributions, it is tempting to use deterministic sampling methods, which, in general, provide more precise covariance estimates than stochastic sampling techniques.

However, note that the proposed processing is a decomposition of a joint space sampling scheme so that the rigorous application of nonlinear filter methods, e.g., of the unscented KF, would require calculating the Cholesky decomposition of the joint covariance matrix, which is not available to individual sensors. Even though deterministic sampling of local noise terms is possible, it must be ensured that the samples are generated independently from all other noise terms as otherwise correlations emerge in the sample covariance for independent noise terms and distort the results. Indeed, the desired independence can hardly be achieved for deterministic sampling methods,
as it requires the pairwise orthogonality between arbitrary many sample sets, which, in turn, necessitates an infinite-dimensional sample space.

Nevertheless, the covariance estimator and the distribution for the characterization of noise terms can be optimized for finite sample sizes according to a criterion such as the largest eigenvalue, the $\ell_1$-norm, or the Frobenius norm $\|C\|_F$. In the following, the optimal parameters for the expected Frobenius norm, which is defined as

$$E\{||\hat{C} - C||_F\} := E\left\{\text{tr}\left\{((\hat{C} - C)^2)\right\}\right\} = \text{tr}\left\{\text{Cov}\left(\hat{C}\right)\right\}, \quad (3.8)$$

are derived. Let $V$ denote the eigenvector and $E$ the (diagonal) eigenvalue matrix of $C$ such that $C = VE(V)^\top$. As $V$ is orthogonal for symmetric matrices $C$, it follows with the cyclic property of the trace

$$\text{tr}\left\{(\hat{C} - C)^2\right\} = \text{tr}\left\{(V(\hat{E} - E)(V)^\top)^2\right\}$$
$$= \text{tr}\left\{V(\hat{E} - E)^2(V)^\top\right\}$$
$$= \text{tr}\left\{(V)^\top V(\hat{E} - E)^2\right\}$$
$$= \text{tr}\left\{(\hat{E} - E)^2\right\},$$

where $\hat{E}$, in general, denotes a fully occupied random matrix. In the following, only unbiased sampling schemes with $E\{\hat{E}\} = E$ are considered so that (3.8) simplifies to

$$E\{||\hat{C} - C||_F\} = \text{tr}\left\{E\{\hat{E}^2\} - E^2\right\}.$$

If no additional information about $E$ is available and no regularization is applied, the sample covariance is the standard choice for finite sample sizes. It can be proven that the sample covariance is unbiased and efficient when the covariance space is viewed as an extrinsic cone $\{156\}$, i.e., when the particular structure of covariances imposed by the positive definite property is neglected. However, when the distribution of the samples is set, other estimators may be more efficient.
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It is for example well known that the population covariance (3.6) is the maximum likelihood estimator when samples are Gaussian distributed.

The sample-based covariance estimation considered in this section benefits from two simplifications compared to the general covariance estimation problem. First, the sampling technique can be chosen freely as long as the distribution has finite second central moment. Second, the mean of the noise samples is known to be zero. This permits, in particular, the utilization of the natural covariance estimator

\[
\hat{C}_{na}(\Phi_{\nu_1}, \Phi_{\nu_2}) = \frac{1}{d} \sum_{i=1}^{d} (\phi_{\nu_1}^i - E\{\phi_{\nu_1}\})(\phi_{\nu_2}^i - E\{\phi_{\nu_2}\})^T, \quad (3.9)
\]

which exploits known means for \( \Phi_{\nu} \sim \phi_{\nu}, \nu \in \{\nu_1, \nu_2\} \). In basic, but lengthy, calculations it can be shown that

\[
\text{var}(\hat{C}_{na}) \leq \text{var}(\hat{C}_{sc}).
\]

Therefore, the natural covariance estimator is used instead of the sample covariance. For the sake of a simple notation, the identifier \( na \) is omitted, i.e., the natural covariance estimator is denoted as \( \hat{C} \) in the sequel.

The preceding results on asymptotic properties of sample-based covariance estimation have been derived on the foundation that the sampling distributions can differ from the underlying noise distributions. More specifically, any distribution with finite second moment such as the uniform distribution, the Gaussian distribution, etc. can be used to characterize noise terms.

3.1.2 - a Optimal Scalar Sampling

In the following, the sampling distribution that minimizes the expected Frobenius norm of the natural covariance estimator is derived.
for scalar noise distributions $\phi$. For scalar samples, the sample set $\Phi$ is a vector and the sample covariance $\hat{C}$ is the scalar sample variance denoted as $\hat{v}$. Hence, the objective is to find the sampling distribution that minimizes

$$\text{var}(\hat{v}(\Phi)) = E\{(\hat{v}(\Phi) - \text{var}(\phi))^2\}. \quad (3.10)$$

As specified in Section 3.1.1, samples are drawn independently of each other. This allows deriving a simple representation of (3.10) that only depends on properties of the sampling distribution.

**Lemma 3.2** Let $\Phi^\nu$, $\nu \in \{\nu_1, \nu_2\}$ denote lists of independently generated scalar samples. Then, $\text{var}(\hat{v}(\Phi^\nu_1, \Phi^\nu_2))$ equals

$$\frac{1}{d} \left( E\{(\phi^\nu_1 - E\{\phi^\nu_1\})^2 (\phi^\nu_2 - E\{\phi^\nu_2\})^2\} - \text{var}(\phi^{\nu_1}, \phi^{\nu_2})^2 \right).$$

**Proof.** See Appendix B.

Hence, the precision of the variance estimator depends on the number of samples and a fourth order term. For independently generated sample lists $\phi^{\nu_1}$ and $\phi^{\nu_2}$, it holds

$$E\{(\phi^{\nu_1} - E\{\phi^{\nu_1}\})^2 (\phi^{\nu_2} - E\{\phi^{\nu_2}\})^2\} = \text{var}(\phi^{\nu_1}) \text{var}(\phi^{\nu_2}). \quad (3.11)$$

In terms of choosing the optimal sampling distribution, (3.11) cannot be optimized as $\text{var}(\phi^{\nu})$, $\nu \in \{\nu_1, \nu_2\}$ is specified by the noise distribution. However, the estimation of local variances with $\Phi^{\nu_1} = \Phi^{\nu_2}$, leads to

$$\text{var}(\hat{v}(\Phi)) = \frac{1}{d} \left( E\{(\phi - E\{\phi\})^4\} - \text{var}(\phi)^2 \right). \quad (3.12)$$

Using the definition of the excess kurtosis$^2$, i.e.,

$$\kappa = \frac{E\{(\phi - E\{\phi\})^4\}}{\text{var}(\phi)^2} - 3,$$

$^2$The excess kurtosis is the normalized kurtosis so that $\kappa = 0$ for Gaussian variables.
the variance from (3.12) is transformed to
\[
\text{var} (\hat{v}(\Phi)) = \frac{\text{var}(\phi)^2}{d} (\kappa + 2) .
\] (3.13)

The excess kurtosis is a distribution-dependent variable with various interpretations, e.g., it can be construed as a degree of bimodality of the density \[38\]. Therefore, the more the density resembles bimodal distributions, the higher is the precision in the variance estimator. In particular, it holds \( \kappa \geq -2 \), where \( \kappa = -2 \) is attended for a Bernoulli distribution with equal success and failure probability \[38\].

Affine transformations of samples from this distribution permit the specification of a modified Bernoulli distribution with

\[
\Pr \{ \phi = -\sigma \} = 0.5 \quad \text{and} \quad \Pr \{ \phi = \sigma \} = 0.5 ,
\] (3.14)

with zero mean and configurable standard deviation \( \sigma \). Hence, the estimator variance from \[3.12\] is minimized when the samples are distributed according to \[3.14\]. Considering a noise term \( \phi \) with \( \mathbb{E}\{\phi\} = 0 \) and \( \mathbb{E}\{\phi^2\} = \text{var}(\phi) \), the modified Bernoulli distribution with \( \sigma = \sqrt{\text{var}(\phi)} \) characterizes the noise term \( \phi \). As \( \mathbb{E}\{\phi^2\} = \sigma^2 = \phi^2 \) is deterministic, sample-based variance estimators with Bernoulli distributed samples have uncertainty zero.

In the context of linear estimation, independent and fully dependent noise terms emerge, and are sampled and transformed according to the estimator processing. Let the estimation error be given by \( \mathbf{e}_k^s = \sum_{i \in \mathcal{I}^s} \mathbf{T}_i^s \mathbf{\phi}_i \) \[3.7\]. Then, sample lists are linearly transformed noise sample lists according to

\[
\Phi^s = \sum_{i \in \mathcal{I}^s} \mathbf{T}_i^s \Phi_i^\nu ,
\]

where \( \Phi_i^\nu \sim \phi_i \). Therefore, the expected Frobenius norm of the variance estimator \( \hat{v}(\Phi^s) \) is given by the sum of terms of the form

\[
(\mathbf{T}_i^s)^2 (\mathbf{T}_{\tilde{i}}^s)^2 \mathbb{E}\{ (\Phi_i^\nu)^2 (\Phi_{\tilde{i}}^\nu)^2 \} \text{ with } i, \tilde{i} \in \mathcal{I}^s .
\]
As in the considered linear system, noise terms are independent, the terms for \( i \neq \tilde{i} \) are specified by (3.11). For terms with \( i = \tilde{i} \), the Bernoulli distribution minimizes the variance. In summary, the following statement is obtained.

**Theorem 3.3** Let \((\hat{x}^s, \Phi^s)\) denote valid sample representations according to Definition 3.3, \( s \in S \). Then, \( \text{var}(\hat{v}(\Phi^s_1, \Phi^s_2)) \) is minimized when noise samples are generated from the modified Bernoulli distributions with \( \sigma = \sqrt{\text{var}(\phi)} \) as defined in (3.14).

It is worth mentioning that the sample representation induces an estimation error even for uncorrelated noise terms. In fact, every time new noise samples are generated and added, co-variance terms (3.11) emerge in the expected Frobenius norm for all noise terms that are already comprised in the estimation error.

In particular, the sample-based variance estimation is affected by stochastic errors even if samples are generated from the Bernoulli distribution. Still, for individual noise terms, the variance estimator with Bernoulli distributed samples is error-free.

Samples of the estimation error are in general not Bernoulli distributed. Indeed, as long as the individual noise samples are Bernoulli distributed the expected Frobenius norm from Lemma 3.2 can still be solved in closed form.

**Theorem 3.4** Let \((\hat{x}, \Phi)\) denote a valid sample representation of the state \( x \) with Bernoulli distributed noise samples. Let furthermore \( T_i \) denote the transformation factors and \( \phi_i^\nu \) the noise terms from the error decomposition (3.7) and \( C \) denote the variance of \( \hat{x} \). It holds

\[
\text{var}(\hat{v}(\Phi)) = \frac{2}{d} \left( \text{var}(C)^2 - \sum_{i \in I} (T_i)^4 \text{var}(\phi_i^\nu)^2 \right). \tag{3.15}
\]

A proof of Theorem 3.4 is provided in Appendix B. A consequence of the statement is that the variance of the sample-based estimator
diminishes proportional to $\frac{1}{d}$. The proportionality factor is given by the square of the true variance minus deterministic local noise terms. As a matter of fact, formulas for the recursive calculation of (3.15) can be easily obtained so that the tracking of the precision is possible.

**Example 3.4: Optimal Distribution for Sample-based Cov. Est.**

In this example, the generation of noise samples according to different distributions is examined. To this end, consider a scalar linear system with $\mathbf{A} = 1$ and $\mathbf{Q} = 1$. The state is observed by two sensors with $\mathbf{H}^s = 1$, $\mathbf{R}^s = 20$, and initial uncertainty $\mathbf{C}^s_0 = 40$, $s \in \{s_1, s_2\}$. Both sensors employ constant gain filters with $\mathbf{K} = 0.5$, $\mathbf{L} = 0.5$, and the average operator as fusion operation. While sensor $s_1$ receives the latest estimate from sensor $s_2$ in each time step, sensor $s_2$ operates only on local data. The precision of sample-based variance estimators with 20 samples in terms of the expected Frobenius norm in 500 Monte Carlo runs is depicted in Figure 3.6.
The results differ for the noise distributions. Especially in the first time steps when the number of involved noise terms is small, the sample representation of individual noise terms determines the estimation error so that the optimization of the precision by means of the Bernoulli distribution yields significantly smaller errors. In fact, when the estimation error consists of only one noise term, as in time step 0 at sensor $s_2$, the variance estimate for Bernoulli distributed samples is exact. With an increasing number of noise terms, the precision of the variance estimates becomes primarily determined by the estimation errors of co-variances (3.11), which are the same for all sampling distributions. Therefore, the difference in estimation performance diminishes when time progresses. Concurrently, the absolute precision of the variance estimate improves. This is due to Theorem 3.4 which establishes a direct connection between the variance of the estimate and the precision of the variance estimator. As the variance of the estimate decreases in the considered setup, this translates into an improvement of the variance estimators.

In summary, the usage of the modified Bernoulli distribution improves the precision of sample-based variance estimators for finite sample sizes. However, other distributions achieve similar results when several noise terms are involved.

By means of a probabilistic argument, the optimal scalar sampling distribution for the sample-based variance estimation of Algorithm 3.2 has been derived. In particular, it could be demonstrated that by means of the Bernoulli distribution, individual noise terms can be deterministically determined.

### 3.1.2 - b Optimal Sampling for Multivariate Systems

For an application of the sampling technique to arbitrary systems, generalizations of Theorems 3.3 and 3.4 to multivariate systems are
desired. Considering $\mathbb{E}\{|\hat{C} - C|_F\} = \text{tr}\left\{\mathbb{E}\{\hat{E}^2\} - E^2\right\}$, for unbiased sampling schemes, the minimization of the expected Frobenius norm boils down to the optimal sampling of eigenvalue matrices. Indeed, the sampling of eigenvalue matrices induces errors in the off-diagonals as the matrix is estimated from (sample) vectors.

**Lemma 3.5** Let $\Phi \sim \phi$ denote a list of samples. Then,

$$\text{tr}\left\{\text{Cov}\left(\hat{C}(\Phi)\right)\right\} = \frac{1}{d}\left((1)^T\hat{C}1 - \text{tr}\left\{E^2\right\}\right),$$  

(3.16)

where $[\hat{C}]_{\rho\rho} = \mathbb{E}\{(\phi_{\rho} - \mathbb{E}\{\phi_{\rho}\})^2(\phi_{\tilde{\rho}} - \mathbb{E}\{\phi_{\tilde{\rho}}\})^2\}$.

**Proof.** See Appendix B.

Considering a noise term $\psi$ with $\mathbb{E}\{\psi(\psi)^\top\} = E$, sampling distributions $\phi$ that characterize $\psi$ must satisfy

$$\mathbb{E}\{(\phi - \mathbb{E}\{\phi\})^2\} = E .$$

Hence, it follows from Lemma 3.5 that the minimization of $(1)^T\hat{C}1$ poses the main challenge. The optimal solution to this problem is given in the next statement, which is proven in Appendix B.

**Theorem 3.6** Let $\psi$ denote a zero-mean noise term with covariance $\mathbf{V}E(\mathbf{V})^\top$, where $E$ denotes the diagonal eigenvalue and $\mathbf{V}$ the corresponding eigenvector matrix. Then, $\mathbb{E}\{|\hat{C}(\Phi) - C|_F\}$ is minimized when the sample lists $\Phi$ are distributed according to a *multivariate modified Bernoulli distribution* with $\phi = V\tilde{\phi}$, where $[\tilde{\phi}]_{\rho}$ is independently distributed according to (3.14) with $\sigma = \sqrt{E_{\rho}}$, $\rho \in \{1, \ldots, n_x\}$.
A comparison of Theorem 3.3 with Theorem 3.6 reveals that the statement of the latter is weaker. While for scalar systems, the optimal distribution for the estimation error is specified, the statement for multivariate systems is confined to individual noise terms. This is a consequence of matrix transformations that are applied to noise terms in linear estimation. Even if the eigenvalues of all noise terms are Bernoulli distributed at a specific time step, the transformation, e.g., with the state transition matrix $A$, modify the eigenvalues so that in subsequent time steps, the eigenvalues are no longer Bernoulli distributed.

It is also worth mentioning that only the diagonal entries of $E$ are estimated without stochastic error. As the expected Frobenius norm comprises the product of the difference between estimated and true covariance, off-diagonal elements affect the trace in Lemma 3.5 as well. The estimation of these off-diagonal elements is comparable with the estimation of scalar variances between independently generated sample sets, which implies the error (3.11). Therefore, even the estimation of (multivariate) noise terms succumbs a stochastic error.

In summary, the error in the noise covariance estimation is minimized when the samples are generated by means of Bernoulli distributed samples. For scalar state spaces, the optimality applies also to estimation errors, where samples are linearly transformed after generation. Otherwise, the usage of the Bernoulli distribution can still be motivated by means of Theorem 3.6.

### 3.1.2 - c Enforcing Local Covariances

Regularization techniques can be applied to improve the precision of covariance estimators, if additional knowledge about the estimated variable is available. It is, for example, possible to penalize nonzero cross-covariance matrices between noise terms that are known to be independent of each other. In the following, a brief state-of-the-art
overview over regularization techniques is given before a solution that fits to the estimation in linear systems is presented.

Pioneering work towards improving standard estimators has been proposed with the James-Stein-Estimator \cite{82} that outperforms standard least squares estimators in terms of the MSE. The underlying idea is called \textbf{shrinkage}. It encompasses approaches that (often linearly) combine the estimate with some additional information or belief. Applied to covariance estimation, the optimal shrinkage intensity, i.e., the optimal weighting, for the identity matrix and the sample covariance with respect to the Frobenius norm has been derived \cite{102}.

Other types of regularization such as \textbf{enforcing sparsity} have been examined as well. For graphical models, conditional independence of nodes results in zero-entries in the inverse covariance. Hence, $\ell_1$-penalties, so called lasso methods, applied to the inverse covariance enforce the desired sparsity of the graphical model as it is achieved, e.g., by Graphical lasso \cite{49}. Ensuring sparsity by directly setting entries of the covariance to zero according to hard thresholds has been examined in \cite{95}. When the ordering of the covariance elements defines some form of closeness, banding techniques are utilized to neglect covariance entries that are too far away from the off-diagonal \cite{17,140}. Alternatively, a less strict approach, called tapering, can be applied to shrink off-diagonal elements to zero. Convenient forms to regularize covariances \cite{140} or its inverse \cite{134} are regression-based methods that utilize the Cholesky decomposition. The idea is to apply a stepwise regression with increasing sample sizes, yielding a covariance decomposition on which regularization, e.g., banding, is easily realizable. A comprehensive overview of different covariance estimation methods is given in \cite{135}.

The regularization applied in the following is based on the property that local covariances of estimates can be exactly calculated in prediction (2.22) and filtering (2.24) operations. Hence, the idea is to \textbf{align the samples} to the true local covariances in order to improve the estimates of the joint covariance matrix.
Indeed, it is worth pointing out that the regularization developed in the following is only applicable when local covariances, i.e., the block diagonal of the joint covariance matrix, can be calculated. In decentralized estimation with regular fusion operations or when the models are nonlinear, only bounds or approximations for the true local covariances are computable, which, in turn, impedes the application of the proposed regularization technique.

In [186], it has been proposed to modify the noise sampling procedure in order to achieve the desired equality between estimated and true local covariance. In the sequel, a more intuitive approach is presented that introduces an additional regularization operation so that noise can be sampled without modification and the parity between estimated and true local covariance is enforced only if required. The key operation is stated next.

**Proposition 3.7** Let \( \hat{\mathbf{C}}(\Phi) \) denote a positive definite covariance estimate obtained by means of the sample list \( \Phi \) and let \( \mathbf{C} \) denote a positive definite matrix. The sample list \( \tilde{\Phi} = T\Phi \) with

\[
T = \sqrt{\mathbf{C}} \sqrt{\hat{\mathbf{C}}(\Phi)}^{-1},
\]

where \( \sqrt{\cdot} \) denotes a regular matrix square root such as the Cholesky decomposition, satisfies \( \hat{\mathbf{C}}(\tilde{\Phi}, \tilde{\Phi}) = \mathbf{C} \).

**Proof.** It follows from (3.9) that \( \hat{\mathbf{C}}(T\Phi, T\Phi) = T\hat{\mathbf{C}}(\Phi)(T)^\top \). Therefore, for given covariances \( \mathbf{C}(\Phi) \) and \( \mathbf{C} \), the challenge is to derive a transformation matrix \( T \) such that \( T\hat{\mathbf{C}}(\Phi)(T)^\top = \mathbf{C} \). Indeed, the claim follows with

\[
T\hat{\mathbf{C}}(\Phi)(T)^\top = \sqrt{\mathbf{C}} \sqrt{\hat{\mathbf{C}}(\Phi)}^{-1} \sqrt{\mathbf{C}(\Phi)} \sqrt{\hat{\mathbf{C}}(\Phi)}^\top \sqrt{\mathbf{C}(\Phi)}^{-\top} (\sqrt{\mathbf{C}})^\top = \mathbf{C}.
\]
By means of Proposition 3.7, equality between estimated and true covariance can be restored at any time. Indeed, the estimated covariance $\hat{C}(\Phi)$ is positive definite for $d \geq n_x$ independently generated samples. It is also worth mentioning that samples of synchronized samplers at different sensors are not guaranteed to be equal when Proposition 3.7 is applied. However, the asymptotic consistency of valid sample representations is not affected by the regularization as $\lim_{d \to \infty} \hat{C}(\Phi) = C$ so that $T = I$ for $d \to \infty$.

Moreover, in order to save storage and communication costs, estimates can be integrated into the sample representation $\Phi$ by enforcing the average of the samples to coincide with $\hat{x}$ and by obtaining the sample covariance with a corrected expectation vector. A more detailed examination of this idea is given in [186].

### 3.1.3 Sensor Network Implementation

By means of the theory for finite sample lists, an efficient technique for the estimation of (cross-)covariance matrices in sensor networks can be realized. As proposed in Algorithm 3.2, sensors omit the calculation of local covariances and instead maintain sample lists $\Phi$ that depict the estimation error of estimates. As it has been demonstrated, a recursive processing of these sample lists is feasible by applying the estimator transformations to $\Phi$.

For the generation of samples for measurement and process noise terms, each sensor needs access to two noise samplers. Measurement noise samples are generated independently from other samples by using a pseudorandom number generator. The process noise of a particular time step is the same for all estimates. Hence, synchronized noise samplers that generate the same samples at all sensors are implemented by means of pseudorandom number generators that are initialized with the same seed value, e.g., the current time step.
3.1 Sample-based Covariance Estimation

Let $\mathbf{VE}(\mathbf{V})^\top$ denote the eigendecomposition of the noise covariance $\mathbf{C}_\nu^\nu$. As the uncertainty of the sample-based covariance estimation is minimized for Bernoulli distributed samples and the generation of Bernoulli samples is simple and efficient, noise sample lists $\Phi^\nu$ are generated according to $\phi^\nu_i \sim \mathbf{V} \bar{\phi}$ with independent $[\bar{\phi}]_\rho$, where

$$
\Pr\{[\bar{\phi}]_\rho = -\sqrt{[E]_\rho}\} = 0.5
\Pr\{[\bar{\phi}]_\rho = \sqrt{[E]_\rho}\} = 0.5, \rho \in \{1, \ldots, n_x\}.
$$

As argued in Section 3.1.2, the natural covariance estimator provides estimates with lower uncertainty than the sample covariance. For zero-mean noise terms, it holds $\mathbb{E}\{e\} = 0$, and (3.9) simplifies to

$$
\hat{\mathbf{C}}(\Phi^\nu_1, \Phi^\nu_2) = \frac{1}{d}\Phi^\nu_1 (\Phi^\nu_2)^\top.
$$

In Algorithm 3.2, the covariance estimation is not explicitly listed, as its application area depends on the scenario. Estimators for time-variant systems usually rely on the covariance for the optimization of filter and fusion gains so that $\hat{\mathbf{C}}$ can be used as a substitute in these operations. Then, however, dependencies between samples emerge that distort the covariance estimate as contended in the introduction of this section. Still, the scheme can yield promising results as demonstrated in the next example.

Example 3.5: Sample-based Covariance Estimation versus CI

A scalar system with $\mathbf{A} = 1.2$ and process noise variance $\mathbf{Q} = 1$ is considered. The state is observed by 10 sensors with $\mathbf{H}^s = 1$ and noise variances $\mathbf{R}^s = 12$ for $s = s_1, s_2$, $\mathbf{R}^s = 14$ for $s = s_3, s_4$, and so on up to $\mathbf{R}^s = 20$ for $s = s_9, s_{10}$. The network topology is a ring where sensors communicate with their direct neighbors and sensor $s_1$ is connected to sensor $s_{10}$. Communication is established at every time step subject to a packet loss probability of 0.25.
Overall, three processing schemes are compared. As the baseline, the local KF processing in combination with the LMMSE fusion from Theorem 2.5 is realized by means of an omniscient observer, which defines the one-time-step optimal solution to decentralized estimation. The sample-based scheme uses the same estimator but optimizes the gains by means of estimated (cross-)covariance matrices obtained with Algorithm 3.2 and Bernoulli distributed noise samples. Additionally, the estimates provided by covariance intersection in combination with local KFs are compared.

As it can be seen in Figure 3.7, the sample-based covariance estimator improves with the number of processed samples. The fusion of estimates with covariance intersection does not exploit correlations. Therefore, the fusion result cannot be better than the prior estimate with the smallest bound. Consequently, the sample-based scheme provides a lower average RMSE than covariance intersection even though it does not take into account dependencies that emerge due to the concurrent gain optimization and covariance estimation. As a matter of fact, the sample-based estimation scheme with 100 samples yields almost the same RMSE as the baseline processing.

Figure 3.7: The average RMSE of all sensors at different time steps in 100 Monte Carlo runs for the compared estimators.
The precision of Algorithm 3.2 can be improved further by processing local covariances additionally to the sample lists as long as estimates are not fused. Then, the regularization from Section 3.1.2 - c can be used to eliminate stochastic errors in the estimation of local covariances. To this end, a regularization step according to Proposition 3.7 is carried out every time before \( \hat{C} \) is transmitted or calculated.

Finally, it is worth mentioning that only one-sided matrix multiplications are required to process samples. Therefore, the computational effort is even lower than for local KFs when the size of the sample list \( d \) is smaller than the dimension of the state. For data fusion, each sensor transmits the tuple \((\hat{x}^s, \Phi^s)\) with \( n_x \times (d + 1) \) elements to all neighbors. Hence, the communication effort increases with additional samples linearly in the state dimension. Indeed, it is possible to generalize the natural covariance estimator, e.g., by means of regression techniques, such that consistent estimates of (cross-)covariance matrices are also obtained for differing sample list sizes. This allows minimizing the communication effort by transmitting only subsets of locally held samples.

### 3.2 Bounding of Covariances

It is an inevitable consequence of restricted model knowledge that the exact calculation of cross-covariance matrices requires disproportionate effort and the sample-based covariance estimation provides only uncertain quality information. Hence, a computationally efficient approach that enables reliable covariance estimation with quality guarantees is still not available.

This is aggravated by practical problems often neglected in LMMSE theory. Namely, due to modeling errors, unknown perturbations, and other influences, covariances of initial estimates and those of noise terms emerging in state and measurement models are often imprecisely known. A variety of techniques to cope with such systematic
uncertainties has been proposed \cite{119,162}. For example, if the systematic uncertainty is the consequence of the linearization by means of a Taylor series \cite{168}, the error in the model can be inferred from the underlying function. A more general approach is to handle systematic uncertainties with set theoretic methods \cite{121}. This, however, may lead to conservative results and increases the complexity in the considered stochastic framework, as additional set variables must be processed.

A purely stochastic approach for the handling of model errors and unknown dependencies is to inflate emerging covariances artificially such that a conservative bound according to the next definition is obtained.

**Definition 3.4** Let $\mathbf{C}$ denote the covariance of a random variable. A (covariance) bound is a symmetric matrix $\mathbf{P}$ that satisfies $\mathbf{P} \geq \mathbf{C}$ in the positive semi-definite sense. Tuples of estimates $\hat{\mathbf{x}}$ and bounds $\mathbf{P}$ with $\mathbf{P} \geq \mathbf{E}\{(\hat{\mathbf{x}} - \mathbf{x})^2\}$ are termed consistent.

Covariance bounds can be understood as generalizations of covariances. Instead of enforcing the equality $\mathbf{C} = \mathbf{E}\{(\hat{\mathbf{x}} - \mathbf{x})^2\}$, they are supposed to satisfy the inequality $\mathbf{P} \geq \mathbf{E}\{(\hat{\mathbf{x}} - \mathbf{x})^2\}$. Bounds also integrate perfectly into linear estimation theory since they can be used as substitutes of covariances.

An analysis of the formulas for the calculation of covariances in the different processing steps shows that all formulas \cite{2.20}, \cite{2.22} and \cite{2.24} feature the same structure $\mathbf{C} = \tilde{\mathbf{T}} \tilde{\mathbf{C}} (\tilde{\mathbf{T}})^\top + \tilde{\mathbf{T}} \tilde{\mathbf{C}} (\tilde{\mathbf{T}})^\top$ with covariances $\tilde{\mathbf{C}}, \tilde{\mathbf{C}}$ and linear transformation matrices $\tilde{\mathbf{T}}, \tilde{\mathbf{T}}$. Therefore, with bounds $\tilde{\mathbf{P}} \geq \tilde{\mathbf{C}}, \tilde{\mathbf{P}} \geq \tilde{\mathbf{C}}$, it follows from Observation 7.7.2 in \cite{76} that the true covariance after the operation is bounded as well, i.e.,

$$\mathbf{C} = \tilde{\mathbf{T}} \tilde{\mathbf{C}} (\tilde{\mathbf{T}})^\top + \tilde{\mathbf{T}} \tilde{\mathbf{C}} (\tilde{\mathbf{T}})^\top \leq \tilde{\mathbf{T}} \tilde{\mathbf{P}} (\tilde{\mathbf{T}})^\top + \tilde{\mathbf{T}} \tilde{\mathbf{P}} (\tilde{\mathbf{T}})^\top = \mathbf{P} .$$

(3.18)
Analogous considerations permit the substitution of covariances in the fusion operation, which, in summary, reveals the following observation.

**Observation 3.8** A bound on the true covariance of linear estimators is obtained by replacing covariances with bounds in the calculations, i.e., bounds remain valid when they are processed as substitutes of covariances.

Therefore, the equation $P \geq C$ is still fulfilled when initial uncertainties or noise covariances are overestimated. On the other hand, bounds describe the underlying covariance exactly as long as no approximations due to the fusion of estimates or uncertainties in the model are applied.

Now, consider filter and fusion operations of linear estimators. In the LMMSE framework, gains, e.g., in the KF, are supposed to optimize the covariances of estimates. However, in the light of the above, these covariances are unknown and are substituted by bounds. Hence, the idea pursued in this section is to minimize covariance bounds. This is a meaningful generalization of the mean squared error theory as it corresponds to the LMMSE when bounds are exact and minimizes the worst-case uncertainty otherwise. Indeed, bounds can then be employed as substitutes for the unknown covariances in the formulas such that filter and fusion gains with substituted covariances minimize the bounds instead of the true covariances. The relation between bounds and covariances is depicted in Figure 3.8.

In order to provide a bound on the true covariance in the fusion under unknown cross-covariance matrices, the set of all possible covariances of the fused estimate must be considered. Indeed, this set is bounded, as the set of possible correlations (and cross-covariance matrices) is restricted [52, 84, 114]. Now, several challenges arise. In a first step, bounds for given gains and covariances need to be derived. Then, the optimal bound subject to a meaningful optimization criterion $\mathcal{J} \{\cdot\}$ is to be calculated. Finally, the question arises whether
there are gains that constrain the set of possible covariances in a way that an especially small bound is obtained. The latter challenge is given by

\[
\arg\min_{\mathbf{P}^{s}, s \in S} J \{\mathbf{P}\} \text{ with } \mathbf{P} \geq E \left\{ \left( \sum_{s \in S} \mathbf{F}^{s} \mathbf{x}^{s} - \mathbf{x} \right)^2 \right\}
\]

(3.19)

for unknown joint covariances matrix \(\bar{\mathbf{C}}\). The derivation of such bounds \(\mathbf{P}\) has been examined in different areas of literature. Historically, set theory was investigated first. Therefore, some of the results concerned with covariance bounding are special versions of statements from ellipsoidal set theory or rely heavily on them. Pioneering work pertaining to the bounding of ellipsoids has, for example, been carried out in [146] and [101].

In the context of stochastic estimation, bounds are tried to achieve using the maximum eigenvalues of prior covariances. To this end, the **Löwner-John Ellipsoid**, i.e., the largest ellipsoid contained in the intersection of prior covariance ellipsoids, is calculated to account for a bound on the mutual information. The idea proposed in [15] is to use the Löwner-John Ellipsoid to calculate a maximum covariance
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that is supposed to serve as a bound. A more rigorous motivation and exploitation of the corresponding theory is provided in the derivation of ellipsoidal intersection \cite{149,151}.

However, in simulations it has turned out that ellipsoidal intersection and the technique from \cite{15} are not consistent according to Definition 3.4. This is due to potential correlations between the maximum mutual error and sensor-specific errors, which are neglected in the derivations of the algorithms.

The derivation of suitable gains for the fusion under unknown correlations has been examined in \cite{180} by considering all possible cross-covariance matrices and the corresponding LMMSE fusion formulas. Premised on the assumption that cross-covariance matrices are uniformly distributed, optimized fusion gains are obtained.

Indeed, the most popular technique for the fusion under completely unknown correlations that guarantees consistent estimates is covariance intersection (CI) \cite{85,87,89}. However, when cross-covariance matrices are completely unknown, a large set of possible outcomes must be considered to obtain a bound. Therefore, the objective of this section is to reconstruct cross-covariance matrices partially and to exploit this partial knowledge in the fusion of estimates. The key elements are as follows:

- CI is proven to provide the smallest bound for the fusion of two estimates under completely unknown correlations.
- A generalization of CI that takes into account partially known cross-covariance matrices is derived.
- Different covariance representations based on noise decompositions for linear systems are proposed.
- A combination of reconstruction and bounding techniques with tunable precision is derived.
Chapter 3. Information Fusion in Sensor Networks

The results constitute important properties of CI that can help to establish the procedure in theoretical and practical works concerned with the fusion of estimates. In particular, the generalized fusion method that allows including partially known correlations provides additional flexibility in designing efficient sensor network estimators. In combination with the techniques for the reconstruction of cross-covariance matrices, an efficient fusion algorithm for sensor network estimation is obtained.

3.2.1 Covariance Intersection

The idea brought forward by CI is to inflate covariances by means of scalar factors in order to account for all possible cross-covariance matrices in the fusion of estimates. Originally, it has been proposed for two sensors by means of the fusion formulas

\[
\hat{x}^\omega = P^\omega (\omega (C^{s_1})^{-1} \hat{x}^{s_1} + (1 - \omega)(C^{s_2})^{-1} \hat{x}^{s_2}),
\]

(3.20)

\[
P^\omega = (\omega (C^{s_1})^{-1} + (1 - \omega)(C^{s_2})^{-1})^{-1},
\]

(3.21)

where the scalar parameter \(\omega \in [0, 1]\) is to be optimized according to a criterion \(J\{\cdot\}\) with

\[
\hat{\omega} = \arg \min_{\omega} J\{P^\omega\}. \tag{3.22}
\]

Appropriate candidates for the criterion \(J\{\cdot\}\) are the trace or determinant. The optimization of \(\omega\) is necessary as unlike for the KF, CI does not provide a covariance \(P^\omega\) that is smaller than any other covariance bound in the positive definite sense. However, for any choice \(\omega\), the covariance provided by CI constitutes a bound as illustrated by means of covariance ellipsoids in Figure 3.9. For the ease of notation, \(\hat{x}^\omega\) and \(P^\omega\) are denoted as \(\hat{x}\) and \(P\) in the sequel.

Readers familiar with linear fusion algorithms may have noticed the resemblance of (3.21) to the fusion of uncorrelated estimates described in Corollary 2.6. In fact, the CI formulas correspond to the
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Figure 3.9: Bounds (dashed) provided by CI for prior covariances $C_{s_1} = \text{diag}(4,1)$, $C_{s_2} = \text{diag}(1,8)$, and $\omega \in \{0.2, 0.8\}$. The true covariances (solid) for $C_{s_1s_2} = I$ are depicted as well.

convex combination of Corollary 2.6 for inflated local covariances $\frac{1}{\omega}C_{s_1}$ and $\frac{1}{1-\omega}C_{s_2}$. This similarity does not exist by chance. As it has been shown in [31], the inflation of local covariances yields bounds on the fused estimate for arbitrary unbiased fusion gains. Going one step further, joint covariance matrices delineated in Section 2.3.4 can be considered that permit the representation of local covariances and linear dependencies of arbitrary many estimates in a unified matrix. In particular, bounds on joint covariance matrices ensure consistency in the fusion according to the next statement.

**Lemma 3.9** Let $\bar{C}$ denote the joint covariance matrix of estimates $\tilde{x}^s$, $s \in \mathcal{S}$ and let $\bar{P} \geq \bar{C}$ denote a joint covariance matrix bound. For $F = (F^{s_1}, \ldots, F^{s_{|\mathcal{S}|}})$ and $\sum_{s \in \mathcal{S}} F^s = I$, $P = F\bar{P}(F)^\top$ constitutes a bound on the true covariance $E\{(\sum_{s \in \mathcal{S}} F^s \tilde{x}^s - \bar{x})^2\} = F\bar{C}(F)^\top$, i.e., $P \geq F\bar{C}(F)^\top$.

**Proof.** According to (2.27), the true covariance of the fused estimate is given by $F\bar{C}(F)^\top$. As $F \in \mathbb{R}^{n_x \times |\mathcal{S}| \cdot n_x}$ and $n_x \leq |\mathcal{S}| \cdot n_x$, the claim follows immediately from Observation 7.7.2 in [76]. \qed
With Lemma 3.9, CI can be generalized to account for partially known correlations. Consider for example two estimates with errors $e^s = \hat{x}^s - x$, $s \in \{s_1, s_2\}$. When the errors $e^s$ are the **sums of two parts** $e^s = e^s_a + e^s_b$, and $e^s_a$ is independent from $e^s_b$, $e^s_2$, $e^s_2$ (analogously $e^s_2$), the joint covariance matrix is the sum of two matrices and unknown correlations must be bounded for one part only.

Interestingly, the additive error representation evolves naturally in linear models as noise terms can be considered independently of each other. This has been exploited in split CI [87,88] by proposing fusion formulas for the error decomposition into $e^s_a$ and $e^s_b$. An extension to multiple estimates and the explicit consideration of pedigree information has been proposed in [4,5].

When the errors $e^s_a$ and $e^s_2$ are not independent but correlated to a known extent, bounding techniques for two estimates have been presented in [68,120].

Alternatively, additional assumptions about the cross-covariance matrices can be introduced. In [67], a **scalar coefficient** has been utilized to confine the set of possible cross-covariance matrices and to provide smaller covariance bounds. This idea has been rediscovered and extended to include known correlations in [139]. An explicit consideration of estimation vectors $\hat{x}^{s_1}$ and $\hat{x}^{s_2}$ in the fusion process based on CI has been proposed by means of covariance union [163]. The motivation is to provide consistent estimates even if one of the prior quantities is spurious.

Further research has been carried out to reduce computational effort that is due to the optimization in (3.22). One path is to employ an optimization function that can be solved efficiently. In this context, approximations for trace and determinant optimizations have been proposed [48,118] and set theoretic measures have been utilized [167]. In [181], efficient techniques to solve the optimization with the trace or determinant as criterion are discussed and closed-form solutions for low-dimensional systems are provided.
3.2 Bounding of Covariances

3.2.1 - Optimal Fusion under Unknown Correlations

For known joint covariance matrices, the LMMSE fusion for two estimates is uniquely specified by Theorem 2.5. In the following, an analogous result for the fusion under unknown correlations is obtained. To this end, CI is shown to be the solution of (3.19).

The optimality of CI has already been considered in literature. In [31] it has been shown that CI provides the smallest bound in terms of the trace when the fused covariance satisfies

$$\text{tr} \{C\} \overset{!}{=} \sqrt{\text{tr} \{F^{s_1}C^{s_1}(F^{s_1})^\top\} + \text{tr} \{F^{s_2}C^{s_2}(F^{s_2})^\top\}}.$$

However, the assumed equation holds only for covariances that are inflated with a scalar factor. Thus, optimality of CI according (3.19) is not implied. In [163], tightness of CI in the joint space could be established. However, a connection between a tight bounding in the joint space and the optimality of the fused bound has not been provided. The following proof is conducted along the lines of [179]. It utilizes a result on the tight bounding of ellipsoidal intersections from [90, 91].

**Theorem 3.10** Let $J\{\cdot\}$ denote a strictly monotonically increasing cost function. The linear combination of two priors that minimizes the covariance bound on the fused estimate under completely unknown correlations is specified by fusion gains

$$F^{s_1} = \hat{\omega}C(C^{s_1})^{-1} \quad \text{and} \quad F^{s_2} = (1 - \hat{\omega})C(C^{s_2})^{-1} \quad (3.23)$$

with

$$C = (\hat{\omega}(C^{s_1})^{-1} + (1 - \hat{\omega})(C^{s_2})^{-1})^{-1}, \quad (3.24)$$

where $\hat{\omega} = \arg \min_{\omega} J\{C\}$.

---

*A matrix function is called strictly monotonically increasing when it satisfies $C > \tilde{C} \Rightarrow J\{C\} > J\{\tilde{C}\}$.**
**Proof.** First, note that for each cross-covariance matrix $C^{s_1s_2}$, the covariance $\tilde{C}$ of the LMMSE combination is obtained with Theorem 2.5. As optimality holds in the positive definite sense, the combination of estimates with other gains yields covariances $C$ that are larger in the positive definite sense. In other words, the ellipsoid $\tilde{E}$ of $\tilde{C}$ is contained in the ellipsoids $E$ of $C$, i.e., $\tilde{E} \subseteq E$.

Hence, a necessary (but not sufficient!) condition for a covariance bound $P$ is that it must be larger than $\tilde{C}$ for all possible cross-covariance matrices in order to guarantee that $P \geq C \geq \tilde{C}$, where $C$ is the covariance of the fused estimate subject to the gains used in (3.19). According to statements (1) and (2) from [31], the set of optimal covariances for all possible cross-covariance matrices is described by the ellipsoidal intersection $E^{s_1} \cap E^{s_2}$, where $E^s$ is the ellipsoid of the covariance $C^s$, $s \in \{s_1, s_2\}$. From $\tilde{C} \leq P$, it follows that the ellipsoid that depicts the optimal bound $\tilde{P}$ must contain the intersection $E^{s_1} \cap E^{s_2}$. Now, it has been proven by Kahan in [90, 91] that for all covariances $P$ that are not represented by

$$(\omega(C^{s_1})^{-1} + (1 - \omega)(C^{s_2})^{-1})^{-1}, \omega \in [0, 1],$$

a covariance $\tilde{P}$ with $\tilde{P} < P$ whose ellipsoid encloses the intersection $E^{s_1} \cap E^{s_2}$ can be derived. It is a consequence of the strict monotonicity of the cost function that

$$J\{\tilde{P}\} < J\{P\}.$$

Hence, if gains can be found such that the true covariances are bounded by $\tilde{P}$, the solution to (3.19) is found along these gains and bounds.

Indeed, it has been proven in [85] that for fixed $\omega \in (0, 1)$, the gains (3.23) yield covariances that are conservatively bounded by $\tilde{P}$. Therefore, the optimal gains and bounds are given by (3.23) and (3.24). For $\omega \in \{0, 1\}$, one of the estimates is dismissed and so, a conservative bound is yielded trivially. Finally, with the optimal $\hat{\omega}$ the cost function is minimized, which concludes the proof. □
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Figure 3.10: Emerging covariances and bounds in the fusion of two estimates. The prior covariances are depicted in grey and the CI bound in dashed blue. For specific cross-covariance matrices, the true (unknown) covariance for the fused estimate is illustrated in the right figure for two examples.

Obviously, gains and fused covariance from Theorem 3.10 correspond to the CI formulas (3.21). Now, let $\mathbf{C}$ and $\mathbf{\tilde{C}}$ denote two covariances with $\mathbf{\tilde{C}} < \mathbf{C}$. It follows from the positive definiteness of the matrix difference that the diagonal entries in $\mathbf{C}$ are larger than the ones of $\mathbf{\tilde{C}}$. Therefore, it holds

$$\text{tr}\{\mathbf{\tilde{C}}\} < \text{tr}\{\mathbf{C}\},$$

i.e., the trace is a strictly monotonically increasing cost function $\mathcal{J}\{\cdot\}$ and satisfies the assumption of Theorem 3.10. As the trace of the covariance denotes the MSE of the estimate, the following result is obtained.

**Corollary 3.11** The fusion of two estimates under completely unknown correlations that minimizes the MSE of the bound on the fused estimate is specified by CI.

As demonstrated in the proof of Theorem 3.10, the covariance ellipsoid provided by CI encloses the covariance ellipsoids obtained by Theorem 2.5 for all possible cross-covariance matrices. Note, however, that for each cross-covariance matrix, the true covariance of the
fused estimate obtained with CI gains (3.23) is larger than the counterpart obtained with LMMSE gains under known correlations, i.e., with Theorem 2.5. In particular, the true covariances obtained by CI are in general larger than the intersection $E^{s1} \cap E^{s2}$, as illustrated in Figure 3.10.

The extension of Theorem 3.10 to more than two estimates is not trivial. As shown in [91], ellipsoids provided by the natural extension of CI (c.f., Section 3.2.2) do not necessarily circumscribe the intersection of the prior covariance ellipsoids tightly. Therefore, it is possible that smaller bounds than the ones provided by CI can be derived for more than two estimates. A more detailed discussion on this topic is given in [179].

### 3.2.2 Generalized Covariance Intersection

In sensor network estimation, all information received at a particular time step is to be combined. In general, the number of packets exceeds two, which necessitates repeated applications of CI.

However, the bounds obtained with CI are optimal with respect to the considered cost function only and not in the positive definite sense. Hence, even if the same optimization criterion is utilized in each iteration, the bound is in general suboptimal after repeated applications of CI [174] as illustrated in Figure 3.11.

In the following, batch formulas are presented that enable the optimization of bounds for an arbitrary number of estimates and that outperform the sequential application of CI. Then, the inclusion of partially known cross-covariance matrices is facilitated based on a decomposition of error terms.

For CI, a generalization to more than two estimates has already been discussed in literature [31, 118, 163]. Let $\omega^{s1}, \ldots, \omega^{ss} \in [0, 1]$ denote
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Figure 3.11: Bounds for three covariances $C^{s_1} = \text{diag} (4, 1)$, $C^{s_2} = \text{diag} (2, 4)$, and $C^{s_3} = \text{diag} (1, 8)$. In the left figure, the trace optimal bound $P^1$ for $C^{s_1}$ and $C^{s_2}$ is depicted. When this bound is used as input for the fusion with $C^{s_3}$, the bound $P^2$ is obtained. However, a direct optimization over all covariances excludes information from $C^{s_2}$ and yields $P^3$ with $\text{tr} \{ P^3 \} < \text{tr} \{ P^2 \}$.

Scalar weighting factors with $\sum_{s \in S} \omega^s = 1$. The CI formulas generalize naturally to

$$\hat{x} = P \sum_{s \in S} \omega^s (C^s)^{-1} \hat{x}^s,$$

with fused covariance bound

$$P = \left( \sum_{s \in S} \omega^s (C^s)^{-1} \right)^{-1},$$

where $\{ \omega^s \}_{s \in S}$ are obtained subject to the optimization criterion $J \{ \cdot \}$ according to

$$\{ \hat{\omega}^s \}_{s \in S} = \arg \min_{\omega^{s_1, \ldots, \omega^S}} J \{ P \} = \arg \min_{\omega^{s_1, \ldots, \omega^S}} J \left\{ \left( \sum_{s \in S} \omega^s (C^s)^{-1} \right)^{-1} \right\}.$$
It is easy to verify that the formulas boil down to CI when $|S| = 2$ and provide different weights than a sequential optimization when more than two estimates are combined as illustrated in Figure 3.12.

It has already been mentioned for two estimates that a bound on the joint covariance matrix is obtained by means of inflated block diagonal covariances. The corresponding statement for arbitrary many estimates is given as follows.

**Lemma 3.12** Let $\bar{C}$ denote a joint covariance matrix with covariances $C^s$, $s \in S$ on the block diagonal. The matrix $\bar{P}$ defined as

$$
\bar{P} = \begin{pmatrix}
\frac{1}{\omega^1} C^{s_1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{\omega^S} C^{s_S}
\end{pmatrix}
$$

(3.28)

with $\omega^s > 0$, $\sum_{s \in S} \omega^s = 1$ is a bound on $\bar{C}$.

**Proof.** The proof follows [178]. Let $\bar{C}^S$ and $\bar{P}^S$ denote the joint covariance matrix and the corresponding bound of the first $|\tilde{S}| \leq |S|$
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entries, i.e.,

$$
\bar{C}_s = \begin{pmatrix}
C^{s_1} & \ldots & C^{s_1 s_2} \\
\vdots & \ddots & \vdots \\
C^{s_2 s_1} & \ldots & C^{s_2}
\end{pmatrix}
$$

and

$$
\bar{P}_s = \begin{pmatrix}
\frac{1}{\omega^{s_1}} C^{s_1} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & \frac{1}{\omega^{s_2}} C^{s_2}
\end{pmatrix}.
$$

It is proven by induction that $$\bar{\omega}^s \bar{P}_s \geq \bar{C}_s$$ with $$\bar{\omega}^s = \sum_{s \in \bar{S}} \omega^s$$. Then, the claim follows immediately with $$\bar{\omega} = 1$$.

For $$|\bar{S}| = 1$$, it holds $$\bar{\omega}^1 \bar{P}_1 = \frac{\omega^{s_1}}{\omega^1} C^{s_1} \geq C^{s_1}$$. For the induction step, let the claim be satisfied for $$|\bar{S}| - 1$$.

Then,

$$
\bar{\omega}^s \bar{P}_s - \bar{C}_s = \bar{\omega}^s \begin{pmatrix}
\frac{1}{\omega^{s_1}} \bar{\omega}^{s_1 - 1} & 0 \\
0 & \frac{1}{\omega^{s_1}} C^{s_1}
\end{pmatrix} - \bar{C}_s
$$

where $$\bar{C}^{(\bar{S} - 1)\bar{S}}$$ denotes an unknown cross-covariance matrix. According to the induction hypothesis, it holds $$\bar{\omega}^{s_1 - 1} \bar{P}^{s_1 - 1} \geq \bar{C}^{s_1 - 1}$$. Thus, it follows with $$\bar{\omega}^s \bar{P}_s - \bar{C}_s \geq 0$$,

$$
\bar{\omega}^s \bar{P}_s - \bar{C}_s \geq \begin{pmatrix}
\frac{\omega^{s_1} - \omega^{s_1 - 1}}{\omega^{s_1 - 1}} & \frac{-\bar{C}^{(s_1 - 1)\bar{S}}}{\omega^{s_1}} \\
\frac{-\bar{C}_s (\bar{S} - 1)}{\omega^{s_1}} & \frac{\omega^s - \omega^{s_1}}{\omega^{s_1}} C^{s_1}
\end{pmatrix}.
$$

According to Theorem 7.7.6 from [76], the difference is positive definite, if and only if

$$
\bar{C}_s (\bar{S} - 1) \frac{\bar{\omega}^{s_1 - 1}}{\omega^s - \omega^{s_1 - 1}} (\bar{C}_s^{-1})^{(s_1 - 1)} \bar{C}^{(s_1 - 1)\bar{S}} < \frac{\bar{\omega}^s - \omega^{s_1}}{\omega^{s_1}} C^{s_1}. 
$$
With \( \tilde{\omega}^S = \bar{\omega}^{S-1} + \omega^S \), the scalar factor simplifies to

\[
\frac{\tilde{\omega}^{S-1}}{\bar{\omega}^{S-1}} = \frac{\omega^{S-1}}{\omega^S} = \frac{\bar{\omega}^S - \omega^S}{\omega^S}.
\]

Therefore, it holds \( \tilde{\omega}^S \bar{P}^S \geq \bar{C}^S \) for positive semi-definite \( C^s \).

Note that this result is more general than the consistency statements in [31, 85, 118, 146], as consistency of the fused estimate follows from consistency in the joint space according to Lemma 3.9. Applied to the batch CI formulas, the next corollary is obtained.

**Corollary 3.13** Let \( \hat{x} \) and \( P \) denote the CI fusion result from (3.25) and (3.26). When \( C^s = E\{(\hat{x}^s - x)^2\} \), \( s \in S \), then \( P \geq E\{(\hat{x} - x)^2\} \).

**Proof.** Let \( \bar{C} \) denote the true joint covariance matrix with \( C^s \) on the block diagonal and \( \bar{P} \) the bound from Lemma 3.12. Consider the fusion matrix \( F = (\omega^{s_1} P(C^{s_1})^{-1} \cdots \omega^{s_S} P(C^{s_S})^{-1}) \). Then, the claim follows immediately with Lemma 3.9.

### 3.2.2 - a Partially known Cross-covariance Matrices

Now, let the errors of the prior estimates be the sums of two uncorrelated parts each, i.e.,

\[
e^s = \hat{x}^s - x = e^s_a + e^s_b \quad \text{with} \quad E\{e^s_a(e^s_b)^\top\} = 0,
\]

and let \( \bar{e} = ((e^{s_1})^\top \cdots (e^{s_S})^\top)^\top \) denote the joint space error with decomposition \( \bar{e} = e^a + e^b \). As error parts \( e^a \) and \( e^b \) are independent from each other, the joint covariance matrix is given by

\[
\bar{C} = E\{(\bar{e}(\bar{e})^\top\} = E\{(e^a(e^a)^\top\} + E\{(e^b(e^b)^\top\} = \bar{C}_a + \bar{C}_b,
\]

where \( \bar{C}_a \) and \( \bar{C}_b \) are the joint covariance matrices that account for the error terms \( e^a \) and \( e^b \) respectively.
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Starting from the premise that all (cross-)covariance matrices between $\mathbf{e}_s^a$ and $\mathbf{e}_s^\tilde{a}$ as well as the (local) errors $\mathbb{E}\{\mathbf{e}_s^a(\mathbf{e}_s^a)^\top\}$ are known, the joint covariance matrix $\bar{\mathbf{C}}_a$ and the block diagonal matrices of $\bar{\mathbf{C}}_b$ can be calculated. Let $\bar{\mathbf{P}}_b$ denote the joint covariance matrix bound of $\bar{\mathbf{C}}_b$ from Lemma 3.12. Then, a bound for the (overall) joint covariance matrix is given by

$$\bar{\mathbf{P}} := \bar{\mathbf{C}}_a + \bar{\mathbf{P}}_b \geq \bar{\mathbf{C}}_a + \bar{\mathbf{C}}_b = \bar{\mathbf{C}},$$

(3.29)

which, in turn, specifies a bound on the fused covariance for any linear combination of estimates by means of Lemma 3.9. The optimal fusion gains for the additive covariance representation are specified in the next statement.

**Theorem 3.14** Let estimates $\hat{\mathbf{x}}^s$, $s \in S$ with joint covariance matrix decomposition $\mathbf{C} = \bar{\mathbf{C}}_a + \mathbf{C}_b$ be given. Then, $\bar{\mathbf{P}} = \bar{\mathbf{C}}_a + \bar{\mathbf{P}}_b$ with $\bar{\mathbf{P}}_b$ from Lemma 3.12 provides a joint covariance matrix bound and the fusion gains $\mathbf{F} = (F^{s_1} \ldots F^{s_S})$ that minimize the bound $\bar{\mathbf{P}}$ on the fused estimate are obtained by

$$\mathbf{F} = (F^{s_1} \ldots F^{s_S}) = \mathbf{P}_1(\bar{\mathbf{P}})^+ \text{ with } \mathbf{P} = ((\mathbf{1})^\top(\bar{\mathbf{P}})^+\mathbf{1})^+, \quad (3.30)$$

where $\bar{\mathbf{P}}_b$ is chosen subject to the optimization problem

$$\min_{\omega^{s_1}, \ldots, \omega^{s_S}} \mathcal{J}\{\mathbf{P}\}, \quad \omega^s > 0, \quad \sum_{s \in S} \omega^s = 1. \quad (3.31)$$

**Proof.** The proof follows [178]. The bound provided by Theorem 3.14 is the result of a fusion operation with joint covariance matrix $\mathbf{C} = \bar{\mathbf{C}}_a + \bar{\mathbf{P}}_b$. For a given joint covariance matrix with fixed weights, the gains that provide the optimal covariance in the positive definite order are given by Theorem 2.5. An application of the formula leads to the fused covariance bound $\mathbf{P} = ((\mathbf{1})^\top(\bar{\mathbf{C}}_a + \bar{\mathbf{P}}_b)^+\mathbf{1})^+$, and the specified fusion gains. The given optimization problem for $\{\omega^s\}_{s \in S}$ calculates the optimal weights subject to the cost function $\mathcal{J}\{\cdot\}$. \[ \Box \]
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Figure 3.13: The ellipsoids for the covariances $C^{s_1}$ and $C^{s_2}$ as well as for the covariance of the fused estimate $C$ subject to different degrees of knowledge about cross-covariance matrices.

Theorem 3.14 constitutes the optimal fusion method for the theory in [68, 120] and unifies the LMMSE fusion under known correlations from Theorem 2.5 with bounding techniques under unknown correlations. In particular, some special cases are covered:

- For $\bar{C}_a = 0$, the joint covariance matrix bound is given by $\bar{P} = \bar{P}_b$, i.e., batch CI from (3.25) and (3.26) is obtained.
- For $\bar{C}_a$ block diagonal, the known error parts $\bar{e}_a$ are uncorrelated, and the optimization corresponds to split CI [88].
- For $\bar{C}_b = 0$, no bounding is necessary and the LMMSE fusion under known correlations from Theorem 2.5 is obtained.

Note that $\bar{C}_a$ comprises known correlations and $\bar{C}_b$ aggregates errors terms with unclear dependencies. Hence, a worst-case assessment of the tightness of the covariance $\bar{C} = \bar{C}_a + \bar{C}_b$ is given by

$$\alpha = \frac{\text{tr}\{\bar{C}_a\}}{\text{tr}\{\bar{C}_a\} + \text{tr}\{\bar{C}_b\}}, \alpha \in [0, 1].$$

(3.32)
For $\alpha = 1$, the covariance of the fused estimate is exact and for $\alpha = 0$, (conservative) CI bounds are provided. In general, the smaller $\alpha$ is, the more inexact is the covariance of the fused estimate provided in Theorem 3.14. This relation is illustrated in the next example.

Example 3.6: CI with Partially Known Cross-covariance Matrix

Consider two estimates defined by (cross-)covariance matrices

\[
C^{s_1} = \begin{pmatrix} 8 & 2 \\ 2 & 2 \end{pmatrix}, \quad C^{s_2} = \begin{pmatrix} 2 & -2 \\ -2 & 8 \end{pmatrix}, \quad \text{and} \quad C^{s_1s_2} = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix}.
\]

The optimization of fusion gains according to Theorem 3.14 depends on the knowledge about the cross-covariance matrices.

In this example, the cases with no, partial, and full knowledge about cross-covariance matrices are examined. To this end, the same joint covariance matrix $\bar{C}$ with the following decompositions into $\bar{C}_a$ and $\bar{C}_b$ is considered:

- No knowledge: $\alpha = 0$: $\bar{C}_a = 0$, $\bar{C}_b = C$.
- Partial knowledge: $\alpha = 0.5$: $\bar{C}_a = 0.5 \cdot C$, $\bar{C}_b = 0.5 \cdot C$.
- Full knowledge: $\alpha = 1$: $\bar{C}_a = C$, $\bar{C}_b = 0$.

In Figure 3.13, the bounds and true covariances of the fused estimate obtained with gains (3.30) and $\omega = 0.2$ are depicted. The more knowledge about cross-covariance matrices is available to the estimator, the smaller are the bounds.

In fact, for the considered scalar decomposition of $\bar{C}$ into $\bar{C}_a$ and $\bar{C}_b$, the bound and true covariances shrink monotonically with increasing $\alpha$. By examining other decompositions, a smooth transition from CI ($\alpha = 0$) to LMMSE fusion results ($\alpha = 1$) can be observed.
Apart from the special case that $C_b = 0$, it is necessary to optimize the parameters $\{\omega^s\}_{s \in S}$ in (3.31). Indeed, as discussed in Section 3.2.1, closed-form equations for arbitrary dimensions and optimization criteria such as the trace or determinant are not even available for two estimates. Thus, for more than two estimates, a multivariate optimization problem has to be solved with numerical methods, which in general involves a considerable computational effort. Fortunately, as motivated in Figure 3.14 and proven in Appendix C, the optimization is convex for the trace as optimization criterion.

**Theorem 3.15** For $\mathcal{J}\{\cdot\} = \text{tr}\{\cdot\}$, the optimization of $\{\omega^s\}_{s \in S}$ in Theorem 3.14 is an equality constrained convex optimization problem.

For convex optimization problems, local minima are globally optimal so that numerical optimization techniques, e.g., gradient descend, converge to the desired solution.

Moreover, powerful toolboxes are available that efficiently compute convex optimization problems \cite{20,61}. As it has been argued above, batch CI is a special case of Theorem 3.14 so that Theorem 3.15 applies.

**Corollary 3.16** The CI optimization from (3.27) with $\mathcal{J}\{\cdot\} = \text{tr}\{\cdot\}$ is convex.

As it has been demonstrated, CI bounding techniques can be used to generalize the LMMSE fusion theory in terms of the knowledge about correlations. More precisely, knowledge about cross-covariance matrices can be included and the optimal fusion gains in the considered framework can be obtained with Theorem 3.14. The necessary optimization is convex so that efficient implementations can be used.
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Figure 3.14: In the left figure, covariances and bounds of Example 3.6 with $\alpha = 0.5$ for $C_{s_1}$, $C_{s_2}$, and $C$ with $\omega \in \{0.2, 0.9\}$ are depicted. In the right figure, the traces of $C$ and $P$ are plotted for all relevant $\omega$.

3.2.3 Aggregation of Independent Noise Terms

In order to optimize the bound on the fused estimate, the part of the covariance that needs to be inflated, i.e., $\bar{C}_b$ must be minimized. In the following, the conditional independence of locally observed measurements is exploited to derive a decomposition of the local covariance at each node into a part that represents exclusively local information and a remainder. As error terms comprised in the former are independent from all other noise terms, the corresponding joint covariance matrix is block diagonal and can be used to improve the bound in Theorem 3.14. In fact, the collection of independent terms has originally been proposed with split CI such that the following considerations are an application of the split CI theory to linear estimation.

Before an aggregation of noise covariances is presented, the evolution of (cross-)covariance matrices in sensor networks is analyzed. For this purpose, the error decomposition from Section 3.1.1 is applied to the cross-covariance matrix definition $C_{s_1,s_2} = E\{e_{s_1}e_{s_2}^T\}$. The relation between occurring quantities is depicted in Figure 3.15.
At initialization, the cross-covariance matrix is determined by the correlation of the estimates. For independent estimates, the cross-covariance matrix is \( E\{e_0^{s_1}(e_0^{s_2})^\top\} = 0 \). In the prediction step, the common process noise \( \{w_k\}_{k \in K} \) is added to the true system, leading to

\[
C_{k+1}^{s_1 s_2} = A_k C_k^{s_1 s_2} (A_k)^\top + Q_k. \tag{3.33}
\]

In the filtering operation, estimates \( \hat{x}^s \) are transformed with \( L^s \) and measurement noise with \( E\{(\hat{x}^s - \bar{x})v^s\} = 0 \) is added such that the cross-covariance matrix follows as

\[
C_{k|k}^{s_1 s_2} = L_k^{s_1} C_k^{s_1 s_2} (L_k^{s_2})^\top. \tag{3.34}
\]

The description of concurrent transformations at multiple nodes in the fusion operation amounts to a complicated formula that is the result of the matrix transformation in \( (2.36) \). If only the fusion of estimates at node \( s_1 \) is considered, this formula simplifies to

\[
C^{s_1 s_2} = \sum_{s \in S} F^s C^{ss^s_2}. \tag{3.35}
\]

With the independence of individual noise terms, i.e., \( E\{\psi_i (\psi_i)^\top\} = 0 \) for \( i \neq \tilde{i} \), the same considerations that led to the sum representation of the error \( (3.7) \) also permit specifying a sum representation of (cross-)covariance matrices.

**Theorem 3.17** The (cross-)covariance matrices of linear estimators in linear systems according to Definition \( 2.1 \) are given by

\[
C^{s_1 s_2} = \sum_{i \in I_{s_1} \cap I_{s_2}} T_i^{s_1} C_i^\nu (T_i^{s_2})^\top, \tag{3.36}
\]

with transformation matrices \( T_i^s \) from \( (3.7) \) and noise covariances \( C_i^\nu = E\{\psi_i (\psi_i)^\top\} \) , \( \psi_i \in \{v^s_k, w_k, e_0^s | s \in S \, k \in K\} \).
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Figure 3.15: Relations between estimates, true state, error processes, and covariances. By means of estimates and the true state, error processes are determined, which, in turn, define (cross-)covariances.

Note that the transformation matrices $T_i^s$ comprise all linear transformations that have been applied to the estimator since the respective noise term has emerged. In particular, it is possible to calculate the transformation matrices recursively at the sensors without global model knowledge, e.g., in the prediction step by a multiplication with $A_i$.

In the subsequent considerations, it is exploited that measurement noise covariances do not emerge in cross-covariance matrices as long as estimates have not been fused. Hence, the idea is to classify terms in the sum decomposition from Theorem 3.17 into a part $C_a^s$ that consists of linearly transformed measurement noise covariances and a part $C_b^s$ that accounts for all process noise covariances. Then, both covariances can be processed recursively with standard covariance formulas (2.22), (2.24) and (2.27) at the sensors.

Now, consider the fusion of two estimates $\hat{x}^{s_1}$ and $\hat{x}^{s_2}$ with independently observed information. As measurement noise terms stored in $C_a^s$ are independent from all other noise terms in the sensor network, the corresponding joint covariance matrix $C_a$ is given by the block diagonal matrix

$$C_a = \begin{pmatrix} \tilde{C}_{a}^{s_1} & 0 \\ 0 & \tilde{C}_{a}^{s_2} \end{pmatrix}.$$
The cross-covariance matrices between \( \mathbf{C}_{s_1}^b \) and \( \mathbf{C}_{s_2}^b \) depend on transformations of both sensors and are assumed unknown. Based on the joint covariance matrix bound \( \bar{\mathbf{P}} = \bar{\mathbf{C}}_a + \bar{\mathbf{P}}_b \), where \( \bar{\mathbf{P}}_b \) is obtained from \( \mathbf{C}_b^s \) with Lemma 3.12, fusion gains can be derived with Theorem 3.14. Hence, by assembling noise terms in two separate covariances, independent information can be explicitly considered.

Indeed, after the fusion in time step \( k \), the measurements from sensor \( s_1 \) are also comprised in the estimate at sensor \( s_2 \). Thus, the measurement noise terms \( \mathbf{v}_{s_1}^k, \bar{k} \leq k \) at sensor \( s_1 \) are correlated with other errors in the sensor network. Hence, it is necessary to set \( \mathbf{C}_b = \mathbf{P} \) and \( \mathbf{C}_a = \mathbf{0} \) to ensure the block diagonality of the joint covariance matrix \( \bar{\mathbf{C}}_a \). In subsequent time steps, measurement noise terms are added to \( \mathbf{C}_a \) such that in the fusion of time step \( k + 1 \), the independence of \( \mathbf{v}_{s_1}^{k+1} \) from other noise terms can be exploited. The processing is summarized in Figure 3.16.

For the considered scenario with two sensors and for distributed estimation systems, the loss of correlation information in the fusion is not critical as the estimates are highly correlated (if not even equivalent) after the fusion and for high correlations the true covariance is almost as large as the bounded covariance. Unfortunately, the effect is more striking in decentralized estimation. Consider three sensors \( s_1, s_2, \) and \( s_3 \) that observe the same system. Let sensors \( s_1 \) and \( s_2 \) communicate in time step \( k \), and let sensors \( s_1 \) and \( s_3 \) communicate in time step \( k + 2 \). Then, \( \mathbf{C}_{s_1}^a \) is set to \( \mathbf{0} \) in the fusion with sensor \( s_2 \) so that in the subsequent fusion with sensor \( s_3 \) almost all noise terms must be inflated. This is reasonable when sensor \( s_2 \) communicates to \( s_3 \) in time step \( k + 1 \). However, otherwise, the measurement noises of sensors \( s_1 \) and \( s_3 \) might be independent so that the achieved bound is more conservative than necessary.

A generalization of split CI that permits the processing of several covariances to account for independent measurement noise at each sensor has been proposed in \[4,5\]. However, independence is difficult to achieve in sensor networks as often (weak) correlations emerge.
between estimates due to past data exchanges or the diffusion of information through different communication paths. Therefore, in decentralized estimation with an arbitrary communication, the proposed generalization achieves similar results as split CI and hence, brings only little advantage in terms of minimizing the bound.

### 3.2.4 Individual Noise Decomposition

Motivated by the limitations of split CI, a more general decomposition scheme that is applicable to sensor network estimation has been proposed in [178]. The idea is to process individual noise covariances at the sensors. As it turns out, such bookkeeping allows reconstructing cross-covariance matrices based on recursively processed matrices even if global model knowledge is not available. In particular, it is possible to retain the decomposition structure in the fusion. However, the processing comes with an infinitely growing computational and communication effort so that in a second step a bounding technique is proposed to confine the effort at the costs of optimality.
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3.2.4 - Exact Reconstruction of Cross-covariance Matrices

Considering the covariance decomposition into transformed noise covariances from Theorem 3.17, a technique to reconstruct cross-covariance matrices is to store square root terms $\sqrt{C_{s}^{i}}$ that comprise transformations $T_{s}^{i}$ applied to noise covariances $C_{\nu}^{i}$ such that

$$\sqrt{C_{s_{1}}^{i}} \sqrt{C_{s_{2}}^{i}}^\top = T_{s_{1}}^{i} C_{\nu}^{i} (T_{s_{2}}^{i})^\top .$$

Beginning with a unique square root of the noise covariance $C_{\nu}^{i}$ such as the Cholesky decomposition, the transformation matrices, and, consequently, the square roots $\sqrt{C_{s_{1}}^{i}}$, can be calculated recursively at the sensors without global model knowledge. According to (3.3), it is, in particular, feasible to combine noise covariances in the fusion operation according to

$$\sqrt{C_{i}} = \sum_{s \in S} F_{s} \sqrt{C_{i}^{s}} .$$

Hence, an algorithm for the exact reconstruction of cross-covariance matrices is to process a set $C_{s}$ of tuples $(\sqrt{C_{i}^{s}}, i)$ with indices $i \in I$ at each sensor, exchange these sets along with the estimates, and reconstruct covariances by means of the sum representation from Theorem 3.17 according to

$$C_{s} = ||C_{s}|| := \sum_{(\sqrt{C_{i}^{s}}, i) \in C_{s}} \sqrt{C_{i}^{s}} \sqrt{C_{i}^{s}}^\top , \quad (3.37)$$

and cross-covariance matrices according to the corresponding sum over the common indices. The proposed processing is summarized in Figure 3.17 where $T C_{s}$ denotes the short form

$$T C_{s} := \{(T \sqrt{C_{i}^{s}}, i) \mid (C_{i}^{s}, i) \in C_{s}\} .$$

Let $\{n_{\nu}^{i}\}_{i \in I}$ denote the dimensions of noise terms $\{\psi_{i}\}_{i \in I}$. The square root matrices have dimension $n_{x} \times n_{\nu}^{i}$ such that for low-dimensional measurements the number of stored entries per term is
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\[ \mathcal{C} = \{ \sqrt{C_i} \} \]

\[ P = ||\mathcal{C}|| \geq C \]

**Figure 3.17:** The processing of covariance square roots with the noise decomposition approach. All matrices are stored and processed separately in the set \( C^s \). In the fusion, the sets \( C^s \) are exchanged and the exact covariance is obtained by summing up the (squares of the) matrices.

small. However, the number of noise terms grows with every prediction and filter step as new process and measurement noise terms emerge. In particular, after the fusion, all noise terms comprised in at least one of the involved estimates must be processed. Therefore, even for short time horizons, computational and communication effort become considerable.

3.2.4 - Bounded Reconstruction

In order to confine the effort at the sensors, an extension of the exact reconstruction technique for the aggregation of noise terms in residuals is proposed. To put it into another way, the idea is to process only “important” noise terms explicitly and to subsume the remaining ones in a covariance part that needs to be bounded in the fusion.

Let \( I_C^s \subseteq I^s \) denote the indices of an arbitrary subset of noise terms that affect estimate \( \hat{X}^s \). Then, the set

\[ C^s = \{ (\sqrt{C_i^s}, i) \mid i \in I_C^s \} \] (3.38)
contains all noise terms specified by \( I_C^s \) and defines the residual term
\[
C_s^b \geq \sum_{i \in I^s \setminus I_C^s} \sqrt{C_i^s} \sqrt{C_i^s}^T.
\]

The residual \( C_s^b \) is supposed to be a bound, which leads to the natural application of covariance bounds to the noise decomposition structure.

**Definition 3.5** The noise decomposition \((\hat{x}, C, C_b)\) is called **consistent** (for the state \( x \)) when
\[
C = E\{(\hat{x} - x)^2\} \leq ||C|| + C_b.
\]

As \( C \) gives precise information about the covariance and \( C_b \) bounds the remaining terms, a relation is established as follows.

**Corollary 3.18** Let \((\hat{x}, C, C_b)\) denote a consistent noise decomposition. Then
\[
P = ||C|| + C_b
\]
is a covariance bound.

In order to derive an algorithm that provides a consistent decomposition, the operations of linear estimators are examined. Prediction and filtering do not involve (partially unknown) cross-covariance matrices so that consistency follows directly with (3.18).

**Lemma 3.19** Let \((\hat{x}, C, C_b)\) be consistent for the state \( x \) and let \( i^v \) and \( i^w \) denote unique identifiers for process and measurement noise terms of the linear system from Definition 2.1. Then,
\[
\bullet (A\hat{x}, AC \cup \{(\sqrt{Q}, i^w)\}, AC_b(A)^T) \text{ is consistent for the state } A\hat{x} + \hat{w} \text{ and }
\]
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- \((L\hat{x} + Kz, LC \cup \{(K\sqrt{R}, i^v)\}, LC_b(L)^\top)\) with \(L = (I - KH)\) is consistent for the state \(\hat{x}\).

According to Corollary 3.18, a noise decomposition is consistent, if the sum of two matrices bounds the true covariance. For this property, the allocation of noise terms into explicitly stored terms and residuals is irrelevant. In particular, it is feasible to reduce the number of stored terms without violating consistency.

**Lemma 3.20** Let \((\hat{x}, C, C_b)\) be consistent. Then \((\hat{x}, C\setminus \tilde{C}, C_b + ||\tilde{C}||)\) with \(\tilde{C} \subseteq C\) is consistent.

In the fusion operation, unknown correlations between the residuals must be bounded. To this end, the techniques from Section 3.2 are utilized. More precisely, cross-covariance matrices are reconstructed for those noise terms that are stored in all sets \(C_s\) while the remaining covariances are bounded.

**Lemma 3.21** Let \((\hat{x}^s, C^s, C_b^s)\) be consistent for \(s \in S\) and let \(I_C^s\) denote the indices of stored terms in \(C^s\). The sets

\[
C_n^s := \{(\sqrt{C_i^s}, i) \mid \sqrt{C_i^s} \in C^s, i \in \bigcap_{s \in S} I_C^s\} \subseteq C^s
\]

specify the intersection of noise terms. Then, \((\hat{x}, C, C_b)\) with

\[
\hat{x} = \sum_{s \in S} F^s \hat{x}^s
\]

\[
C = \left\{ \left( \sum_{s \in S} F^s \sqrt{C_i^s}, i \right) \mid \sqrt{C_i^s} \in C_n^s \right\}
\]

\[
C_b = \sum_{s \in S} \frac{1}{\omega^s} F^s (C_b^s + ||C^s\setminus C_n^s||) (F^s)^\top
\]

is consistent for \(\omega^s > 0, \sum_{s \in S} \omega^s = 1\) and fusion gains \(F^s\) with \(\sum_{s \in S} F^s = I\).
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**Proof.** First, Lemma 3.20 is invoked to derive consistent noise decompositions \((\hat{x}^s, C^s, C^s_b + ||C^s\setminus C^s||)\). As discussed in Theorem 3.17, covariances are the sums of transformed noise matrices.

According to (3.3), error processes are transformed with \(F^s\) such that the overall noise transformations are given by \(\sum_{s \in S} F^s T^s_i\) with \(T^s_i = 0\), if \(i \notin I^s_C\). Hence, for the explicitly considered noise terms \(C^s_i, i \in \bigcap_{s \in S} I^s_C\), the square root representations \(\sqrt{C_i}\) must satisfy \(\sum_{s \in S} F^s T^s_i \sqrt{C^s_i}\), which corresponds to the covariance transformation described in \(C\).

The (new) residuals \(C^s_b + ||C^s\setminus C^s||\) are inflated with the scalar factors from Lemma 3.12, yielding a joint covariance matrix bound, which, in turn, defines a bound on the true residual with Lemma 3.9. □

For an analysis of Lemma 3.21, consider the aggregated noise decompositions \((\hat{x}^s, C^s, C^s_b + ||C^s\setminus C^s||)\), where all noise terms that are not in the intersection \(\bigcap_{s \in S} I^s_C\) are added to the residual terms. Then, analogies to other fusion techniques under unknown correlations can be drawn.

In contrast to split CI, the cross-covariance matrices defined by noise terms in \(C^s\) are in general different from zero. In particular, the set structure \(C\) is maintained through the fusion, which enables the explicit consideration of dependencies in subsequent operations. As already indicated in the notation, the residual term \(C^s_b + ||C^s\setminus C^s||\) corresponds to the covariance \(C^s_b\) from Section 3.2.3 and is inflated with the same technique to achieve a bound. In fact, in the proof of Lemma 3.21 the joint covariance matrices

\[
\overline{C}_a = \sum_{i \in \bigcap_{s \in S} I^s_C} \begin{pmatrix} \sqrt{C^{ST}_i} (\sqrt{C^{ST}_i})^\top & \cdots & \sqrt{C^{ST}_i} (\sqrt{C^{SS}_i})^\top \\ \vdots & \ddots & \vdots \\ \sqrt{C^{SS}_i} (\sqrt{C^{ST}_i})^\top & \cdots & \sqrt{C^{SS}_i} (\sqrt{C^{SS}_i})^\top \end{pmatrix}
\] (3.44)
and

\[
\bar{P}_b = \begin{pmatrix}
\frac{1}{\omega_{s_1}} (C_{s_1}^b + ||C_{s_1}\setminus C_{s_1}^b||) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{\omega_{s_S}} (C_{s_S}^b + ||C_{s_S}\setminus C_{s_S}^b||)
\end{pmatrix}
\] (3.45)

are constructed implicitly such that \( \bar{P} = \tilde{C}_a + \bar{P}_b \) constitutes a bound in the joint space. Indeed, the bounding theory from Section 3.2.2 is directly applicable to the joint covariance matrix bound. The fusion gains, for example, are obtained with Theorem 3.14.

**Corollary 3.22** Let \( \bar{P} = \tilde{C}_a + \bar{P}_b \) be the joint covariance matrix bound obtained with (3.44) and (3.45). The fusion gains \( F = (F_{s_1} \ldots F_{s_S}) \) that minimize the bound of the fused estimate \( \bar{P} = ||\tilde{C}|| + C_b \) from Lemma 3.21 are given by \( F = \bar{P}^{-1}(\bar{P})^+ \).

Considerations concerning \( \{\omega^s\}_{s \in S} \) and convexity of the optimization from Theorem 3.15 also apply to the fusion formulas from Corollary 3.22. In terms of the \( \alpha \) assessment from (3.32), the relation between \( ||\tilde{C}_a^s|| \) and \( C_b^s + ||C^s\setminus C_a^s|| \) determines the tightness.

Now consider a linear estimator specified in Algorithm 2.1. The corresponding processing of \( (\hat{x}, \tilde{C}, C_b) \) for unbiased linear estimators is summarized in Algorithm 3.3.

**Algorithm 3.3** Sensor Processing of the Noise Decomposition

1. Initialization: \( (\hat{x}, \tilde{C}, C_b) = (\hat{x}_0, \{((\sqrt{C_0}, i_{x_0}^w)\}, 0) \)
2. for \( k = 1; k \in \mathcal{K}; k = k + 1 \) do
3. Prediction: \( (A\hat{x}, AC \cup \{(\sqrt{Q}, i_{w_{k-1}})\}, AC_b(A)^\top) \)
4. Filtering: \( (L\hat{x} + Kz, LC \cup \{(K\sqrt{R}, i_{v_{k-1}})\}, LC_b(L)^\top) \)
5. Aggregation: \( (\hat{x}, C\setminus \tilde{C}, C_b + ||\tilde{C}||) \) with \( \tilde{C} \subseteq C \)
6. Fusion: \( (\sum_{s \in S} F_s^s\hat{x}_s, (3.42), (3.43)) \)
7. end for
The indices $i$ are to be chosen such that they uniquely identify noise terms $C_s^0$, $Q_k$, and $R_s^k$, $s \in S$, $k \in K$. Viable choices are for example $i_s^x = s$, $i_k^v = k \cdot (S + 1) + s$, and $i_k^w = k \cdot (S + 1) + S + 1$. Combining the consistency results for noise decompositions from Lemmata 3.19 to 3.21 with Algorithm 3.3 leads to the following statement about consistency.

**Theorem 3.23** Let the models be as in Definition 2.1 and let all nodes employ the linear estimator from Algorithm 3.3. For uncorrelated initial estimates $\hat{x}_s^0$ with $C_s^0 \geq E\{(\hat{x}_s^0 - x_0)^2\}$, $s \in S$,

$$P_s = ||C^s|| + C_b^s \geq C^s = E\{(\hat{x}^s - x)^2\} \quad (3.46)$$

is satisfied in all time steps.

**Proof.** The claim is fulfilled at initialization according to the precondition. For the remaining operations, the claim has been proven in Lemmata 3.19 to 3.21.

Hence, the noise decomposition approach is compatible with arbitrary linear estimators and provides covariance bounds that can be used for the optimization of filter and fusion gains. For an efficient application of the algorithm it is, however, necessary to aggregate noise terms. The associated trade-off between precision, computation, and communication becomes apparent in the next statement.

**Theorem 3.24** Let the assumptions be the same as in Theorem 3.23 and let $A_s^k$ and $\tilde{A}_s^k$ denote sets of noise terms that have been aggregated in time step $k \in K$ at sensor $s$ with two different noise selection policies. If $A_s^k \subseteq \tilde{A}_s^k$, $k \leq \tilde{k}$, $s \in S$, it holds $P_s \leq \tilde{P}_s$, where $P_s$ and $\tilde{P}_s$ denote the bounds from Theorem 3.23 for the two policies.

**Proof.** For the sake of simplicity, all variables are defined only for the baseline policy with aggregation sets $A_s^k$. Let analogous variables
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for the other aggregation policy be denoted by a tilde, e.g., $\tilde{P}^s$ and $\tilde{P}^s$. In a first step, the decomposition of the bound $P = C_a + C_b$ is considered. It is proven for all operations that $C_b^s \leq \tilde{C}_b^s$ and $P^s \leq \tilde{P}^s$.

At initialization, the bounds are equal and the invariants are fulfilled. In prediction and filter steps, $C_b$ and $P$ are linearly transformed and noise terms $Q$ and $KR(K)\top$ are added. As the operations are the same for both aggregation policies, the inequalities still hold according to Observation 3.8. In the aggregation step, the local bounds do not change. From $A^a_k \subset \tilde{A}^a_k$, it follows $||A^a_k|| \leq ||\tilde{A}^a_k||$, and, $C_b \leq \tilde{C}_b$.

From $P \leq \tilde{P} \iff C_a + C_b \leq \tilde{C}_a + \tilde{C}_b$ it follows $C_a - \tilde{C}_a \leq \tilde{C}_b - C_b$. Now, consider the joint space covariance $\tilde{C}_a$ from (3.45) and the block diagonal matrix $\tilde{C}_b = \text{blkdiag}(C_b^s, \ldots, C_b^s)$. Let $\Delta$ denote the difference between the joint covariance matrices, i.e., $\Delta = \tilde{C}_a - C_a$. Then, the block diagonal entries of $\Delta$ are smaller than $\tilde{C}_b - C_b$. Therefore, $\Delta \leq \Delta(\omega)$, where $\Delta(\omega)$ denotes any bounding matrix obtained from $\tilde{C}_b - C_b$ with Lemma 3.12. However, that implies $\Delta \leq \tilde{P}_b - \tilde{P}_b$ with $\tilde{P}_b$ from (3.44). Therefore,

$\tilde{P} = \tilde{C}_a + \tilde{P}_b = \tilde{C}_a + \Delta + \tilde{P}_b \leq \tilde{C}_a + \tilde{P}_b = \tilde{P}$.

The invariants follow immediately with Lemma 3.9.

According to Theorem 3.24, the precision of the noise decomposition approach improves monotonically with the consideration of additional noise terms. As already discussed above, CI is a special instance of the noise decomposition technique with $C = \emptyset$, i.e., CI corresponds to Algorithm 3.3 when all noise terms are aggregated in each time step. Hence, the bounds provided by the noise decomposition approach are smaller than or equal to the ones obtained with CI, which means that CI defines the worst-case precision for the noise decomposition technique.

The other extreme is an exact reconstruction of the covariance that is achieved by storing all noise terms explicitly. The remaining cases necessitate noise selection policies.
3.2.4 - c Noise Selection Policies

The precision of the bound obtained by the noise decomposition approach is determined by the policy that is used in the aggregation step for the selection of noise terms. Consider for example a sensor network, where nodes exchange and combine estimates in a hop-to-hop communication. Then, the diffusion of measurement information through the network goes along with the distribution of noise terms. In fact, an estimate $\hat{x}_{s_1}^{s_1}$ is affected by measurement noise $v_{s_2}^{s_2}$ only when the estimate $\hat{x}_{s_2}^{s_2}$ (or a successor) has been communicated to sensor $s_1$ in the time period $\tilde{k}$ to $k$. Therefore, in order to optimize the bounds, the intersection $\bigcap_{s \in S} I_{C}^{s}$ must be anticipated and maximized under consideration of the impact of individual noise terms on the estimation covariance.

Hence, the optimal noise selection technique involves the network structure and depends on the estimator processing. For the sake of applicability and simplicity, here, the focus is laid on general policies to manage the aggregation of noise terms locally. As a motivation, consider the drawbacks of a naïve selection policy that are illustrated in the next example.

Example 3.7: Selection Policy for the Noise Decomposition Approach

Example 3.3 is considered. All nodes are assumed to employ local KFs and the fusion technique from Theorem 3.14. For the reconstruction of cross-covariance matrices, noise terms in a varying number are stored explicitly. Let the noise terms be numbered consecutively such that measurement noise $v_{s}^{k}$ has the index $k \cdot 4 + s$, process noise $w_{k}$ is indexed with $k \cdot 4 + 4$, and the initial uncertainties are treated as $v_{s}^{0}$ with $s \in \{1, 2, 3\}$, $k \in \{0, \ldots, 9\}$. 
Figure 3.18: The RMSE of the bound of node $s_3$ for different noise selection policies. The bounds of the ND technique correspond to the MMSE result as long as the number of stored noise terms does not exceed the overall number of noise terms in the sensor network.

The utilized noise selection policy is to store only the latest noise terms ordered by their index. The RMSE of the obtained bounds for different numbers of noise terms is compared in Figure 3.18. Note that CI equals ND 0 and the MMSE approach that is implemented by means of an omniscient observer utilizes Theorem 2.5 which corresponds to ND $\infty$.

As initial covariances are bounded when CI is applied, the bound provided by CI is already worse than the ones obtained by the other approaches after the first fusion operation. The noise decomposition approach yields the MMSE bounds when the number of stored noise terms is larger than or equal to the number of noise terms that have emerged in the estimation process. Note that the number of noise terms has been chosen to cover all noise terms for specific time periods. When noise terms must be bounded, covariances are inflated and suboptimal bounds are achieved.
The explicit storage of noise terms leads to an improvement of the bounds compared to CI. However, this is only achieved by increasing the amount of processed and communicated data significantly.

The main reason is that many “empty” noise terms with \((0, i)\) are processed. For example at initialization, it would be sufficient for the nodes to know that their own estimate is independent from the other ones. With the simple noise selection policy, three terms have to be considered at each node to ensure that the intersection \(\bigcap_{s \in S} T_s^C\) from Lemma 3.21 entails all noise terms.

Although the noise decomposition clearly outperforms CI even for a few noise terms in Example 3.7, most of the stored noise terms are empty and do not improve the covariance bound. Indeed, as the sensor network consists of only three nodes, the effect is limited. However, in large-scale sensor networks, storing empty tuples wastes resources without improving the performance.

A remedy is to discard only the tuples of noise terms that are older than a time horizon \(\bar{\tau}\). Then, all noise terms from time steps \(k - \bar{\tau}\) to \(k\) are known in the fusion, as they are either stored in \(C^s\) or the implicit knowledge that \(\sqrt{C^s_i} = 0\) for \(i \notin T_C^s\) can be exploited. In terms of the fusion formula from Lemma 3.21, this policy is implemented by setting

\[
\tilde{C}^s = C^s \cup \{(0, i) \mid i \notin T_C^s, k(i) \geq k - \bar{\tau}\},
\]

where \(k(i)\) denotes the time step when noise term \(i\) has emerged. However, by using the time horizon as optimization parameter, the effort at the sensors is not precisely adjustable. As a matter of fact, the number of noise terms in \(C^s\) varies and is only loosely bounded by the number of sensors times the maximum time horizon \(\bar{\tau}\).

Usually, the objective is to guarantee tight bounds while concurrently the communication effort in terms of the number of noise terms that need to be transmitted is restricted. In order to fulfill these conditions, a prioritization algorithm can be employed. Let \(|C|\) denote
the number of noise terms in $C$ and let $\bar{c}$ denote the maximum number of tuples to store in $C$. With $\pi : \{1, \ldots, |C|\} \rightarrow \{1, \ldots, |C|\}$, a permutation is denoted that reflects an ordering of the entries in $C$ according to

$$\text{tr}\left\{\left(\sqrt{C_{\pi(1)}}\right)^2\right\} \geq \cdots \geq \text{tr}\left\{\left(\sqrt{C_{\pi(|C|)}}\right)^2\right\}.$$ 

Then, the noise aggregation with

$$\tilde{C} = \{ (\sqrt{C_i}, i) \mid i \in \{\pi(\bar{c} + 1), \ldots, \pi(|C|)\} \} \quad (3.48)$$

dismisses the noise terms with the lowest impact on the estimation error. In order to exploit the partial independence of estimates in the fusion, noise terms are removed from $C$ only when they are from time steps $\tilde{k} < k - \tau$. Otherwise, the tuples $(\sqrt{C_i^s}, i)$ are replaced by placeholders $(0, i)$ to indicate that the noise term has been removed. Then, implicit knowledge about the independence from (3.47) can be utilized again while additional storage and communication requirements caused by the placeholders are insignificant for high-dimensional systems.

Additionally, the split CI idea proposed in Section 3.2.3 can be used to combine multiple noise terms. For example, when node $s$ does not exchange its estimate at time step $k$, the measurement noise terms of node $s$ of time steps $k$ and $k+1$ can be combined to form an artificial noise term. Another extension pertains to different requirements in computation and communication. In many scenarios, the costs for the latter are higher such that it can be appropriate to generate temporary noise decompositions $(\tilde{x}, C \setminus \tilde{C}, C_b + ||\tilde{C}||)$ exclusively for the communication with neighboring nodes while concurrently the original noise decompositions are utilized in subsequent local operations. A simple implementation of a more elaborate noise selection policy is examined in the next example.
Example 3.8: Optimized Noise Decomposition

Consider Example 3.7 again. The idea is to reduce computational and communication effort by utilizing the concept of implicit knowledge. To this end, let nodes store all noise terms that constitute the local estimation error and that do not reach back more than a particular number of time steps into the past. Then, the square roots of covariances larger than zero are stored explicitly and the remaining terms of the considered time steps are reconstructed by means of (3.47).

In order to achieve the MMSE results for the first $1$, $2$, or $3$ time steps, it is necessary to store $3$, $7$, or respectively $11$ noise terms with the naïve selection policy. Now consider the implementation of the implicit knowledge policy with $\bar{\tau} = 1, 2, 3$. Only those noise terms that are depicted in Table 3.1 must be stored and communicated. The remaining terms have no impact on the estimation error, i.e., they are implicitly known to be zero. In order to quantify communication requirements, the number of noise terms before the fusion must be considered. From Table 3.1 these numbers follow as $1$, $4(5)$, or $8(9)$ for the different time horizons when implicit knowledge is exploited.

<table>
<thead>
<tr>
<th>$k$</th>
<th>Node $s_1$</th>
<th>Node $s_2$</th>
<th>Node $s_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0$ (init)</td>
<td>$v_{s_1}^0$</td>
<td>$v_{s_2}^0$</td>
<td>$v_{s_3}^0$</td>
</tr>
<tr>
<td>$k=0$ (fus)</td>
<td>$\cdots, v_{s_1}^0$</td>
<td>$\cdots, v_{s_2}^0$</td>
<td>$\cdots, v_{s_3}^0$</td>
</tr>
<tr>
<td>$k=1$ (pred)</td>
<td>$\cdots, w_0$</td>
<td>$\cdots, w_0$</td>
<td>$\cdots, w_0$</td>
</tr>
<tr>
<td>$k=1$ (filt)</td>
<td>$\cdots, v_{s_1}^1$</td>
<td>$\cdots, v_{s_2}^1$</td>
<td>$\cdots, v_{s_3}^1$</td>
</tr>
<tr>
<td>$k=2$ (pred)</td>
<td>$\cdots, w_1$</td>
<td>$\cdots, w_1$</td>
<td>$\cdots, w_1$</td>
</tr>
<tr>
<td>$k=2$ (filt)</td>
<td>$\cdots, v_{s_1}^2$</td>
<td>$\cdots, v_{s_2}^2$</td>
<td>$\cdots, v_{s_3}^2$</td>
</tr>
</tbody>
</table>

Table 3.1: Noise terms that determine the estimation error in Example 3.7

Although the number of processed and transmitted noise terms is already smaller than for the naïve technique, the full potential of implicit knowledge is developed in large sensor networks with a dense
communication. In those sensor networks, the communication of estimates takes several time steps, which leads to many zero entries in the noise decomposition of local estimation errors that can be neglected by means of implicit knowledge.

The proposed policies are supposed to provide general ideas that reduce computational and communication effort compared to the naïve solution. Indeed, other approaches are conceivable and techniques that are more efficient can be derived for specific network topologies. However, even the simple policies permit the calculations of tight bounds with limited capacities.

3.3 Conclusion

Processing covariances in sensor networks proves challenging as the precise quantification of dependencies is required to determine uncertainties of fused estimates. Dependencies, however, are determined by filter and fusion gains of all sensors so that they can be calculated only when transformations of remote sensors are known. A minimum requirement for the availability of such information is global model knowledge. Indeed, reasons to maintain covariances are compelling; meaningful optimizations of filter and fusion gains are based on them and for the possible subsequent utilization of estimates in control or decision problems, covariances provide indispensable quality information. The objective of this chapter was to provide covariances of estimates in sensor networks and to derive fusion methods premised on the assumption that no global model knowledge is available.

3.3.1 Sample-based Covariance Estimation

One approach to obtain covariances in distributed and decentralized estimation is to recursively process variables that allow the approxi-
mate description of dependencies between estimators. The idea pursued in Section 3.1 was to estimate (cross-)covariance matrices based on sample representations of error distributions. For this purpose, a sample set of the joint space error that depicts the dependencies between all estimators was considered. It turned out that the processing of these joint space samples can be decomposed into local operations.

The associated research questions narrowed down to deriving an efficient covariance estimator and to determining the distribution for the generation of samples that minimizes the error of covariance estimation. It was demonstrated that utilizing known means to calculate covariance estimates improves the precision. The optimal sampling distribution for scalar systems was identified to be a modified Bernoulli distribution, which even enables the determination of individual noise variances from samples without stochastic errors. The application of the results to general systems was discussed and the corresponding multivariate Bernoulli distribution was shown to optimize estimates of noise covariances.

The proposed sample-based covariance estimation with adjustable noise generation bears the potential to be applied in various scenarios. In particular, the technique is not confined to linear models and can easily be generalized to higher order moments. Thus, future research should continue towards methods for efficient sampling in multivariate systems subject to finite moments. Either, this can encompass derivations of alternative sampling distributions or further analysis of covariance estimators in combination with Bernoulli-distributed samples.

It could be possible to achieve considerable improvements in terms of the precision of covariance estimation by deterministic sampling methods. However, in the current setup, it is necessary to generate sample lists that are independent from an arbitrary number of other noise terms. This in turn, necessitates deterministic sampling schemes that provide infinitely many orthogonal sets. As these
sets determine a minimum dimension of the sample space, no finite-dimensional deterministic scheme that provides error-free covariance estimates can be found. Still, it is conceivable that deterministic elements in the generation of samples yield approximately orthogonal sample sets with a higher precision than purely stochastic covariance estimates.

3.3.2 Bounding Techniques

The strategy pursued in the second part of this chapter was to process bounds as substitutes for covariances, which allows bypassing the explicit reconstruction of cross-covariance matrices. In Section 3.2.1 it was proven that the bound obtained in the fusion of two estimates with covariance intersection (CI) exhibits optimality subject to various criteria. Therefore, CI constitutes the method of choice for the fusion under unknown correlations. Thus, batch CI for the fusion of more than two estimates was examined and generalized. In this context, fundamental properties such as convexity of a necessary optimization were proven and the systematic inclusion of knowledge about cross-covariance matrices in the fusion was facilitated.

The derived techniques found application to linear systems in the ensuing section. A decomposition of local covariances into independent terms was proposed, and generalized CI was applied to the decomposition. It turned out that exploiting partially known cross-covariance matrices strictly improves the precision of bounds compared to (basic) CI. In fact, generalized CI combined with the noise decomposition of covariances constitutes an efficient algorithm for calculating bounds in sensor networks. Tightness of the obtained bound is adjustable between exact (cross-)covariance matrices and CI bounds subject to computational and communication effort.

Indeed, bounding theory is not exhausted with the results presented in this thesis. The rigorous examination of the fusion of more than
two estimates under unknown correlations is still missing. In particular, the optimality statement for two estimates derived in this thesis, remains to be generalized. Another interesting research direction constitutes the application of the bounding theory to consensus techniques \cite{126}. Spadework has been carried out in \cite{12} by aiming to reach a consensus in the information form, which corresponds to a repeated application of covariance intersection without a weight optimization. Extending these results to varying weights certainly yields an improvement in precision even though the analysis is aggravated.

Further research is also needed to apply the noise decomposition technique efficiently. So far, only general policies have been proposed to select noise covariances. Selection policies that are adapted to typical scenarios promise a better exploitation of noise terms, which translates into tighter bounds. In an attempt to lower computational and communication effort of bounding techniques and still exploit knowledge about cross-covariance matrices, it is also advisable to apply the scalar correlation constraints from \cite{67,139}. If restricting cross-covariance matrices by means of scalar or low-dimensional vectors is possible, the need to store noise terms explicitly could be omitted.
Sensor network theory is applied to various research areas that are concerned with properties of and interconnections between logically separated units. A particularly interesting field of application constitutes the surveillance of large areas. In the hope of achieving higher resolution and better coverage than it is realizable with a few (top-notch) devices, sensors are spatially distributed over an area to observe the phenomenon or target of interest at close range.

Practical examples for such systems are manifold. For surveillance of air space, several radar stations observe overlapping sectors, preprocess huge amounts of raw sensor data locally, and communicate tracking information to aerial surveillance control centers for further evaluation. A very different type of sensor networks are interconnected minicomputers equipped with simple sensing devices that perform basic tasks subject to limited computational load and energy resources. Such “smart dusks” can for example be used to detect wildfires or monitor air pollution in cities.

Both examples feature nodes with computational capabilities to preprocess measurements. As a matter of fact, the availability of processing logic is inherently linked to applying nontrivial communication protocols, which require some – at least hard-coded – logic themselves. Indeed, computational tasks and capabilities of sensors vary considerably between simple threshold functions in smart dusks and
elaborate tracking algorithms in radars. Still, in both scenarios, information is preprocessed at the sensors and the final evaluation is carried out in a control center.

In order to efficiently process information in such systems, communication between nodes is to be minimized and the estimate at the fusion center is to be optimized. In this chapter, linear distributed estimation with smart sensors is examined and proper estimators are developed. For this purpose, initially, a controlled environment is assumed where (stochastic) properties of the communication network are known, data exchanges are guided by the estimator, and sensor as well as fusion center processing can be optimized. Then, knowledge requirements about the parameters are successively reduced until only individually operating sensors aim to provide the fusion center as much information as possible.

For the illustration of key problems associated with distributed estimation in sensor networks, a centralized KF is compared to approaches that are based on local KFs.

**Example 4.1: Local versus Global Filter Optimization**

Consider an artificial scalar system defined by $A = 1$, $Q = 1$, and two sensors $s \in \{s_1, s_2\}$ with measurement models $H^s_1 = 1$ and $R^s_1 = 1$. The initial estimates at the sensors are denoted as $\hat{x}^s_0$ with variances $C^s_0 = 1$. When local KFs are applied at the sensors, the estimates after one prediction and one filter step are given (after some algebraic simplifications) by $\hat{x}^s_1 = \frac{1}{3}\hat{x}^s_0 + \frac{2}{3}z^s_1$. When initial estimates and measurements are processed with a centralized KF, the LMMSE estimate is obtained as

$$\hat{x}_1 = \frac{1}{8}\hat{x}^{s_1}_0 + \frac{1}{8}\hat{x}^{s_2}_0 + \frac{3}{8}z^{s_1}_1 + \frac{3}{8}z^{s_2}_1.$$

Now, consider the fusion of local tracks $\hat{x}^s_i$. As the fused estimate is a linear combination of $\hat{x}^{s_1}_1$ and $\hat{x}^{s_2}_1$, the inner ratios between initial
estimates and measurements cannot be modified. However, as they are $\frac{1}{3}$ to $\frac{2}{3}$ for local estimators and $\frac{1}{8}$ to $\frac{3}{8}$ for the centralized KF, the LMMSE estimate cannot be obtained from the locally calculated estimates anymore. In fact, the LMMSE combination from Theorem 2.5 yields

$$\tilde{x}_1 = \frac{1}{6}x_{0}^{s_{1}} + \frac{1}{6}x_{0}^{s_{2}} + \frac{2}{6}z_{1}^{s_{1}} + \frac{2}{6}z_{1}^{s_{2}}.$$ 

Simple calculations show that the MSE of $\tilde{x}_1$ is 3.4% higher than that of $\hat{x}_1$. Note that for more than two sensors or for a processing over several time steps, the MSE difference can be considerable as illustrated in [178].

Example 4.1 demonstrates that the precision of the estimate at the fusion center depends on the filter processing at the sensors. In fact, it is a consequence of the application of locally optimal KFs that the global estimate is suboptimal. In an attempt to achieve the LMMSE estimate at the fusion center, the filter processing at the sensors is to be adapted to the LMMSE filter gains.

To this end, filter transformations of the centralized KF can be decomposed and carried out at the sensors as it has been proposed with the distributed Kalman filter (DKF) [59]. Then, only auxiliary (suboptimal) estimates are maintained at the sensors but the fusion result exhibits optimality. Now, the aim of this chapter is to illuminate distributed estimation subject to limited knowledge. First steps are made in Section 4.1 by deriving techniques to detect and cope with a bias that is induced in the decomposition scheme due to sensor failures. Indeed, a reliable deterministic communication and global measurement model knowledge are still required to apply the technique.

The generalization of the DKF to sensor networks with packet delays and losses is proposed in Section 4.2. Motivated by surveillance systems that aim to achieve an approximately constant coverage of a large area, the idea is to identify the measurement capacity of the sensor network, to estimate this variable, and to use a hypothesis for
the optimization of filter gains at the sensors. In this way, the filter processing becomes independent from global model knowledge.

Still, a common hypothesis is necessary for the application of the so-called hypothesizing distributed Kalman filter. This condition is relaxed in Section 4.3 by considering individual hypotheses at the sensors. The concept is to optimize filter gains according to locally available best guesses about the measurement capacity of the sensor network. In this context, covariance bounds and an optimized fusion method are derived based on the results of Chapter 3 which are also applicable to basic hypothesizing filtering.

4.1 **Decomposition of the Central Kalman Filter**

The LMMSE estimator for linear systems is given by a central KF. In the context of sensor networks, this insight has already been exploited in centralized estimation, where sensors communicate measurements to the fusion center and a central KF is employed for the combination. In this section, the concept is applied to distributed estimation.

For this purpose, consider the operations of a centralized KF that processes several measurements at a particular time step, predicts the estimate, and continues with measurements of the next time step. As all models and transformations are linear, filtering an individual measurement and predicting it to the current time step can be construed as an isolated operation. Indeed, the estimate of a centralized KF is the sum of all these “measurement packages”. Now, decomposition approaches allot the calculation and combination of measurement packages to the sensor sources, as it is illustrated in Figure 4.1.

While the processing in prediction and filtering is defined by the centralized KF equations, degrees of freedom exist for the realization
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Figure 4.1: The calculations of a centralized KF boil down to the summation of linearly transformed measurements. The aggregation over several time steps is carried out at the sensors.

in distributed estimation. In particular, it is viable to implement different strategies to fuse data. For example, either data packages consisting of measurements since the last (successful) transmission or packets consisting of measurements from all time steps can be transmitted to the fusion center. Moreover, the fusion center can either fuse received data packages into a local estimate or replace previously received information.

In the following, measurements are recursively processed at the sensors and data packages are replaced by the latest information from sensors. More precisely, a decomposition of the centralized KF is derived and the following techniques are presented:

- Sensor and fusion center processing of the distributed Kalman filter are examined.
- A technique to detect sensor and communication failures based on an additive bias term is derived.
- A technique to correct biased estimators with locally calculated multiplicative debiasing matrices is proposed.
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The results of this section serve as the mathematical framework for the (advanced) estimators presented in subsequent sections. In particular, the decomposition of operations and the optimization of filter operations according to a centralized estimator are key components of efficient estimators for distributed systems.

4.1.1 Distributed Kalman Filter

The DKF is the natural decomposition of a centralized KF that has been originally proposed by exploiting the conditional independence of measurements in the context of Gaussian densities \[56, 59, 60, 100\]. The concept is to combine transformed measurements from the same source in one vector so that only few data must be transmitted to the fusion center to generate the central KF estimate.

The following derivation uses the LMMSE criterion to obtain a linear estimator that fits to the structure of Algorithm 2.1. It simplifies the original formulas \[59\] by freeing the equations from a scaling factor. As already mentioned, the idea is to produce tracks from measurements at the sensors, transmit the tracks to the fusion center, and to generate an estimate from available data when needed.

Such a “replacement strategy” may appear counterintuitive since a simpler approach would be to fuse all received data into a recursively held estimate. However, assume that sensors regularly transmit the latest estimate and the fusion center combines them with its predicted estimate. As the estimates from the sensors contain all (local) measurements from previous time steps, measurements are included into the estimate at the fusion center multiple times. More precisely, when a sensor transmits its estimate in every time step, the measurement from the last time step is included twice, the one from two time steps ago thrice, and so on. In this context, it proves difficult to achieve filter gains that are equivalent to those of the central KF.
The central KF processing is specified in Section 2.2.2. An algebraically equivalent form for the calculation of filter gains is obtained by applying the Woodbury matrix inversion lemma [171]. Let $\mathcal{M}_k$ denote indices of measurements observed at time step $k$. The information form of the central KF [116] for the processing of several measurements is determined by gains

$$L_k = C_{k|k}(C_k)^{-1} \quad \text{and} \quad K^m_k = C_{k|k}(H^m_k)^\top(R^m_k)^{-1}, \quad (4.1)$$

where the posterior covariance is obtained as

$$C_{k|k} = \left( (C_k)^{-1} + \sum_{m \in \mathcal{M}_k} (H^m_k)^\top(R^m_k)^{-1}H^m_k \right)^{-1}. \quad (4.2)$$

Now, consider a network where all sensors are equipped with computing power and assume that global model knowledge is available. The sensor estimates are denoted by $\hat{x}_s^k$ and the estimate at the fusion center by $\hat{x}_k$. The processing of the DKF is derived based on the premise that $\sum_{s \in S}\hat{x}_s^k$ provides the central KF result at every processing step of Algorithm 2.1.

Let the same initial estimate $(\hat{x}_0, C_0)$ be available to all sensors at initialization. Then, local estimators are initialized with $T = \frac{1}{|S|}I$ and $\tilde{x}_0^s = \tilde{x}_0$. If independent estimates $(\tilde{x}_0^s, \tilde{C}_0^s)$ are provided, the LMMSE fusion is the convex combination of the estimates and the sum structure is established with $T^s = C_0(C_0^s)^{-1}$, where $C_0 = (\sum_{s \in S}(C_0^s)^{-1})^{-1}$.

In the prediction step, the standard formulas for linear estimators (2.21) and (2.22) are applied, leading to

$$\hat{x}^s_{k+1} = A_k \hat{x}_k^s, \quad (4.3)$$
$$C_{k+1} = A_k C_k (A_k)^\top + Q_k. \quad (4.4)$$

For the filtering of measurements, the filter gains of a central KF in the information form (4.1) are used. When one measurement is
observed per sensor and time step, the processing at an arbitrary sensor $s$ amounts to

$$\hat{x}_{k|k}^s = L_k \hat{x}_{k|k}^s + K_k^s z_k^s,$$

$$C_{k|k} = ((C_k)^{-1} + \sum_{s \in S} (H_k^s)^\top (R_k^s)^{-1} (H_k^s))^{-1},$$

where filter gains are obtained as

$$L_k = C_{k|k}(C_k)^{-1} \quad \text{and} \quad K_k^s = C_{k|k}(H_k^s)^\top (R_k^s)^{-1}.$$  \hfill (4.7)

Note that the global covariance $C_k$ is processed at the sensors instead of the true covariances of the estimates, which are specified by $C_k^s = \mathbb{E}\{(\hat{x}_k^s - x)^2\}$. This is necessary as the filter processing and, in particular, the gains in (4.7) are optimized with the global covariance instead of local covariances. As the formulas were derived on the premise that the sum $\sum_{s \in S} \hat{x}_k^s$ equals the central KF estimate, the following statement is obtained.

**Theorem 4.1** Let $\hat{x}_0 = \sum_{s \in S} \hat{x}_0^s$ correspond to the central KF estimate with covariance $C_0$ and let $\hat{x}_k^s$ denote estimates obtained with the DKF processing from (4.3) and (4.5), i.e., by a linear estimator from Algorithm 2.1 with filter gains (4.7). Then,

$$\hat{x}_k = \sum_{s \in S} \hat{x}_k^s$$

is the LMMSE estimator and $C_k = \mathbb{E}\{(\hat{x}_k - \bar{x})^2\}$.  

Note that the DKF is a strict implementation of the decomposition concept illustrated in Figure 4.1. In fact, sensors apply the central KF transformations to locally observed measurements. The aggregation of measurements leads to estimates $\hat{x}_k^s$ that correspond to the sum of preprocessed measurement packages of one source and entail all information collected at sensor $s$ up to time step $k$. 
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![Diagram of hierarchical sensor network](image)

Figure 4.2: A hierarchical sensor network with in-network processing. Due to the additive structure of the centralized KF, estimates from children can be aggregated during communication.

It is also worth pointing out the additive structure of the DKF. As the same transformation matrices $L_k$ and $A_k$ are applied at all sensors, measurement terms $K^s_k z^s_k$ can be added to arbitrary estimates $\hat{x}^s_k$ without affecting the result from Theorem 4.1. In particular, it is possible to process several measurements at one sensor per time step and to aggregate estimates in a hop-to-hop communication to the fusion center. Consider for example hierarchical sensor networks where at each sensor estimates $\hat{x}^{\tilde{s}}_k$ from children $\tilde{s} \in \tilde{S} \subset S$ are summed up and only the aggregated vector $\hat{x}^\hat{S}_k = \sum_{\tilde{s} \in S^\hat{s}} \hat{x}^{\tilde{s}}_k$ is transmitted to the fusion node, as it is illustrated in Figure 4.2. Such an in-network-processing can significantly reduce communication costs without affecting the precision of the fused estimate.

Indeed, for the calculation of KF gains, the global covariance $C_k$, which depends on the measurement capacity

$$C^z_k := \sum_{s \in S} (H^s_k)^T (R^s_k)^{-1} H^s_k,$$

(4.9)
is required. Hence, sensors need access to all measurement models, i.e., global measurement model knowledge according to Definition 2.5 must be available. However, unexpected sensor failures alter the (underlying) measurement capacity of the sensor network while functioning sensors still operate on the original value of $C^z_k$ as long as the failure is not communicated to all sensors. This degrades the performance of the DKF as illustrated in the next example.

Example 4.2: Effect of Sensor Failures on Decomposition Scheme

A target that moves with constant velocity on a one-dimensional manifold, e.g., on a street, is considered. Let $T$ denote a time interval and $ps$ the power spectral density of the (white) noise in continuous time. Then, a discrete-time constant velocity model is derived from the continuous time counterpart according to [106] as

$$
x_{k+1} = \begin{pmatrix} 1 & T \\ 0 & 1 \end{pmatrix} x_k + w_k \text{ with } w \sim \mathcal{N}(0, Q),
$$

where

$$Q = ps \cdot \begin{pmatrix} T^3/3 & T^2/2 \\ T^2/2 & T \end{pmatrix}.$$  

The target is tracked at a fusion center that receives data from two sensors that measure the position of the state according to

$$z^s_k = (1 \ 0) x_k + v_k \text{ with } v_k \sim \mathcal{N}(0, 10), \ s \in \{s_1, s_2\}.$$  

Both sensors are initialized with independent estimates subject to an uncertainty of $C^z_0 = 100 \cdot I$ and the tracking process lasts 10 time steps with $T = 0.05$ and $ps = 10$. The target starts at position 10 with initial velocity 5. The sensors communicate with the fusion center at every time step but due to an erroneous communication device, only zero vectors are received from sensor $s_2$ after time step 5.
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For an evaluation, centralized KF and DKF are compared. In contrast to the presented version of the DKF, the implementation of [60] is utilized that aims to mitigate the bias of local estimates by scaling local estimates with the number of sensors. The centralized KF is assumed to use a gating procedure that detects and ignores zero vectors.

As it is demonstrated in Figure 4.3, the effect of sensor failures is striking. In the time period $k = [0, \ldots, 5]$, both estimators yield the same (LMMSE) results. This is a direct consequence of Theorem 4.1. However, while the estimation error of the centralized KF increases slightly due to missing measurements from sensor $s_2$, the RMSE of the DKF jumps within one time step by more than 100\% as soon as communication failures produce an effect.

In Example 4.2, the main drawback of the DKF has been demonstrated. As the sensor processing of the DKF is exclusively optimized according to a central KF scheme, it holds $L_k \neq I - K_{k}^{s}H_{k}^{s}$. Thus, biased estimates with $E\{\tilde{x}^{s}_{k}\} \neq E\{\bar{x}\}$ are calculated at the sensors.
Chapter 4. Hypothesizing Distributed Kalman Filtering

If all data is received at the fusion center, the summation in (4.8) eliminates this bias. However, if communication or sensor failures occur, the estimator at the fusion center is biased, which amounts to an unnecessarily high estimation error according to Lemma 2.2.

### 4.1.2 Error Reduction with Debiasing Approaches

As it has been discussed in Section 2.3, sensor networks are typically subject to imperfect communication and error-prone sensors. Hence, techniques are necessary to provide efficient and reliable estimates at the fusion center even if assumptions about the processing are not perfectly matched. According to Lemma 2.2, unbiased counterparts can be derived for biased estimators that yield a lower MSE. Thus, the remainder of this section is devoted to the derivation of techniques to either detect or correct the bias of sensor network estimators.

In linear estimation, the (random) deviation from the estimate to the true state can be traced. For this purpose, consider a linear estimator according to Algorithm 2.1. Then, the definition $b = \hat{x} - x$ leads to the following recursive formulas for biased estimators:

**Initialization:**

$$b_0 = \hat{x}_0 - x_0$$

**Prediction:**

$$b_{k+1} = A_k b_k + w_k$$

**Filtering:**

$$b_{k|k} = L_k b_k + (L_k + K_k H_k - I) x_k + K_k v_k$$

**Fusion:**

$$b_k = \sum_{s \in S} F^s_k b^s_k + \left( \sum_{s \in S} F^s_k - I \right) x_k$$

The bias of an estimator is defined as the expected deviation to the true state.

---

1 As a matter of fact, the definition of $b$ corresponds to the one of the error $e$ from Section 3.1.1. However, $e$ was defined in the context of unbiased estimators so that the (more general) formulas for $b$ are different in fusion and filtering steps.
**Definition 4.1** Let \( \hat{x} \) denote a (potentially) biased estimator. The expectation \( E\{b\} \) with \( b = \hat{x} - x \) is referred to as the **bias** of \( \hat{x} \).

The aim of **debiasing techniques** is to provide quantities that permit the elimination of the bias of an estimator, i.e., to derive the unbiased counterpart to a biased estimator. This is, in particular, relevant for the DKF from the last section but is also applicable to arbitrary linear estimators in distributed and decentralized estimation.

**4.1.2 - a Additive Bias**

In the first instance, the bias is quantified by means of additive vectors. A stochastically motivated idea is to estimate the bias \( b \) and to apply a correction by means of \( \hat{x} - \hat{b} \). To this end, it is sufficient to replace the unknown state in (4.11) to (4.14) by \( \bar{x} = \hat{x} - \hat{b} \). Then, it is easy to verify that the estimator \( \bar{x} \) is unbiased.

However, \( \hat{b} \) is a linear estimator itself and thus, \( \bar{x} \) as the sum of linear estimators is a linear estimator defined by Algorithm 2.1 with particular filter and fusion gains. Indeed, filter and fusion gains of \( \bar{x} \) are in general different from the central KF. Therefore, the resulting estimator is suboptimal even if the assumptions of the DKF are satisfied. Hence, instead of applying an additive stochastic bias correction, it is easier to employ the corresponding unbiased local estimator directly.

Indeed, even if it is not viable to correct the bias, the additive technique can still be used to **detect a bias**. To this end, let \( \phi \in \mathbb{R}^{n_x} \) denote an arbitrary vector known to all nodes in the sensor network. Then, the unknown state \( x \) in (4.11), (4.13) and (4.14) can be substituted by \( \phi \) and an “inspection variable” \( \beta \) for local estimators \( \hat{x} \) is obtained according to

\[
\text{Initialization: } \beta_0 = E\{\hat{x}_0 - x_0\}, \quad (4.15) \\
\text{Prediction: } \beta_{k+1} = A_k \beta_k, \quad (4.16)
\]
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Filtering: \( \beta_{k|k} = L_k \beta_k + (L_k + K_k H_k - I) \phi \), \hspace{1cm} (4.17)

Fusion: \( \beta_k = \sum_{s \in S} F_k^s \beta_k^s + (\sum_{s \in S} F_k^s - I) \phi \). \hspace{1cm} (4.18)

Then, \( \beta = 0 \) indicates that the estimate is unbiased. However, depending on the choice of \( \phi \), the bias inspection suffers from false positives. For example, for constant \( \phi = 1 \), \( \beta \) indicates a bias-free estimate when the filter operations of two different time steps balance out, even if the fused estimate is biased due to intermediate transformations or differing state variables.

A solution to this problem is to generate time dependent \( \phi \) by means of pseudorandom number generators that are initialized with the same values in all nodes. Then, neglecting quantization effects, false positives are impossible.

On the other hand, a false negative, i.e., the inspection variable indicates a bias although the estimate is unbiased, can for example occur when a positive bias offsets a negative bias from a previous time step. However, false negatives are difficult to avoid as this necessitates the quantification and tracking of the true bias, which depends on the unknown true state.

Indeed, if unexpected or unconsidered events cause the fused estimate to be biased, this can be detected by means of the additive debiasing technique.

Example 4.3: Detection of Sensor Failures

Let the scenario be the same as in Example 4.2. The communication error of sensor \( s_2 \) is supposed to have been temporary such that after time step 10 the communication works again. For the evaluation an improved DKF is considered that employs the bias detection technique. The estimator at the fusion center predicts the fused estimate from previous time steps as long as a bias is found (DKF+).
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Figure 4.4: RMSE of the fusion center estimate in 100 Monte Carlo runs for DKF, DKF with bias detection handling (DKF+), and centralized KF. In time steps 6 to 10, the fusion center does not receive information from sensor $s_2$.

The RMSE of the considered estimators is depicted in Figure 4.4. Notably, both versions of the DKF perform better than the centralized KF after time step 10. This is a direct consequence of the preprocessing in distributed estimation. While measurements from time step 6 – 10 of sensor $s_2$ are inevitable lost for the calculation of the estimate in the centralized KF, the information is still included in the recursively obtained sensor estimate that is transmitted from sensor $s_2$ to the fusion center at time step 11 in the DKF processing. In fact, estimates at the fusion center that are provided by the DKF (and DKF+) in time steps 11 to 15 correspond to the centralized KF results that would be obtained when no communication problem had occurred.

The other observation pertains to the difference between DKF and DKF+. As in time steps 6 to 10 no new measurements are filtered when the bias detection technique is utilized, the RMSE increases
steadily. However, the error induced by the bias in the DKF is larger, which makes the bias detection extension a meaningful technique to handle rare communication problems.

As it has been shown in Example 4.3, an application of the additive bias technique can be justified to handle unexpected events. However, the main drawback of the presented approach manifests itself in the corrective actions. When a bias is detected, the processing at the fusion center cannot use incoming information from working sensors. This is unacceptable for large-scale sensor networks, where it is not only difficult to prevent sensor outages but where data from one sensor has also only little impact on the precision of the fused estimate.

4.1.2 - b Multiplicative Debiasing

As an alternative to the additive bias detection, a multiplicative bias correction technique is proposed that permits the incorporation of sensor estimates even if information is received from a subset of sensors only. This theory is used for the estimation in sensor networks with a stochastic communication and with time-varying models in Section 4.2.

In the sequel of this chapter, let the state transition matrix $A$ be regular. Even though this appears to be a strong assumption, non-invertible state transition matrices imply that at least one variable in the predicted state is redundant. Therefore, another state representation with lower dimension and regular state transition matrix can be found. More details on the reduction of the state dimension are given in [83].

For the multiplicative correction of the bias, a debiasing matrix is processed at the sensors. In the interest of simplicity, only the information form of the matrix is considered. However, by means of the
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Woodbury matrix inversion lemma [171], the algebraically identical form in the state space can be derived.

**Definition 4.2** Let \( \hat{x} \) denote a (potentially) biased estimator. The matrix \( \Delta \) with

\[
E\{ (\Delta)^{-1} \hat{x} \} = \mathbf{E}\{ \mathbf{x} \}
\]

is referred to as (multiplicative) debiasing matrix of \( \hat{x} \).

Consider a linear estimator from Algorithm 2.1. Then, Definition 4.2 is a sufficient condition to specify the local processing of debiasing matrices. In order to compensate the initial transformation \( T\hat{x}_0 \), the debiasing matrix is set to

\[
\Delta_0 = T .
\]

Therefore, it holds \( E\{ (\Delta_0)^{-1} \hat{x}_0 \} = E\{ (T)^{-1} T\hat{x}_0 \} = E\{ \mathbf{x}_0 \} \) for unbiased estimators \( \hat{x}_0 \). In the prediction step, the state evolves according to \( \mathbf{x}_{k+1} = A_k \mathbf{x}_k + \mathbf{w}_k \), where \( E\{ \mathbf{w}_k \} = 0 \). With the debiasing matrix

\[
\Delta_{k+1} = A_k \Delta_k (A_k)^{-1} ,
\]

the correction of time step \( k+1 \) is traced back to the debiasing from time step \( k \) and

\[
E\{ (\Delta_{k+1})^{-1} \hat{x}_{k+1} \} = E\{ A_k (\Delta_k)^{-1} (A_k)^{-1} A_k \hat{x}_k \}
\]

\[
= A_k E\{ (\Delta_k)^{-1} \hat{x}_k \}
\]

is satisfied. In the filter step, the estimate is transformed according to \( \hat{x}_{k|k} = L_k \hat{x}_k + K_k z_k \). For

\[
\Delta_{k|k} = L_k \Delta_k + K_k H_k ,
\]

it holds \( E\{ (\Delta_{k|k})^{-1} \hat{x}_{k|k} - \mathbf{x}_k \} = E\{ (\Delta_{k|k})^{-1} (\hat{x}_{k|k} - \Delta_{k|k}\mathbf{x}_k) \} \). Then, unbiasedness follows from the linear estimator processing and the
linear measurement model (2.9). It remains to derive the fusion of debiasing matrices. For $\hat{x}_k = \sum_{s \in S} F_k^s \hat{x}_k^s$, the debiasing matrix

$$\Delta_k = \sum_{s \in S} F_k^s \Delta_k^s$$

leads to $E\{\sum_{s \in S} F_k^s \hat{x}_k^s\} = E\{\sum_{s \in S} F_k^s \Delta_k^s \hat{x}_k\} = E\{\Delta_k \hat{x}_k\}$. In summary, the following statement is obtained.

**Theorem 4.2** Let $\hat{x}_k^s$ denote an arbitrary linear estimator specified by Algorithm 2.1. Then, the linear estimator defined by

$$\tilde{x}_k^s = (\Delta_k^s)^{-1} \hat{x}_k^s$$

where the debiasing matrix $\Delta_k^s$ is obtained according to (4.20) to (4.23) is unbiased.

The special case $\Delta = I$ implies $E\{\hat{x}\} = E\{x_k\}$, i.e., the unbiasedness of the estimator $\hat{x}$. Hence, a bias detection as it has been considered in the last section can also be realized with a multiplicative bias correction technique. This insight is captured in the following corollary.

**Corollary 4.3** The estimator $\hat{x}$ from Theorem 4.2 is unbiased, if and only if $\Delta = I$.

Moreover, the information form of the debiasing matrix allows for the processing of underdetermined pseudo-estimates that emerge, e.g., when no initial estimates are provided. For this purpose, it is sufficient to set $\Delta_0 = 0$. Then, the actual initialization is carried out by means of the first measurement and a reconstruction of the actual state estimate is possible when $\Delta$ becomes invertible in subsequent operations.

In summary, the processing of one debiasing matrix per sensor suffices to trace and remove the bias of an estimate in sensor networks. This property is exploited in the next sections to derive efficient estimators for distributed systems.
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In this section, the DKF is generalized by means of the multiplicative debiasing technique. As a result, the constraints concerning global model knowledge are relaxed. More precisely, the **hypothesizing distributed Kalman filter** is derived, which provides globally optimized filter gains subject to limited model knowledge, stochastic communication, and sensor failures.

The next example illustrates a typical surveillance and tracking scenario realized with a sensor network and serves as a motivation for the subsequent considerations.

**Example 4.4: Target Tracking in 2D with Local KFs**

The challenge is to track the position and velocity of a target in a two-dimensional area. Let the target’s initial state be \((50, 3, 50, 3)\) (x pos., x vel., y pos., y vel.) and assume that the state’s dynamic is specified by a disturbed rotational motion model \([183]\), i.e.,

\[
\mathbf{x}_{k+1} = \begin{pmatrix}
1 & \frac{\sin(\omega)}{\omega} & 0 & -\frac{1+\cos(\omega)}{\omega} \\
0 & \cos(\omega) & 0 & -\frac{\sin(\omega)}{\omega} \\
0 & 1-\cos(\omega) & 1 & \frac{\sin(\omega)}{\omega} \\
0 & \frac{\omega}{\sin(\omega)} & 0 & \cos(\omega)
\end{pmatrix} \mathbf{x}_k + \mathbf{w}_k,
\]

where \(\mathbf{w}_k \sim \mathcal{N}(0, \mathbf{Q})\), and

\[
\mathbf{Q} = \begin{pmatrix}
0.8 & 0 & 0.1 & 0.2 \\
0 & 0.3 & 0 & 0 \\
0.1 & 0 & 0.7 & 0 \\
0.2 & 0 & 0 & 0.4
\end{pmatrix},
\]

with \(\omega = 0.1\). The position of the target is observed by 40 sensors that are randomly placed in the area \([0, 100] \times [0, 100]\).
Sensors obtain measurements according to the distance-dependent model

\[ z^s_k = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix} \mathbf{x}_k + \mathbf{v}_k \quad \text{with} \quad \mathbf{v}_k \sim \mathcal{N}(0, R(\mathbf{x}_k)) , \]

where

\[ R(\mathbf{x}_k) = \ell_2 \begin{pmatrix} (\mathbf{x}_k(1) - p^s_x) \\ (\mathbf{x}_k(3) - p^s_y) \end{pmatrix} \cdot \begin{pmatrix} 5 & 2 \\ 2 & 5 \end{pmatrix} , \]

and where \( p^s_x \) and \( p^s_y \) denote the \( x \) and \( y \) position of sensor \( s \). The sensors are initialized with independent estimates specified by \( C^s_0 = 20 \cdot \mathbf{I} \) and track the target with local KFs over 50 time steps. At each time step, estimates from all sensors are transmitted to the fusion center, which fuses the received data by means of the LMMSE combination from Theorem 2.5.

Note that under realistic conditions, cross-covariance matrices are unknown to the fusion center so that the LMMSE fusion method would not be applicable (c.f., Chapter 3). However, in order to focus on filter gains, an omniscient observer is assumed to realize the baseline for local KF approaches. The theoretic baseline for linear estimators with an arbitrary local processing is obtained by means of a centralized KF.

The results of one run are illustrated in Figure 4.5. For the evaluation of the RMSE, the covariance of the estimate is calculated by means of the joint space representation from Section 2.3.4 in closed form.

Three observations are striking. First, the RMSE and the measurement capacity \( C^z \) from (4.9) are (strongly) negatively correlated. In particular, the measurement capacity increases in areas with dense coverage, while the RMSE declines in such regions.

Second, the local measurement models vary with the distance to the target, but the measurement capacity as the sum of all these local matrices remains almost constant.

Third, filter gains for the local KF processing are calculated with measurement capacities that are smaller than or equal to the ones.
depicted in the top right part of Figure 4.5. This stands in contrast to the centralized KF, which utilizes the true measurement capacity and yields significantly lower estimation errors.

Figure 4.5: The results of one run of the tracking simulation from Example 4.4. In the left figure, the true and the estimated paths are depicted. Sensor positions are given as grey points. In the top right figure, the trace of the true measurement capacity \( \text{tr} \left\{ \sum_{s \in S} (H_s^k)^\top (R_s^k)^{-1} H_s^k \right\} \) and the trace of the maximum local measurement capacity \( \max_{s \in S} \text{tr} \left\{ (H_s^k)^\top (R_s^k)^{-1} H_s^k \right\} \) are compared. In the bottom right figure, the RMSE at the fusion center is depicted for all time steps.
A key observation from Example 4.4 is the permanence of the global measurement capacity. In fact, quite often this permanence is a desirable design attribute of sensor networks. In order to monitor an area with a guaranteed quality subject to minimal costs, sensors must be deployed in a way that the global measurement capacity is similar at all locations.

For the derivation of a distributed estimator that accomplishes high precision subject to imprecise model information, the DKF is generalized. As a matter of fact, the LMMSE estimator is achieved when distributed sensors utilize filter gains with the correct matrix-relation between each other. Therefore, the objective must be to imitate centralized KF gains at the distributed nodes.

Now, the idea is to generalize the DKF by treating the measurement capacity $C_k$ as an application-specific matrix parameter, which can be optimized. This is feasible since the measurement capacity in large sensor networks is non-erratic, as it has been motivated in Example 4.4. Then, in general, bias terms emerge due to discrepancies between hypothesis and true measurement capacities that are traced and corrected with the multiplicative debiasing technique from Section 4.1.2. Overall, the following main topics are captured.

- The hypothesizing distributed Kalman filter is proposed as generalization of the DKF.
- Fusion techniques are discussed when packet losses occur during communication.
- The sensor processing is generalized to delay-dependent measurement capacities in order to account for packet delays.
- A feedback technique for the optimization of the hypothesis based on debiasing matrices is derived.
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The resulting estimator optimizes filter gains at the sensors by means of a hypothesis about the (global) measurement capacity. By this means, LMMSE estimates are achieved for a properly chosen hypothesis. In this section, the estimator processing is examined when all sensors apply the same hypothesis. A more general perspective on the optimization of filter gains with differing hypotheses is given in the next section.

4.2.1 Motivation and Basic Processing

The hypothesizing distributed Kalman filter (HKF) consists of a sensor processing and a technique for the combination of estimates at the fusion center. The algorithm and the associated theory have been developed in [175, 182, 185, 187]. For the application of the algorithm, a parameter \( \hat{C}_z \) is employed to calculate a hypothesized global covariance according to which filter gains can be optimized. In order to achieve LMMSE estimates at the fusion center, this parameter is supposed to satisfy

\[
\hat{C}_z = C^z_k = \sum_{s \in S} (H^s_k)^\top (R^s_k)^{-1} H^s_k
\]

and must be known to all sensors.

4.2.1-a Sensor Processing

Let initial estimates \( \tilde{\mathbf{x}}_0^s \) be independent with covariance \( \mathbf{C}_0^s \). A hypothesized global covariance is recursively obtained at the sensors according to

\[
\begin{align*}
\hat{C}_0 &= \left( \sum_{s \in S} (\mathbf{C}_0^s)^{-1} \right)^{-1}, \\
\hat{C}_{k+1} &= \mathbf{A}_k \hat{C}_k (\mathbf{A}_k)^\top + \mathbf{Q}_k, \\
\hat{C}_{k|k} &= ((\hat{C}_k)^{-1} + \hat{C}_z)^{-1},
\end{align*}
\]

145
where $\hat{C}^z$ denotes the hypothesis about the measurement capacity. As the covariance $\hat{C}$ usually differs from the true global covariance of the DKF, it is denoted with a hat. In fact, with (4.25) to (4.27) the covariance of a centralized KF with $C^z_k = \hat{C}^z$, $k \in \mathcal{K}$ is calculated. By means of the estimated covariance, (KF) gains are determined according to

$$L_k = \hat{C}_{k|k}(\hat{C}_k)^{-1},$$  \hspace{1cm} (4.28)$$

$$K^z_k = \hat{C}_{k|k}(H_k^*)^\top(R_k^*)^{-1}. \hspace{1cm} (4.29)$$

Then, the processing of estimates follows Algorithm 2.1 with gains (4.28) and (4.29) and $T^s = \hat{C}_0(C^s_0)^{-1}$. Note that in contrast to the DKF, gains are obtained by means of the hypothesis $\hat{C}^z$ and are independent from measurement models of remote nodes. The calculation of the debiasing matrix is specified by the filter gains and follows along the lines of (4.20) to (4.22). The overall processing is summarized in Algorithm 4.4.

**Algorithm 4.4 Sensor Processing of the HKF**

1. Initialization: $(\hat{x}_0, \hat{C}_0, \Delta_0) = (\hat{C}_0(C_0)^{-1}\tilde{x}_0, \hat{C}_0, \hat{C}_0(C_0)^{-1})$
   where $\hat{C}_0 = (\sum_{s \in \mathcal{S}}(C^s_0)^{-1})^{-1}$
2. for $k = 1; k \in \mathcal{K}; k = k + 1$ do
3.   Prediction: $(\hat{x}_k, \hat{C}_k, \Delta_k) = (A_{k-1}\hat{x}_{k-1}, A_{k-1}\hat{C}_{k-1}(A_{k-1})^\top + Q_{k-1}, A_{k-1}\Delta_{k-1}(A_{k-1})^{-1})$
4.   Filtering: $(\hat{x}_{k|k}, \hat{C}_{k|k}, \Delta_{k|k}) = (L_k\hat{x}_k + K_kz_k, ((\hat{C}_k)^{-1} + \hat{C}^z)^{-1}, L_k\Delta_k + K_kH_k)$ with $L_k, K_k$ from (4.28) and (4.29)
5. end for

Considering Theorem 4.2, sensors obtain unbiased local estimates according to $\tilde{x} = (\Delta)^{-1}\hat{x}$. Multiple measurements in one time step or missing measurements can be handled by adding or omitting $K_kz_k$ terms in the estimate and $K_kH_k$ terms in the debiasing matrix equations.
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### 4.2.1 - b Fusion Center Processing

As in the DKF, the fusion is realized by means of a replacement policy. For a reconstruction of the estimate at the fusion center, estimates and debiasing matrices must be exchanged. The fusion equation is adopted from the DKF and is given by

\[ \hat{x}_k = \sum_{s \in S} \hat{x}_s^k. \]  

(4.30)

In terms of Algorithm 2.1, the summation in (4.30) corresponds to fusion weights \( F^s = I \) so that the debiasing matrix follows with (4.33) as

\[ \Delta_k = \sum_{s \in S} \Delta_k^s. \]  

(4.31)

An unbiased estimate at the fusion center is reconstructed according to \( \hat{x}_k = (\Delta_k)^{-1} \tilde{x}_k \). As the combination of debiasing matrices (4.31) is additive (4.30), the in-network processing in hierarchical sensor networks from Section 4.1.1 is possible.

When the hypothesis \( \hat{C}_z \) equals the true measurement capacity, the HKF corresponds to the DKF. Note that in this case, the debiasing matrix vanishes according to Corollary 4.3. This leads to the following corollary of Theorem 4.1.

**Corollary 4.4** Let the sensors apply Algorithm 4.4 and let \( C^z_k = \hat{C}_z \), \( k \in K \). Then, \( \tilde{x} = \sum_{s \in S} \tilde{x}^s \) is the LMMSE estimator.

### 4.2.2 Packet Delays and Losses

Packet losses caused by concurrent transmissions, environmental influences, or other disturbances are common phenomena in sensor networks. As discussed in Section 2.3.2, one of the key drivers for distributed estimation is its capability to cushion the impact of packet
losses. While information is inevitably lost when the transmission of a measurement in a UDP-like network fails, local estimates at the sensors comprise all information observed up to the latest time step. Therefore, a subsequent transmission of the sensor estimate of a later time step still entails past measurement information.

Apart from packet losses, communication time in large sensor networks is often not negligible. Again, there are myriad reasons, ranging from actual transmission time on limited frequencies over blocking times induced by communication protocols. In particular, in hop-to-hop networks that involve the routing of packets, transmission of data can require a considerable amount of time [21].

### 4.2.2 Packet Losses

By means of the implementation of the HKF from Section 4.2.1, rare sensor failures can be handled. Indeed, due to the replacement policy, packets received prior to the latest time step are ignored in the calculation of the fused estimate. This is an appropriate policy when almost no packet delays or losses occur as then all information from sensor \( s \) is stored in the latest estimate anyway. However, when the latest estimates from several sensors are missing, past estimates from time steps \( \tilde{k} < k \) carry a significant amount of information about the true state and should be used in the calculation of the fused estimate.

An efficient technique that exploits past estimates is to store sensor-specific proxy estimates \( \tilde{x}^s \) with debiasing matrices \( \tilde{\Delta}^s \) at the fusion center. When an estimate \( \hat{x}^s \) is received from sensor \( s \), the proxy estimate \( \tilde{x}^s \) is replaced. Otherwise, the proxy estimate is processed like a sensor estimate that is not updated with measurements. As discussed in Section 4.2.1, the corresponding filter processing is given by

\[
\tilde{x}_{k|k} = L_k \tilde{x}_k^s \quad \text{and} \quad \tilde{\Delta}_{k|k} = L_k \tilde{\Delta}_k^s.
\]

\footnote{User Datagram Protocol \[132\]: a popular protocol without a handshake mechanism, i.e., without confirmation and re-transmission of data.}
Then, proxy estimates can be used as substitutes for estimates that are not received in the latest time step. However, they only correspond to sensor estimates when no packet losses occurred and otherwise lack the measurement information from all time steps since the last successful transmission. The proposed technique is summarized in Algorithm 4.5.

Algorithm 4.5 Fusion Center Processing of the HKF

1: Initialize: $\mathcal{X} = \{(\hat{x}_s^0, \hat{\Delta}_s^0)\}_{s \in S}, \hat{C}_0 = (\sum_{s \in S} (C_s^0)^{-1})^{-1}$
2: for $k = 1; k \in \mathcal{K}; k = k + 1$ do
3: $L_k = \hat{C}_{k|k}(\hat{C}_{k-1})^{-1}$ with $\hat{C}_k$ from (4.26) and (4.27)
4: for $s \in S$ do
5: if Packet $\mathcal{P}_k^s = (\hat{x}_k^s, \Delta_k^s)$ is received then
6: \{X\}_s = $\mathcal{P}_k^s$
7: else
8: \{X\}_s = $(L_k \Delta_{k-1} \hat{x}_k^s, L_k \Delta_{k-1} \Delta_k^s (\Delta_{k-1})^{-1})$
9: end if
10: end for
11: $(\hat{x}_k, \Delta_k) = (\sum_{s \in S} \hat{x}_k^s, \sum_{s \in S} \hat{\Delta}_k^s)$
12: $\overline{x}_k = (\Delta_k)^{-1} \hat{x}_k$
13: end for

The hypothesis in a sensor network that is subject to packet losses should be calculated with regard to the stochastic properties of the packet arrival process. Let $\mu_s^k$ denote an indicator variable that specifies whether the transmission of sensor $s$ to the fusion center in time step $k$ is successful. Then, the hypothesis can be obtained according to the expected measurement capacity

$$\hat{C}^\gamma := \mathbb{E}\left\{ \sum_{s \in S} \xi_k^s (H_k^s)^\top (R_k^s)^{-1} H_k^s \right\}.$$  

Note that this approach is only realizable when stochastic properties of the communication network are known. A more detailed discussion
on the choice of the hypothesis is given in Section 4.2.3. Evaluations of the HKF with imperfectly chosen hypotheses, e.g., in the presence of false measurements and with the Ornstein-Uhlenbeck model, are presented in [29,35] and by means of the next example.

**Example 4.5: Target Tracking in 2D with the HKF**

For the evaluation of the HKF in stochastic communication networks, the two-dimensional tracking scenario from Example 4.4 is extended. Instead of assuming a stable connection between sensors and fusion center, an energy-costly wireless communication is considered. More precisely, the sensors transmit estimates only each 5th time step beginning in the 5th time step and the wireless communication causes a packet loss rate of 20%.

HKF and local KF processing in combination with the LMMSE combination from Theorem 2.5 are considered. As discussed in Example 4.4, the LMMSE fusion is not applicable and is merely used to provide a bound on the precision of the local KF processing. In contrast to that, the HKF utilizes a suboptimal fusion formula that can be calculated at the fusion center without cross-covariance matrices.

For the calculation of a suitable hypothesis, it is possible to examine the expected measurement capacity at each position of the observed area and determine the average under consideration of the packet dropout rate. However, for the sake of simplicity, the value is heuristically observed to be

\[
\hat{\mathbf{C}}_{\mathbf{z}} = \frac{1}{35} \left( \mathbf{H}^s \right)^\top \left( \begin{array}{cc} 5 & 2 \\ 2 & 5 \end{array} \right)^{-1} \mathbf{H}^s.
\]

The tracking results averaged over 100 Monte Carlo runs are given in Figure 4.6. As illustrated in the top right part of Figure 4.6, the hypothesis matches the measurement capacity well. Thus, the HKF estimate is close to the LMMSE estimate. Especially, if many sensors
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**Figure 4.6:** The results of an extended version of the scenario from Example 4.4. As illustrated in the top right figure, the true measurement capacity of the sensor network is approximately met by the hypothesis. Consequently, the RMSE of the HKF is considerably lower than for the local KF processing.

Contribute information about the state, i.e., if the target is close to a high number of sensors, as for example in time step 45, the HKF distinctively outperforms the local KF processing.

Note that the presented results for the local KF processing define a lower bound on the achievable performance while real-world techniques rely on estimated covariances and provide a higher MSE.
In the following, the communication delay of estimates is explicitly considered. For this purpose, let sensors be grouped according to the communication time to the fusion center as depicted in Figure 4.7. Such a model covers, in particular, hop-to-hop networks where the transmission of data requires one time step.

A naïve technique to compensate for the effect of packet delays is to wait for estimates of the same time step at the fusion center. Indeed, this is suboptimal as no estimate is provided for the latest time step and smoothing techniques yield better results by incorporating all packets received in the waiting time.

The HKF extension for the handling of stochastic packet delays is derived successively. Beginning with a central filter algorithm that provides LMMSE estimates for deterministic communication networks, the calculations are distributed, and stochastic packet delays are introduced. The algorithms were proposed in [187] and are presented here in a short version.

**Centralized Kalman filter** In a first step, a centralized KF that receives delayed measurements is considered. Let the upper bound on the packet delay be denoted by $\bar{\tau}$, and let the packet delays $\tau \in \{0, \ldots, \bar{\tau} - 1\}$ be fixed for each sensor. Then, at time step $k$, measurements from time steps $[k + 1 - \bar{\tau}, k]$ are received.

The processing of those out-of-sequence measurements has already been discussed in Section 2.3.1. In particular, it is possible to reconstruct the LMMSE estimate of time step $k$ with a centralized KF by recursively comprising measurements up to time step $k - \bar{\tau}$ and by applying temporary gains to measurements from time steps $k - \bar{\tau} + 1$ to $k$.

\(^3\)For the general applicability of the approach, $\tau = 0$ is considered as well.
Let $k$ be fixed and let $\hat{x}_{k-\bar{\tau}}$ denote the estimate of a centralized KF with covariance $C_{k-\bar{\tau}}$. When only packet delays are considered and the sensors are grouped as depicted in Figure 4.7, measurements of time step $k$ are only available from those sensors that are in the group $\tau = 0$, measurements of time step $k - 1$ are available of sensors from the groups $\tau = 0$ and $\tau = 1$, and so forth. For the centralized KF, the corresponding covariance can be obtained recursively beginning at time step $\tilde{k} = k - \bar{\tau}$ with

$$
\dot{C}_{\tilde{k}+1} = A_{\tilde{k}} \dot{C}_{\tilde{k}} (A_{\tilde{k}})\top + Q_{\tilde{k}},
$$

$$
\dot{C}_{\tilde{k}|\tilde{k}} = \left( (\dot{C}_{\tilde{k}})^{-1} + \sum_{s \in S^{k-\tilde{k}}} (H_{s}^{\tilde{k}})\top (R_{s}^{\tilde{k}})^{-1} H_{s}^{\tilde{k}} \right)^{-1},
$$

where $S^{\tau} \subseteq S$ denotes the set of sensors that transmit measurements with a delay of equal or less than $\tau$ to the fusion center. According to (4.1), the filter gains of the centralized KF are given by

$$
\dot{L}_{\tilde{k}} = \dot{C}_{\tilde{k}|\tilde{k}} (\dot{C}_{\tilde{k}})^{-1} \text{ and } \dot{K}_{s}^{\tilde{k}} = \dot{C}_{\tilde{k}|\tilde{k}} (H_{s}^{\tilde{k}})\top (R_{s}^{\tilde{k}})^{-1}.
$$

**Figure 4.7:** A schematic overview of a hop-to-hop network with sensors and fusion center. When the communication is deterministic, the nodes can be grouped according to the minimal communication time to the fusion center.
Therefore, the measurement processing of the centralized KF with an LMMSE out-of-sequence handling is recursively specified based on $\hat{x}_{k-\bar{\tau}} = \hat{x}_{k-\bar{\tau}}$ by

$$
\bar{x}_{k+1} = A_k \bar{x}_k,
\bar{x}_{k|k} = \bar{L}_k \bar{x}_k + \sum_{s \in S^{k-\bar{\tau}}} K^s_{k-\bar{\tau}} z^s_{k-\bar{\tau}},
$$

for $\bar{k} \in \{k - \bar{\tau}, k\}$.

**Distributed Kalman filter** In the next step, measurements comprised in the estimate of the centralized KF are clustered according to sensor sources. To this end, let sensor $s$ be subject to a delay of $\tau$ and assume that measurements of the time period $[0, \ldots, k - \bar{\tau}]$ are subsumed in the variable $\hat{x}^s_{k-\bar{\tau}}$. Then, the contribution of sensor $s$ to the fused estimate $\bar{x}_k$ is recursively obtained with $\bar{x}^s_{k-\bar{\tau}} = \hat{x}^s_{k-\bar{\tau}}$ according to

$$
\bar{x}^s_{k+1} = A_k \bar{x}^s_k,
\bar{x}^s_{k|k} = \bar{L}_k \bar{x}^s_k + \delta_{k \leq k-\bar{\tau}} K^s_k z^s_k,
$$

where $\delta_{k \leq k-\bar{\tau}}$ is 1 for $\bar{k} \leq k - \bar{\tau}$ and 0 otherwise. Suppose that for each sensor $s$, a vector $\bar{x}^s_k$ is obtained according to the recursive processing from (4.34) and (4.35). Then, it is easy to verify that $\bar{x}_k = \sum_{s \in S} \bar{x}^s_k$ holds. Therefore, for fixed $k$, the calculation of the estimate of the centralized KF with delayed measurements can be decomposed into sensor-specific vectors $\bar{x}^s_k$.

Now, consider the transition from time step $k$ to $k + 1$. The covariances, gains, and estimates in the formulas above have already been marked with a breve to indicate the **temporary character**. As for $\tau < \bar{\tau}$, the groups $S^{k-\bar{k}}$ grow in number with advancing $\bar{k}$ for fixed $\tilde{k}$, the matrices and vectors implicitly depend on $k$ and must be recalculated at every time step.
However, as $S^\tau = S$, no additional measurements are received for time step $k + 1 - \bar{\tau}$ in subsequent processing steps. Therefore, the variables $\hat{\mathbf{x}}^s_{k-\bar{\tau}}$ and $C^s_{k-\bar{\tau}}$ can be predicted and filtered conclusively to time step $k+1-\bar{\tau}$. It follows that the same considerations permit the conclusive prediction and filtering of the estimates $\hat{\mathbf{x}}^s_{k-\bar{\tau}}$. The temporary estimates $\hat{\mathbf{x}}^s$ are then processed based on $\hat{\mathbf{x}}^s_{k+1-\bar{\tau}}$ and $C^s_{k+1-\bar{\tau}}$ with (4.34) and (4.35) up to time step $k+1$ such that the estimate $\hat{\mathbf{x}}^s_{k+1}$ is obtained as $\sum_{s \in S} \hat{\mathbf{x}}^s_{k+1}$.

The derived processing can be defined in a nested loop within the DKF. Let $k^s = k - \tau$ denote the time step at which sensor $s$ processes the packet that is received by the fusion center at time step $k$. In the outer loop, the sensors process the vectors $\hat{\mathbf{x}}^s_k$ and covariances $C^s_k$ recursively up to time step $k - \bar{\tau}$ with the (basic) DKF and store the measurements of subsequent time steps $\tilde{k} \in \{k+1-\bar{\tau}, \ldots, k^s\}$ in a set. Then, at time step $k^s$, $\hat{\mathbf{x}}^s_{k-\bar{\tau}}$, $C^s_{k-\bar{\tau}}$, and measurements $\mathbf{z}^s_{k^s}$ are available at sensor $s$.

Based on those quantities, in each time step, temporary variables $\hat{C}_{k-\bar{\tau}} = C^s_{k-\bar{\tau}}$, $\hat{\mathbf{x}}^s_{k-\bar{\tau}} = \hat{\mathbf{x}}^s_{k-\bar{\tau}}$ are initialized and processed with (4.32) to (4.35) up to time step $k$. Finally, $\hat{\mathbf{x}}^s_k$ is transmitted to the fusion center at time step $k^s$ and all temporary variables are discarded. The processing is depicted in Figure 4.8.

At the fusion center, the received packages are summed up according to $\bar{\mathbf{x}}_k = \sum_{s \in S} \hat{\mathbf{x}}^s_k$ such that the fused estimate equals the centralized KF estimate. The communication effort is the same as for the basic version of the DKF as only the vectors $\hat{\mathbf{x}}^s_k$ need to be transmitted from the sensors to the fusion center.

However, note that each sensor has to process a temporary estimate and covariance for all time steps $\tilde{k} \in \{k+1 - \bar{\tau}, \ldots, k\}$ such that the computational load can be considerable when the maximum transmission delay $\bar{\tau}$ is large. Therefore, techniques to minimize the computational load by outsourcing calculations to the fusion center or deriving steady state values are discussed in [187].
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Figure 4.8: The two calculation loops for the delayed DKF. On the left side, the (basic) DKF recursively obtains an estimate with delay $\bar{\tau}$ in one iteration per time step. On the right side, the calculation of the temporary quantity $\dot{x}_k$ is illustrated. In each time step, the variable $\dot{x}_{k-\bar{\tau}}$ is filtered and processed to time step $k$.

By means of the delayed DKF, the calculation of the LMMSE estimate is distributed. In particular, in the presence of rare packet losses or when estimates are required at a lower frequency than measurements are observed, the distributed calculation improves the precision and lowers the communication costs compared to measurement transmission techniques significantly. The same advantages that apply to the DKF also apply to the generalization that takes into account packet delays. However, optimality could be achieved only based on global model knowledge.

Hypothesizing Distributed Kalman filter The filter gain calculation of the HKF without packet delays relies on a hypothesized measurement capacity. According to \(4.32\) and \(4.33\), the covariance of the centralized KF with packet delays is obtained in the filter step according to

\[
\tilde{C}_{k|k} = ((\tilde{C}_k)^{-1} + C_{k-k}^{-1})^{-1},
\]
where the measurement capacity $C^z_{\tau}$ with delay $\tau \in \{0, \ldots, \bar{\tau} - 1\}$ is given by

$$C^z_{k-\bar{k}} = \sum_{s \in S^{k-\bar{k}}} (H^s_k)^\top (R^s_k)^{-1} H^s_k.$$

In fact, when packet losses are neglected and time-invariant systems are considered, it holds $C^z_0 \leq C^z_1 \leq \cdots \leq C^z_{\bar{\tau}-1}$. Evidently, assuming the same hypothesis for all delays is suboptimal so that the HKF for packet delays requires multiple hypotheses with $\hat{C}^z_0 \overset{\perp}{=} C^z_0, \ldots, \hat{C}^z_{\bar{\tau}-1} \overset{\perp}{=} C^z_{\bar{\tau}-1}$.

Let the hypotheses $\hat{C}^z_0, \ldots, \hat{C}^z_{\bar{\tau}-1}$ be available to all sensor nodes. Then, the processing of sensor estimates is identical to the DKF with packet delays, which is depicted in Figure 4.8 except that the true measurement capacities in (4.33) are replaced with the corresponding hypotheses, i.e., the covariance is obtained with

$$\tilde{C}^z_{\tilde{k}} = \sum_{\tilde{s} \in S^{\tilde{k}}} (H^s_{\tilde{k}})^\top (R^s_{\tilde{k}})^{-1} H^s_{\tilde{k}} + Q_{\tilde{k}} - \sum_{\tilde{s} \in S^{\tilde{k}}} \tilde{\Delta}^s_{\tilde{k}}, \quad (4.36)$$

and filter gains with

$$\tilde{L}_{\tilde{k}} = \tilde{C}^z_{\tilde{k}} (\tilde{C}^z_{\tilde{k}})^{-1} \text{ and } \tilde{K}^s_{\tilde{k}} = \tilde{C}^z_{\tilde{k}} (H^s_{\tilde{k}})^\top (R^s_{\tilde{k}})^{-1},$$

where variables with $\tilde{k} > k - \bar{\tau}$ are temporary. The properties of the basic HKF transfer to the delayed version naturally so that for $\hat{C}^z_{\tau} = C^z_{\tau}$, $\tau \in \{0, \ldots, \bar{\tau} - 1\}$, the same estimates as for the DKF are obtained. When the hypotheses do not match the true measurement capacities, the sum of vectors $\tilde{x}^s_k$ yields a biased estimate $\tilde{x}_k$ and must be corrected according to $(\Delta_k)^{-1} \tilde{x}_k$ with $\Delta_k = \sum_{s \in S} \Delta^s_k$. To this end, the bias processing from Section 4.1.2, i.e., (4.20) to (4.23), is utilized at each sensor, resulting in a recursive calculation of $\Delta_k$ up to time step $k - \bar{\tau}$, and the calculation of a temporary debiasing matrix $\Delta^s_k$ for the correction of $\tilde{x}^s_k$. 
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The computational effort depends on the maximum communication delay, as for delay dependent hypotheses temporary covariances and filter gains have to be calculated. Additionally to the temporary vector $\tilde{x}_s^k$, the HKF necessitates calculating the temporary debiasing matrix $\Delta^s_k$ that emanates from the recursively obtained debiasing matrix $\Delta^s_k - \bar{\tau}$. However, only the vector $\tilde{x}_s^k$ and the debiasing matrix $\Delta^s_k$ must be transmitted to the fusion center. Therefore, the communication effort is the same as for the basic HKF.

Finally, it is worth mentioning that the HKF provides unbiased estimates even if the same hypothesis is utilized for all delays at the costs of a higher MSE. Considering the trade-off between precision and computational effort, it is reasonable to limit the number of considered hypotheses.

For example in sensor networks where the major part of sensors transmits estimates within $\tilde{\tau}$ time steps to the fusion center and only a few sensors cause the maximum transmission delay to be $\bar{\tau} \gg \tilde{\tau}$, it makes sense to provide hypotheses only for delays $\tau \in \{0, \ldots, \tilde{\tau} - 1\}$ and to use $\hat{C}^z_\tau$ for all measurement capacities with $\tau \geq \tilde{\tau}$ in (4.37). Then, filter gains for $\tau \geq \tilde{\tau}$ do not change with preceding $k$. Thus, $\hat{x}_s^k$ and $\Delta^s_k$ can be recursively calculated up to time step $k - \tilde{\tau}$. Although filter gains for delays $\tau > \tilde{\tau}$ are suboptimal in this case, the impact is small as only a few measurements are affected by the suboptimal processing, and on the other hand, the computational load is significantly lower as temporary variables have to be computed for $\tilde{\tau}$ time steps only.

Thanks to the ability to limit the number of hypotheses, the HKF is a flexible and efficient estimator for distributed systems subject to deterministic or stochastic packet delays and losses. Owing to the pre-computation of (recursive) estimates at the sensors, packet losses are compensated. Additionally, the calculation of filter gains according to sensor network capabilities optimizes the RMSE at the fusion center.
4.2 The Hypothesizing Distributed Kalman Filter

When system and measurement models are time-invariant, the necessary hypotheses in the presence of a stochastic communication can be obtained by means of

$$\hat{C}_{k-\tilde{k}}^z = E \left\{ \sum_{s \in \mathcal{S}} \mu_{s_{k-\tilde{k}}}^s \left( H_{s_k}^s \right)^\top \left( R_{s_k}^s \right)^{-1} H_{s_k}^s \right\},$$

where $\mu_{s_{k-\tilde{k}}}^s$ denotes the random variable that indicates a transmission success between sensor $s$ and the fusion center in the time interval $\tau$. For time-variant measurement models, the derivation of suitable hypotheses is more elaborate as discussed next.

### 4.2.3 Hypothesis Optimization in Feedback Systems

Finding optimal hypotheses in general linear systems is an optimization problem by itself. Given the stochastic attributes of the communication network and a model about the evolution of the measurement capacity, the measurement capacities can be estimated and the hypotheses that minimize the expected covariance of the estimate at the fusion center can be calculated. Unfortunately, the evolution of the measurement capacity is usually state-dependent, nonlinear, and unknown so that such a processing is not only complex but also quite often impossible to realize.

The approach pursued in this section is to estimate measurement capacities from past time steps based on the fused debiasing matrix at the fusion center. The estimates of the measurement capacities are then used as new hypotheses and are communicated back to the sensors in a feedback setup.

In order to facilitate the estimation of the measurement capacity subject to complex evolution models, the derivations are based on the assumption that the measurement capacities as well as the state model are (approximately) time-invariant.
Figure 4.9: The HKF with the proposed feedback extension. The fusion center collects debiasing matrices from the sensors, obtains the average true measurement capacity from past time steps, calculates a new hypothesis $\hat{C}^z$, and broadcasts it. The sensors receive the new hypothesis and use it for the calculation of local covariances $\hat{C}$.

Moreover, for the sake of simplicity, the considerations are confined to sensor networks without time delays. In the following, key formulas are presented. An extensive discussion and evaluation of the approach is provided in [185].

It is well known that for time-invariant systems, the KF covariance converges to a steady state. Consider the global covariance of the HKF from (4.25) to (4.27) for time-invariant state matrices that corresponds to the covariance of a KF with measurement model $\hat{C}^z$. When there exist matrices $H, R$ with

$$\hat{C}^z = (H)^T (R)^{-1} H$$

and $(H, A)$ is observable according to Definition 2.2, the KF with measurement capacity $\hat{C}^z$ is stable [83]. Therefore, $C_k$ converges to a steady state $\hat{C}_{ss}$. From the steady state covariance, constant filter gains ensue.

Now, the calculation of the debiasing matrix is examined for time-invariant covariances and gains. Writing out the calculations of $\Delta_k$
by means of (4.21) to (4.23) amounts to

\[
\Delta_k = \sum_{s \in S} \Delta_{k|k}^s = \sum_{s \in S} (L_A \Delta_{k-1}^s (A)^{-1} + K^s H^s)
\]

\[
= L_A \left( \sum_{s \in S} \Delta_{k-1}^s \right) (A)^{-1} + \sum_{s \in S} K^s H^s.
\]

A repeated application of the decomposition leads to a “rolled out” description of the debiasing matrix

\[
\Delta_k = \sum_{k=1}^K (L_A)^{k-\tilde{k}} \left( \sum_{s \in S} K^s H^s \right) A^{\tilde{k}-k} + (L_A)^{k} \sum_{s \in S} T^s A^{-k}.
\]

When \( \Delta_k \) converges for \( k \to \infty \), the last term can be neglected so that the formula simplifies by means of \( \sum_{s \in S} K^s H^s = \hat{C}_{ss} C^z \) to

\[
\Delta_k = \sum_{k=1}^K (L_A)^{k-\tilde{k}} \hat{C}_{ss} C^z A^{\tilde{k}-k}.
\]

Hence, (4.38) describes the functional dependency between known matrices and unknown measurement capacity \( C^z \). Utilizing Kronecker product and vector operator \( \{130\} \), (4.38) is transformed to

\[
\text{vec}\{\Delta_k\} = \left( \sum_{k=1}^K (A^{-1})^{k-\tilde{k}} \otimes (L_A)^{k-\tilde{k}} \right) \text{vec}\{\hat{C}_{ss} C^z\}.
\]

It follows with \( (A^{-1})^{k-\tilde{k}} \otimes (L_A)^{k-\tilde{k}} = ((A)^{-1} \otimes L_A)^{k-\tilde{k}} \) that

\[
\text{vec}\{\Delta_k\} = \sum_{k=1}^K ((A)^{-1} \otimes L_A)^{k-\tilde{k}} \text{vec}\{\hat{C}_{ss} C^z\}
\]

\[
= \sum_{k=0}^{\infty} ((A)^{-1} \otimes L_A)^{k} \text{vec}\{\hat{C}_{ss} C^z\}.
\]
For \( k \to \infty \), the sum term corresponds to the Neumann series \([130]\). Hence, when the eigenvalues \( \text{eig}\{(A)^{-T} \otimes LA\} = \text{eig}\{(A)^{-1}\} \otimes \text{eig}\{LA\} \) are in the unit circle, the sum term corresponds to

\[
\text{vec}\{\Delta_k\} = (I - (A)^{-T} \otimes LA)^{-1} \text{vec}\{\hat{C}_{ss} C^z\}.
\]

This, finally, leads to

\[
\text{vec}\{\hat{C}_{ss} C^z\} = (I - (A)^{-T} \otimes LA) \text{vec}\{\Delta_k\} \\
= \text{vec}\{\Delta_k - LA \Delta_k (A)^{-1}\}.
\]

**Theorem 4.5** Let \( L \) denote the gain \((4.28)\) obtained with the steady state covariance \( \hat{C}_{ss} \) of a KF with measurement capacity \( \hat{C}^z \), and let \( \Delta_{ss} \) denote the corresponding debiasing matrix. For observable time-invariant linear systems according to Definition 2.1 and

\[
\max |\text{eig}\{(A)^{-T}\} \otimes \text{eig}\{LA\}| < 1,
\]

the measurement capacity is given by

\[
C^z = (\hat{C}_{ss})^{-1}(\Delta_{ss} - LA \Delta_{ss}(A)^{-1}) \quad (4.39)
\]

The covariance \( \hat{C}_{ss} \) is the solution of the (discrete-time) algebraic Riccati equation \([129]\) that is obtained with state model matrices and hypothesis \( \hat{C}^z \) along with the gain \( L \) from \((4.28)\).

Therefore, the feedback hypothesis can be calculated at the fusion center based only on the fused debiasing matrix that is transmitted from the sensors anyway. A schematic overview of the communication is given in Figure 4.9.

By employing the proposed feedback technique, the HKF provides estimates that are asymptotically equal to the LMMSE estimates for time-invariant systems. For an evaluation of the scheme in time-variant systems, see \([185]\). Indeed, ensuring that the same hypothesis is used at all sensors is not always feasible. For such scenarios, the more general concept presented in the next section provides a solution.
4.3 Generalized Hypothesizing Filtering

DKF and HKF optimize filter gains according to a global measurement capacity. By this means, they provide higher precision at the fusion center than methods that are based on local KFs. So far, it was assumed that all sensors employ the same hypothesis about the measurement capacity. This turned out to be a meaningful requirement to derive simple fusion rules and to obtain a feedback technique for the optimization of the hypothesis.

However, a hypothesis that is network-wide known is restrictive, as it must be asserted that a change of the hypothesis, e.g., as proposed in Section 4.2.3, is acknowledged by all sensors in the network. Consider a temporary communication failure due to which a new hypothesis is not received by one of the sensors. If no control mechanism is established, the fusion center estimate becomes suboptimal and the feedback technique does not work anymore.

Therefore, either, the hypothesis should not be changed then, or all packets received by the fusion center must be checked for compliance with the transmitted hypotheses as it has been proposed in [185]. For both solutions, an overhead in planning and implementation is necessary while the additive fusion rule is suboptimal when the assumptions of Corollary 4.4 are not satisfied.

In this section, the filter gain optimization according to a global measurement model is exploited more generally by letting sensors employ individual hypotheses. Indeed, the ideas derived in this section are not to be understood as a plug-and-play estimator but as a framework for the efficient optimization of filter gains in sensor networks.

- **Covariance bounds** for the fused estimate are derived based on sensor variables that are calculated without global model knowledge.
Based on covariance bounds, an efficient fusion rule that is applicable to the generalized HKF concept is proposed.

Inflated local measurement models are used as substitutes for the global measurement model in the derivation of the inflation Kalman filter.

The results are generalizations of the HKF that, in particular, apply to the theory from the last sections. Note also that the debiasing technique from Section 4.1.2 does not rely on identical hypotheses. Therefore, it is directly applicable to distributed estimation with differing hypotheses.

**4.3.1 Covariance Bounds for Hypothesizing Estimation**

The centralized KF provides closed-form equations for the calculation of covariances, which were presented in the context of the DKF (4.4) and (4.6). For centralized unbiased linear estimators, the covariance is obtained according to (2.22) and (2.24). However, as discussed in Chapter 3, the common process noise causes dependencies between estimates in distributed systems that must be considered in the derivation of the covariance of the fused estimate.

For the HKF, different techniques have been proposed to obtain covariances for the fused estimate. In [184], the recursive calculation of auxiliary matrices was presented that enables the derivation of covariance bounds at the fusion center. The main idea was to differentiate between (dependent) process noise and (independent) measurement noise terms. As the bound becomes conservative when the measurement noise covariances differ, an approximation based on a steady state analysis was proposed in [185] that aims to reflect the true covariance instead of providing a bound. A different path was taken in [55], where the authors proposed a double-debiasing technique that provides a consistent estimate of the true covariance.
In the sequel of this section, the bounding approach from \cite{184} is improved. The technique is generalized to cope with different hypotheses and a tighter bound is found by applying the bounding technique from Section \ref{sec:hypothesizing}

For this purpose, let each sensor maintain two matrices that account for independent and dependent noise terms respectively. Let these auxiliary covariances be denoted by $B^id$ and $B^d$. Assuming independent initial estimates, separating measurement and process noise, and applying the linear transformations of the HKF to the auxiliary variables amounts to the following Lemmata.

**Lemma 4.6** Let $\hat{x}$ denote an estimate obtained with Algorithm \ref{alg:hypothesizing} and let $\Delta$ denote the corresponding debiasing matrix. The covariance of the estimate $\tilde{x} = (\Delta)^{-1}\hat{x}$ is given by

$$C = E\{(\tilde{x} - \bar{x})^2\} = (\Delta)^{-1}(B^id + B^d)(\Delta)^{-T}, \quad (4.40)$$

where $B^id$ and $B^d$ are recursively obtained\footnote{The formulas are given for the initialization with independent estimates. When the sensors are initialized with the same estimate, $\Delta_0 C_0(\Delta_0)^T$ must be added to $B^d_0$ and not to $B^id_0$.} according to

- **Initialization:** $B^id_0 = \Delta_0 C_0(\Delta_0)^T$, \hspace{1cm} (4.41)
- **Prediction:** $B^id_{k+1} = A_k B^id_k (A_k)^T$, \hspace{1cm} (4.42)
- **Filtering:** $B^id_{k|k} = L_k B^id_k (L_k)^T + K_k R_k (K_k)^T$, \hspace{1cm} (4.43)

and

- **Initialization:** $B^d_0 = 0$, \hspace{1cm} (4.44)
- **Prediction:** $B^d_{k+1} = A_k B^d_k (A_k)^T + \Delta_{k+1} Q_k (\Delta_{k+1})^T$, \hspace{1cm} (4.45)
- **Filtering:** $B^d_{k|k} = L_k B^d_k (L_k)^T$. \hspace{1cm} (4.46)
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Proof. According to Theorem 4.2, \( \hat{x} = (\Delta)^{-1} \hat{x} \) is unbiased. Thus, the true covariance is given by the equations for unbiased linear filters (2.22) and (2.24). The claim is obviously fulfilled at initialization. In the prediction step, it holds

\[
C_{k+1} = A_k C_k (A_k)^\top + Q_k \\
= \Delta_{k+1}^{-1} (A_k \Delta_k C_k \Delta_k^\top (A_k)^\top + \Delta_{k+1} Q_k \Delta_{k+1}^\top) \Delta_{k+1}^{-\top},
\]

which proves correctness with

\[
A_k \Delta_k C_k (\Delta_k)^\top (A_k)^\top = A_k \mathbf{B}_{id}^d (A_k)^\top + A_k \mathbf{B}_d^d (A_k)^\top.
\]

In the filter step, the transformation matrices are given by

\[
\hat{L}_k = (\Delta_{k|k})^{-1} L_k \Delta_k \text{ and } \hat{K}_k = (\Delta_{k|k})^{-1} K_k,
\]

so that the covariance is given by

\[
C_{k|k} = \Delta_{k|k}^{-1} (L_k \Delta_k C_k \Delta_k^\top (L_k)^\top + K_k R_k (K_k)^\top) \Delta_{k|k}^{-\top} \\
= \Delta_{k|k}^{-1} (L_k \mathbf{B}_{id}^d (L_k)^\top + L_k \mathbf{B}_d^d (L_k)^\top + K_k R_k (K_k)^\top) \Delta_{k|k}^{-\top},
\]

which concludes the proof. \( \square \)

Lemma 4.7 Let the assumptions be the same as in Lemma 4.6. The cross-covariance matrix between estimates \( \tilde{x}^s_k = (\Delta^s_k)^{-1} \hat{x}^s_k \) and \( \tilde{x}^{\tilde{s}}_k = (\Delta^{\tilde{s}}_k)^{-1} \hat{x}^{\tilde{s}}_k \) is given by

\[
C_{s}\tilde{s}^k = \mathbb{E}\{(\tilde{x}^s_k - \hat{x}^s_k)(\tilde{x}^{\tilde{s}}_k - \hat{x}^{\tilde{s}}_k)^\top\} = (\Delta^s_k)^{-1} \mathbf{B}_{s\tilde{s}}^d (\Delta^{\tilde{s}}_k)^{-\top},
\]

where \( \mathbf{B}_{s\tilde{s}}^d \) is recursively obtained according to

Initialization: \( \mathbf{B}_{s\tilde{s}}^d|_0 = 0 \) \( \mathbf{5} \) \( (4.47) \)

Prediction: \( \mathbf{B}_{s\tilde{s}}^d|_{k+1} = A_k \mathbf{B}_{s\tilde{s}}^d (A_k)^\top + \Delta^s_k Q_k (\Delta^{\tilde{s}}_{k+1})^\top \) \( (4.48) \)

Filtering: \( \mathbf{B}_{s\tilde{s}}^d|_{k|k} = L_k \mathbf{B}_{s\tilde{s}}^d (L_k)^\top \) \( . \) \( (4.49) \)
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Proof. As the measurement noise of remote nodes is independent, it holds
\[ E\{ (\hat{x}^s_k - x_k)(\hat{y}^s_k)^\top \} = 0 \]
and
\[ E\{ y^s_k(\hat{x}^s_k - x_k)^\top \} = 0. \]
Thus, the cross-covariance matrix of the filtered estimates is given by
\[ C_{s\tilde{s}k|k} = (\Delta_{s\tilde{s}k|k})^{-1}L_{s\tilde{s}k}C_{s\tilde{s}k}(\Delta_{\tilde{s}k|k})^\top(L_{\tilde{s}k})^\top(\Delta_{\tilde{s}k|k})^{-\top}. \]
The remaining part of the proof follows along the lines of the proof of Lemma 4.6.
□

For known cross-covariance matrices, the covariance of the fused estimate is obtained with (2.27). However, as shown in Lemma 4.7, cross-covariance matrices depend on transformation and debiasing gains of remote nodes. Therefore, global model knowledge is required.

In [184], it is demonstrated that a bound of the fused estimate is achieved by equally inflating local process noise parts. Indeed, tighter bounds are obtained with the inflation techniques from Section 3.2.

**Theorem 4.8** Let \( \hat{x}^s \) denote estimates obtained by means of Algorithm 2.1 and let \( \Delta^s \) denote the corresponding debiasing matrices. The covariance of the fused estimate
\[ \bar{x} = (\Delta)^{-1}\hat{x}, \text{ where } \hat{x} = \sum_{s \in S} F^s \hat{x}^s \]  
(4.50)
with debiasing matrix \( \Delta \) from (4.23) is bounded by
\[ C \leq (\Delta)^{-1}\sum_{s \in S} F^s \left( B^{sid} + \frac{1}{\omega^s} B^{sd} \right)(F^s)^\top(\Delta)^{-\top}, \]  
(4.51)
with \( \sum_{s \in S} \omega^s = 1, \omega^s > 0. \)
Chapter 4. Hypothesizing Distributed Kalman Filtering

**Proof.** Considering the unbiased local estimates \( \tilde{x}^s = (\Delta^s)^{-1} \hat{x}^s \), the fusion operation is given by

\[
\tilde{F}^s = (\Delta)^{-1} F^s \Delta^s .
\]

Thus, it holds,

\[
C = (\Delta)^{-1} \left( \sum_{s, \tilde{s} \in S} F^s \Delta^s C^{s\tilde{s}} (\Delta^{\tilde{s}})^\top (F^{\tilde{s}})^\top \right) (\Delta)^{-\top} ,
\]

where \( C^{s\tilde{s}} \) denote the (cross-)covariance matrices between unbiased estimates \( \tilde{x}^s \) and \( \tilde{x}^{\tilde{s}} \). From Lemmata 4.6 and 4.7, it follows that

\[
\Delta^s C^{s\tilde{s}} (\Delta^{\tilde{s}})^\top = \begin{cases} B^{s\text{id}} + B^{s\text{d}} & \text{for } s = \tilde{s} \\ B^{s\tilde{s}} & \text{else} \end{cases} .
\]

As sum of linearly transformed positive semi-definite matrices, the joint covariance matrix of the dependent parts \( B^{s\text{d}} \) and \( B^{s\tilde{s}} \) is positive semi-definite. From Lemma 3.9 and Lemma 3.12, it follows that

\[
\sum_{s, \tilde{s} \in S} F^s C^{s\tilde{s}} (F^{\tilde{s}})^\top \leq \sum_{s \in S} F^s \frac{1}{\omega^s} C^{s\text{id}} (F^{\text{id}})^\top ,
\]

which concludes the proof. \( \square \)

The parameters \( \{\omega^s\}_{s \in S} \) are chosen to optimize a criterion such as the trace or determinant of the bound. A detailed discussion on properties of this optimization is given in Section 3.2.2. Furthermore, it is worth mentioning that the bound presented in [184] is a special case of Theorem 4.8, namely \( \omega^s = \frac{1}{\tilde{s}} \) and \( F^s_k = I \).

The **algorithm to obtain a covariance bound** at the fusion center by means of Theorem 4.8 consists of sensor and fusion center processing. At the sensors, the matrices \( B^{s\text{d}} \) and \( B^{s\text{id}} \) are recursively calculated according to Lemma 4.6. Then, both matrices are transmitted along with the estimate and the debiasing matrix to the fusion center. Note that \( B^{s\text{d}} \) and \( B^{s\text{id}} \) are symmetric so that only triangular
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matrices must be communicated. At the fusion center, the estimates are combined with an arbitrary fusion rule and a bound is calculated with Theorem 4.8. The necessary operations are schematically illustrated in Figure 4.10.

4.3.2 Fusion Methods for Biased Estimates

The fusion rule for the HKF is given as the sum operation of biased estimates in (4.30) and (4.31). Considering the unbiased counterparts \( \bar{x}^s = (\Delta^s)^{-1} \hat{x}^s \), the fusion operation (4.30) is a weighted combination

\[
\bar{x}_k = \sum_{s \in S} F^s \bar{x}^s \quad \text{with} \quad F^s = (\Delta)^{-1} \Delta^s .
\]

The matrix weights \( F^s \) are determined by biases of local estimates. More precisely, when the same hypothesis is used at the sensors, identical gains \( L_k \) and the same global covariance are obtained, which, in turn, lead to debiasing matrices that depend on the relation between local measurement models and global measurement capacity. When the hypothesis about the global measurement capacity is correct, it is a consequence of Corollary 4.4 that the fusion gains correspond to the LMMSE combination from Theorem 2.5. Otherwise, the technique can fail as demonstrated in the next example.

Example 4.6: Suboptimal Fusion Rules for the Generalized HKF

Consider a sensor network consisting of two identical sensors. Let node \( s_1 \) apply a hypothesis that underestimates the true measurement capacity by 50 percent and node \( s_2 \) a hypothesis that overestimates it by 100 percent. Then, a weighting based on debiasing matrices would allot the unbiased estimate at node \( s_1 \) four times more weight than the other one although both estimates carry the same amount of information. ■
Even though Example 4.6 is not realistic as the local filter processing is to be optimized according to meaningful hypotheses, the underlying problem should be resolved. As a matter of fact, the HKF and its generalization are linear estimators. Therefore, the LMMSE combination rule from Theorem 2.5 provides the best fusion results. However, as discussed before, the LMMSE combination necessitates the calculation of cross-covariance matrices. Hence it is only applicable when elaborate reconstruction techniques are used.

In this regard, the additive fusion rule of the basic HKF is a compromise that accepts suboptimal precision in order to keep complexity and computational effort limited. Indeed, for the generalization with differing hypotheses, the fusion rule is no longer justified as illustrated in Example 4.6. Therefore, the bounding techniques from Chapter 3 are adapted to the HKF processing as follows.

**Theorem 4.9** Let $B_{sid}^s$ and $B_{sd}^s$, $s \in S$ denote the matrices from Lemma 4.6. Then, the fusion gains that minimize the bound from Theorem 4.8 are given by

$$F_s = P(\Delta_s)^\top \left( B_{sid}^s + \frac{1}{\omega_s} B_{sd}^s \right)^{-1}$$

with

$$P = \left( \sum_{s \in S} (\Delta_s)^\top \left( B_{sid}^s + \frac{1}{\omega_s} B_{sd}^s \right)^{-1} \Delta_s \right)^{-1},$$

where $\{\omega^s\}_{s \in S}$ are the solutions to the constrained convex optimization problem $\arg \min_{\omega^s, s \in S} P$ with $\sum_{s \in S} \omega^s = 1$ and $\omega^s > 0$.

**Proof.** The debiasing matrix $\Delta$ from Theorem 4.8 accounts for a possible bias of the fused estimate and, without loss of generality, can be integrated into the optimization of fusion gains $F_s$. An unbiased estimate, in turn, is yielded by correcting $\hat{x}^s$ with $(\Delta_s)^{-1}$ and fusing...
the estimates with $\sum_{s \in S} \tilde{F}^s = I$, i.e., $F^s = \tilde{F}(\Delta^s)^{-1}$. Therefore, the considered problem can be posed as minimizing

$$\sum_{s \in S} \tilde{F}^s(\Delta^s)^{-1} \left( B_{sd}^s + \frac{1}{\omega^s} B_{sd} \right) (\Delta^s)^{-\top} (\tilde{F}^s)^\top$$

subject to $\sum_{s \in S} \tilde{F}^s = I$. This problem, however, is a special case of Theorem 3.14 with block diagonal joint covariance matrix. Expanding the minimization leads to (4.53) so that the optimal weights are given by

$$\tilde{F}^s = P(\Delta^s)^\top \left( B_{sd}^s + \frac{1}{\omega^s} B_{sd} \right)^{-1} \Delta^s,$$

which eventually results in (4.52) with $F^s = \tilde{F}(\Delta^s)^{-1}$. The convexity of the optimization follows with Theorem 3.15.

Extensions and properties of Theorem 4.9 follow along the lines of Section 3.2. For example, it is possible to reduce the computational effort by replacing the optimization of the weights $\{\omega^s\}_{s \in S}$ by heuristics [48,118]. This makes sense, as the computational effort at the fusion center is higher than for the basic HKF where only summations and one inversion in state dimension are necessary.

In the framework of the generalized HKF, the filter processing at the nodes is optimized according to local hypotheses. To this end, sensors optimize local filter gains by means of the HKF formulas (4.25) to (4.27). The local hypothesis about the global measurement capacity can be construed as a “best guess” at the sensor. The fusion center uses the estimates and matrices from the sensors to obtain optimized fusion gains with Theorem 4.9. The processing is illustrated in Figure 4.10. In particular, it is viable to process biased estimates at the sensors and to derive covariance bounds.
4.3.3 Inflation Kalman Filter

The generalized HKF in combination with the debiasing technique from Section 4.1.2 provides a high degree of freedom in the filter design. However, it is not always feasible to employ meaningful best guesses about the measurement capacity at the sensors or the complexity of the algorithm can be too high for a considered problem. For such cases, a simple algorithm that inflates local measurement models for the optimization of filter gains can be used.

As motivation consider a homogeneous sensor network, i.e., a network consisting of identical sensors that feature the same measurement model (2.9). Then, the measurement capacity simplifies to

\[ C^z = \sum_{s \in S} \text{tr} (H)^\top \text{tr} (R)^{-1} H = \gamma (H)^\top \text{tr} (R)^{-1} H, \]
where $\gamma = |\mathcal{S}|$ denotes a scalar factor. Note that the equality still holds when the measurement noise covariances at the sensors are scalar multitudes of a common matrix $\mathbf{R}$. The idea is to hypothesize the scaling factor and to inflate local sensor models $(\mathbf{H})^\top (\mathbf{R})^{-1} \mathbf{H}$ with $\gamma$ to approximate the measurement capacity. By means of the measurement capacity, **global covariances** are recursively obtained according to

Initialization:  
$$
\hat{\mathbf{C}}_0 = \frac{1}{\gamma} \mathbf{C}_0 \ , \quad (4.54)
$$

Prediction:  
$$
\hat{\mathbf{C}}_{k+1} = \mathbf{A}_k \hat{\mathbf{C}}_k (\mathbf{A}_k)^\top + \mathbf{Q}_k \ , \quad (4.55)
$$

Filtering:  
$$
\hat{\mathbf{C}}_{k|k} = \left( (\hat{\mathbf{C}}_k)^{-1} + \gamma (\mathbf{H}_k)^\top (\mathbf{R}_k)^{-1} \mathbf{H}_k \right)^{-1} \ . \quad (4.56)
$$

So far, the algorithm corresponds to the generalized HKF with hypotheses  
$$
\hat{\mathbf{C}}^z = \gamma (\mathbf{H})^\top (\mathbf{R})^{-1} \mathbf{H} \ .
$$

However, in order to reduce computational and communication effort, filter gains are enforced to be unbiased. For this purpose, the filter gain $\mathbf{K}$ is inflated with $\gamma$, yielding the formulas

$$
\mathbf{L}_k = \hat{\mathbf{C}}_{k|k} (\hat{\mathbf{C}}_k)^{-1} \ , \quad (4.57)
$$

$$
\mathbf{K}_k = \gamma \hat{\mathbf{C}}_{k|k} (\mathbf{H}_k)^\top (\mathbf{R}_k)^{-1} \ . \quad (4.58)
$$

Then, it holds

$$
\mathbf{I} - \mathbf{K}_k \mathbf{H}_k = \hat{\mathbf{C}}_{k|k}(\hat{\mathbf{C}}_{k|k})^{-1} - \gamma \hat{\mathbf{C}}_{k|k}(\mathbf{H}_k)^\top (\mathbf{R}_k)^{-1} \mathbf{H}_k \\
= \hat{\mathbf{C}}_{k|k}(\hat{\mathbf{C}}_k)^{-1} \ = L_s^k \ .
$$

Therefore, the filter gains are unbiased according to (2.25). Moreover, the central KF estimate can be reconstructed in homogeneous sensor networks.
Theorem 4.10 Let the initial estimates $\tilde{x}_0^s$ be independent and subject to a common uncertainty $C_0^s$, and let the measurement model be the same for all sensors $s \in S$. When the sensors apply Algorithm 2.1 with $T = I$ and filter gains (4.57) and (4.58) with $\gamma = |S|$, the fusion center estimate

$$\hat{x}_k = \frac{1}{|S|} \sum_{s \in S} \hat{x}_k^s$$

(4.59)

corresponds to the LMMSE estimate.

Proof. Let the central KF covariance be denoted by $C$. It is proven that $\hat{C} = C$ and that the transformation matrices of the inflation KF correspond to the ones of the centralized KF. At initialization, the covariance $\hat{C}_0$ reflects the central KF covariance

$$C_0 = (\sum_{s \in S} (C_0^s)^{-1})^{-1} = \frac{1}{|S|} C_0^s$$

and the LMMSE estimate is given by

$$C_0 (C_0^s)^{-1} = \frac{1}{|S|} \sum_{s \in S} \tilde{x}_k^s.$$

In the prediction step, it holds $\hat{C}_{k+1} = C_{k+1}$ when $\hat{C}_k = C_k$ and the transformations of the estimate in centralized KF and inflation KF are the same. In the filter step, the central KF covariance is given by

$$C_{k|k} = \left( (C_k)^{-1} + \sum_{s \in S} (H_k^s)^\top (R_k^s)^{-1} H_k^s \right)^{-1}$$

$$= \left( (C_k)^{-1} + |S|(H_k^s)^\top (R_k^s)^{-1} H_k^s \right)^{-1} = \hat{C}_{k|k}.$$

Therefore, the gains $L$ are the same for both estimators. Furthermore, the factor $\gamma$ in (4.58) is canceled out due to fusion formula $\hat{x} = \frac{1}{|S|} \sum_{s \in S} \hat{x}_s$, which concludes the proof. \qed
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As local estimates obtained with the inflation KF are unbiased and
the true covariance of the estimates is the same for all nodes in ho-
mogeneous sensor networks, the natural fusion operation is to take
the average (4.59). This also applies when not all estimates are re-
ceived at the fusion center. For heterogeneous sensor networks,
the variable $\gamma$ does not need to be the same for all sensors. In par-
ticular, it is reasonable to optimize the value of $\gamma$ according to the
neighborhood of sensors. In fact, the localized optimization amounts
to formulas similar to the ones of the consensus Kalman filter [125] .

Note also that the processing of the inflation KF is closely related
to the federated Kalman filter [24,25]. However, the federated
Kalman filter achieves bounds on the fused estimate by inflating the
process noise covariance instead of the measurement model. Thus,
suboptimal filter gains are obtained and the LMMSE estimate cannot
be reconstructed at the fusion center after arbitrary many time steps.

It is also worth pointing out that bounds and more efficient fusion
rules can be obtained with the techniques from Chapter 3 and Sec-
tion 4.3.1. In particular, the bound from Theorem 4.8 is tight for
homogeneous sensor networks as shown in [184] .

The main advantage of the inflation KF is its simplicity and the
possibility to derive unbiased estimates at the sensors that are opti-
mized according to the measurement capacity of the sensor network.
However, when the sensor models differ, e.g., one half of the sensors
observes the position and the other half the velocity of a target, the
inflation yields suboptimal filter gains as any multitude of the local
sensor models is a bad approximation of the true measurement ca-
pacity. In those scenarios, the HKF and its generalization are better
choices for the optimization of filter gains.
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4.4 Conclusion

LMMSE estimation with distributed smart sensors under perfect global model knowledge is solved by means of the distributed Kalman filter (DKF). Unfortunately, the estimate obtained at the fusion center is biased when the measurement capacity of the sensor network is not exactly known to all sensors. Indeed, the measurement capacity varies with nonlinear models, sensor failures, stochastic communication, etc. so that the areas of application of the DKF are confined to very basic scenarios with linear models. Consequently, the aim of this chapter was to reduce the dependence of the DKF on global model knowledge and to provide estimates for networks that are subject to communication losses and delays. To this end, generalizations of the DKF were proposed that successively reduced the degree of knowledge required for optimizing filter gains at the sensors.

In a first step, the measurement capacity was assumed known but due to unforeseeable sensor or communication failures, not all data necessary to reconstruct the LMMSE estimate was received at the fusion center. In this setup, bias detection and correction techniques prove effective in providing reliable estimates. Then, motivated by the sedate behavior of the measurement capacity in surveillance scenarios, filter gains were chosen according to a hypothesis instead of the true measurement capacity. The technique features a simple additive structure of estimates that enables the fusion of data already during communication. Extensions of the basic scheme to handle packet delays and losses were derived and the choice of the hypothesis was discussed. Although the technique already uses filter gains that are independent from global model knowledge, it still requires employing the same hypothesis at all sensors.

The most general form of hypothesizing distributed filtering was presented in Section 4.3 by deriving general optimization rules for the filtering and fusion of estimates. The idea is to use sensor-specific best guesses about the measurement capacity to calculate filter gains.
Indeed, the general form necessitates fusion techniques that were pro-
posed based on the results of Chapter 3. In this context, bounding
techniques for hypothesizing estimators were derived.

The next step would be to optimize filter gains in the presence of mul-
tiple fusion centers. However, as the filter processing at the sensors
can satisfy the LMMSE criterion only for one fusion center, **conflict-
ing measurement capacities** need to be reconciled. Depending on
the weighting of fusion centers in the cost function, different filter
gains are obtained. This can also be seen as preparatory work for an
application of the decomposition techniques to decentralized estima-
tion, where all nodes are construed as fusion centers and additionally
to the aforementioned challenges, common prior information need to
be considered.

Another open research question is to derive the optimal preprocessing
when estimates are recursively comprised at the fusion center. Then,
measurements are included infinitely often and the LMMSE filter
processing depends on communication properties. Still, in contrast
to the replacement strategy such an approach is directly applicable
to decentralized estimation and reduces complexity as well as storage
requirements at the fusion center.
Conclusions and Future Research

Sensor network estimation is a large field of study with widespread areas of application. The underlying concept is to observe information at spatially distributed sensors, to exchange the potentially heterogeneous data that ideally provide different perspectives on the same phenomenon, and to merge them to draw new or better conclusions in control or decision problems.

For a mathematical treatment of the problem, information is abstractly modeled by means of random variables and the relation between measurements and an unknown state is assumed given. In this setup, the objective of discrete-time estimators is to optimize the processing in initialization, prediction, filter, and fusion steps. A meaningful criterion for evaluating the performance of estimators is the mean squared error (MSE), which is popular in the Bayesian framework and enables the derivation of strong theoretical statements.

Due to the sheer amount of sensor, processing, and communication types, it is almost impossible to provide general solutions that fit all estimation problems. In this thesis, sensor networks were classified into centralized, distributed, and decentralized processing schemes, and the focus was laid on linear systems and estimators. In the basic centralized setup, all observations are transmitted to a dedicated fusion center. The linear minimum mean squared error (LMMSE) estimator for this type of sensor network is the centralized Kalman filter. Distributed and decentralized schemes consider a (pre-)processing of measurements at the sensors. Therefore, communication resources can be exploited more efficiently than in the
centralized scheme. However, the complexity of communication and processing is increased, which aggravates the analysis and derivation of proper estimators. Even though LMMSE filter and fusion techniques for distributed and decentralized estimation have been proposed in literature, they are hardly applicable to real world problems where the knowledge at sensors is restricted and the dependencies between estimates are concealed.

5.1 Summary of the Results

The focus of this thesis was laid on deriving adaptive and flexible estimators for distributed and decentralized estimation that function subject to limited sensor knowledge. The two key operations to be considered in this context are the fusion, i.e., the combination of estimates, and the filtering, i.e., the recursive processing of measurements.

Linear Fusion in Sensor Networks

In interconnected estimation systems, sensor information about the unknown state is gained from measurements and, in particular, by means of data exchanges. For a meaningful fusion and analysis of estimates, uncertainties of and dependencies between estimates must be exploited. Techniques for the reconstruction of these quantities and for the optimization of the fusion under imprecisely known uncertainties were derived in Chapter 3.

In the first instance, covariance estimation in linear systems was examined. To this end, the joint error density was estimated by means of samples. As prediction and filtering operations only necessitate updating local subsets of joint samples in linear systems, sample trans-
formations can be decomposed into local operations that can be carried out at the sensors without access to transformations of remote nodes. Indeed, by combining sample sets from different nodes, e.g., in the fusion, cross-covariance matrices are obtained with standard covariance estimators. Notably, in the proposed scheme, sampling distribution and covariance estimator can be chosen freely. The decomposition of the central processing was derived and consistency of the sample-based covariance estimator was established. In order to enhance the precision of the scheme for finite sample sizes, different covariance estimators were discussed and the optimal sampling distribution in terms of the expected Frobenius norm was shown to be a modified Bernoulli distribution.

The second part of the chapter was concerned with the partial reconstruction of cross-covariance matrices. For linear models with independent measurement and process noise terms, (cross-)covariance matrices of estimates are specified by sums of linearly transformed noise covariances. A theoretic concept for the reconstruction of dependencies is to select and to recursively process square roots of noise terms individually at the sensors and to obtain (cross-)covariance matrices from their combination. By this means, sensors operate on locally known quantities without access to transformations of remote nodes. In order to limit the computational effort at the sensors, irrelevant terms can be aggregated. Then, the exchange of explicitly considered and aggregated noise terms enables the reconstruction of the joint covariance matrix as the sum of two terms, where cross-covariance matrices are exactly quantifiable for one term and the unknown cross-covariance matrices of the other term can be bounded.

For the obtained joint covariance matrix representation, fusion techniques were derived that minimize the bound and draw on well-established results for completely known and completely unknown correlations. As a matter of fact, the proposed theory is a generalization of the two concepts and permits the reconstruction and
utilization of (cross-)covariance matrices of any precision subject to computational and communication effort. As part of the derivations, theoretical properties such as conservative bounds for the proposed covariance representation and convexity of a necessary fusion gain optimization were proven. These properties also apply to the underlying concepts and establish results for the fusion under unknown correlations not yet proven in literature. In particular, covariance intersection was shown to provide the smallest possible bound for the fusion of two estimates under completely unknown correlations.

Indeed, sample-based covariance estimation and covariance bounding have their own **assets and drawbacks**. For example, it is an inherent characteristic of bounds that the comparison of them – as required, for example, in decision problems – is a heuristic when no statement about the tightness of the bounds is provided. In addition, bounds tend to become conservative, i.e., the difference between bound and true covariance is large, when cross-covariance matrices are not partially exploited.

However, on the other hand, bounds give a reliable worst-case quality assessment of estimates that can be used in the calculation of filtering and fusion operations. In contrast to that, covariance estimates are subject to stochastic errors such that every evaluation based on the provided covariances is fraught with uncertainty, which renders the usage of estimated covariances difficult when stability properties or guaranteed quality are claimed.

Selecting the appropriate fusion technique depends on the application. Still, the precision and complexity of both approaches is adjustable such that customized solutions for many setups can be implemented. Considering the literature on decentralized estimation and, in particular, consensus [125] and diffusion approaches [27], the reconstruction and estimation of cross-covariance matrices based on locally processed variables can help to supplant fusion methods for time-invariant systems with theoretically justified techniques that minimize the mean squared error.
5.1 Summary of the Results

Distributed Filtering without Global Model Knowledge

The local incorporation of measurements into estimates largely determines the quality of estimates. Thanks to the Kalman filter, the associated theory for linear systems is well developed. Hence, the challenge of filtering in sensor networks lies in applying Kalman filter concepts to distributed and decentralized estimation schemes. For distributed estimation, a decomposition of the centralized Kalman filter that implements this idea is the distributed Kalman filter [59]. The decomposition scheme, however, is only applicable in very basic setups subject to deterministic communication. When models are time-variant or nonlinear, or when the communication is stochastic, the decomposition approach provides biased results at the fusion center.

Hence, Chapter 4 commenced with the derivation of additive and multiplicative debiasing techniques to detect and correct the bias of linear estimators in exceptional events like sensor failures. Indeed, in complex and uncertain environments, debiasing techniques alone do not suffice to provide precise estimates. The driving factor in minimizing the error at the fusion center was rather identified to be the optimization of filter gains according to a global measurement capacity, which determines the joint precision of all interconnected sensors. Consequently, the hypothesizing distributed Kalman filter was proposed that permits the optimization of filter gains according to a hypothesis about the global measurement capacity. Arising discrepancies between hypothesis and true measurement capacity are cushioned with the multiplicative debiasing technique. Moreover, methods to optimize hypotheses based on stochastic properties of the communication, i.e., in the presence of packet delays and losses, were discussed. As the proposed approach is a generalization of the Kalman filter decomposition scheme, LMMSE results are achieved for a proper chosen hypothesis. Otherwise, it was demonstrated by means of evaluations that hypothesizing approaches outperform classical sensor network estimators that utilize local Kalman filters.
Eventually, sensors that optimize the filter processing by means of individual local hypotheses were considered. This concept requires the least knowledge about the sensor network but necessitates a more elaborate fusion rule that was derived based on the bounding technique from Chapter 3. The bounding technique was also applied to variables obtained with the basic hypothesizing distributed Kalman filter to provide worst-case assessments of covariances in distributed estimation. Furthermore, a special type of hypothesizing filters was examined that is based on the scalar inflation of local measurement models, calculates unbiased estimates even without debiasing techniques, and provides the LMMSE results when all sensors are of the same type.

The hypothesizing filter optimization in sensor networks is a new concept that conceptually outperforms classical approaches that employ Kalman filters at the sensors. In particular, for interconnected systems with a large number of sensors, globally optimized filter gains enable a more efficient exploitation of measurement information that amounts to significant performance improvement. The basic idea of hypothesizing filters transfers to the estimator design in decentralized schemes so that future research in this area will systematically enhance state-of-the-art approaches.

### 5.2 Future Work

In this thesis, key problems of distributed and decentralized estimation were examined and solutions were proposed that are applicable to a range of real world problems. Indeed, it is the essence of research that any advance opens up new research questions. The following ideas portray only a few of many captivating topics that emerge from the thesis and that should be pursued to improve linear estimation theory for sensor networks.
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Efficient Estimation Algorithms for Decentralized Processing Schemes

Considering the results on distributed estimation and reconstruction of cross-covariance matrices, the natural future research direction is to combine the gained knowledge about filter and fusion gain optimizations to derive efficient estimators for decentralized systems. For this purpose, it is necessary to optimize multiple estimates concurrently according to the sum or average of their mean squared errors, which couples the optimization of filter and fusion gains. As a matter of fact, the calculation of gains is competing in the sense that the optimized filtering of measurements according to the mean squared error of one node results in suboptimal processing with respect to the remaining nodes.

Moreover, in order to keep data amount and complexity manageable, estimates must be recursively fused in decentralized estimation. This is different from the proposed concept for distributed estimation where individual sensor packages were maintained and replaced at the fusion node. Consequently, LMMSE estimators for decentralized estimation depend on the communication between nodes.

Taking into account the complexity of the concurrent optimization of filter and fusion gains and the dependence on the stochastic communication, theoretic results on decentralized estimation will only be achieved in narrowly specified scenarios. It seems promising to devote special attention to systems with time-invariant models and communication. There, the optimization of filter and fusion processing according to an expected use of estimates in future time steps is possible. As the average mean squared error is not guaranteed to improve in every time step and, in particular, the LMMSE gains for one time step can yield suboptimal results when a horizon of two time steps is considered, the optimization of gains according to the steady state of the system is particularly interesting.
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Even though achieving theoretically well-founded estimators for decentralized estimation in the LMMSE framework is still a long way away and will require considerable additional effort, taking into account the attention already turned on heuristically approaches for decentralized estimation, the interest and range of applications in research and practice makes it worthwhile.

Advances in Cross-covariance Matrix Reconstruction

The reconstruction of cross-covariance matrices constitutes an essential part in the fusion of estimates and in sensor network processing. Nevertheless, it is an auxiliary tool for state estimation and has not attracted much attention in literature yet.

From a mathematical perspective, the challenge of covariance estimation in linear systems boils down to reconstructing a sum of terms where the (transformed noise) terms are products of only locally known variables. In order to keep computational and communication effort limited, it is desired to combine these variables recursively at the sensors and still calculate the sum in the fusion. Now, different sum terms are relevant for cross-covariance matrices of different estimates. Thus, premised on the assumption that dependencies are recovered from recursively calculated variables, individual sum terms must be orthogonal to each other. Consequently, the ideas pursued in this thesis were either to process particular terms individually or to achieve the desired orthogonality asymptotically by generating noise samples independently from other noise terms.

Indeed, further improvements of the proposed techniques are possible. Some of the ideas, e.g., the smart selection of noise terms and the optimization of sampling distributions in multivariate systems, have already been discussed. It is, however, also conceivable to take a completely different approach in order to achieve the desired orthogonality. Considering that signals can be decomposed into complex sinus functions and the convolution of signals corresponds to
5.2 Future Work

an element-wise multiplication of the coefficients of these sinus functions, an idea is to assign each noise term a different frequency and to store sensor-specific information about the noise term on the corresponding frequency in the local signal. Then, estimator transformations are applied to local signals and the cross-covariance matrices are obtained by evaluating convoluted signals. Of course, the basic concept works only with scalar valued noise terms and only a finite number of frequencies can be used in practical applications. Still, the well-established signal processing theory can be used to optimize the processing of the variables and to find appropriate representations.
Linear Estimation Theory

**Theorem A.1 (Orthogonality Principle)** Let $g(\cdot)$ denote an arbitrary vector function of $z$, e.g., an estimator, and $x$ a random variable. Then, the error of the conditional expectation is orthogonal to $g(\cdot)$, i.e.,

$$E_{x,z}(E_{x|z}(x|z = z) - x)^\top g(z) = 0 . \quad (A.1)$$

**Proof.** Let $\tilde{x}(z)$ denote an arbitrary estimator. With $p(x,z) = p(x|z)p(z)$, it follows

$$E_{x,z}((\tilde{x}(z) - x)^\top g(z)) = E_{z}(E_{x|z}((\tilde{x}(z) - x)^\top g(z)|z = z))$$

For given $z$, $g(z)$ and $\tilde{x}(z)$ are constants. Thus, it holds

$$E_{z}(E_{x|z}((\tilde{x}(z) - x)^\top g(z)|z = z)) = E_{z}((\tilde{x}(z) - E_{x|z}(x|z = z))^\top g(z)) .$$

This term vanishes for $\tilde{x}(z) = E_{x|z}(x|z = z)$, which concludes the proof. \qed

**Proof of Theorem 2.1** Let $\tilde{x}(z)$ denote an arbitrary estimator and let $\hat{x}(z) = E\{x|z = \tilde{z}\}$ denote the conditional expectation. It holds

$$E\{\ell_{2}(\tilde{x}(z), x)\} = E\{\ell_{2}(\tilde{x}(z) - \hat{x}(z), x - \hat{x}(z))\}$$

$$= E\{\ell_{2}(\tilde{x}(z), \hat{x}(z))\} + E\{\ell_{2}(x, \hat{x}(z))\} + 2 \cdot E\{(\tilde{x}(z) - \hat{x}(z))^\top (x - \hat{x}(z))\} .$$
Splitting up the third term yields
\[
E\{(\bar{x}(z) - \hat{x}(z))^\top (x - \hat{x}(z))\} = E\{\bar{x}(z)^\top (x - \hat{x}(z))^\top \} - E\{\hat{x}(z) (x - \hat{x}(z))^\top \}
\]
which vanishes according to Theorem A.1. As
\[
E\{\ell_2(\bar{x}(z), \hat{x}(z))\} \geq 0,
\]
it holds
\[
E\{\ell_2(\bar{x}(z), x)\} = E\{\ell_2(\bar{x}(z), \hat{x}(z))\} + E\{\ell_2(x, \hat{x}(z))\}
\geq E\{\ell_2(x, \hat{x}(z))\},
\]
which concludes the proof. \qed
Sample-based Covariance Reconstruction

Proof of Theorem 3.1: The statement is proven inductively. For this purpose, let \((\hat{x}_0, \Phi_0)\) denote a valid sample representation for the state \(x_0\). It is shown for all operations of Algorithm 3.2 that the sample representation remains valid. As process noise is generated with synchronized samplers and measurement noise with independent ones, the generation implements the policy described in Definition 3.3.

In order to prove correctness of the prediction operation, \((A\hat{x}, A\Phi + \Phi^w)\) must be a valid sample representation of \(Ax + w\). Consistent covariance estimators inherit the bilinearity of covariances for \(d \to \infty\). Thus, \(\lim_{d \to \infty} \hat{C}(T\Phi + \Phi^w, T\Phi + \Phi^w)\) equals

\[
\lim_{d \to \infty} (T\hat{C}(\Phi)(T)^T + \hat{C}(\Phi^w, \Phi^w) + \hat{C}(T\Phi, \Phi^w) + \hat{C}(\Phi^w, T\Phi)) .
\]

Let \(C\) denote the true covariance of \(\hat{x}\). As \(\Phi^w\) is sampled independently of \(\Phi\), the terms \(\hat{C}(T\Phi, \Phi^w)\) vanish, yielding

\[
\lim_{d \to \infty} \hat{C}(T\Phi + \Phi^w, T\Phi + \Phi^w) = \lim_{d \to \infty} (T\hat{C}(\Phi)(T)^T + \hat{C}(\Phi^w, \Phi^w)) = T C (T)^T + Q ,
\]

which corresponds to the true covariance of \(e = A\hat{x} - Ax - w\). Analogous considerations lead to

\[
\lim_{d \to \infty} \hat{C}(L\Phi + K\Phi^v, L\Phi + K\Phi^v) = LC(L)^T + KR(K)^T ,
\]
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i.e., the covariance of $e = L\hat{x} + Kz - x = (I - KH)(\hat{x} - x) + Kv$. Now, let $(\hat{x}^s, \Phi^s)$ denote valid sample representations. As comprised noise terms are sampled according to valid sampling policies and all transformations are linear, it is known from (3.7) that the samples are distributed according to error processes $\Phi^s \sim \sum_{i \in I^s} T^s_i \psi_i$. It remains to show that $\sum_{s \in S} F^s \Phi^s \sim \sum_{s \in S} F^s \hat{x}^s - x = e$. From the asymptotic bilinearity of consistent covariance estimators it follows

$$\lim_{d \to \infty} \hat{C} \left( \sum_{s \in S} F^s \Phi^s \right) = \lim_{d \to \infty} \sum_{s, \tilde{s} \in S} F^s \hat{C}(\Phi^s, \Phi^{\tilde{s}})(F^{\tilde{s}})^\top,$$

where $\lim_{d \to \infty} \hat{C}(\Phi^s, \Phi^{\tilde{s}}) = 0$ for $i \neq \tilde{i}$ and $\lim_{d \to \infty} \hat{C}(\Phi^s, \Phi^{\tilde{s}}) = C^\nu_i$ for $i = \tilde{i}$ due to Definition 3.5. Hence,

$$\lim_{d \to \infty} \hat{C} \left( \sum_{s \in S} F^s \Phi^s \right) = \sum_{s, \tilde{s} \in S} \sum_{i \in I^s \cap \tilde{I}^\tilde{s}} F^s \hat{C}(\Phi^s, \Phi^{\tilde{s}})(T^s_i \hat{C}(\Phi^s, \Phi^{\tilde{s}})(T^s_i)^\top(F^{\tilde{s}})^\top,$$

which corresponds to the true error of $\sum_{s \in S} F^s \hat{x}^s$ according to Theorem 3.17 with (3.35).

**Proof of Lemma 3.2** Consider the distribution $\tilde{\phi} = (\phi^{\nu_1} - E\{\phi^{\nu_1}\})(\phi^{\nu_2} - E\{\phi^{\nu_2}\})$. The natural variance estimator $\hat{v}$ can be construed as the mean of samples $\tilde{\phi}_1, \ldots, \tilde{\phi}_d$ from the distribution $\tilde{\phi}$. Therefore, it holds

$$E\{\hat{v}(\Phi^{\nu_1}, \Phi^{\nu_2})\} = E\left\{ \frac{1}{d} \sum_{i=1}^{d} (\phi^{\nu_1}_i - E\{\phi^{\nu_1}\})(\phi^{\nu_2}_i - E\{\phi^{\nu_2}\}) \right\}$$

$$= \frac{1}{d} \sum_{i=1}^{d} E\{\tilde{\phi}_i\}$$

$$= E\{\phi\}.$$
The desired variance is given by

$$\text{var} \left( \hat{v}(\Phi^{\nu_1}, \Phi^{\nu_2}) \right) = E\left\{ (\hat{v}(\Phi^{\nu_1}, \Phi^{\nu_2}))^2 \right\} - E\{ \hat{v}(\Phi^{\nu_1}, \Phi^{\nu_2}) \}^2 ,$$

where

$$E\{ (\hat{v}(\Phi^{\nu_1}, \Phi^{\nu_2}))^2 \} = E \left\{ \left( \frac{1}{d} \sum_{i=1}^{d} \tilde{\phi}_i \right)^2 \right\} = \frac{1}{d^2} \sum_{i,j=1}^{d} E\{ \tilde{\phi}_i \tilde{\phi}_j \} .$$

From the independence of samples $\tilde{\phi}$, it follows $E\{ \tilde{\phi}_i \tilde{\phi}_j \} = E\{ \tilde{\phi} \}^2$ for $i \neq j$. Thus, it holds

$$E\{ (\hat{v}(\Phi^{\nu_1}, \Phi^{\nu_2}))^2 \} = \frac{1}{d} E\{ \tilde{\phi}^2 \} + \frac{d(d-1)}{d^2} E\{ \tilde{\phi} \}^2 .$$

The desired equation is obtained with

$$\text{var} \left( \hat{v}(\Phi^{\nu_1}, \Phi^{\nu_2}) \right) = \frac{1}{d} E\{ \tilde{\phi}^2 \} + \frac{d-1}{d} E\{ \tilde{\phi} \}^2 - E\{ \tilde{\phi} \}^2 ,$$

where $E\{ \tilde{\phi} \} = \text{var} \left( \phi^{\nu_1}, \phi^{\nu_2} \right)$. □

**Proof of Theorem 3.4** According to Lemma 3.2 it holds

$$\text{var} \left( \hat{v}(\Phi) \right) = \frac{1}{d} \left( E\{ (\Phi - E\{ \Phi \})^4 \} - (\text{var} \{ \Phi \})^2 \right) .$$

Considering the sum representation of the error process (3.7), $E\{ (\Phi - E\{ \Phi \})^4 \}$ equals

$$\sum_{j_1,j_2,j_3,j_4 \in \mathcal{I}} T_{j_1} \cdots T_{j_4} E\{ (\phi^{\nu}_{j_1} - E\{ \phi^{\nu}_{j_1} \}) \cdots (\phi^{\nu}_{j_4} - E\{ \phi^{\nu}_{j_4} \}) \} .$$

From the independence of noise terms, it follows that the expectation term can be separated into terms with different indices. Terms with a single occurrence of an index, e.g., $j_1 \notin \{j_2, j_3, j_4 \}$, vanish as
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\[ \text{E}\{\phi' - \text{E}\{\phi'\}\} = 0. \] Therefore, only terms with (two times) two and four equal indices must be considered. The combinations with two different indices appear \( \binom{4}{2} = 6 \) times, amounting to the following sum

\[ 3 \cdot \sum_{j_1 \neq j_2 \in I} (T_{j_1})^2 (T_{j_2})^2 \text{var}(\phi'_{j_1}) \text{var}(\phi'_{j_2}). \]

The fourth order terms emerge only once per noise term, where \( \text{E}\{(\phi' - \text{E}\{\phi'\})^4\} = (\text{var}(\phi'))^2 \) for the modified Bernoulli distribution. Hence, the first part of the expected Frobenius norm is given by

\[ \text{E}\{(\phi - \text{E}\{\phi\})^4\} = 3 \cdot \sum_{j_1 \neq j_2 \in I} (T_{j_1})^2 (T_{j_2})^2 \text{var}(\phi'_{j_1}) \text{var}(\phi'_{j_2}) + \sum_{j \in I} (T_j)^4 (\text{var}(\phi'))^2. \]

Considering the variance of the estimate, which is given by

\[ (\text{var}(\phi))^2 = \left( \sum_{j \in I} (T_j)^2 \text{var}(\phi') \right)^2 = \sum_{j_1, j_2 \in I} (T_{j_1})^2 (T_{j_2})^2 \text{var}(\phi'_{j_1}) \text{var}(\phi'_{j_2}), \]

the variance specified in Lemma 3.2 simplifies to

\[ \text{var}(\hat{v}(\Phi)) = \frac{2}{d} \sum_{j_1 \neq j_2 \in I} (T_{j_1})^2 (T_{j_2})^2 \text{var}(\phi'_{j_1}) \text{var}(\phi'_{j_2}) = \frac{2}{d} \left( (\text{var}(C))^2 - \sum_{j \in I} (T_j)^4 (\text{var}(\phi'_j))^2 \right), \]

which concludes the proof. \( \square \)

**Proof of Lemma 3.5** It holds

\[ \text{tr} \left\{ \text{Cov}(\hat{C}) \right\} = \text{tr} \left\{ \text{E}\{(\hat{E})^2\} \right\} - \text{tr} \left\{ \text{E}^2 \right\}, \quad (B.1) \]
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where \( \hat{\mathbf{E}} = \frac{1}{d} \sum_{i=1}^{d} (\hat{\phi}_i - E\{\phi\})^2 \). Therefore, it holds

\[
E\{\hat{\mathbf{E}}(\hat{\mathbf{E}})^\top\} = \frac{1}{d^2} \sum_{i,j=1}^{d} E\{(\phi_i - E\{\phi\})^2(\phi_j - E\{\phi\})^2\} .
\]

For independently generated samples \( i \neq \tilde{i} \), the sum terms are given by

\[
E\{(\phi_i - E\{\phi\})^2(\phi_\tilde{i} - E\{\phi\})^2\} = E\{(\phi_i - E\{\phi\})^2\} E\{(\phi_\tilde{i} - E\{\phi\})^2\} = E^2 .
\]

If \( i = \tilde{i} \), \( E\{(\phi_i - E\{\phi\})^2(\phi_i - E\{\phi\})^2\} \) is obtained by

\[
E\{(\phi_i - E\{\phi\})^2(\phi_\tilde{i} - E\{\phi\})^2\} = E\{(\phi_i - E\{\phi\})^2\} E\{(\phi_\tilde{i} - E\{\phi\})^2\} = E^2 .
\]

The claim follows with (B.1). \( \square \)

Proof of Theorem 3.6 From Lemma 3.5 it is known that \((\mathbf{1})^\top \hat{\mathbf{C}} \mathbf{1}\) is to be minimized. Without loss of generality, let \( E\{\phi\} = 0 \). Then,

\[
(\mathbf{1})^\top \hat{\mathbf{C}} \mathbf{1} = (\mathbf{1})^\top E\{(\bar{\phi})^2\} \mathbf{1} ,
\]

where

\[
\rho = ([\phi]_\rho)^2 , \rho \in \{1, \ldots, n_x\} .
\]
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Let $\tilde{C}$ denote the positive semi-definite covariance of $\tilde{\phi}$ with $\tilde{C} = E\{\tilde{\phi}^2\} - E\{\tilde{\phi}\}^2$. It holds $E\{\tilde{\phi}\} = \text{diag}(E)$, and thus, $E\{(\tilde{\phi})^2\} = \tilde{C} + E^2$. Therefore, $(1)^\top E\{(\tilde{\phi})^2\}1$ is minimized when $(1)^\top \tilde{C}1 = 0$, i.e., when $\tilde{\phi}$ is deterministic.

From Theorem 3.4 it is known that $([\tilde{\phi}_\rho]^2, \rho \in \{1, \ldots, n_x\}$ is deterministic for Bernoulli distributed samples, i.e., the diagonal of $\tilde{C}$ is 0, which implies that the entire covariance is 0. The claim follows as the multivariate modified Bernoulli distribution satisfies $E\{(\tilde{\phi} - E\{\tilde{\phi}\})^2\} = E$. 

□
Convexity of Generalized Covariance Intersection

Proof of Theorem 3.15 Let the variables be defined as in Theorem 3.14 and let $\bar{P}_b = (\Omega)^{-1} \bar{C}_b$ denote the joint space segmentation into weighting terms and corresponding (uninflated) covariances. For weights $\{\omega^s\}_{s \in S}$, the derivative of the fused covariance bound is obtained with basic matrix calculus, e.g., with [130], as

$$\frac{\partial \bar{P}}{\partial \omega^s} = - \bar{P}^{-1} \partial (\bar{P})^{-1} \omega^s 1 \bar{P},$$

where

$$\frac{\partial (\bar{P})^{-1}}{\partial \omega^s} = - (\bar{P})^{-1} \frac{\partial (\Omega)^{-1}}{\partial \omega^s} \bar{C}_b (\bar{P})^{-1}.$$

Let $\bar{C}^s_b$ denote the joint space matrix that has the same entries as $\bar{C}_b$ in the $s$-th diagonal block and is zero otherwise. Then,

$$\frac{\partial (\Omega)^{-1}}{\partial \omega^s} \bar{C}_b = - \frac{1}{(\omega^s)^2} \bar{C}^s_b$$

and thus, the derivative of the bound of the fused estimate is given by the negative definite matrix

$$\frac{\partial \bar{P}}{\partial \omega^s} = - \frac{1}{(\omega^s)^2} \left( \bar{P}^{-1} \partial (\bar{P})^{-1} \right) \bar{C}^s_b \left( \bar{P}^{-1} \partial (\bar{P})^{-1} \right)^\top.$$
Appendix C. Convexity of Generalized Covariance Intersection

Let $G^s$ denote an auxiliary variable with $G^s = (\omega^s)^{-2}P_1^T(\bar{P})^{-1}$. With

$$\frac{\partial(P_1^T(\bar{P})^{-1})}{\partial \omega^s} = \frac{\partial P_1^T}{\partial \omega^s}P_1^T(\bar{P})^{-1} + P_1^T\frac{\partial(\bar{P})^{-1}}{\partial \omega^s} = G^s C_b^s((\bar{P})^{-1} - (\bar{P})^{-1}P_1^T(\bar{P})^{-1})$$

and the symmetry of $\frac{\partial P_1}{\partial \omega^s}$, the subsequent application of the chain rule leads to second derivatives

$$2 \cdot G^s(\omega^s C_b^s - C_b^s(\bar{P})^{-1}C_b^s + C_b^s(\bar{P})^{-1}P_1^T(\bar{P})^{-1}C_b^s)(G^s)^T$$

for $\frac{\partial^2 P_1}{\partial (\omega^s)^2}$ and

$$G^s(\Phi^s(\bar{P})^{-1}P_1^T(\bar{P})^{-1}\Phi^s - \Phi^s(\bar{P})^{-1}\Phi^s)(G^s)^T + (\cdot)^T$$

for $\frac{\partial^2 P_1}{\partial \omega^s \partial \omega^s}$. Therefore, the Hessian matrix is given as the sum $\mathcal{H} = \tilde{\mathcal{H}} + (\mathcal{H})^T$, where $\mathcal{H}$ equals

$$G(\Phi^s(\bar{P})^{-1}P_1^T(\bar{P})^{-1}(G\Phi)^T + G\Omega\Phi(G)^T - G(\Phi(\bar{P})^{-1}(G\Phi)^T,$$

and

$$G(\Phi = \begin{pmatrix} G^s \Phi^s \\ \vdots \\ G^s \Phi^s \end{pmatrix} \quad \text{and} \quad \Omega(\Phi = \begin{pmatrix} \omega^s \Phi^s & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & \omega^s \Phi^s \end{pmatrix}. $$

For positive semi-definite $\bar{C}$ it holds

$$(\bar{P})^{-1} = (\bar{C} + \bar{P}_b)^{-1} \leq (\bar{P}_b)^{-1}$$

and therefore,

$$G(\Phi(\bar{P})^{-1}(G\Phi)^T \leq G(\Phi(\bar{P}_b)^{-1}(G\Phi)^T.$$
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With \( \Phi^s(\bar{P})^{-1}\Phi^\bar{s} = 0 \) for \( s \neq \bar{s} \) and \( \Phi^s(\bar{P})^{-1}\Phi^\bar{s} = \omega^s\Phi^{s} \) for \( s = \bar{s} \), it holds

\[
G\Omega\Phi(G)^\top - G\Phi(\bar{P})^{-1}(G\Phi)^\top \geq 0 ,
\]

which proves that \( \tilde{H} \geq 0 \). Therefore, the Hessian matrix is positive semi-definite. As

\[
\frac{\partial^2 \text{tr}\{P\}}{\partial \omega^s \partial \omega^\bar{s}} = \text{tr}\left\{ \frac{\partial^2 P}{\partial \omega^s \partial \omega^\bar{s}} \right\} ,
\]

convexity follows when the trace joint covariance matrix

\[
\tilde{C}^{tr} = \begin{pmatrix}
\text{tr}\{C^{s1}\} & \ldots & \text{tr}\{C^{s1sS}\} \\
\vdots & \ddots & \vdots \\
\text{tr}\{C^{ss1}\} & \ldots & \text{tr}\{C^{S}\}
\end{pmatrix}
\]

is positive semi-definite. Let \( \sigma^s \) denote vectors with standard deviations for covariances \( C^s \), and let \( R^{s\bar{s}} \) denote the respective correlation matrices such that \( C^{s\bar{s}} = \text{diag}(\sigma^s)R^{s\bar{s}}\text{diag}(\sigma^{\bar{s}}) \). It holds \( \text{tr}\{C^{s\bar{s}}\} = (\sigma^s)^\top \text{diag}(\rho^{s\bar{s}})\sigma^{\bar{s}} \), where \( \rho^{s\bar{s}} = \text{diag}(R^{s\bar{s}}) \) denotes the diagonal of the correlation matrices. Hence, the trace joint covariance matrix is given by

\[
\tilde{C}^{tr} = (\Sigma)^\top \begin{pmatrix}
\text{diag}(\rho^{s1}) & \ldots & \text{diag}(\rho^{s1sS}) \\
\vdots & \ddots & \vdots \\
\text{diag}(\rho^{s1sS}) & \ldots & \text{diag}(\rho^{sS})
\end{pmatrix} \Sigma ,
\]

where

\[
\Sigma = \begin{pmatrix}
\sigma^1 & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & \sigma^{sS}
\end{pmatrix} .
\]
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Therefore, $\bar{C}^{tr} \geq 0$, i.e., the claim is satisfied, if the joint correlation matrix $R_{diag}$ is positive semi-definite.\(^1\) Now consider the permutation of elements $\pi$ such that $\bar{\sigma}^{\pi_i} = (\bar{\sigma}_1^{i}, \ldots, \bar{\sigma}_S^{i})^\top$ and let $R_{diag}^{\pi}$ denote the respective joint correlation matrix. Then, $R_{diag}^{\pi}$ is a block diagonal matrix with blocks

$$
\begin{pmatrix}
[R^{s_1}]_{ii} & \cdots & [R^{s_1s}]_{ii} \\
\vdots & \ddots & \vdots \\
[R^{s_Ss_1}]_{ii} & \cdots & [R^{s_S}]_{ii}
\end{pmatrix}.
$$

The blocks are correlation matrices of permuted random variables. Therefore, they are positive semi-definite. Hence, the matrix $R_{diag}^{\pi}$ and its permuted counterpart $R_{diag}$ are positive semi-definite, which concludes the proof. \(\square\)

\(^1\)The removal of entries from a correlation matrix does in general not yield a valid correlation matrix. Consider for example three fully correlated scalar values with positive semi-definite joint correlation matrix consisting of only ones. When one of the entries (and its symmetric counterpart) in the correlation matrix is set to zero, the matrix is no longer positive semi-definite.
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