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Abstract

Verification of concurrent programs still poses one of the major challenges in computer science. Several techniques to tackle this problem have been proposed. However, they often do not scale. We present an adaptation of the rely/guarantee methodology in dynamic logic. Rely/guarantee uses functional specification to symbolically describe the behavior of concurrently running threads: while each thread guarantees adherence to a specified property at any point in time, all other threads can rely on this property being established. This allows to regard threads largely in isolation—only w.r.t. an environment constrained by these specifications. While rely/guarantee based approaches often suffer from a considerable specification overhead, we complement functional thread specifications with frame conditions.

We will explain our approach using a simple, but concurrent programing language. Besides the usual constructs for sequential programs, it caters for dynamic thread creation. We define semantics of concurrent programs w.r.t. an underspecified deterministic scheduling function.

To formally reason about programs of this language, we introduce a novel multi-modal logic, Concurrent Dynamic Trace Logic (CDTL). It combines the strengths of dynamic logic with those of linear temporal logic and allows to express temporal properties about symbolic program traces. We first develop a sound and complete sequent calculus for the logic subset that uses the sequential part of the language, based on symbolic execution. In a second step, we extend this to a calculus for the complete logic by adding symbolic execution rules for concurrent interleavings and dynamic thread creation based on the rely/guarantee methodology. Again, this calculus is proven sound and complete.
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Chapter 1

Concurrent Programs

Today, in the 21st century, software systems are behind almost any process of everyday life—business or private. With the ever-growing amount of sensitive data they handle, and the connectedness of the world, we are in need of precise and enforceable security mechanisms. The recent discoveries of security threats induced by badly designed software, such as the Heartbleed bug, have demonstrated the demand for a rigorous security assessment in software development. This does not only concern domains with traditionally high assurance demands, such as banking or aeronautics, but also private communication.

At the same time, software systems have become more and more complex. Established concepts for modularization or information hiding, such as object orientation, facilitate the designers’/implementors’ work; but raise the complexity for analyzing such a system. Parallelization has become a major paradigm in computer development. And many software faults are linked to an inferior understanding of concurrent program semantics.

In this chapter, we introduce our target concurrent language. Besides the usual constructs for sequential execution, it features a fork statement to spawn a fresh thread. We will develop denotational semantics for sequential programs and subsequently for concurrent programs. Concurrent programs consist of a set of threads, that each executes a sequential program that is interleaved by the environment. Concurrent changes to the shared memory are modeled explicitly in the program code through explicit release points and an explicit—yet underspecified—scheduling function.

The semantics defined in this chapter is agnostic concerning analysis techniques. This will serve as the foundation for the dynamic logic to be introduced in Chap. 2, and for Chap. 3 on modular reasoning about concurrent programs using rely/guarantee. We start by reviewing the established concepts of concurrency and by explaining the foundations of our approach.
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1.1 Sequential and Concurrent Programs

Concurrent computer systems have existed for a long time. But it is only recently (i.e., since the late 2010s) that many end-user systems are concurrent. Precise semantics-based analysis is justified. We have powerful state of the art techniques for specification and verification of sequential programs. These are mature enough to be lifted to the concurrent setting.

Sequential programs run on single processors. Concurrent programs in general can be modelled as a collection of processes—that may each be described like sequential programs—some (implicit or explicit) channels. The central advantage of concurrent programs is that they can be actually executed in parallel on physically separate processor. This concurrency model is usually found in distributed systems, where each processor maintains its own memory and cannot interfere directly with the other processes. Instead, they communicate asynchronously through message passing using explicit channels.

Time share parallelism, on the other hand side, runs on one (or more) shared processors, with the next to-be-dispatched process to be determined by a scheduler. Processes may be preempted in order for other processes to be executed in between. In most systems this interleaving can occur at any point in time during the execution. In some systems the program states in which interleaving is possible are restricted. An example is the cooperative scheduling paradigm using explicit release points [Dovland et al., 2005] in the Abstract Behavioral Specification (ABS) language [Johnsen et al., 2010].

Most time share systems also share memory. This means that the functional behavior of one process may be influenced by another one (and the scheduler itself): one process writes a location that another one reads. These kind of processes cannot be assessed independently. While modern desktop computers have multiple processor cores, these are not (purely) distributed, but form a time share system that particularly shares the main memory [3]. Processes that share processors and memory are also called threads, designating this kind of concurrency as multi-threading. This thesis is dedicated to the multi-threading paradigm as it is used in the Java language, amongst others.

All kinds of programs can be described by their observable behavior. For sequential programs it suffices to describe the relation between initial and terminal system states (or between a multitude of possible states). Even for sequential programs, the exact definitions of observable behavior widely diverge, e.g., regarding termination, exceptions, heap structures, or side effects, etc. Modules of sequential programs are (public) procedures. The techniques for modular reasoning about sequential programs are design by contract, behavioral subtyping, etc.

[3] Each processor may have private memory in caches, etc.
Concurrent programs may allow more observations. “The key to formu-
lating compositional proof methods for concurrent processes is the realisation
that one has to specify not only their initial-final state behaviour, but also
their interaction at intermediate points.” [de Roever et al., 2001].

Processes in shared memory systems tend to interfere with each other.
While some interactions are certainly benign—otherwise there would be
little benefit in concurrency—their scope cannot be restricted in general.
Thus, the goal is to harness concurrent modifications. Specifications help to
describe functional behavior. But we also need to ensure that “nothing else
changes.” In sequential programs, this frame problem [Borgida et al., 1993]

is well known.

Computing all possible interleavings for concurrent systems is far from
being feasible. This is known as the global method [de Roever et al., 2001].
Its complexity is clearly exponential in the number of concurrent processes
(with the number of local descision points in each process being the base of
that power). The technique by Owicki and Gries [1976] was the first to be
symbolic and has only linear complexity in the number of processes. It is
based on traditional local correctness proofs in Hoare logic plus additional
noninterference proofs. The rely/guarantee technique [Jones, 1983; Xu
et al., 1997] completely relies on modular specification and is compositional.
Assumption/commitment [Misra and Chandy, 1981] is a similar technique
for distributed systems with message passing.

1.2 Approach Overview

In this thesis we consider a simple concurrent imperative language, that we
call deterministic While-Release-Fork (dWRF). It extends the sequential
language presented by Beckert and Bruns [2013] with interleavings and
dynamic thread creation. It is ‘Java-like’ in the sense that it uses both local
and global variables (aka. fields) and that an arbitrary number of sequential
program fragments 4 can be executed concurrently. dWRF distinguishes
between local variables with atomic assignments and global variables with
assignments inducing (local) state transitions. The rationale behind this
is that, in a concurrent setting, only global memory can be observed by
the environment. Expressions do not have side effects. New threads can
be spawned in a simple fork statement, that names the thread to create,
but does not have parameters. Synchronization is not considered at the
moment and will be left to future work. We introduce the syntax of dWRF
in Sect. 1.4.

4Throughout this thesis, we will use the term ‘program’ for sequential program fragments
(or, ‘blocks’ in Java). This is the usual notion of programs in the context of dynamic
logics. We will sometimes use ‘system of (sequential) programs’ to denote entities that are
considered ‘programs’ in other contexts. Since we do not introduce method calls in our
simple language, this distinction is not essential.
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Other Java features such as objects, arrays, types, or exceptions are not of relevance to our discourse. These are largely orthogonal (cf., e.g., Stäck et al. [2001]) and could be added without invalidating the central results. All such features can be added in principle, but we keep the programming language simple for the presentation in this chapter.

We conjecture that write actions are immediately visible to the environment. On the other hand side, concurrent changes induced by the environment only appear in the semantics when they actually may have an effect, namely upon read actions or termination. In order to extend the language defined by Beckert and Bruns [2013] in a conservative manner, we do not alter the semantics of read actions. Instead, we introduce explicit release points [Dovland et al., 2005]. Release points denote that a thread voluntarily releases control and the scheduler may select another thread. We represent this through explicit release statements, which semantics is defined through the local semantics of the environment threads. All other program statements are not affected by the environment. While in reality, interleavings may occur at any point in time, this setup is sufficient to model such systems, while it greatly reduces the number of program states in which we must expect interleavings.

For this chapter, we just assume that release statements may appear in the code. Later, in Sect. 3.2.1, we explain how purely sequential programs can be explicitly instrumented with release statements at the relevant interleaving points to model the behavior of actual concurrent programs.

The semantics of dWRF is meant to extend the semantics of the sequential language by Beckert and Bruns [2013] in a conservative way. However, in contrast to Beckert and Bruns [2013], we model global memory using an explicit (ghost) program variable heap, as explained in Sect. 1.5. The semantics of heap is a mapping from global variable names to values. This modeling caters both for abstract anonymization (i.e., havocking) on (possibly underspecified) parts of the heap and for a convenient comparisons of the entire memory, that we need for the techniques presented in Chaps. 3. Program semantics with explicit heap representations have been used in Weiss [2011], for instance. We extend Weiss’ approach with a second variable heap’ to denote the heap in the previous state, that we use to represent two-state invariants in the rely/guarantee approach in Chap. 3.

1.3 Scheduler Assumptions

Our approach is widely scheduler agnostic. Validity of program properties will be defined in Sect. 1.6 w.r.t. (almost) any scheduler; we only make the following fundamental assumptions. A formalization of these properties will...
1.3. Scheduler Assumptions

1. The number of active threads is always finite.

2. In any state in which at least one thread is active, i.e., a thread that is not yet terminated the scheduler selects an active thread. Without loss of generality, we assume that there is always an active thread, at least a synthetic ‘idle’ thread that infinitely loops with ineffective global writes.

3. The scheduling itself, i.e., selecting an active thread, does not change the global heap state. This means that a schedule is just a function on states, and thus deterministic. This should not impose a loss of generality as any set of nondeterministic schedulers can be simulated through a set of deterministic schedulers. There already are formalizations of concurrent program semantics using deterministic schedulers in the literature, e.g., by Beckert and Klebanov [2013]. In fact, indeterminism does not offer more expressiveness as we only consider properties that are valid for any deterministic scheduler and any indeterministic scheduler can be simulated by a set of deterministic schedulers.

4. The scheduler is fair. By ‘fair’ we understand the property that every thread will be chosen sufficiently often to terminate—or infinitely often. Given assumption 1, an equivalent phrasing is that any thread is selected at least once within finite time. This does not seem to ban us from modeling real world schedulers. As mentioned by Beckert and Klebanov, Java schedulers are “statistically fair,” which means effectively fair in almost any practical situation. From a theoretical point, this assumption makes validity definitions simpler and more consistent. Taking the possibility into account that an interleaving may not return, would effectively introduce a kind of indeterminism.

For information flow, it will be interesting whether the scheduler can work on high data. We assume an attacker model where the attacker is

---

Footnotes:

6 Thread suspension is not yet considered.
7 There may be a special thread that does the actual calculations for a schedule and changes the state accordingly. In particular, we can assume that the exact same program state cannot be reached twice.
8 Dropping fairness would require to relax the semantics of properties on programs, leading only to partial correctness. An approach would be to introduce a special program ‘state’ that is unreachable and in which any formula is vacuously true. Such a definition would be very disturbing to our logic as there cannot be a regular program state with this properties. It would have to be treated explicitly in every definition. The logic of Beckert and Bruns [2013] is particularly well-behaved because of the (one) modality being dual to itself (i.e., it is invariant under negation). Such a property would be lost.
in control of threads, but not the scheduler. This means that an attacker cannot distinguish why/in which state its threads are scheduled or not—even in case the scheduler schedules using confidential information.

1.4 Target Programing Language

In this section, we introduce our target programing language deterministic While-Release-Fork (dWRF).\(^9\) The sequential language constructs are assignments, conditional branching, and conditional loop statements. Additional constructs for concurrency are forking and release statements. Programs are sequences of statements. The (mathematical) integers and boolean are the only data type for program variables. Expressions can be of types integer or boolean; they do not have side effects. Integer operators are unary minus, addition, multiplication, division and modulo. The program language does not contain features such as functions and arrays; and there are no object-oriented features. The only special feature is the distinction between local variables (written in lowercase letters) and global variables (written in uppercase). We assume that local variable names are unique; in particular, there are no name clashes between threads.

Program expressions are typed. We use pairwise disjoint types \( \mathbb{Z} \) (integers) and \( \mathbb{B} \) (boolean). We assume disjoint sets \( LVar \) of local program variables and \( GVar \) of global program variables to be given.

**Definition 1.1** (Program expressions). Program expressions of type \( \mathbb{Z} \) are constructed as usual over integer literals, local and global variables, and the operators \(+\), \(-\), \(*\), \(/\), and \(\%\). Program expressions of type \( \mathbb{B} \) are constructed using the relations \(==\), \(>\), and \(<\) on integer expressions, the boolean literals \(\text{true}\) and \(\text{false}\), and the logical operators \(\&\&\), \(||\), and \(!\). A program expression is _simple_ if it does not contain global variables.

As will be explained in Sect. 1.6, we consider assignments to global variables to be the only program statements that lead to a new observable state. To ensure that there cannot be a program that gets stuck in an infinite loop without ever progressing to a new observable state, we demand that every loop contains an assignment to a global variable.\(^{10}\) Expressions on the right hand side of global assignments and conditions for if or while statements must be simple. The right hand side of local assignments may refer to at most one global variable.

We extend the core language introduced by Beckert and Bruns [2013] with two additional statements _release_ and _fork_ that represent explicit thread release and thread creation, respectively. By instrumenting a sequential

---

\(^9\)It is pronounced [dWRF].

\(^{10}\)This technical restriction can easily be fulfilled by adding ineffective assignments.
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Table 1.1: Syntax of sequential dWRF programs. Local and global program variables are represented by rules \( v \) and \( G \), respectively.

\[
\begin{align*}
  z &::= \quad z + z | \quad z - z | \quad z * z | \quad z / z | \quad z % z | \quad v | \quad G | \quad 0 | \quad 1 | \ldots \\
  b &::= \quad \text{true} | \quad \text{false} | \quad b \land b | \quad b \lor b | \quad \neg b | \quad z < z | \quad z > z | \\
  x &::= \quad z | \quad b \\
  \pi &::= \quad G = x | \quad v = x | \quad \pi; \pi | \quad \text{if } (b) \{ \pi \} \text { else } \{ \pi \} | \quad \text { while } (b) \{ \pi \} | \quad \text{release} | \quad \text{fork } f
\end{align*}
\]

Program with the \texttt{release} statement, we simulate interleavings in a concurrent program, as explained in Sect. [3.2.1]

**Definition 1.2** (dWRF syntax). A statement is one of the following:

- **local assignment**: \( v = x \); where \( v \) is a local variable and \( x \) is an expression of the same type not containing reference to more than one global variable
- **global assignment**: \( F = x \); where \( F \) is a global variable and \( x \) is a simple expression of the same type
- **conditional**: \( \text{if } (b) \{ \pi_0 \} \text { else } \{ \pi_1 \} \) where \( b \) is a simple boolean expression and \( \pi_0, \pi_1 \) are programs
- **loop**: \( \text{while } (b) \{ \pi \} \) where \( b \) is a simple boolean expression and \( \pi \) is a program containing at least one global assignment
- **thread release**: \texttt{release};
- **thread creation**: \texttt{fork } \( f \); where \( f \) is a new thread

**Definition 1.3.** A sequential program, or just ‘program’ for short, is a finite sequence of statements. The set of sequential programs is denoted by \( \text{Prg} \). Programs not containing \texttt{release} or \texttt{fork} are called noninterleaved. A concurrent program \( \Pi \) is a finite set of sequential programs, \( \Pi \in 2^{\text{Prg}} \).

Table [1.1] displays the syntax of sequential programs. The language of [Beckert and Bruns 2013] is not strictly included in this, as it permits nonsimple expressions to appear as guards or the right hand side of global assignments. Nevertheless, any [Beckert and Bruns 2013] program can be transformed into an equivalent program in the intersection by adding local assignments; see Lemma [1.9].

**Example 1.4.** The following line shows a small (noninterleaved) program, that reads two integers from global variables \( A \) and \( B \) and writes the minimum to a third global variable \( C \).
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\[ x = A; \ y = B; \ \text{if} \ (x < y) \ \{ \ C = x; \} \ \text{else} \ \{ \ C = y; \} \]

The following, shorter line is not a valid dWRF program since the statements in the conditional and on the right hand side of the global assignments to \( C \) are not simple. Yet, both are equivalent in the language presented by Beckert and Bruns [2013].

\[ \text{if} \ (A < B) \ \{ \ C = A; \} \ \text{else} \ \{ \ C = y; \} \]

1.5 Representing Memory and Threads

We now lay the foundations for defining a semantics for dWRF. There are essentially two possibilities of representing computer memory in semantics and logic:\[11\] 1. to represent each memory location by a function symbol\[12\] or 2. to use a dedicated theory of storage and update a special variable representing the current memory state.

While Hoare logic and classical dynamic logic [Harel, 1979] pursue the former approach and use function symbols for each memory location,\[13\] the concept of having just one mathematical object to represent the whole memory of a computer system has been proven to be more convenient in many regards. It does allow to specify dynamically allocated memory—in particular recursively defined data structures—in a modular way; and it allows to specify information flow properties [Scheben and Schmitt, 2012]. Instead of enumerating all the locations that are unchanged, we can just quantify over them. In Chap. 3 we show that with an explicit heap we can express two-state invariants conveniently. Such explicit heap modeling appears in [Poetzsch-Heffter and Müller, 1999; Stenzel, 2005; Barnett et al., 2005; Smans et al., 2008; Leino, 2010; Leino and Rümmer, 2010; Weiß, 2011].

To represent the heap on the semantical level, we introduce special program variables \texttt{heap} and \texttt{heap}'\texttt{,} that must not appear in programs.\[14\] Their semantics is a partial function from global variables to values. Upon every state change, induced by a write action, the values of \texttt{heap} an \texttt{heap}' are updated.

\[11\] The reader may excuse that this section anticipates logic to some extend, that is meant to appear in Chap. 2. On the other hand side, the logic representation is strongly related to the modeling issues that are discussed here.

\[12\] Although it may sound confusing, program variables are considered (nonrigid) constants, i.e., 0-ary functions, in this context.

\[13\] This approach was also taken in earlier versions of the KeY system, see [Beckert, 2001; Beckert et al., 2007b].

\[14\] They can be described as ghost variables, thus.
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**Reasoning about heaps** is provided through the explicit heap theory of [Weiß 2011](#), that is already implemented in the KeY verification system from version 2.0 onwards. It compromises of the three data types Field (representing the syntactical entity of the same name in program code, denoted by $F$), LocSet (representing finite sets of locations, denoted by $L$), and Heap (representing a mapping from the set of all locations to values, denoted by $H$). For most of this dissertation, we identify the terms ‘location’ and ‘field’ with each other, since we do not have the notion of objects\(^{15}\).

The field data type contains only a finite number of constants. The signature of the location set data type is the same as for standard (finite) sets; it includes a constructors empty set $\emptyset$ and singleton $\{\ell\}$ (with a location $\ell$), the binary set operators $\cup$ (union), $\cap$ (intersection), and $\setminus$ (set minus); as well as the unary set operator $\ell^c$ representing the complement in the set of all locations\(^{16}\). The predicate $\in$ indicates whether a field is in a location set. For convenience, we write $\{x_0, x_1, \ldots, x_n\}$ as shorthand for $\{x_0\} \cup \{x_1\} \cup \ldots \cup \{x_n\}$.

The heap data type is a coalgebraic data type\(^{17}\) with a single observer (or, ‘destructor’) $\text{select}$ and two elementary mutator functions $\text{store}$ and $\text{anon}$ whose semantics are given in terms of $\text{selects}$ on them, which is based on the theory of arrays by [McCarthy 1962](#):\(^{18}\)

(i) $\text{select}(h, \ell)$ of type $\top$, where $h$ is term of type $H$ and $\ell$ (‘location’) of type $F$, representing value retrieval from a location;

(ii) $\text{store}(h, \ell, v)$ of type $H$, where $v$ is a term of any value type (e.g., integer) and $h, \ell$ as above, representing a state change; and

(iii) $\text{anon}(h, L)$ of type $H$, represents a heap that is havoced on all location in the location set $L$, but agrees on $h$ otherwise.

We do not give formal semantics for the LocSet and Heap theories here as they should be intuitively clear; the interested reader is pointed to [Weiß 2011](#) Chap. 5. By abuse of notation, we write logic symbols and their semantical counterpart functions alike.

**Threads** are also represented by semantical objects. The state of currently active threads is recorded in a special variable $\text{threads}$. Like $\text{heap}$, it must not appear in programs. It is updated whenever a fresh thread is forked. It is of type $\mathbb{T}$, that is to be understood as finite, nonempty sets of threads.

---

\(^{15}\) [Weiß 2011](#) defines a location as a pair of a receiver object and a field (which is just an identifier).

\(^{16}\) The set of all locations is a welldefined finite set in this setting since there are only finitely many field constants. In general, the set of locations may not be finite.

\(^{17}\) Confer the introduction to coalgebraic data types by [Jacobs and Rutten 1997](#), for instance.
We assume set theoretical operators present, equivalent to the ones for \( L \) introduced above, that we denote with the same symbols. Like for the above theories, we refrain from overloading this section with formal semantics.

### 1.6 Trace Semantics for Sequential Programs

In this section, we give semantics for noninterleaved sequential dWRF programs. Instead of defining semantics as a relation between initial and final states of an abstract execution of the program (like by Beckert [2001], for instance), we use complete traces of intermediate program states. This will be extended to concurrent program in Sect. 1.7.

Expressions and formulae are evaluated over traces of states (that give meaning to program variables) and variable assignments (that give meaning to logical variables). The domain, denoted by \( D \), contains all semantical values to which an expression can evaluate. It does not depend on the program state (constant domain). The domain can be partitioned into \( D_T \) for a type \( T \). All theories have the usual semantics. In particular the domain of integer expressions is \( \mathbb{Z} \) and the domain of location set expressions consists of sets of locations: \( D_L \subseteq 2^{D_F} \).

In addition to the sets \( LVar \) and \( GVar \), we introduce the disjoint set of ‘special variables’ \( SVar := \{\text{heap, heap}', \text{threads}\} \) that do not appear in programs, but only in semantics.

**Definition 1.5** (Program state). A program state—or simply state for short—is a function \( s : LVar \cup SVar \rightarrow D \) assigning values to program variables. It assigns integer or boolean values to all proper local variables of the appropriate type (i.e., \( s|_{LVar} : LVar \rightarrow D_{\mathbb{Z}} \cup D_{\mathbb{B}} \)), a heap function to the special variables \( \text{heap} \) and \( \text{heap}' \) (i.e., \( s|_{\{\text{heap,heap}'\}} : SVar \rightarrow D_{\mathbb{H}} \)), and a set of threads to the special variable \( \text{threads} \) (i.e., \( s|_{\{\text{threads}\}} : SVar \rightarrow D_T \)).

Instead of the usual mathematical notation \( s(x) \) for function application, we will frequently use the notation \( x^s \), that is common in logic texts. We use the notation \( s\{x \mapsto d\} \) to denote the state that is identical to \( s \) except that the variable \( x \) is assigned the value \( d \in D \), formally \( s\{x \mapsto d\} = \{x \mapsto d\} \cup \{y \mapsto s(y) \mid y \in LVar \cup SVar \setminus x\} \). Likewise, we write \( \tau\{x \mapsto d\} \) (where \( \tau \) is a trace, see below) with the obvious semantics. For global program variables, the special variable \( \text{heap} \) is updated to a new function using the (higher order) function \( \text{store} \), see Sect. 1.5.

**Definition 1.6** (Traces). A computation trace, or just trace for short, \( \tau \) is a non-empty, finite or infinite sequence of (not necessarily different) states. The set of traces is denoted by \( S^* \).

---

18Remember that we do not have subtypes in dWRF.
We use the following notations related to traces:

- \(|\tau| \in \mathbb{N} \cup \{\infty\}\) is the length of a trace \(\tau\). If \(\tau = \langle s_0, \ldots, s_k \rangle\), then \(|\tau| = k + 1\).

- \(\tau_1 \cdot \tau_2\) is the concatenation of traces:
  - If \(|\tau_1| = \infty\), then \(\tau_1 \cdot \tau_2 = \tau_1\).
  - If \(\tau_1 = \langle s_0, \ldots, s_k \rangle\) (finite) and \(\tau_2 = \langle t_0, \ldots \rangle\) (possibly infinite), then \(\tau_1 \cdot \tau_2 = \langle s_0, \ldots, s_k, t_0, \ldots \rangle\).

- \(\tau[i, j)\) for \(i, j \in \mathbb{N} \cup \{\infty\}\) is the subtrace beginning in the \(i\)-th state (inclusive) and ending before the \(j\)-th state:
  - If \(i \geq |\tau|\) or \(i \geq j\), then \(\tau[i, j) = \tau\).
  - If \(i < |\tau| < j\), then \(\tau[i, j) = \tau[i, |\tau|)\) for \(j < \infty\) and \(\tau[i, \infty) = \langle s_i, s_{i+1}, \ldots \rangle\).

- \(\tau[i]\) for \(i \in \mathbb{N}\) is the state at position \(i\) in \(\tau\) (with \(\tau[i] := \tau[0]\) for \(i \geq |\tau|\)).

For convenience, we identify singleton traces with their sole element.

**Computation traces of programs** are defined through small step denotational semantics on observable states. As mentioned above, we consider assignments to global variables to be the only statements that lead to a new observable state. By specifying which variables are local and which are global, the user can thus determine which states are ‘interesting’ and are to be included in a trace. For the feasibility of proving properties about dWRF programs, it is important that not too many irrelevant intermediate states are included in a trace.

**Definition 1.7** (Trace of a noninterleaved program). Given an initial state \(s\), the trace of a noninterleaved program \(\pi\), denoted \(trc_\Sigma(s, \pi)\), is defined by (the greatest fixpoint of):

\[
\begin{align*}
trc_\Sigma(s, \epsilon) & := \langle s \rangle \\
trc_\Sigma(s, x=a; \omega) & := trc_\Sigma(s\{x \mapsto a^*\}, \omega) \\
trc_\Sigma(s, X=a; \omega) & := \langle s \rangle \cdot trc_\Sigma\left(s \begin{array}{l}
\text{heap}' \mapsto \text{heap}^s, \\
\text{heap} \mapsto \text{heap}^s\{X \mapsto a^*\}
\end{array}\right), \omega \\
trc_\Sigma(s, \text{if } (a) \{\pi_1\} \\text{else } \{\pi_2\} \omega) & := \begin{cases} 
trc_\Sigma(s, \pi_1 \omega) & \text{if } s \models a \\
trc_\Sigma(s, \pi_2 \omega) & \text{if } s \not\models a
\end{cases} \\
trc_\Sigma(s, \text{while } (a) \{\pi\} \omega) & := \begin{cases} 
trc_\Sigma(s, \pi \text{ while } (a) \{\pi\} \omega) & \text{if } s \models a \\
trc_\Sigma(s, \omega) & \text{if } s \not\models a
\end{cases}
\end{align*}
\]

where \(\epsilon\) is the empty program and \(\omega\) is a program.
The scheduling function $\Sigma$ (see Sect. 1.7 below) does not have an effect on this definition. We will omit $\Sigma$ whenever it is not relevant to the context. 

**Remark.** Typically, program semantics are defined inductively in terms of (sets of) reachable terminal states (i.e., big step semantics), cf. Beckert et al. [2007b, Sect. 3.3]. Opposed to this, our definition is *coinductive*. In it is based on traces of all reachable states (i.e., small step semantics), which may be infinite. This is why the semantics are defined through the greatest fixpoint of $\text{trc}_\Sigma$ instead of the least fixpoint.

**Example 1.8.** We look again on the program from Ex. 1.4 that reads integers from two global variables and writes the minimum to another global variable:

\[
\begin{align*}
x &= A; \\
y &= B; \\
\text{if } (x < y) \{} \\
\quad &\text{C} = x; \\
\} \text{ else } \{} \\
\quad &\text{C} = y; \\
\end{align*}
\]

Let $s$ be a state with $\text{heap}^s = \{ A \mapsto 5, B \mapsto 7, C \mapsto -1 \}$. Table 1.2 shows the concrete intermediate states that the execution passes through when started in $s$. Not all these states are included in the trace of the program, but only the two states before the global assignment (3) and the terminal state (5). All other states are equivalent to one of them regarding the value of heap.

The following lemma states that the syntactical restrictions regarding global variables imposed on programs (see Def. 1.2) do not lessen expressivity.

**Lemma 1.9.** Let $\pi$ be a noninterleaved ‘program’ with the restrictions on global variables waved, i.e., a program of [Beckert and Bruns 2013]. There is a proper dWRF program $\pi'$ that is equivalent to $\pi$, i.e., $\text{trc}_\Sigma(s, \pi') = \text{trc}_\Sigma(s, \pi)$ for all $s \in S$.

**Proof.** We show the lemma by structural induction over $\pi$. The base case is the empty program. For the step case, assume that for any proper subprogram $\pi_i$ of $\pi$, there is an equivalent dWRF program $\pi'_i$. We have to distinguish between the different kinds of statements:
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\[
\begin{align*}
x &= A; \\
y &= B; \\
\text{if } (x < y) \{} \\
\quad &\text{C} = x; \\
\} \text{ else } \{} \\
\quad &\text{C} = y; \\
\end{align*}
\]

Table 1.2: The intermediate states of a program execution are shown on the right. The states shown in red are included in the program trace.
1.7. Semantics of Concurrent Programs

- $\pi = v = x; \pi_2$: Let $x$ be representable as a function $f_x(g_1, \ldots, g_n)$ where $g_j$ are the global variables in $x$ for some $n \in \mathbb{N}$. Let $\tilde{\pi}_x := v_1 = g_1; \ldots; v_n = g_n$; where the $v_j \in LVar$ are fresh and $\pi' := \tilde{\pi}_x v = f_x(v_1, \ldots, v_n); \pi_2'$. Let $\tilde{s} := s\{v_j \mapsto g_j^j | 0 < j \leq n\}$. Since the $v_j$ are fresh, for all expressions $y$ that do not contain any $v_j$, it is $y^\delta = y^\delta$. It is obvious to see that it follows from the definition of $trc_\Sigma$ for local assignments that the traces of $\pi$ and $\pi'$ are the same.

- $\pi = F = x; \pi_2$: as above.

- $\pi = \text{if} (b) \{\pi_0\} \text{else} \{\pi_1\} \pi_2$: Let $b$ be representable as a function $f_b(g_1, \ldots, g_n)$. Then $\pi' := \tilde{\pi}_b \text{if}(f_b(v_1, \ldots, v_n))\{\pi_0'\} \text{else}\{\pi_1'\} \pi_2'$. Again, the trace equality is obvious.

- $\pi = \text{while} (b) \{\pi_0\} \pi_2$: Let everything be as above. Then $\pi' := \tilde{\pi}_b \text{while}(f_b(v_1, \ldots, v_n))\{\pi_0'\} \tilde{\pi}_b \pi_2'$. We prove the trace equality; it is $trc_\Sigma(s, \pi') = trc_\Sigma(\tilde{s}, \text{while}(f_\tilde{b}(\ldots)) \ldots) = (f_\tilde{b}(\tilde{v}))^\delta$. If $s \models b$, then $trc_\Sigma(s, \pi') = trc_\Sigma(\tilde{s}, \pi_0')$ and we are done. If $s \not\models b$, then $trc_\Sigma(s, \pi') = trc_\Sigma(\tilde{s}, \pi_0' \tilde{\pi}_b \text{while} \ldots)$. Assume $trc_\Sigma(\tilde{s}, \pi_0') = trc_\Sigma(s, \pi_0')$ is finite with final state $\tilde{s}$. Then $trc_\Sigma(s, \pi') = trc_\Sigma(\tilde{s}, \pi_0' \text{while} \ldots) = trc_\Sigma(\tilde{s}, \text{while} \ldots)$ and the fixpoint theorem closes the proof.

### 1.7 Semantics of Concurrent Programs

Above in Def. 1.7 we have given a semantics for the purely sequential part of dWRF, i.e., for noninterleaved programs. In this section, we define semantics for interleaved programs and in turn for concurrent dWRF programs. Remember that interleavings are made explicit in the program code.

At runtime, a concurrent program $\Pi$ is identified with a set $T$ of threads that can be created and a (fair) scheduling function $\Sigma$. Every thread $t \in T$ has an associated sequential program $\pi_t$, which syntactically is one of the members of the concurrent program $\Pi$, modulo renaming of local variables. Without loss of generality, we assume that local variables are unique to one thread. This means that no two threads have the same program. It is reasonable that $T$ contains an infinite number of isomorphic copies of each sequential programs as a reservoir. We can think of the syntactical appearance of sequential programs as templates for these copies. Keeping a reservoir from which fresh objects can be selected, instead of actually creating new ones, is a common modeling technique in the context of dynamic logic (cf. [Beckert et al., 2007b, Sect. 3.6.6]). We refer to the pair $(T, \Sigma)$ as a concurrent system.

Besides the memory state as introduced above, concurrent programs also have a thread state. We will refer to the set $T \subseteq T \cap D_T$ of currently alive threads as the thread pool. Through dynamic thread creation, the thread pool may change throughout program execution. In any reachable program
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state, a thread pool is finite and nonempty. Syntactically, we represent the thread pool by the special variable \( \text{threads} \in S\text{Var} \).

Following our assumptions in Sect. 1.3, the scheduler \( \Sigma \) is a mathematical function—deterministic and without side effects. Depending on the state, it chooses a thread from the thread pool. Without loss of generality, we assume that any run of a concurrent program never reaches the exact same state \( s \) twice, except for the special case that all threads in \( \text{threads}^s \) have terminated.\(^{19}\) The axiom of choice [Zermelo, 1904] guarantees that schedulers do actually exist.

**Definition 1.10.** A scheduler is a function \( \Sigma : S \rightarrow T \) such that \( \Sigma(s) \in \text{threads}^s \) for any state \( s \).

To define the big step semantics of concurrent programs, we need to define a total state transition function \( \sigma \), that also takes into account dynamic thread creation. The thread-local transition function \( \sigma_t \) is equivalent to the computation trace of the noninterleaved program \( \pi_t \). We assume one definite trace here since a sequential program is deterministic. We first extend our definition of program traces for noninterleaved programs in Def. 1.7 to sequential programs that contain fork statements, but not release.

**Definition 1.11** (Computation trace of a forking program; extends Def. 1.7). Let everything be as in Def. 1.7.

\[
\tau_{\tau_{\Sigma}}(s, \text{fork } t; \omega) := \tau_{\tau_{\Sigma}}(s\{\text{threads} \mapsto \text{threads}^s \cup t\}, \omega)
\]

We will complete the definition of program traces for interleaved programs in Def. 1.16 where we add the definition of \( \tau_{\tau_{\Sigma}} \) applied to a release statement, after having developed a semantics for interleavings.

**Definition 1.12.** Let \( \pi_t \) be an interleaved sequential program. Let \( \pi' \) be the program obtained by removing all release statements. Let the trace for \( \pi' \) be given as \( \langle s_0, s_1, \ldots \rangle \). The thread-local state transition function \( \sigma_t : S \rightarrow S \) maps any nonterminal state \( s_i \) to its successor \( s_{i+1} \) and a terminal state to itself in a single step.

We now take the environment into consideration; we assume that it is also deterministic (i.e., it contains other deterministic noninterleaved programs that are executed according to a deterministic scheduler).

**Definition 1.13.**

\(^{19}\)Typically, there is a thread that manages the schedule and performs the necessary computations. Even though all other threads are not advancing to a different global state, we can assume that this thread will.
1. For a concurrent system \((T, \Sigma)\) the system state transition function \(\sigma_\Sigma : S \to S\) denotes a single step of the concurrent program, with \(\sigma_\Sigma(s) := \sigma_t(s)\) where \(t = \Sigma(s)\).

2. The iterated extension of the transition function \(\sigma_\Sigma\) with \(n \in \mathbb{N}\) is defined inductively as \(\sigma_\Sigma^0(s) := s\) and \(\sigma_\Sigma^{n+1}(s) := \sigma_\Sigma(\sigma_\Sigma^n(s))\).

3. The semantical predicate \(\Omega_t(s)\) indicates that \(s\) is a terminal state for thread \(t\), i.e., \(s\) is a fixpoint of \(\sigma_t\). \(\Omega_T(s)\) means \(s\) is terminal for all threads in a thread pool \(T\).

The following definitions are only welldefined for fair schedulers. We define fairness as the property that for every point in time, every alive and not yet terminated thread is called within finite time. For nonterminating threads this means being called infinitely often. In case all threads have terminated, any thread may be chosen ad infinitum.

**Definition 1.14** (Fairness). A scheduler \(\Sigma\) is fair if for every thread pool \(T\) and every thread \(t \in T\) there is exists an \(n \in \mathbb{N}\) such that \(\Sigma(\sigma_\Sigma^n(s)) = t\), for any nonterminal state \(s \in \{s' \in S \mid \neg \Omega_t(s')\}\).

**Definition 1.15** (Macrostep). Let \(\Sigma\) be a fair scheduler. The state transition function \(\sigma_\Sigma^* : S \times T \to S\) describes the macro step between two states in which a thread \(t \in \text{threads}\) is active or all threads have terminated: \(\sigma_\Sigma^*(s, t) := \sigma_\Sigma(s)\) where \(n\) is the smallest natural number such that \(\Sigma(\sigma_\Sigma^n(s)) = t\), or \(\Omega_T(\sigma_\Sigma^n(s))\) with \(T = \text{threads}\).

The state transition function \(\sigma_\Sigma^*(s, t)\) describes the state change that occurs in between atomic steps of a thread \(t\) under investigation. Within the macro step \(\sigma_\Sigma^*\), there is no \(t\)-transition. But in the final state of \(\sigma_\Sigma^*(s, t)\), the scheduler selects \(t\) again, as displayed in the example in Fig. 1.3 on the following page. The fairness assumption guarantees that this minimum actually exists. In the special case that all threads have terminated, the scheduler may select any thread, but the transition is defined as the identity function in any case. Note that we do not need to specify program pointers/active statements in the other threads; this is already encoded in the program state \(s\).

Following these definitions, the thread pool \(T\) has an influence on the computation trace of a program, and thus on the definition of validity. We extend Defs. 1.7 and 1.11 with the release statement, effectively providing a semantics for interleaved sequential programs.

**Definition 1.16** (Computation trace of an interleaved program). Let everything be as in Def. 1.11, but let additionally \(\Sigma\) be a fair scheduler. We additionally define

\[\text{trc}_\Sigma(s, \text{release}; \omega) := \text{trc}_\Sigma(\sigma_\Sigma^*(s, \Sigma(s)), \omega)\]

This is sufficient for termination since we assume no state to be repeated.
This definition of a trace is similar to what [Xu et al. 1997] call a “computation,” that distinguishes between component and environment state transitions, on the one hand. On the other hand, they model concurrency as indeterminism, allowing any enabled transition to be taken, while our definition is based on deterministic program semantics.

The above definition of program traces establishes that the special variable heap’ refers to the previous state heap in a non-trivial trace produced by a valid program:\footnote{There are traces that are not induced by a program for which this statement is not valid.}

**Lemma 1.17.** Let π be a sequential program with a trace τ = trcΣ(s, π) of length |τ| ≥ 2. Then for all i ∈ (0, |τ|), it is heapτ[i] = heapτ[i-1].
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Concurrent Dynamic Trace Logic

Dynamic logic is an established instrument for program verification and for reasoning about the semantics of programs and programming languages. Most dynamic logics, however, consider only sequential programs. In previous work, [Beckert and Bruns, 2013], we have defined Dynamic Trace Logic (DTL), that combines the expressiveness of program logics such as first order dynamic logic with that of temporal logic.

In contrast to standard dynamic logic, which is entirely state-based, we use a notion of program semantics based on traces of program states. In the previous chapter, we have introduced dWRF, a simple programming language with basic support for multithreading. We have defined a trace-based semantics for dWRF, including an interleaving semantics w.r.t. a deterministic scheduler. In this chapter, we define a dynamic logic for dWRF, extending DTL to Concurrent Dynamic Trace Logic (CDTL). A base calculus for pure DTL has been presented by Beckert and Bruns [2012, 2013]. It will be extended to full CDTL in Chap. 3.

The KeY verification system (co-developed by the author) is built on a calculus for JAVADL, a dynamic logic for sequential Java [Beckert 2001, Beckert et al. 2007b]. As these features are mostly orthogonal to those discussed in this chapter, the JAVADL calculus has been used as a basis to extend CDTL to Java and implement the CDTL calculus (a prototypical implementation exists). Additional rules needed to handle full (sequential) Java can be derived from the KeY rules for the $[\cdot]$ modality by analogy. Since a language like Java incorporates a lot of features, in particular object-orientation, and various syntactic sugars, the rule set is quite voluminous (c. 1600 rules) in comparison to simple while languages. These special cases can, however, be reduced to a smaller set of base cases. For instance, the
assignment x=y++ containing a postincrement operator is transformed into two consecutive assignments x=y and y=y+1 during symbolic execution.\textsuperscript{22}

## 2.1 Syntax of Concurrent Dynamic Trace Logic

In this section, we define the syntax of formulae in our target logic, Concurrent Dynamic Trace Logic (CDTL). It is a typed first order dynamic logic with dedicated theories that extends Dynamic Trace Logic (DTL) \cite{beckert2012syntax,beckert2013syntax}. Programs of the deterministic While-Release-Fork (dWRF) language, that we introduced in Chap. 1, give rise to modalities in CDTL.

### Signatures and Expressions

In addition to program variables (cf. Sect. [1.4]), there is a separate set $V$ of logical variables. Logical variables are rigid, i.e., they cannot be changed by programs and—in contrast to program variables—are assigned the same value in all states of a program trace.\textsuperscript{23} Logical variables must not occur in programs. Quantifiers can only range over logical variables and not over program variables.

Expressions are typed. We use pairwise disjoint types $\mathbb{Z}$ (integers), $\mathbb{B}$ (boolean), $\mathbb{H}$ (heaps), $\mathbb{L}$ (location sets), $\mathbb{F}$ (fields), $\mathbb{T}$ (thread pools), and $\mathbb{S}$ (sequences); cf. Sect. [1.5]. There is a common supertype $\top$. Quantified formulae have the shape $\forall x : U. \varphi$ where $U$ is one of the above types. If $U$ is the supertype $\top$, it is omitted. For an expression $x$, its type is denoted by $\text{type}(x)$.\textsuperscript{24} Both local and global program variables always have types $\mathbb{Z}$ or $\mathbb{B}$.

Functions have signatures $A_1 \times \cdots \times A_n \rightarrow B$ where all $A_i$ and $B$ are types. A 0-ary function is called a constant. Predicates have signatures $A_1 \times \cdots \times A_n$, where $n = 0$ is allowed. Both functions and predicates are rigid. The sets of functions and predicates are denoted by $\mathcal{F}$ and $\mathcal{P}$, respectively. The set $\mathcal{S} = \mathcal{LVar} \cup \mathcal{GVar} \cup \mathcal{SVar} \cup V \cup \mathcal{F} \cup \mathcal{P}$ is called the signature of the logic.

In this chapter, the sets of function and predicate symbols are fixed. They contain the usual integer and boolean operators with their standard semantics and the theories of heaps (see Sect. [1.5]) and final sequences.

Final sequences (i.e., tuples of arbitrary size) are represented by the algebraic data type $\mathcal{S}$. The constructors are $\langle \rangle$ (empty), $\langle \cdot \rangle$ (singleton) and

\begin{itemize}
\item This is what actually happens inside the Java Virtual Machine, cf. \cite{lindholm2014java} Sect. 3.11).
\item Rigid variables are essential to the expressiveness of the logic. Without them it would be impossible to compare values in different states. E.g., expressing ‘X has increased by 1’ requires to introduce a rigid variable $u$ which in every state evaluates to the prestate value of X.
\item Later, we overload the function $\text{type}$ to map semantical objects to their type.
\end{itemize}
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⊕ (concatenation). We use the two observer functions \(|·|\) (length) and \(·[i]\) (random access at position \(i\), where \(i\) is an expression of type \(\mathbb{Z}\); postfix operator). For longer sequences, we write \(⟨x_0, x_1, \ldots, x_n⟩\) as shorthand for \(⟨x_0⟩ ⊕ ⟨x_1⟩ ⊕ \cdots ⊕ ⟨x_n⟩\).

**Definition 2.1** (Logic expressions). Logic expressions of type \(\mathbb{Z}\) are constructed as usual over integer literals, program variables, logical variables, and the operators +, −, *, /, %. Expressions of type \(\mathbb{B}\) are constructed using the relations =, >, < on integer expressions, the boolean literals true and false, and the logical operators ∧, ∨, ¬.

Expressions of type \(\mathbb{S}\) are constructed using the operators ⟨·⟩, ⊕, |·|, and ·[]. Expressions of types \(\mathbb{F}\), \(\mathbb{L}\), \(\mathbb{H}\), and \(\mathbb{T}\) are constructed using the special variables heap and heap'; and the operators ∅, {·}, ∈, \(\cup\), \(\setminus\), \(\cap\), select, store, and anon as described above in Sect. 1.5.

Integer and boolean logic expressions are constructed similar to their program expression counterparts (cf. Def. 1.1). They may additionally contain logical variables and ‘special’ variables. They must contain not global program variables. Instead, they may refer to the special program variable threads. For a concise representation, we pairwise identify the literals and operators of program and logic expressions, e.g., the symbols && and ∧ denote the same operator. We display them in program style (using typewriter font) when they appear inside of programs and in math style when appearing outside.

**Definition 2.2** (State updates). For \(i ∈ [0, n]\), let \(x_i\) be a local program variable, and let \(a_i\) be an expression. Then, \{\(x_0 := a_0\) || \(\ldots\) || \(x_n := a_n\)\} is a parallel update. Let \(U_0, \ldots, U_m\) be parallel updates, then \(U_0 \ldots U_m\) is a sequential update. Update means parallel or sequential update.

For instance, \{\(x := 4\)\} and \{\(x := x + 1\)\} are elementary updates. Applying these updates sequentially (after each other, from right to left) to the formula \(x = 5\) yields \(4 + 1 = 5\). The parallel update \{\(x := 4\) || \(x := x + 1\)\} behaves differently. When there are conflicting assignments to variable \(x\), the last item ‘wins’ in our semantics. Applied to \(x = 5\), the resulting formula is \(x + 1 = 5\). Although the calculus is complete with just sequential updates, parallel updates allow ad hoc simplifications where a modality is still present. We will not go into much more detail; a complete calculus for parallel updates can be found in [Rümmer, 2006].

**Formulae**

CDTL formulae have the general appearance \(U[\pi]\varphi\) where \(U\) is an update, \(\pi\) is a sequential dWRF program, and \(\varphi\) is a formula (that may or may not contain temporal operators and further sub-formulae of the same form).
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Intuitively, $\mathcal{U}[\pi]\varphi$ expresses that $\varphi$ holds when evaluated over all traces $\tau$ such that the initial state of $\tau$ is (partially) described by $\mathcal{U}$ and the further states of $\tau$ are constructed by running the program $\pi$.

**Definition 2.3** (Formula). State formulae and trace formulae are inductively defined as follows:

0. All boolean expressions (Def. 2.1) are state formulae.
1. All state formulae are also trace formulae.
2. If $\varphi$ and $\psi$ are (state or trace) formulae, then the following are trace formulae: $\Box \varphi$ (always), $\Diamond \varphi$ (weak next), $\varphi \mathcal{U} \psi$ (until).
3. If $\mathcal{U}$ is an update and $\varphi$ a state formula, then $\mathcal{U} \varphi$ is a state formula.
4. If $\pi$ is a sequential program (Def. 1.2) and $\varphi$ a trace formula, then $\mathcal{J}_{\pi} \mathcal{K} \varphi$ is a state formula.
5. The sets of state and trace formulae are closed under the logical operators $\neg$, $\land$, $\forall$.

In addition, we use the following abbreviations:

- $\Diamond \varphi := \neg \Box \neg \varphi$ (eventually), $\Diamond \varphi := \neg \Diamond \neg \varphi$ (strong next),
- $\varphi \mathcal{W} \psi := \varphi \mathcal{U} \psi \lor \Box \varphi$ (weak until), $\varphi \mathcal{R} \psi := \neg (\varphi \mathcal{U} \neg \psi)$ (release),
- $\varphi \lor \psi := \neg (\neg \varphi \land \neg \psi)$,
- $\exists x. \varphi := \neg \forall x. \neg \varphi$.

A formula is called non-temporal if it neither contains a temporal operator nor a program modality $\mathcal{J}_{\pi}$. A formula is a strict DTL formula if it contains only program modalities with noninterleaved programs.

A complete syntactical schema of the logic used in this work can be found in Tab. 2.1, while the program syntax appears in Tab. 1.1 on page 7.

### 2.2 Semantics of Concurrent DTL

We extend [Beckert and Bruns 2013] to concurrent dWRF programs. We use modalities of the shape $\llbracket \pi \rrbracket$ where $\pi_t$ the program associated with a thread $t \in T$ under investigation, where $T$ is the current thread pool state. Below in Lemma 2.9, we will prove that these extensions are indeed conservative.

We consider assignments to global variables to be the only statements that lead to a new observable state on the trace. All other statements are atomic in this sense. For the feasibility of proving CDTL formulae, it is important that not too many irrelevant intermediate states are included in a trace. For instance, if a formula such as $\llbracket \pi \rrbracket \Box \varphi$ is to be proven valid, intermediate states require sub-proofs showing that $\varphi$ holds in each of them.
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Table 2.1: Syntax of Concurrent Dynamic Trace Logic. The program syntax (rule $\pi$) can be found in Tab. 1.1 on page 7.

<table>
<thead>
<tr>
<th>Syntax Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi$</td>
<td>$\neg \varphi \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \forall x : T . \varphi \mid \exists x : T . \varphi \mid U \varphi \mid \Box \varphi \mid \Diamond \varphi \mid \psi U \psi \mid \psi W \psi \mid \psi R \psi \mid \varphi$</td>
</tr>
<tr>
<td>$\psi$</td>
<td>$\bullet \psi \mid \circ \psi \mid \Box \psi \mid \Diamond \psi \mid \psi U \psi \mid \psi W \psi \mid \psi R \psi \mid b$</td>
</tr>
<tr>
<td>$U$</td>
<td>${ v := e }$</td>
</tr>
<tr>
<td>$T$</td>
<td>$B \mid Z \mid H \mid F \mid L \mid T \mid S$</td>
</tr>
<tr>
<td>$b$</td>
<td>$true \mid false \mid e . = e \mid z &lt; z \mid \ldots$</td>
</tr>
<tr>
<td>$e$</td>
<td>$x \mid select(h, G) \mid ifthenelse(b, e, e) \mid \bot \mid m(e) \mid S[z] \mid z \mid h \mid L \mid S$</td>
</tr>
<tr>
<td>$z$</td>
<td>$z + z \mid z * z \mid - z \mid</td>
</tr>
<tr>
<td>$h$</td>
<td>$heap \mid heap' \mid threads \mid store(h, G, e) \mid anon(h, L)$</td>
</tr>
<tr>
<td>$L$</td>
<td>$\emptyset \mid { G } \mid L \cup L \mid L \cap L \mid L \setminus L \mid L^{-1}$</td>
</tr>
<tr>
<td>$S$</td>
<td>$\langle e \rangle \mid S \oplus S$</td>
</tr>
</tbody>
</table>

Expression Semantics

Definition 2.4 (Variable assignments). A variable assignment $\beta$ is a function assigning integer values to all logical variables, i.e., $\beta : V \rightarrow D$. Similar to the notion for states, we write $\beta\{x \mapsto d\}$ for the updated variable assignment.

Definition 2.5 (Interpretation). An interpretation $I$ is a mapping of function symbols $f \in F$ with signature $A_1 \times \cdots \times A_n \rightarrow B$ to a semantical function $I(f) : D_{A_1} \times \cdots \times D_{A_n} \rightarrow D_B$ and of predicate symbols $p \in P$ with signature $A_1 \times \cdots \times A_n$ to a relation $I(p) \subseteq D_{A_1} \times \cdots \times D_{A_n}$ with the definitions in [Weiß, 2011, Def. 5.4] (for dynamic logic with an explicit heap) and [Beckert et al., 2013, Appendix A] (for the theory of finite sequences).

Semantical functions are always total. Possible gaps, such as division or modulo by zero, are underspecified [Gries and Schneider, 1995; Hähnle, 2005]. The concurrent dynamic logic of Beckert and Klebanov [2013] also defines semantics through underspecification.

Remark. The tuple $(D, I, s)$ consisting of the domain, an interpretation, and a state forms a first-order structure. In most works on classical first-order logic (and also mostly in general modal logics), the program variable assignment $s$ forms part of the interpretation, with program variables being 0-ary functions. In the dynamic logic literature (cf. [Weiß, 2011]), however, it has recently become customary to separate those in order to distinguish between nonrigid (i.e., functions and predicates) and rigid (i.e., program variables) entities.

Definition 2.6 (Semantics of expressions). Given a state $s$ and a variable assignment $\beta$, the value $a^{I,s,\beta}$ of an expression $a$ of type $A$ in a state $s$ is the value $d \in D_A$ resulting from interpreting program variables $x$ by $x^s$, logical variables $u$ by $u^{\beta}$, and using the interpretation $I$ for all functions and relations.
Table 2.2: Defining axioms for location set, heap, and sequence theories

\[
\text{select}(\text{store}(h, X, a), Y) \doteq \text{ifthenelse}(X \doteq Y, a, \text{select}(h, Y))
\]  
(2.1)

\[
\text{select}(\text{anon}(h, L), X) \doteq \text{ifthenelse}(X \notin L, \text{sk}, \text{select}(h, X))
\]  
where \(\text{sk}\) is a fresh symbol  
(2.2)

\[
x \notin \emptyset
\]  
(2.3)

\[
x \in \{x\}
\]  
(2.4)

\[
x \in L_0 \cap L_1 \iff x \in L_0 \land x \in L_1
\]  
(2.5)

\[
x \in L_0 \cup L_1 \iff x \in L_0 \lor x \in L_1
\]  
(2.6)

\[
x \in L_0 \setminus L_1 \iff x \in L_0 \land x \notin L_1
\]  
(2.7)

\[
x \in L \Leftrightarrow x \notin L
\]  
(2.8)

\[
|\langle \rangle| \doteq 0
\]  
(2.9)

\[
|s_0 + s_1| \doteq |s_0| + |s_1|
\]  
(2.10)

\[
0 \leq i < |s_0| \rightarrow (s_0 + s_1)[i] \doteq s_0[i]
\]  
(2.11)

\[
|s_0| \leq i < |s_0| + |s_1| \rightarrow (s_0 + s_1)[i] \doteq s_1[i]
\]  
(2.12)

Since the interpretation \(I\) is assumed to be fixed in a structure, with the standard interpretations for usual function symbols, we usually omit \(I\). Program expressions that do not contain logical variables are independent of \(\beta\), and we write \(a^I\) instead of \(a^{I,s,\beta}\). If \(a\) is a boolean expression, we write \(I,s,\beta \models a\) resp. \(s \models a\) to denote that \(a^{I,s,\beta}\) resp. \(a^s\) is true.

Since the heap and sequence theories are built on (co)algebraic data types, it is trivial to give standard interpretations, yet not very instructive here. For reference, we give some of the defining axioms in Tab. 2.2. Complete accounts are provided by Weiβ [2011] (heap) or Beckert et al. [2013, Appendix A] (sequences), respectively.

**CDTL Formula Semantics**

In Sects. [1.6f.], we have defined semantics for dWRF programs based on traces of program states. States (Def. 1.5) are functions mapping program variables to values. Local variables are directly mapped to values of their respective type, the ‘special’ variables heap and heap’ are mapped to functions themselves, mapping global variables to values. The function trc\(_\Sigma\) (Defs. 1.7, 1.11 and 1.16) assigns a trace to an initial state and a sequential program, w.r.t. a deterministic fair scheduler \(\Sigma\) (cf. Def. 1.14).

**Remark.** The tuple \((D, I, S, \rho)\) with a transition relation \(\rho = \{(s, \pi, s') \in S \times Prg \times S \mid |trc\(_\Sigma\)(s, \pi)| > 1 \land trc\(_\Sigma\)(s, \pi)[1] = s'\}\) forms a standard Kripke structure [Kripke 1963]. We do not use this notation here since it only
relates initial and final states of an execution, but we are interested in all intermediate states.

We have now everything at hand needed to define the semantics of CDTL formulae in a straightforward way. The valuation of a state formula is given w.r.t. a state \( s \) and a variable assignment \( \beta \); and the valuation of a trace formula is given w.r.t. a trace \( \tau \) and a variable assignment \( \beta \). This is expressed by the validity relation, denoted by \( \models \). For the sake of uniformity, we do not distinguish between state and trace formulae here.

**Definition 2.7 (Validity in CDTL).** Given a computation trace \( \tau \), variable assignment \( \beta \), and fair scheduler \( \Sigma \); the validity relation \( \models \) is the smallest relation satisfying the following.

\[
\begin{align*}
\tau, \beta, \Sigma \models a & \iff a^{\tau[0]} \circ \beta = true \\
\tau, \beta, \Sigma \models \neg \varphi & \iff \tau, \beta, \Sigma \nvdash \varphi \\
\tau, \beta, \Sigma \models \varphi \land \psi & \iff \tau, \beta, \Sigma \models \varphi \text{ and } \tau, \beta, \Sigma \models \psi \\
\tau, \beta, \Sigma \models \forall v : U. \varphi & \iff \text{for every } d \in D_U: \tau, \beta \{ u \mapsto d \}, \Sigma \models \varphi \\
\tau, \beta, \Sigma \models \varphi \cup \psi & \iff \tau[i, \infty), \beta, \Sigma \models \varphi \text{ for every } i \in [0, |\tau|) \\
\tau, \beta, \Sigma \models \cdot \varphi & \iff \tau[1, \infty), \beta, \Sigma \models \varphi \text{ for every } i \in [0, |\tau|) \\
\tau, \beta, \Sigma \models \exists v : U. \varphi & \iff \text{there exists some } i \in [0, |\tau|) \text{ and all } j \in [0, i) \\
\tau, \beta, \Sigma \models [[x]] \varphi & \iff trc_\Sigma(\tau[0], \pi), \beta, \Sigma \models \varphi
\end{align*}
\]

A formula \( \varphi \) is valid, written \( \models \varphi \), if \( \tau, \beta, \Sigma \models \varphi \) for all \( \tau \), \( \beta \), and \( \Sigma \).

In this definition, the scheduler \( \Sigma \) forms part of the validity relation. It entails an implicit universal quantification over all (fair) schedulers on the semantical level. A result of that is that our logic still uses only one kind of modality, that speaks about the deterministic trace. An alternative definition would be to introduce two modalities, that universally or existentially range over schedulers, respectively.

**Example 2.8.** Assume that the scheduler is not part of the validity relation, but the semantics of \( [[\cdot]] \) is defined w.r.t. all schedulers. Let us consider a dual modality \( \langle \langle \cdot \rangle \rangle \) that is defined w.r.t. some scheduler. Consider a concurrent program with thread pool \( T = \{ t_0, t_1 \} \) and \( \pi_{t_0} = X=0; \) and \( \pi_{t_1} = X=1; \). Depending on the concrete scheduler, the final value of \( X \) can be either 0 or 1. Thus the formulae \( \langle \langle \pi_{t_0} \rangle \rangle \circ X \models 0 \) and \( \langle \langle \pi_{t_0} \rangle \rangle \circ X \models 1 \) are both valid, while neither \( [[\pi_{t_0}]] \circ X \models 0 \) nor \( [[\pi_{t_0}]] \circ X \models 1 \) is valid.

---

\( ^{25} \) or traces, equivalently
On the one hand, this entails the obvious disadvantage that the semantics of a formula is defined in terms of concrete parallel programs. As a result, this definition is not modular. However, as we will see in Sect. 3.4.1, the rely/guarantee approach allows us to reason about interleavings modularly w.r.t. any environment.

On the other hand, our single modality is dual to itself and therefore exhibits some good properties. For instance, the formulae
\[ \neg J\pi K \phi \leftrightarrow J\pi K \neg \phi \]
or
\[ J\pi K (\phi_1 \lor \phi_2) \leftrightarrow (J\pi K \phi_1 \lor J\pi K \phi_2) \]
are tautologies. This allows to give a smaller and more efficient calculus as compared to a calculus that would have to deal with two kinds of modalities\(^27\), as the results of Jeannin and Platzer [2014] suggest, for instance.

**Remark.** In this definition, formulae are always of the shape \([\pi] \phi\). This formula is valid if and only if \(\phi\) is valid on any trace of \(\pi\) under any deterministic scheduler \(\Sigma\). This is equivalent to \(\phi\) being valid on any trace under any indeterministic scheduler. The reason is that any indeterministic scheduler can be simulated by a set of deterministic schedulers.

The logic CDTL presented here is a *semantical conservative extension* of the base DTL logic presented by Beckert and Bruns [2013]. This allows us to adapt the base DTL calculus to a sound calculus for the sequential part of CDTL. It follows from Lemma 1.9 that the replacement of program modalities is welldefined.

**Lemma 2.9** (Semantical conservative extension). Let \(\phi\) be a valid formula according to [Beckert and Bruns, 2013, Def. 9]. Let \(\phi'\) be the CDTL formula obtained from replacing all quantifiers by their \(\top\)-typed equivalent and all program modalities by a CDTL equivalent (i.e., restricting to simple expressions). Then \(\phi'\) is a valid CDTL formula.

### 2.3 Discussion

In this chapter, we have defined Dynamic Trace Logic (DTL) and its extension to concurrent programs, CDTL, that stem from a novel combination of dynamic logic and first order temporal logic. A complete calculus for DTL that is proven sound and complete can be found in [Beckert and Bruns, 2013] (with the proofs in [Beckert and Bruns, 2012]). In contrast to previous work by Beckert and Schlager [2001]; Platzer [2007], there is no restriction on the shape of trace formulae. Through this, we have got an expressive logic allowing to describe complex temporal properties of programs. We present a proof of a nontrivial DTL formula below; other (smaller) proofs can be found in [Wagner, 2013].

---

\(^{26}\) Another example of a modality with this property is the update operator of dynamic logic, if viewed as a modality.

\(^{27}\) As already discussed in Sect. 1.3 the possibility of an environment macro step of infinite length would require such a change.
Implementation

The sequent calculus \( C_{\text{DTL}} \) for the sequential subset of the language has been prototypically implemented on top of the release version 2.2 of the interactive KeY prover\(^{28}\). Instead of the simple toy language introduced in this paper, the implemented calculus works on actual Java programs. The implementation benefits from the fact that most complex statement in Java can be transformed into a sequence of simple statements. This is a key element of the symbolic execution in the Javadynamic logic (DL) calculus of the KeY system [Beckert 2001; Beckert, Klebanov, and Schlager 2007b]. Most calculus rules dealing with these kind of program normalization can be adapted straight away from the present rules for the [.] modality in the JavaDL calculus.

\(^{28}\)This version is available on request.
Chapter 3

Deductive Verification of Concurrent Programs

In this chapter, we extend the calculus for the sequential fragment of dWRF, as presented by Beckert and Bruns [2013], to the full multithreaded language, including interleavings and thread creation. Our goal is to allow modular reasoning in open programs, that can be extended with further threads. The rely/guarantee approach allows to reason modularly about the behavior of shared memory concurrent programs. We regard one thread (executing a sequential interleaved program—as defined in Sect. 1.4) in isolation, with possible spontaneous state transitions induced by the environment. This means that we still have a deterministic program semantics, with underspecified (i.e., havoced) heap states. Rely/guarantee uses functional specification to restrict the effect of these transitions. In this sense, reasoning about interleavings is similar to reasoning about sequential method invocations through contracts. We present an implementation in dynamic logic with ‘contracts’ for each heap read access. To reduce the specification overhead, we complement functional rely/guarantee specifications with framing, that restricts havoc to defined partitions of the heap.

3.1 Concurrent Verification

There have been several approaches to formally reason about shared memory concurrent programs since the mid-1970s, such as [Ashcroft and Manna 1971, Ashcroft 1975, Keller 1976, Hoare 1978, Lamport 1980]. Widely known is the one by Owicki and Gries [1976], that is considered the first practical approach to concurrency verification. They define a Hoare logic for programs with parallel composition. The major issue with this approach is that the rule for parallel composition requires isolated threads. This means that, in addition to prove local correctness of programs, one needs to prove noninterference of parallel executions. This technique has some limitations:
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1. the number of concurrent threads is fixed; 2. noninterference proofs tend to be complicated.30 3. it is not compositional in the sense that parts of the concurrent program could be verified in isolation, but only the (closed) composed system as a whole; and 4. most importantly, programs that actually do interfere can only be verified against very weak specifications. This is not practical since modularity is a key to feasible verification of sophisticated software systems.

The rely/guarantee approach [Jones, 1983; Stølen, 1991] (sometimes also called “assume/guarantee”) attempts to overcome these issues. It abstracts away from concrete interferences to only consider the effects of possible interleavings. The main idea is similar to design by contract, though not on the level of a public interface but of atomic program steps. This makes it possible to modularly reason about one single thread in isolation, while there may be an unbounded number of others in an only partially specified environment. It is, in particular, not of any interest which sequential program other threads execute or in which (thread local) state they are. Sequential programs (i.e., single threads) are evaluated over traces of states. The original paper by Jones sketches this fundamental idea. A comprehensive account on the rely/guarantee approach can be found in the article by Xu, de Roever, and He [1997], that includes a Hoare style calculus and proofs of soundness and completeness for a fixed number of threads. A completeness proof for a system that is parametric in the number of threads can be found in [Prensa Nieto, 2002]. Xu et al. further “observe that the rely-guarantee method is [...] a reformulation of the classical non-compositional Owicki & Gries method.”

Overview

In this chapter, we describe how rely/guarantee can be integrated into our logical framework. Section 3.2 gives some fundamental definitions regarding the rely/guarantee approach and the kind of programs that we consider. In Sect. 3.3 we develop correctness conditions (partly thread-local, partly on the system level) that—if they hold—assure soundness of a calculus rule to deal with environment actions, to be introduced in Sect. 3.4.1. We instrument noninterleaved programs with the special statement release; representing an environment macro-step. We give a proof of soundness for this rule and a rigorous argument on why a calculus using it is complete w.r.t. the proposed target programing language.

30The proofs grows exponentially with the number of threads.
3.2 Rely/Guarantee Reasoning

The central idea of rely/guarantee is to describe the transition functions from Sect. 1.7, \( \sigma_t \) (of the thread \( t \) under investigation) and \( \sigma^{\ast}_t(t) \) (of the environment), in specifications using formulas \textit{rely} and \textit{guar}. Those are \textit{two-state invariants}, i.e., they are preserved throughout the execution and are evaluated over two succeeding states. The formula \textit{rely} describes \( \sigma^{\ast}_t(t) \), i.e., it defines on which properties the execution of \( t \) may rely upon. The formula \textit{guar} describes \( \sigma_t \), i.e., it defines which properties the execution of \( t \) has to guarantee.

Obviously, there always are strongest formulae satisfying these conditions (if the environment is perfectly known): The strongest rely relation is the reflexive/transitive closure of the union of guarantee relations. In practice, this strongest condition will not be necessary. It is sufficient that \textit{rely} is strong enough to imply the postcondition in a final state and that \textit{guar} is strong enough—in disjunction with the \textit{guar} specification of other threads—to imply the \textit{rely} conditions of a third party thread. Since they describe the behavior of zero or more atomic environment transitions, rely conditions have to be always reflexive and transitive. Jones additionally requires guarantees to be reflexive and transitive. But this restricts the possible specifications and requires an additional proof obligation, while it does not provide any advantages since the union of transitive relations is not necessarily transitive again. Transitive closure of guarantees is not expressible in first order logic anyway. Xu et al. do not require rely conditions to be transitive. Instead, they require that pre- and postconditions are stable under environment transitions. This means that rely conditions are partial equivalence relations. While this is more liberal on the shape of rely conditions, it severely restricts pre- and postconditions in practice.

In typical cases, the memory partitions to which different threads write to are strongly separated and only a few locations are actually shared. Therefore we combine the well known two state invariant specification of threads with \textit{framing}, to specify what locations a thread writes to at most (and what locations it can rely on not to be changed). Frame specifications alone can be very expressive, in the dynamic frames approach [Kassios 2011; Weiß 2011], location sets describing frames can depend on the program state and can be constructed through comprehensions. Through framing, we take the burden of specifying the ‘nonbehavior’ of threads in addition to its behavior.

We also borrow the concept of \textit{preconditions} from Design by Contract (DbC), to restrict the states in which fresh threads can be created. Like framing, this does not increase the expressiveness of the approach, but it is very effective in reducing the specification overhead. Following the approach by Weiß we do not include implicit class invariants in this framework, but leave it to the specifier to refer to invariants explicitly in postconditions (or guarantees).
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3.2.1 Relevant Interleavings

Through instrumentation with the explicit `release` statement, we construct sequential programs that simulate the observable runtime behavior of concurrent programs. Although in a real concurrent program the environment may be active at any point in time, with this definition, we restrict it to fewer states. The rationale behind this is to already keep to model simple enough to efficiently reason about. This is justified—in the meta level—by the observation that only some interleavings are actually observable to the thread under investigation.

An interleaving is only observable if has an effect on 1. the control flow or 2. a property stated about the program. Since control statements in our language have simple conditions, the control flow can only be influenced in assignments from the global state, that appear immediately before a read or termination action. Thus it is sufficient to consider the interleaving before the read action. Note that a write action is never influenced by environment actions. In the actual concurrent behavior, the order of writes may be different, but the observable effect of a write action is always the same. Item 2 is more intricate. ‘Properties’ does not only include the trace properties that appear after program modalities in formulae, but also any property stated on subtraces. Fortunately, our calculus does not allow arbitrary trace decompositions, since program rules do (usually) focus on active statements. This is in contrast to other program logics, in particular Hoare logics, that have sequential decomposition rules. The only exception are the invariant rules, that state properties about the subtrace induced by the loop body.

To simulate the concurrent behavior, we instrument noninterleaved programs with environment action statements and amend the invariant rules. A noninterleaved program is instrumented such that environment actions appear before every heap read and the termination action.

**Definition 3.1** (Instrumented program). Let \( \pi = \langle stm_1, \ldots, stm_n \rangle \) be a noninterleaved program. The corresponding *instrumented program* \( \tilde{\pi} \) is constructed following: For each statement \( stm_i \) with \( i \in \{0, n\} \),

- if \( stm_i \) is a local assignment with a nonsimple expression on the right hand side, the statement `release;` is inserted before \( stm_i \),
- if \( stm_i = \text{while} \ (b) \ {\pi}' \), it is replaced by `while (b) {\pi}'`,
- if \( stm_i = \text{if} \ (b) \ {\pi}_1 \text{ else } {\pi}_2 \), it is replaced by `if (b) {\pi}_1 \text{ else } {\pi}_2`,
- and the statement `release;` is inserted after \( stm_n \).

-----

\[30\text{Confer [Beckert et al., 2007b, p. 115] for a discussion on this.}\]
Please note that this instrumentation is purely syntactic and independent of a thread pool. Later, we expect that programs under investigation are already instrumented.

Like the control flow, invariants can depend on shared locations. This means that the original invariant rules presented by Beckert and Bruns [2013] are not sound for concurrent programs. A concurrently executed thread may influence whether the invariant \( \gamma \) holds. For this reason, we slightly adapt the invariant rules. They only differ from the original ones by additional instrumentation. In all rules, in the first premise the invariant \( \gamma \) is replaced by \( \{ \_ \}\gamma \) (i.e., a program modality with the instrumentation of the empty program). This adds exactly one interleaving point at the end of the empty program. In the second and the last premise of all rules, the loop body \( \pi \) is instrumented, which effectively adds an interleaving point at the end of \( \pi \). Further instrumentations (i.e., on the trailing program \( \omega \) or the complete loop) are not necessary since the programs are either already properly instrumented or the same invariant rules apply.

### 3.3 Proof Obligations

A thread specification is a tuple \((\text{pre}_t, \text{rely}_t, \text{guar}_t, R_t, M_t)\) where \(\text{pre}_t\) is a state formula, \(\text{rely}_t\) and \(\text{guar}_t\) are two-state formulae, and \(R_t\) and \(M_t\) are terms of type LocSet. The intuitive understanding is that the active thread can rely on the relation \(\text{rely}_t\) to hold between state transitions induced by the environment while the locations in \(R_t\) never change, and at the same time, it guarantees only to write to the locations in \(M_t\) and to maintain the relation \(\text{guar}_t\) between all atomic steps. The precondition \(\text{pre}_t\) restricts the states in which fresh threads may be created.

A formal definition of a thread specification being valid is given in Def. 3.10 on page 35. The formulas \(\text{rely}\) and \(\text{guar}\) are still state formulae in the sense that they must not include temporal operators, but they are expected to refer to the builtin heap variables \(\text{heap}\) and \(\text{heap}'\), for that we justify it as ‘two-state.’ The location set expressions can be nontrivial, e.g., depending on the state or including if-then-else operators. This makes location set expressions as expressive the logic itself.

Thread specifications relate only to one thread, not to a complete concurrent program. This is important in order to have modular specifications for reasoning about open systems. The choice of a set \(R_t\) of locations that must not change, instead of the set of locations that may change, may seem counterintuitive at first sight. But in a strictly modular setting, we (consequently) cannot name the locations that are allowed to change.

**Definition 3.2.** Let \(s\) and \(s'\) be two states and \(\mathcal{L}\) a location set. The states \(s\) and \(s'\) are \(\mathcal{L}\)-equivalent, written as \(s \approx_{\mathcal{L}} s'\), if \(\text{heap}^s(F) = \text{heap}^{s'}(F)\) for all global variables \(F \in \mathcal{L}\). A binary relation \(A \in \mathcal{S}^2\) is \(\mathcal{L}\)-invariant if \(A \subseteq \approx_{\mathcal{L}}\).
**Lemma 3.3.** \( \approx_L \) is an equivalence relation.

**Guarantees**

In order to establish that a thread \( t \) of a concurrent system \((T, \Sigma)\) satisfies a thread specification \((\text{pre}_t, \text{rely}_t, \text{guar}_t, R_t, M_t)\), need to prove that—under rely condition \( \text{rely}_t \)—it only writes to locations specified in \( M_t \) and that it fulfills the two state invariant \( \text{guar}_t \). The precondition \( \text{pre}_t \) will be used to relax the ‘guarantee’ proof obligation in a way such that it only needs to hold for states resulting from the creation of new threads; see below in Sect. 3.4.2. This relation needs to be proven for any two succeeding states in the trace. The property that only locations in \( M_t \) may be changed throughout the program execution is also known as strict modifies clause. This is in contrast to weak modifies properties as imposed in standard JavaDL [Beckert et al., 2007a; Weiß, 2011], that still allow locations outside \( M_t \) to be changed temporarily. A proof obligation can be formulated using the trace modality as

\[
\{ h_{\text{pre}} := \textbf{heap} \} [\pi_t] \bullet [\square (\text{frame}_t \land \text{guar}_t)]
\]  

(3.1)

where \( \text{frame}_t \) stands for the following formula:

\[
\forall F : \exists ( F \in \{ h_{\text{pre}} := \textbf{heap} \} (R_t \cap M_t^F) \rightarrow \text{select}(\textbf{heap}, F) = \text{select}(\textbf{heap}', F))
\]  

(3.2)

The formula \( \text{frame}_t \) is similar to the one used in [Weiß, 2011] Sect. 6.4.1 to formalize weak modifies properties. The values of the location set expressions are state dependent, but evaluate in the initial state of the trace. This is assured through the updates, that store the initial heap \( h_{\text{pre}} \). A difference is that not only the very first and the final state are in relation, but every pair of consecutive states. Another difference is that we allow the values of locations in both \( M_t \) and \( R_t^\diamond \) to change, i.e., all locations in \( L_t := (R_t \cap M_t^F)^{\infty} \) must evaluate to the same value, due to possible concurrent changes. The second part of the formula entails the two state invariant property. Note that the proof obligation of (3.1) could be written as two separate ones, since the formula \([\pi] \bullet [\square \varphi_1 \land \varphi_2] \) is equivalent to \([\pi] \bullet [\square \varphi_1] \land [\pi] \bullet [\square \varphi_2] \).

**Lemma 3.4.** Let \( s_0 \) be a state; let \( t \) be a thread and thread specification \((\text{pre}_t, \text{rely}_t, \text{guar}_t, R_t, M_t)\). Let \( \tau = \text{trc}_\Sigma(s_0 {h_{\text{pre}} : \textbf{heap}^t}, \pi_t) \). If \( \tau \models [\square (\text{frame}_t \land \text{guar}_t)] \) (as in (3.1)), then

1. \( \text{guar}_t \) describes a relation binary \( \gamma_t \supseteq \sigma_t \).
2. \( \gamma_t \) and \( \sigma_t \) are \( L_t \)-invariant.

Note that we do not have to use a temporal construct to refer to the previous state (there are no past operators in our logic, anyways), but through the variable \( \textbf{heap}' \) since we do not need the complete state, but just the heap state.
3.3. Proof Obligations

**Proof.** Ad 1 follows from Lemma 1.17.

Ad 2: The two-state formula frame_t formalizes \( s' \approx (R_t \cap M_t') s'' \) for all states with heap's' = heap'' and (hpre)'s' = heap's''. From the assumption, frame_t is valid for \( s'' = s_0 \) and \( s' = s_i \) for any \( i \in [1, |\tau|) \). Lemma 1.17 then gives \( s'' = s_{i-1} \). Thus it is \( s_{i-1} \approx L_s s_i \) for all \( i \in [1, |\tau|) \). By reflexivity and transitivity of \( \approx \) (Lemma 3.3), it follows \( s_i \approx L_s j \).

**Remark.** A slight alteration (i.e., removing ‘next’) of Formula 3.1 to
\[
\{ \text{heap':= heap} \parallel h^\text{pre} :\text{= heap}\} \square (\text{frame} \land \text{guar}_t)
\]
requires guar_t to describe a reflexive relation. (The formula guar_t is true in the initial state of \( \tau \). The only restriction on \( \tau \) is that heap'[0] = heap'[0], thus the result is universally valid.)

To restrict the possible initial states in formula (3.1), we relax this formula using a precondition. The following formula is valid in all states in which (3.1) is valid or the formula pre_t is not valid.
\[
\text{pre}_t \rightarrow \{ h^\text{pre} :\text{= heap}\} \bullet (\forall F : \text{Field}. (F \in \{ \text{heap':= heap} \parallel h^\text{pre} :\text{= heap}\} (R_t \cap M_t') \\
\rightarrow \text{select}\{\text{heap, F}\} /\equiv \text{select}\{\text{heap', F}\} \land \text{guar}_t\})
\]

(3.3)

**Lemma 3.5.** Let everything be as in Lemma 3.4. Let the relation \( \tilde{\sigma}_t \) be defined as \( \sigma_t \cup \{(s, s') | s \not\in \text{pre}_t\} \). Formula (3.3) is valid if and only if \( \tilde{\sigma}_t \subseteq \gamma_t \) and \( \tilde{\sigma}_t \) is \( L_t \)-invariant.

**Rely Conditions**

The idea of rely conditions is that they describe an upper bound on environment actions. This entails two items: 1. Since a release denotes an environment macro step (i.e., zero or more atomic steps), rely conditions must describe reflexive and transitive relations. 2. They must not be stronger than the combined guarantees that the environment prescribes. These are formalized in (3.4) and (3.5) below. While (3.4) is a ‘local’ property—i.e., it is a property of one rely condition alone—property (3.5) is concerned with the relation of rely conditions to guarantee conditions in the combined system.

\[
\forall h_1, h_2, h_3 : \text{Hil.} ( \{ \text{heap':= h}_1 \parallel \text{heap:}= h_1 \} \text{rely}_t \\
\land ( \{ \text{heap':= h}_1 \parallel \text{heap:}= h_2 \} \text{rely}_t \\
\land \{ \text{heap':= h}_2 \parallel \text{heap:}= h_3 \} \text{rely}_t ) \\
\rightarrow \{ \text{heap':= h}_1 \parallel \text{heap:}= h_3 \} \text{rely}_t ) \quad (3.4)
\]

**Lemma 3.6** (Reflexivity/transitivity of rely). Let \( \varphi \) be the formula in (3.4). It is a valid formula if and only if rely_t describes a binary relation \( \rho_t \subseteq S^2 \) that is reflexive and transitive.
System Properties

As already mentioned above, rely conditions must not be stronger than the combined guarantees of the system. This is formalized in the following:

\[
\{\text{heap'} := \text{heap} \parallel \text{heap} := \text{anon}(\text{heap}, R_t')\} \left( \bigvee_{t' \in T \setminus t} \text{guar}_{t'} \rightarrow \text{rely}_{t} \right)
\]

(3.5)

Note that, in general, guarantees are allowed to describe relations that are neither reflexive nor transitive—while this is required by Jones. The essential point is that rely conditions are reflexive/transitive, and since the union of transitive relations is not necessarily transitive again, we still need (3.4) as a proof obligation anyway. There is always a strongest rely condition to fulfil obligations (3.4) and (3.5), that is the reflexive/transitive closure of the union of guarantee conditions. Since, however, transitive closure cannot be expressed in first order logic, see, e.g., [Ebbinghaus and Flum, 1995], we require these conditions here explicitly.

Similar to the functional rely condition, also the frame conditions for threads of a system need to be aligned.

\[
\left( \bigcup_{t' \in T \setminus t} M_{t'} \right) \cap R_t \subseteq \emptyset
\]

(3.6)

Lemma 3.7. Let \( \gamma_t, \rho_t \subseteq S^2 \) be the relations introduced in Lemmas 3.4 and 3.6 for some \( t \in T \). If both formulae (3.5) and (3.6) are valid, then \( \bigcup_{t' \in T \setminus t} \gamma_{t'} \subseteq \rho_t \).

To prove Lemma 3.7, we first need the following definition and lemma.

Definition 3.8. Let \( \varphi \) be a formula and \( L \) a location set. We say \( \varphi \) is \( L \)-invariant if for all states \( s \) with \( s \models \varphi \), it holds \( s' \models \varphi \) for all states \( s' \) with \( s \approx_L s' \).

Lemma 3.9.

1. Let \( s \) be state and \( L \) a location set. The states \( s \) and \( s\{\text{heap}^s \mapsto \text{anon}(\text{heap}^s, L)\} \) are \( L \)-equivalent.

2. Let \( L \) be a location set and \( \varphi \) an \( L \)-invariant formula. Let \( s \) be a state with \( s \models \varphi \) and \( L \) a location set expression with \( L^s = L \). Then it holds that \( s \models \{\text{heap} := \text{anon}(\text{heap}, L)\} \varphi \).

3. Let \( L \supseteq L' \) be location sets. If a formula \( \varphi \) is \( L \)-invariant, then it is \( L' \)-invariant.
3.3. Proof Obligations

Proof. Ad 1 This follows from the semantics of anon (cf. Sect. 1.5). Ad 2 This immediately follows from item 1 Ad 3 This follows from the \( \mathcal{L} \)-monotonicity of the \( \mathcal{L} \)-equivalence relation.

Proof of Lemma 3.7. Lemma 3.4 provides that \( \text{guar}_t \) is \( \mathcal{L}_t \)-invariant. From Lemma 3.9 it follows that \( \text{guar}_t \) is also \( R_t \)-invariant.

Valid Thread Specifications

For the correctness of the rely/guarantee method, we need to establish the notion of valid thread specifications w.r.t. a particular thread pool. The rule for reasoning about interleavings can then be defined in a thread pool agnostic way.

Definition 3.10 (Valid thread specification). Let \( t \in \mathcal{T} \) be a thread. A thread specification \( (\text{pre}_t, \text{rely}_t, \text{guar}_t, R_t, M_t) \) is valid for a thread pool \( T \in 2_{\text{fin}}^{\mathcal{T}} \) if the formulae (3.3), (3.4), (3.5), and (3.6) are valid. A thread specification is only locally valid if only formulae (3.3) and (3.4) are valid, i.e., \( t \) fulfills its guarantees and the rely condition is reflexive and transitive. We call the set \( \{ (\text{pre}_t, \text{rely}_t, \text{guar}_t, R_t, M_t) \mid t \in T \} \) a valid thread specification for \( T \) if all \( (\text{pre}_t, \text{rely}_t, \text{guar}_t, R_t, M_t) \) are valid thread specifications w.r.t. \( T \).

Note that the thread pool \( T \) is independent of the state of evaluation of the formulae.

In another point, the properties denoted by formulae (3.3) and (3.4) are thread-local, i.e., if they are valid for a particular environment then they are also valid for any environment. The properties denoted by formulae (3.5) and (3.6) refer to the concrete, complete system instead. But they do not contain any program, only first order formulas over the theories of location sets and heaps. In contrast to the proof obligations by Jones [1983]; Stirling [1988]; Xu et al. [1997], we do not include a postcondition here. The reason is to decouple the proof of well-behaved concurrency from proofs for other properties, like functional correctness or information flow security.

Theorem 3.11. Let \( (\mathcal{T}, \Sigma) \) be a concurrent system and \( t \in \mathcal{T} \) some thread. If there is a valid thread specification for \( T \), then it is \( \sigma^k_T(t) \subseteq \rho_t \), where \( \rho_t \) is the semantical relation represented by \( \text{rely}_t \).

Proof. \( \sigma^k_T(t) \) consists of atomic environment transitions \( \sigma^k_T(t) = \sigma_{t_{i_1}} \circ \cdots \circ \sigma_{t_{i_k}} \) with \( t_{i_j} \in \mathcal{T} \setminus \{ t \} \) and \( k \in \mathbb{N} \) as determined by \( \Sigma \). According to Lemma 3.5 it is \( \sigma_{t_{i_j}} \subseteq \sigma_{t_{i_j}} \subseteq \gamma_{t_{i_j}} \) and thus \( \sigma^k_T(t) \subseteq \gamma_{t_{i_1}} \circ \cdots \circ \gamma_{t_{i_k}} \). We can still weaken the relation by replacing all concrete \( \gamma_{t_{i_j}} \) by the union \( \bigcup_{t' \neq t} \gamma_{t'} \), i.e., \( \sigma^k_T(t) \subseteq \left( \bigcup_{t' \neq t} \gamma_{t'} \right)^k \). Since \( \gamma_{t'} \) is \( R_t \)-invariant (Lemma 3.7), we obtain \( \sigma^k_T(t) \subseteq \rho_t^k \) through Lemma 3.7. Since \( \rho_t \) is reflexive and transitive (Lemma 3.6), i.e., \( \rho_t = \rho_t^k \), we conclude \( \sigma^k_T(t) \subseteq \rho_t \).
3.4 A Calculus for Concurrent DTL

The calculus $C_{\text{CDTL}}$ for CDTL consists of the rules of $C_{\text{DTL}}$ as defined by Beckert and Bruns [2013], plus Rules 37 and 38 for release and thread creation, to be introduced below.

3.4.1 Reasoning About Environment Steps

By assigning a calculus rule to the synthetic release statement, we can establish that it sufficient for a sequential program $\pi$ to be correct w.r.t. a given specification in a concurrent setting if the instrumented program $\overline{\pi}$ is. Rule $R_{37}$ below can be applied on a program modality where release is the active statement.

$$
\frac{\Gamma, U[V]\text{rely}_t \Rightarrow U[V]\varphi, \Delta}{\Gamma \Rightarrow U[\text{release}; \, \omega_t]\varphi, \Delta}
$$

where $V := \{\text{heap}' := \text{heap} || \text{heap} := \text{anon}((\text{heap}, R_t^C)) || \text{threads} := T'\}$, $T'$ is a fresh symbol of type $T$, and $t$ is the thread which program appears in the modality. The rely$_t$ formula is inserted under the update $U$, to specify environment changes from the state partially specified by $U$. The heap variable is anonymized on the complement of $R_t$.

We follow the usual approach in software verification that specifications live as background theories and therefore are not part of formulae or sequents. This has been pursued by, e.g., Beckert et al. [2007a]; Weiß [2011] for method contracts in sequential programs. For concurrent programs, there is a similar situation with rely conditions. This means that we cannot assess the soundness of rule $R_{37}$ on grounds of the rule itself, but only w.r.t. the specification framework of thread specifications.

**Lemma 3.12** (Conditional soundness of $R_{37}$). Assume the premiss of rule $R_{37}$ to be valid. Let $s \in S$ be some state; let $s'$ be the unique state that coincides with $s$ except for the effects of the update $U$. If there exists a valid thread specification for $\text{threads}'$, then the conclusion is valid.

**Proof.** Following from Thm. 3.11. □

Note that soundness of Rule $R_{37}$ is independent of the kind of modality and the formula $\varphi$. This means that a derived rule using the $[\cdot]$ (‘box’) or the $\langle \cdot \rangle$ (‘diamond’) modality from standard dynamic logic is also sound as those modalities can be expressed using trace formulae.

The program instrumentation with the synthetic release statement and this corresponding calculus rule allow to extend the present calculus for purely sequential DTL conservatively. It seems desirable to overcome this instrumentation.
3.4.2 Reasoning About Thread Creation

The following theorem states which conditions are necessary to extend a thread pool while preserving validity of thread specifications. This frees us from unhandy proof obligations that are stated in terms of ‘for all threads.’ We make use of preconditions in this section.

**Theorem 3.13** (Thread pool expansion). Let \( T \) be a thread pool and let \( S_T = \{ (\text{pre}_t, \text{rely}_t, \text{guar}_t, R_t, M_t) \mid t \in T \} \) be a valid thread specification for \( T \). Let \( t'' \not\in T \) be another thread with locally valid specification \( S_{t''} = (\text{pre}_{t''}, \text{rely}_{t''}, \text{guar}_{t''}, R_{t''}, M_{t''}) \). If the following formulae are valid for some \( t \in T \), then \( S_T \cup \{ S_{t''} \} \) is a valid thread specification for \( T \cup \{ t'' \} \).

(a) \( \{ \text{heap}' := \text{heap} || \text{heap} := \text{anon(heap, } R^C_t \cup M_t) \} ((\text{rely}_t \lor \text{guar}_t) \rightarrow \text{rely}_{t''}) \)

(b) \( \{ \text{heap}' := \text{heap} || \text{heap} := \text{anon(heap, } R^C_t) \} (\text{guar}_{t''} \rightarrow \text{rely}_t) \)

(c) \( (R^C_t \cup M_t) \cap R_{t''} \subseteq \emptyset \)

(d) \( M_{t''} \cap (M^C_t \cup R_t) \subseteq \emptyset \)

Following this theorem, we can expand a purely symbolic thread specification system. The original thread pool \( T \) does not appear in the formulae to be proven, but only one single thread \( t \).

**Proof.** It remains to show formulae (3.5) and (3.6) valid. We start with the latter.

Ad (3.6). From \( t \) having a valid thread specification, we get \( \models \bigcup_{t' \in T \setminus t} M_{t'} \subseteq R^C_t \) and \( \models \bigcup_{t' \in T \setminus t} R_{t'} \subseteq M^C_t \). Replacing \( R^C_t \) and \( M^C_t \) in formula (3) and (d), respectively, gives us \( \models \bigcup_{t' \in T \setminus t} M_{t'} \cap R_{t''} \subseteq \emptyset \) and \( \models M_{t''} \cap \bigcup_{t' \in T \setminus t} R_{t'} \subseteq \emptyset \), that are equivalent to (3.6) for \( t \) or \( t'' \), respectively.

Ad (3.5). For \( t \), this immediately follows from (b). For \( t'' \), the formula (a) can be weakened according to Lemma 3.9(3). We use the shorthand notation \( L\varphi \) for \( \{ \text{heap}' := \text{heap} || \text{heap} := \text{anon(heap, } L) \} \varphi \). We obtain \( \models (R^C_t \lor \text{rely}_t) \rightarrow R^C_{t''} \land \text{rely}_{t''} \) by update distributivity and Lemma 3.9(3) applied on \( \text{rely}_t \). From the valid thread specification for \( t \) w.r.t. \( T \), we obtain \( \models R^C_{t'} (\text{guar}_{t'} \rightarrow \text{rely}_t) \) for some \( t' \in T \). From (c) in combination with Lemma ??, it follows that this is equivalent to \( \models R^C_{t'} \lor \text{guar}_{t'} \rightarrow R^C_t \land \text{rely}_t \). We then replace \( R^C_t \land \text{rely}_t \) by \( R^C_{t'} \lor \text{guar}_{t'} \) in the above formula to obtain \( \models (R^C_{t''} \lor \text{guar}_{t''} \lor R^C_{t'} \lor \text{guar}_{t'}) \rightarrow R^C_{t''} \land \text{rely}_{t''} \). Pulling out the update and applying Lemma 3.9(3) with formula (c) finally leads us to \( \models R^C_{t''} ((\text{guar}_{t''} \lor \text{guar}_t) \rightarrow \text{rely}_{t''}) \), that is what we needed to prove.

\[ \square \]
We use this result to cast this into a symbolic execution rule for fork. The following calculus rule deals with the creation of new threads in the program modality.

(\text{a}) \quad \Gamma = \Upsilon \omega_t \Delta \quad \text{(b)} \quad \Gamma = \Upsilon \text{pre}_{t'}, \Delta

\Rightarrow

\text{(c)} \quad \nu_1(\text{guar}_{t'} \rightarrow \text{rely}_{t}) \quad \text{(d)} \quad M_{t'} \cap (R_t \cup M_t) \subseteq \emptyset

\Rightarrow

\text{(e)} \quad \nu_0((\text{rely}_t \vee \text{guar}_t) \rightarrow \text{rely}_{t'}) \quad \text{(f)} \quad (R_t \cup M_t) \cap R_{t'} \subseteq \emptyset

\Rightarrow

\Gamma = \Upsilon \exists \text{fork } t'; \omega_t \Delta

where \( t \) is the current thread, \( \nu_0 \) stands for the update \{\text{heap'} := \text{heap} || \text{heap} := \text{anon}(\text{heap}, R_t \cup M_t)\}, \( \nu_1 \) stands for the update \{\text{heap'} := \text{heap} || \text{heap} := \text{anon}(\text{heap}, R_{t'}^c)\}, and \( \nu \) stands for the update \{\text{threads} := \text{threads} \cup \{t'\}\}; and \((\text{pre}_t, \text{rely}_t, \text{guar}_t, R_t, M_t)\) is a (not necessarily valid) thread specification for \( t \) (same for \( t' \)).

**Lemma 3.14.** Rule R38 is sound.

**Proof.** Let premiss (a) be valid, then the conclusion follows from Def. 1.11.

Since soundness of Rule R38 does not depend on premisses (b)–(f), we could devise a simpler sound rule with only premiss (a). But the interesting property is the propagation of thread specification validity—otherwise we could not close a proof except for trivial postconditions. that is guaranteed by premisses (b)–(f). Since a proof includes proving validity of the precondition pre_{t'}, the ‘guarantee’ proof obligation for thread \( t \) can be relaxed to states in which pre_{t'} holds.

**Lemma 3.15.** Let \( S \) be a valid thread specification for \( T \).

If the formulas in premisses (c)–(f) in Rule R38 as well as formulae (3.3) and (3.4) are all valid, then \( S \cup (\text{pre}_{t'}, \text{rely}_{t'}, \text{guar}_{t'}, R_{t'}, M_{t'}) \) is a valid thread pool for \( T \cup t' \).

**Proof.** Since the precondition pre_{t'} holds in premiss (b) holds, the thread specification is valid in this state. Then, the conjecture follows from Thm. 3.13.
3.4.3 Soundness

We first observe that most rules for the purely sequential DTL [Beckert and Bruns 2013] are also sound for the concurrent setting.

**Lemma 3.16.** The $C_{\text{DTL}}$ rules $R1$–$R36$ are sound w.r.t. $\text{CDTL}$.

**Proof.** According to Lemma 2.9, $C_{\text{DTL}}$ is a semantical conservative extension of DTL. This means that the soundness result of [Beckert and Bruns 2013] also applies to $C_{\text{DTL}}$. Together with the rules $R37$ and $R38$, the aforementioned rules constitute the calculus $C_{\text{CDTL}}$. We have already observed that $R37$ cannot be considered sound in general, but only w.r.t. a valid thread specification. The overall (relative) soundness of the calculus depends on the interplay of rules $R38$ (i.e., showing that the thread specification can be expanded) and $R37$ (i.e., requiring a valid thread specification to be sound). Thus, proving overall soundness requires a structural analysis over the complete proof tree.

**Theorem 3.17** (Relative soundness of $C_{\text{CDTL}}$). Let $\Gamma \Rightarrow \Delta$ be a sequent that is derivable through applications $A_1, \ldots, A_n$ of rule $R37$. Let for each rule application $A_i$ the thread pool be $T_i$. If there is a valid thread specification for each $T_i$, then $\Gamma \Rightarrow \Delta$ is valid.

Note that we make no assumption about the location of the modalities within the sequent; they may appear on both sides of the sequent and may be nested.

**Proof.** The theorem depends on all rules appearing in the proof tree for $\Gamma \Rightarrow \Delta$ being valid. All rules except $R37$ are sound without further prerequisites. This follows from Lemmas 3.14 and 3.16. Following Lemma 3.12, rule $R37$ is only sound if there is a valid thread specification for the thread pool appearing in the conclusion. We show by structural induction over the proof tree that all thread pool appearing in a sequent have a valid specification. For most rules, this is trivial since they do not touch the thread pool. (I.e., if thread pool appears in one of the premisses, it is also present in the conclusion.) Rule $R38$ is the only rule to introduce additional threads to the pool in a premiss. Since the proof tree is closed, it follows from Lemma 3.15 that the new thread pool has a valid specification.

\[ \]
3.4.4 Completeness

We believe that our calculus is (relatively) complete, although we do not provide a formal proof here. An argument in favor is the proof by Prensa Nieto [2002] that the original calculus by Jones [1983] is complete w.r.t. the concurrent program semantics by Owicki and Gries [1976]. We admit that this is more a theoretical argument, while practical completeness strongly relies on the precision quality of the provided specifications. A formal proof of completeness will be part of future work.
Chapter 4

Related Work

Temporal reasoning as well as verification of concurrent programs has traditionally been the domain of model checkers. Verification based on model checking is never complete, and sometimes not even sound. For concurrent Java, the tools Java PathFinder [Havelund and Pressburger, 2000] or Bogor [Robby et al., 2006] are available. There are several others for C and derived languages; see D’Silva et al., 2008 for an overview. Other common techniques to make the behavior of concurrent programs more expectable are permission systems and ownership annotations, that are checked at runtime. Notable examples are built into the Spec# [Barnett et al., 2005] and Dafny [Leino and Müller, 2009] languages.

4.1 Temporal Behavior of Java Programs

Bandera [Corbett et al., 2000] was one of the first projects to aim at software model checking. It is of particular interest that it employs an implementation-aware temporal specification language called Bandera specification language (BSL). The major goal of BSL was to avoid formalisms such as Linear Temporal Logic (LTL), which are deemed to be not comprehensible to software developers. Therefore, a set of particular specification patterns [Dwyer et al., 1999] was selected to form the essential syntactical entities.

Inspired by the Bandera specification language, Trentelman and Huisman 2002 define an extension to Java Modeling Language (JML) with events and temporal properties. The set of permitted expressions is reduced compared to Bandera; particularly, scopes can only be triggered by events. Statements not expressible include, for instance, ‘if $\varphi$ holds, then eventually $m$ is called’, or $\varphi \rightarrow \Diamond call_m$ in LTL, where $\varphi$ is a state property. State properties are regular JML expressions enriched by the ‘enabled’ statement providing whether a method invoked in that state would terminate normally. Events in this context are calls to methods and returns from calls (either normal or exceptional). The semantics for an event to ‘hold’ in a state $s_i$ of a
sequence $\bar{s}$ is that it represents a transition from $s_{i-1}$ to $s_i$. It is however not clarified in the paper, what is exactly meant by a ‘state,’ in particular, whether they only consider visible or observed states. There is a runtime checker implementation for this language called temporaljmlc [Hussain and Leavens 2010, Wagner 2013] provides a translation from temporalJML style specifications to DTL.

Programs of concrete programming languages like Java are usually reasoned about in a state based manner. There are a few runtime checking approaches that check for trace properties using LTL-like specification [Bartetzko et al., 2001; Stolz and Bodden, 2006]. Hussain and Leavens also check assertions at runtime, but in addition, they use temporalJML as an extension to the JML specification language, that allows to write high level temporal properties, but is not as expressive as LTL.

4.2 Deductive Reasoning About Concurrent Programs

Abrahamson [1979] presents one of the first works on the issues of dynamic logic, combining program analysis with temporal properties, and concurrency. Here an unstructured programming language with parallel composition and explicit labels gives rise to a branching time temporal structure. Trace formulae are implicitly evaluated over all possible traces. They resemble LTL formulae, but modalities may contain path conditions (typically sequences over labels). The paper does not contain formal semantics or a calculus.

Peleg [1987] introduces Concurrent Dynamic Logic (CDL)—based on Harel’s original notion—where program modalities contain a parallel composition operator $\parallel$. The programs here are linear programs; there is no shared memory. As Peleg himself acknowledges “processes of CDL are totally independent and mutually ignorant.” For this reason, the formula $\langle \pi_1 \cap \pi_2 \rangle \varphi$ with $\pi_1$ and $\pi_2$ executed in parallel is just equivalent to $\langle \pi_1 \rangle \varphi \land \langle \pi_2 \rangle \varphi$.

The book by de Roever et al. [2001] provides a good overview over early (both compositional and noncompositional) approaches to verification of shared memory concurrent programs.

A closely related work is Schellhorn et al. [2011] that Interval Temporal Logic (ITL) Cau et al. [2002] with interleaved programs and higher order logic. They present a calculus based on symbolic execution and rely/guarantee, that is implemented in the Karlsruhe Interactive Verifier (KIV) theorem prover.

Another approach using a dynamic logic—named multi-threaded object-oriented dynamic logic (MODL)—is taken by Klebanov [2009]; Beckert and Klebanov [2013], that uses a realistic Java-like programming language and explicitly constructs interleaved programs. Concurrent programs are composed sequentially into a single program with multiple program pointers. During
symbolic execution of threads, these pointers are moved in the (unmodified) program code. This is different to our dynamic logic where we consider sequential programs executed by some thread; and program statements are deleted and the one program pointer is implicitly at the beginning of the remainder. The (deterministic) scheduler is explicitly axiomatized in MODL. They use a Java-like language, but impose the rather strong requirement that all loops are atomic. It also includes atomic blocks that are symbolically executed in another kind of DL modality. Like our calculus, theirs is implemented in the KeY system, too. Through the vast possibilities of interleaved executions—it can be seen as an instance of what de Roever et al. [2001] call the global method for concurrency verification—this approach suffers from a high complexity (that however can be reduced in parts by making stronger assumptions about the scheduling process).

4.3 Rely/Guarantee

Prensa Nieto [2002] presents the first thorough formalization of rely/guarantee that can be machine-checked (in Isabelle/higher order logic (HOL) [Paulson, 1994]). “Surprisingly, it appears that there has been no work on embedding Hoare logics for shared-variable parallelism in any theorem prover.”

Ahrendt and Dylla [2009, 2012] describe a verification system for concurrent programs written in the Creol language. Creol [Johnsen et al., 2006] is an experimental object-oriented language that features different kinds of concurrency. On an outer layer, it features distributed objects (i.e., distributed components that are class instances), which code execute truly in parallel. Distributed objects communicate through asynchronous message passing. But intra-object execution is multi-threaded with a shared memory. Ahrendt and Dylla apply a rely/guarantee approach to reason about this kind of concurrency. An important difference to our work is that Creol follows a cooperative scheduling philosophy [Dovland et al., 2005], in which sequential executions are not arbitrarily interleaved, but threads actively release control at explicit "release points" programatically. Their semantics are based on the technique by Zwiers [1989] to construct histories of interactions by non-deterministically ‘guessing’ environment actions. These interactions include ‘yield’ and ‘resume’ events that capture the memory state upon a release, thus bearing a similarity to our state traces.

Ahrendt and Dylla present a symbolic execution calculus for a dynamic logic for Creol with an implementation in an experimental version of KeY. The calculus rule dealing with release uses a special kind of update that anonymizes the state, through a (deterministic) \( \varepsilon \) assignment [Hilbert and Bernays, 1939], such that the rely condition holds in this state.

The Abstract Behavioral Specification (ABS) language [Johnsen et al., 2010; Hähnle et al., 2011] borrows many concepts, in particular regarding
concurrency, from Creol. [Din et al. 2012; Din 2014] describe a verification system similar to the one of [Ahrendt and Dylla 2009] and implementation in KeY. Threads in both Creol and ABS cannot be created dynamically. The scope of their shared memory is restricted to class boundaries.

Recently, rely/guarantee has been often considered in combination with separation logic [Vafeiadis and Parkinson 2007] since it does not only provide functional specifications for threads, but also separates the memory on which threads work. The central idea is similar to our approach to frame possible write effects. The main difference is that we make our frame annotations explicit, while in separation logic it is enshrined in the ‘star’ operator. [Dodds, Feng, Parkinson, and Vafeiadis 2009] discuss the inability of rely/guarantee to specify the behavior of programs that use forking and joining of threads, as opposed to parallel decomposition (on which rely/guarantee is traditionally defined). Forking and synchronization (of which joining is a special case) are the mechanisms used in real world programming languages. With those, the lifetime of a thread is controlled dynamically. To deal with programs of this shape, they propose an approach called “deny/guarantee,” building on the work by [Vafeiadis and Parkinson] in which nonbehavior of environments is specified using separation logic. These specifications are also dynamic, unlike the statically defined invariants of rely/guarantee.

[Haack and Hurlin 2008] also present a separation logic calculus for fork/join concurrency, modeling the multi-threading architecture of Java. It is based on fractional permissions [Boyland 2003].

[Smans et al. 2014] extend concurrent separation logic by introducing “shared boxes,” that encapsulate shared variables with a two-state invariant. This invariant must hold whenever a thread accesses the shared variable. This is to be checked in VeriFast.
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