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Introduction

“Das Volumen des Festkörpers schuf Gott, ihre Oberfläche wurde vom Teufel gemacht.”
“God made the bulk, surfaces were invented by the devil”

W. Pauli (1900 – 1958) as quoted in Refs. [1, 2].

From the viewpoint of Wolfgang Pauli’s judgment, this thesis shall be about the dark side of physics: It will be devoted to the surface states of a novel class of materials, namely topological insulators (TIs) [3-6], which I define below.

Obviously, Wolfgang Pauli was not having TIs in mind. During the period of his working life one of the major scientific revolutions took place, the development of quantum mechanics, and Pauli’s discoveries were among the most important contributions. The application of quantum mechanics to solid state systems is strongly linked to Felix Bloch’s name. A crucial physical ingredient to the Bloch-theorem [7] is the separation of mass scales between light electrons and heavy ions constituting a solid. Neglecting electron-electron interactions, the behavior of the bulk boils down to the quantized motion of independent electrons permeating the quasi-static, periodic, ionic lattice. The solution to Schrödinger’s equation in the presence of a periodic potential [7-10] gives rise to the band structure of the energy spectrum. Many of its important features and the qualitative shape of the Bloch wave eigenfunctions are a sole consequence of this theorem in combination with the point group of the crystal. In several relevant physical systems successful quantitative predictions can even be achieved analytically. Once it was understood that low-energy excitations of solids can be seen as electronic Bloch waves, a consistent explanation of various bulk properties (both thermodynamics and transport) immediately followed. It appears to be very likely that this marvelously simple and aesthetic picture inspired Pauli when he pronounced the bon mot reported above.

The transparent bulk picture, which strongly relies on the periodic lattice potential, naturally loses its validity at the boundary of a solid. There, a plethora of further competing physical effects, such as adsorption and the question about the surface reconstruction, complicate (and enrich) the straightforward adaptation of Bloch-like arguments. During Pauli’s times surface science was rather unexplored but since then tremendous revelations and progress were achieved in this field. Discoveries of relevance for the physics discussed in the present thesis comprise the two dimensional electron systems (2DESs) arising in semiconductor heterostructures and, as already mentioned above, TI boundary states.
**Introduction**

**Topological insulators are different from ordinary solids.**

While for traditional materials surface and bulk properties are to large extend unrelated, TIs realize a holographic principle: The boundary physics crucially depends on the characteristics of the interior.

Topological insulators have a band gap in their bulk, hence the name. However, differently from conventional insulators, the bundle of Bloch states is “twisted” in a way to be explained in Chap. 2. This twist leads to a non-trivial topological index. By the bulk-boundary correspondence [11–13] and Callias’ theorem [14, 15], gapless, extended states arise at the interface of two topologically distinct insulators. In retrospect we understand that the quantum Hall effect (QHE) [16] at given quantized transverse conductance was the first example of a TI: The Landau levels (LLs) provide the bulk band gap which is accompanied by the topological Thouless–Kohmoto–Nightingale–den-Nijs (TKNN) [17] invariant and the protected chiral edge states.

**Topological insulators are of fundamental scientific interest.**

Topological phases do not fit into the scheme of conventional states of matter. Following the seminal work by Ginzburg and Landau [18] solid state systems were traditionally classified by means of symmetries and the paradigm of spontaneously broken symmetries. In contrast, TIs do not possess a symmetry breaking order parameter, but instead are characterized by the concept of topological invariants exposed above. That reason alone is of major importance for the fundamental scientific interest in TIs, since the condensed matter physicist’s vocation is to explore ever new appearances of nature.

The robustness of TI boundary states with respect to a random impurity potential is a question of main significance for the present thesis. Conventional disordered electronic systems in two or less spatial dimensions are subjected to the paradigm of Anderson localization [19]. This quantum effect relies on the enhanced return probability in low-dimensional stochastic motion and the destructive self-interference of wave packages. Electron-electron interaction commonly strengthens the tendency towards localization. Therefore, it is a question of primary fundamental interest, how Anderson localization is avoided on the boundary of TIs.

Furthermore, TIs provide the condensed matter realization of many abstract concepts from fundamental physics and quantum field theory. Many intriguing theories from high energy physics could never be experimentally addressed in view of the enormously elaborate, expensive and time-consuming measurements. Some of the effects in particle physics occur on energy scales far beyond human accessibility. Present day condensed matter experiments on TIs can provide a proof of principle for abstract ideas on low-dimensional relativistic quantum field theory (QFT) in curved space-time such as anomalies [20, 21], theta vacua [22–24], axion dynamics [4, 25, 26], and many more.

Finally, several topological states of matter are expected to host excitations sufficing exotic quantum statistics (“anyons”). The wave function of a pair of conventional, indistinguishable quantum mechanical particles acquires a phase $\phi = 0 \text{ (mod } 2\pi\text{)}$ (bosons) or $\phi = \pi \text{ (mod } 2\pi\text{)}$ (fermions) upon particle exchange. A question of fundamental relevance is whether more complicated representations of the braid group exist in nature (e.g. other values of $\phi$). As suggested by several theoretical works, this might be the case on the boundary of TIs and, in particular, the self-adjoint Majorana fermions at the ends of certain superconducting quantum wires constitute an important example [27].

**The experimental realization of topological insulators indicates promising applications.**

The immense scientific interest towards TIs was particularly boosted by the experimental discovery of two-dimensional (2D) and three-dimensional (3D) time reversal (TR) invariant TIs less then ten years
ago [28, 29]. In contrast to the TKNN integer, their topological index takes only values in $\mathbb{Z}_2$.

The 2D TI phase, which is also called quantum Spin Hall effect (QSH), was first theoretically predicted [30, 31] and subsequently experimentally observed [28] in Cadmium Telluride - Mercury Telluride heterostructures. A major characteristic signature of the measurement is the quantized two point conductance $g = 2e^2/h$. The commonly accepted explanation for this phenomenon relies on the topologically protected transport along the one-dimensional edges of the sample [32].

The discriminating feature of all 3D TIs is the massless Dirac state on the 2D boundary which was first spectroscopically detected in Bismuth Antimonide alloys [29] and subsequently in many other materials, amongst them Bismuth Selenide (Bi$_2$Se$_3$) crystals and strained Mercury Telluride (HgTe) [3]. To present date, various experimental groups confirmed predominant surface state transport (for a review see Ref. [33]), in particular elucidating ambipolar field-effect [34–37] and the typical QHE-steps of Dirac electrons [38–42], Aharonov-Bohm oscillations [43–45] as well as weak antilocalization (WAL) corrections in the magnetoconductivity data [46–48].

More recently [49–51], there was substantial evidence for Majorana edge modes at the ends of superconducting nano wires (InSb, Al-InAs, Nb-InSb). Majorana fermions are particular examples of topological boundary states. They are their own antiparticles and reside in an energy level right at the center of the superconducting gap. One observable under experimental investigation is the tunneling conductance which, in the presence of Majorana modes, is supposed to exhibit a peak at vanishing bias voltage. Present day measurements are in accordance with the theoretical scenario but not sufficiently affirmative to speak about the discovery of Majorana fermions.

Finally, in latest experiments [52] the anomalous QHE was observed in Chromium-doped (Bi,Sb)$_2$Te$_3$ films. The transverse conductance was measured as a function of external magnetic field and manifested a strongly hysteretic, quantized behavior. Even though, from the theoretical viewpoint, the observed electronic phase corresponds to the “usual” quantum Hall (QH) state, the quantized transverse conductance at vanishing external field is of principal interest for potential applications.

Indeed, the protected quantum transport properties of TI boundary states are extremely attractive for industrial technology. During the last decades, the building blocks (e.g. computer chips) of electronic devices continuously shrunk in size while their complexity exponentially increased (Moore’s law). Thus the constituent components are steadily approaching the nano-scale at which quantum effects become important. Robust quantum electronics is needed. For a long time, the QHE was the only available TI state, but the necessary strong external magnetic field hampered economic exploitation. In contrast, the recent realization of the anomalous QHE and of TR invariant TIs indicate facilitated industrial use.

These novel phases of matter, in particular the QSH, naturally suggest spintronic applications. Spintronics is a field of research where various physical phenomena are investigated with the aim of taking functional advantage of the electronic spin degree of freedom. Particularly important for data storage is the giant magnetoresistance in layered ferromagnet-paramagnet-structures [53, 54]. In comparison to charge transport, the neutral spin current [55, 56] is characterized by a much weaker relaxation rate making it attractive for applications.

Eventually, topological quantum computation [57] is a long-term target which can be realized utilizing topological states of matter. While data processing is achieved by means of manipulation of binary digits (bits) in traditional computers and by means of local operations on quantum states (qubits) in quantum computers, topological quantum computation shall be based on the braiding properties of anyonic particles. In contrast to conventional quantum computers, the non-local data storage in topological quantum computers is expected to be much more robust. The above mentioned Majorana fermions are regarded as promising candidates.
What is the effect of impurities and electron-electron interaction on topological insulators?

In this thesis, I want to address the following important questions:

(i) What are the semiclassical transport properties of 2D Dirac surface states in the presence of an external magnetic field?

(ii) How does disorder affect the transport properties of 2D systems with chiral (sublattice) symmetry (e.g. surface states of 3D TIs)?

(iii) How will their density of states (DOS) behave, if additionally infinitely strong impurities are introduced to the system?

(iv) How do disorder and electron-electron interaction influence the quantum transport in thin films of the experimentally realized TR invariant 3D TIs?

(v) What is the character of the QHE in these systems?

(vi) Can the surface states of disordered, TR invariant 3D TIs become superconducting? What is the mechanism of the phase transition and how does the transition temperature depend on the impurity concentration?

Before turning to these questions, two introductory chapters are included in the present dissertation. First, in Chap. 1 I will review various features of quantum transport in disordered systems, Anderson localization, the field theoretical description in the presence and absence of electron-electron interactions and the most prominent applications of these methods. Second, in the subsequent Chap. 2, the concept of topological states of matter is introduced and explained in great detail and from various different viewpoints.

Subsequently, Chap. 3 is devoted to question number (i). I present the semiclassical calculation of transport coefficients in the following two regimes: (a) the cyclotron motion of electrons can be treated classically, (b) the cyclotron motion of electrons is treated quantum mechanically but the impurity potential is smooth (semiclassical). For case (a) two situations occur: Zeeman coupling can be neglected or Zeeman coupling is important and leads to the anomalous Hall effect (AHE).

Next, Chap. 4 is devoted to questions (ii) and (iii). It is demonstrated that the localization physics in random systems with chiral symmetry is driven by topological defects in the quantum field theoretical description of the problem. Surface states of TIs are shown to evade this mechanism. Towards the end of the chapter, I explain why the DOS in the presence of infinitely strong impurities displays universal behavior different from the universal behavior in the situation of weak impurities studied before [58, 59]. The entire chapter is of equal importance for graphene with particular type of impurities and various other random 2D systems with chiral symmetry.

Further, Chap. 5 deals with question (iv). It addresses the situation of most experiments where predominant surface transport was observed. The temperature and frequency dependence of conductance in thin 3D TI films is calculated. Quantum effects stemming from impurity scattering of surface states and electron-electron interactions in the diffusive regime are taken into account.

The unconventional QHE of surface states, question (v), is investigated in Chap. 6. There, standard arguments in favor of integer quantization of Hall response, such as Laughlin’s flux insertion argument, are translated to the case of Dirac fermions and the half-integer QHE. The field theory describing this effect is developed and possible experimental tests are discussed.
Eventually, in Chap. 7 the last question (vi) is addressed. The research presented in this chapter is still ongoing. Yet, I present several important results such as the separation of regimes in AC transport and the nature of the phase transition. This last chapter is of major importance also for other 2DESs than TI surface states.

For the sake of better readability, I tried to make notations as coherent as possible throughout the thesis. The lists of acronyms and notations can be found on pages 199 and 202 respectively.
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Chapter 1

Fundamentals: Quantum transport in disordered systems

The title of this thesis contains three major words: “interaction”, “disorder” and “topological insulators”. The central term is the most important, as the physics in dirty systems is fundamentally different as compared to their clean counterparts. Therefore this thesis starts with an overview of the most important concepts of disordered and random quantum mechanical systems. The important “interaction effects” are also discussed within the present chapter. The novel state of matter “topological insulators” will be explained in a separate subsequent introductory chapter, Chap. 2.

I partly base this chapter on my Diploma thesis, Ref. [60].

1.1 Single particle localization in a random potential

1.1.1 Anderson localization

In 1957, Philip Warren Anderson first realized that a quantum-mechanical particle subjected to a random potential might be localized, if the disorder strength is large enough [19]. At first glance, this does not seem surprising: Also a classical particle which has sufficiently small energy, will be localized in the relatively deep valleys of a disordered potential landscape. But this is not the interesting point: The striking fact of Anderson’s discovery is that the theorem predicts localization even when there is none to be expected classically. Furthermore, at given disorder strength, there do not exist energies at which both localized and delocalized states are present.\(^1\) Finally, all states being either localized or all states delocalized, Anderson localization is a quantum-mechanical phenomenon with macroscopic effects. There exist two distinct phases (insulator and metal) and therefore at some point a phase transition occurs: The Anderson transition.

1.1.2 Scaling theory of Anderson transitions

Only about twenty years after Anderson’s fundamental article a phenomenological scaling theory of this phase transition was developed. Following the ideas of Thouless and Wegner the “Gang of Four” (Abrahams, Anderson, Licciardello and Ramakrishnan) formulated a one parameter scaling theory for

\(^1\)Mott’s argument: Imagine the coexistence of the two. Then a small change in the disorder configuration would cause some extended states to be changed into extended states leaking into the region of a localized state, mix with it and therefore extend it. In this sense, localized states are not stable against extended states of the same energy [61, 62].
the dimensionless conductance $g$ [63]. Three main (physical) assumptions were made: First, $\frac{d\ln{g}}{d\ln{L}} = \beta_d (g(L))$ does not explicitly depend on the system-size $L$ for all values of $g$, second $\beta_d (g)$ is continuous and monotonously increasing and third the following asymptotics hold:

$$g(L) = \begin{cases} \sigma L^{d-2} & \text{Ohm’s law for macroscopic transport for large } g \\ g_a e^{-\frac{L}{\xi}} & \text{Anderson localization for small } g \end{cases}$$

($\sigma$ denotes the conductivity, $\xi$ the localization length and $L^d$ the size of the $d$-dimensional hypercube.)

From these assumptions Abrahams et al. concluded that the $\beta$ function must qualitatively behave as given in Fig. 1.1.

This implies the following consequences: First there is no metallic state at or below two dimensions. Second for $d > 2$ there exists a metallic phase and a metal-insulator-transition (MIT) point, at which the $\beta$ function vanishes for finite conductance $g = g_c$ and hence zero minimal conductivity $\sigma_c = g_c L^{2-d} \xrightarrow{L \to \infty} 0$. Third, at $2 + \epsilon$ dimension there exists a MIT at $g \sim \frac{1}{\epsilon}$.

The “Gang of Four”-scaling theory was a milestone in the understanding of the Anderson phase transition. Its importance and implications will be reviewed in the context of the microscopically motivated QFT, see Sec. 1.4. Instead, in the following sections, the focus will be spotted onto the role of very basic properties of the system: dimensionality and symmetry.

1.2 Quantum corrections to conductivity

Before turning to the QFT of disordered metals and to the renormalization group (RG) technique, it is worth to briefly review standard perturbative results concerning quantum corrections to the classical Drude conductivity $\sigma_D^{xx}$. Generally, the perturbation series expands about the state of “good metal”, i.e. $\sigma_D^{xx} \gg e^2/h$ or, equivalently $k_F l \gg 1$ (where $k_F$ is the Fermi wavenumber and $l$ is the mean free path.)

2 A negative $\beta$ function means decreasing conductance with increasing system size (decreasing temperature) and vice versa. The asymptotic, positive constant value $\beta_{d>2}\xrightarrow{g \to \infty}$ correspond to increasing conductance but constant conductivity.

---

[Figure 1.1: $\beta$ function for one, two and three dimensions. Original plot from Ref. [63]]
1.2 Quantum corrections to conductivity

1.2.1 The role of dimensionality and interference corrections

The origin of interference correction and the fundamental dependence on dimensionality can be understood qualitatively following arguments by A.I. Larkin and D.E. Khmel’nitskii [64-66].

Consider an electron propagating from point A to point B in a dirty metal. The total probability for this propagation has to be calculated quantum mechanically (i.e. summing amplitudes $A_i$ corresponding to different trajectories and squaring afterwards): $W = | \sum_i A_i |^2 = \sum_i |A_i|^2 + \sum_{i \neq j} A_i A_j^*$. The second term describes the interference of amplitudes belonging to different paths.

The electron-propagation along different paths results in a phase difference of its wave function; e.g. along paths of the type 1 and 2 in Fig. 1.2. However, the effect of this phase difference vanishes as the average over the interference term $\left\langle \cos \left( \Delta \phi_j - \Delta \phi_i \right) \right\rangle$ is zero.

Nevertheless, there do exist paths where interference plays a crucial role: these are the self-intersecting trajectories, depicted in Fig. 1.3. For each of them there always exists a second path which is exactly the same up to the fact that the loop is taken the other way round. Still $\Delta \phi$ is the same for both and hence $W = |A_1 + A_2|^2 = 4|A_1|^2$. This is twice the classical value!

We see that quantum-interference enhances the impact of self-intersecting trajectories. Those suppress conductivity as the scattering probability increases. But how does the crucial dependence on the dimension arise?

Classically, the probability for self-intersecting trajectories in phase space is zero, because they are “infinitesimally thin”. However, quantum-mechanically, they have a finite thickness of the order of the de Broglie wave length $\lambda_{dB} = \frac{\hbar}{p_0}$. Therefore, the particle going to start its loop at point O in Fig. 1.3 "occupies" a finite volume element $\sim \lambda_{dB}^{d-1} v dt$ in the time-interval $[0, dt]$. In addition, within a certain time $t \in [\tau, \tau_o]$ it might access any point within the volume $(Dt)^{\frac{d}{2}}$ ($D$ is the classical diffusion coefficient). The probability of coming back to the initial point at time $t$ is the fraction of these two volumes $p_{\text{return}} \sim v dt \lambda_{dB}^{d-1} / (Dt)^{\frac{d}{2}}$.

As the conductivity is decreased by the presence of self-intersecting trajectories, the interference induced relative correction to conductivity is

$$\frac{\Delta \sigma}{\sigma} \sim - \int_{\tau}^{\tau_o} \frac{\lambda_{dB}^{d-1} v dt}{(Dt)^{\frac{d}{2}}},$$

(1.1)

a quantity which diverges for $d \leq 2$ as $\tau_o \xrightarrow{T \to 0} \infty$. For $d = 3$ it depends on the ratio $\lambda_{dB}/l$ and justifies classical treatment for the mean free path $l$ much greater than the de Broglie wavelength $\lambda_{dB}$.

---

3...as already mentioned in Anderson's 1958 paper.

4i.e. a time longer than the (impurity-) scattering time $\tau$ but shorter than a timescale $\tau_o$ where inelastic interaction destroys these arguments based on coherence.
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\[ \Gamma_q = p, n + p, n + m + \ldots \]

\[ \Gamma_q = p, n + p, n + m \]

Figure 1.4: Diffusion mode: the particle-hole mode. Throughout this thesis, arrowed lines correspond to fermionic propagators, while dashes correspond to correlations of disorder potential, Eq. (1.2).

Figure 1.5: Cooperon mode: the particle-particle mode

In conclusion, the critical dimension \( d_c = 2 \) predicted by the “Gang of Four”-scaling can be explained qualitatively by Larkin’s and Khmel’nikii’s arguments. This is the motivation for considering a spatial dimension of two (or nearby) within many works on Anderson localization and within this thesis.

1.2.2 Diagrammatic technique

Here, I want to give a very compact review of the diagrammatic technique for disordered systems and refer to the textbooks \([61, 62, 67]\) for further details.

The quantum mechanical single particle problem of motion in an impure environment is described by a Hamiltonian which includes the superposition of many impurity potentials. Whenever one is interested in macroscopic response functions, it is plausible to treat the position of impurities statistically. The impurity problem is thus equivalent to a problem made up of a random potential with a given probability distribution. In the limit when impurities are infinitely weak but infinitely dense, this distribution is Gaussian. Mostly in this thesis, I will work in this regime. In view of the universality exclusively determined by symmetries, see Sec. 1.3, the results are expected to hold beyond this approximation. However, for particularly strong impurities novel physical aspects are relevant, such as the Kondo effect \([69]\) or effects described in Sec. 4.3.2.

For reviewing exemplary building blocks, I would like to concentrate on conventional electrons with parabolic dispersion and a white noise Gaussian disorder potential

\[ \langle V(x)V(x') \rangle = \frac{1}{2\pi \nu \tau} \delta (x - x') . \]  \hspace{1cm} (1.2)

(The DOS is denoted by \( \nu \) and \( \tau \) turns out to be the elastic scattering rate.) In the limit \( k_F l \gg 1 \)

\(^5\)It is assumed that \( n_{\text{imp}}V_{\text{imp}}^2 = \text{const.} \) for vanishing inverse impurity density \( n_{\text{imp}}^{-1} \to 0 \) and strength \( V_{\text{imp}} \to 0 \) \([68]\).
the single particle Green’s function can be determined in self-consistent Born approximation (SCBA),
which corresponds to the resummation of Fock-type rainbow diagrams:

\[ \langle G(p) \rangle_{SCBA} = \frac{1}{i\epsilon_n + \mu - \frac{p^2}{2m} + \frac{i}{2}\text{sign} (\epsilon_n)}. \] (1.3)

(The chemical potential is \( \mu \) and I use Matsubara technique with frequencies \( \epsilon_n \).) While electronic
states decay on the length scale of the mean free path \( l = v_F \tau \) (\( v_F \) is the Fermi velocity), there are
long lived diffusion and (in the presence of TR symmetry) Cooperon excitations depicted in Figs. 1.4
and 1.5. Their propagator corresponds to the resolvent of the diffusion equation

\[ \Gamma_{q,m} \sim \frac{1}{|\omega_m| + Dq^2}. \] (1.4)

(The diffusion coefficient in dimension \( d \) is \( D = v_F^2 \tau / d \).)

1.2.3 Interference corrections

By means of the diagrammatic technique and Kubo linear response formalism it is possible to reproduce
the classical Drude conductance:

\[ \sigma_{xx} = \frac{ne^2\tau_{tr}}{m}. \] (1.5)

Note that the disorder induced transport time \( \tau_{tr} \) is finite at zero temperature (“residual conductivity”).
As explained, quantum corrections to conductivity can be obtained perturbatively in \( 1/k_F l \). In two
or less spatial dimensions these corrections diverge for divergent infrared (IR) cut-off length scale \( L \), see
also the qualitative arguments in Sec. 1.2.1. I here concentrate on \( d = 2 \) \([70, 71]\):

\[ \delta \sigma_{xx} = -\frac{e^2\alpha'}{\pi^2\hbar \ln L/l}. \] (1.6)

It is apparent from the Feynman diagram that the correction is due to the long lived Cooperons. For
electrons with parabolic dispersion, \( \alpha' = 1 \) in this formula. This is the weak localization (WL) effect,
a precursor of strong Anderson localization. In contrast, in the case of strong spin orbit coupling the
triplet component of diffusive soft modes is gapped out and \( \alpha' = -\frac{1}{2} \). Thus in this case the Cooperon
correction changes sign (WAL). In the spirit of the Larkin-Khmel’nikskii argument, Sec. 1.2.1, WAL is
physically related to the destructive interference of time-reversed paths for particles with spin \( \frac{1}{2} \).

As Cooperons are gapped by magnetic field, the leading order quantum corrections vanish in strong
magnetic field \( (\alpha' = 0) \). The crossover at given scale \( L \) can be probed in magnetoresistance experiments:

\[ \sigma(B, L) - \sigma(B = 0, L) = -\frac{e^2\alpha'}{2\pi^2\hbar} \ln \left( \frac{l_B^2}{4L^2} \right) - \frac{1}{2} + \frac{l_B^2}{4L^2} \] (1.7)

where \( \psi \) is the digamma function and \( l_B = \sqrt{\hbar / |eB|} \) is the magnetic length.
In macroscopic solid state systems the IR cut-off is set by the dephasing length

\[ L \sim l_\phi = \sqrt{D \tau_\phi} \propto T^{-p/2}. \] (1.8)

The loss of phase coherence is typically provoked by electron-electron interactions \((p = 1)\) or electron-phonon interactions \((p = 2)\) or a combination of the two.

### 1.2.4 Interaction induced corrections

Up to now I concentrated on the case of single-particle interference corrections, the electron-electron interaction entering only in the cut-off \(l_\phi\). This is justifiable, inasmuch in the potentially strongly correlated electron system (with density parameter up to \(r_s \sim 1\)) the low energy excitations carry the same quantum numbers as free electrons (Landau’s “Fermi-liquid theory”, see Sec. 1.5.1) \([67, 72]\). Therefore in many respects the electron liquid is akin to the electron gas.

However, concerning the conductivity, the residual interactions in the theory (in particular those stemming from Coulomb repulsion) lead to additional quantum corrections [Altshuler-Aronov (AA) corrections] \([71, 73]\), which are comparable in magnitude to weak (anti-)localization. For simplicity, I here concentrate again on \(d = 2\) and on long-range interactions in the singlet channel. The leading order correction is

\[ \delta \sigma_{xx}^{(AA)} = \frac{e^2}{2\pi^2 \hbar} \ln T\tau. \] (1.9)

It is important to remark, that this expression does not depend on the strength of interaction. The universal value stems from overscreening the Coulomb interaction \(U_0(q)\)

\[ U^{st}(q) = \frac{U_0(q)}{1 + U_0(q) \frac{\partial n}{\partial \mu}} \sim \frac{e^2 \hbar}{2\pi^2 \hbar} \ln \frac{1}{\tau}, \] (1.10)

where \(\frac{\partial n}{\partial \mu}\) denotes the thermodynamic DOS and the superscript \(st\) stands for the static limit. The approximation is justified as long as the mean free path exceeds the screening length.\(^7\) In the calculation of conductivity an additional factor of \(\frac{\partial n}{\partial \mu}\) appears, leading to the universal result.

### 1.2.5 Experimental reality of quantum corrections

All of the effects exposed in Eqs. (1.6),(1.7) and (1.9) play an important role for quantum transport experiments, in particular also concerning 3D TI samples. In Fig. 1.6 a reprint of data taken on a Bi\(_2\)Se\(_3\) sample is given \([48]\). In the parameter regime corresponding to that plot, the system is a non-topological 2D metal with strong spin orbit coupling.\(^8\) Indeed, the magnetoconductance is negative (this is the WAL effect). The experimental data (Fig. 1.6, left) could be fitted to Eq. (1.7) yielding constant \(\alpha' \approx -1/2\) over a range of one decade in carrier density and two orders of magnitude in

\(^6\)It turns out that this universal result is leading order in \(1/k_F l\) but exact in interaction strength, see Sec. 1.5.

\(^7\)At the level of random phase approximation (RPA), this condition is \(1 \ll \frac{\hbar}{\tau} l \sim \frac{1}{\tau} \frac{1}{\tau} k_F l\) which is indeed fulfilled as long as the dielectric constant \(\varepsilon\) does not take extreme values.

\(^8\)The system can be tuned into a TI by applying sufficiently strong external gate voltage \([48]\).
1.3 The role of symmetries

The different universal values of $\alpha'$ in (1.6) in the presence or absence of TR and or spin-rotational invariance can actually be related to geometric properties of certain manifolds reflecting the symmetries of the system. Historically, the symmetry classification of random Hamiltonians goes back to 1951, when Eugene Wigner [74] started to investigate heavy nuclei by their symmetries. This influenced Freeman Dyson: He developed the Random-Matrix-Theory of Hamiltonians, a theory which should be applied to nuclei in which “all shell structure is washed out and [that] no quantum numbers other than spin and parity remain good” [75].

An electronic disordered system has very little symmetries (at least before averaging over disorder configurations). In this sense, most quantum numbers are “washed out”, too, and a classification analogous to Wigner’s and Dyson’s heavy nuclei is justified.

Time-reversal symmetry The works concerning atomic nuclei were based on the investigation of TR symmetry of the systems. Time reversion is represented by an antunitary operator $T = UK$ (U unitary, K denotes complex conjugation) which might square to $+1$ or $-1$ depending on systems with even respectively odd total angular momentum. The transformation of the Hamiltonian is

$$T : H \rightarrow U H^T U^{-1}. \quad (1.12)$$

There is a total of three Wigner-Dyson classes: The TR symmetry is absent, present and $T^2 = 1$, or present and $T^2 = -1$.

Figure 1.6: Magnetoconductance [left, (a)] and temperature dependent conductivity at [right, (b)] of thin Bi$_2$Se$_3$ films [48]. For the purpose of this introduction, I concentrate on perpendicular magnetic field [0°, marked by squares in (a)].

mobility. On the other hand, the slope $\kappa$ in the logarithmic temperature dependence (Fig. 1.6, right) is positive, indicating localizing behavior. The apparent contradiction is resolved if one combines WAL and AA effects, i.e. Eqs. (1.6) and (1.9). According to these equations, one theoretically expects

$$\kappa = 1 + \alpha' = 1/2 \quad (1.11)$$

at zero magnetic field, which is in reasonable agreement with experiment. See Ref. [48] for further discussion.
As long as one requires the Hamiltonian to be invariant under energy shifts, these three classes are the only ones. Dropping this constraint one can extend the symmetry classification.

**Particle-hole symmetry** Another rather illustrative concept of symmetry is charge conjugation [in other words particle-hole (PH) symmetry]. As is well-known from basic quantum mechanics it is also represented by an antiunitary operator of the form \( Q = V K \) (V unitary):

\[
Q : H \rightarrow -V H^T V^{-1}.
\]  

Particle hole symmetry again can be absent, present and \( Q^2 = 1 \), or present and \( Q^2 = -1 \).

Collecting all combinations of TR and PH symmetry, one eventually obtains 9 different symmetry classes. However, the combined symmetry has also to be considered:

**Chiral symmetry and the total number of symmetry classes** The chiral symmetry – it can be understood to be the combination of the upper two – is represented by a unitary operator \( W \)

\[
C : H \rightarrow -W H W^{-1}.
\]

As chiral symmetry can either be present or absent in the absence of the two other symmetries, in total ten symmetry classes can be constructed [5]:

\[
10 = 3|T^2 = 0, \pm 1 \times 3|Q^2 = 0, \pm 1 + 1|C = 1, T = 0, Q = 0.
\]

Usually, they are grouped into three Wigner-Dyson classes, three chiral classes and the four other Bogoliubov-deGennes classes. The latter were only discovered in 1996 by Altland and Zirnbauer for certain superconducting systems [76].

The possibility of writing one of the symmetries as the product of the two other ones is a relict of the absence of further such symmetries: Any combination of symmetries of the three types exposed above will either commute with the Hamiltonian\(^{10}\) or reproduce a symmetry falling into one of the three classes.

**Mathematical expression of symmetries** In principle, any unitary matrices \( U, W \) are equally good to define the action of \( T, C \) and \( Q = C \circ T \). However certain representations are common and appropriate [77]:

For example, for a Wigner-Dyson system with time-reversion invariance and \( T^2 = 1 \), \( U = 1 \) can be chosen and hence \( H \) is symmetric.

In the corresponding class where \( T^2 = -1 \), \( U = \sigma_y \) is common, then \( H = \sigma_y H^T \sigma_y \).

The chiral symmetry is usually realized by means of \( W = \sigma_z \), therefore \( \{ H, \sigma_z \} = 0 \) and \( H \) becomes block off-diagonal.

This way, the Matrix \( iH \) becomes an element of the tangent space of a certain symmetric space (see Sec. 1.3.1). Thus, a classification of disordered systems according to Cartan’s table of symmetric spaces is appropriate. This was first realized by Altland and Zirnbauer [76, 78]. The classification table itself is given on the last page of the appendix.

---

\(^9\)The unusual notation \( Q \) is used in order to keep \( C \) free for “chiral” and \( K \) for complex conjugation.

\(^{10}\)then block diagonalization produces two Hamiltonians of a certain symmetry class
The role of symmetries

1.3.1 What are symmetric spaces?

Symmetric spaces are the underlying mathematical concept for the classification of random matrices and (electronic) disordered systems. Furthermore, the effective field theories dealt with in the non-linear sigma model (NL\(\sigma\)M) approach also live on symmetric spaces. Finally, the topology-driven phenomena in disordered systems (like topological insulators) rely on the topological properties of symmetric spaces. Here a brief review is given, based on Refs. [79, 80].

**Symmetric spaces from the geometric point of view** A connected Riemannian manifold \((M, \langle \cdot, \cdot \rangle)\) is called symmetric space, if for all points \(p \in M\) there exists an isometry \(s_p : M \to M\) such that

1. \(p\) is fixed under \(s_p (s_p (p) = p)\) and
2. the differential mapping from the tangent space \(T_p M\) onto itself has the property \(ds_p|_p = -\text{id}|_{T_p M}\).

As the operation \(s_p\) simply reflects all tangent vectors, it is called geodesic reflection: Any point on a geodesic will be mapped on the corresponding opposite point in the sense of Fig. 1.7.

It follows, that \(M\) is homogeneous with respect to group operations of the isometry group \(\text{Iso}(M)\). Accordingly, for any two points on \(M\) there is an isometry mapping the one on to the other. This mathematically reflects the equivalence of all points, which is of physical interest for the manifold of equivalent saddle points.

Simple examples of symmetric spaces sufficing conditions 1. and 2. are spheres \(S^d\).

**Symmetric spaces from the group theoretical point of view** The geometric definition of a symmetric space can be brought to a group theoretical language:

Let \(M\) be a connected symmetric space. Denote the compact subgroup of \(\text{Iso}(M)\) by \(G = \text{Iso}^0(M)\) and pick out some base point \(x_0\). Then the symmetric space is diffeomorphic to\(^{11}\) \(\frac{G}{K}\) where \(K\) is the compact stabilizer \(K = \{g \in G | g \cdot x_0 = x_0\}\).\(^{12}\) The converse theorem also holds: Let \(G\) be a connected Lie Group, and \(K\) a compact subgroup of \(G\).\(^{13}\) Then \(M = \frac{G}{K}\) is a symmetric space in the above given Riemannian/geometric sense with respect to any \(G\)-invariant Riemannian metric.

\(^{11}\) the quotient group is defined by the equivalence relation \(g \sim h : \Leftrightarrow g \cdot x_0 = h \cdot x_0\) for \(g, h \in G\).

\(^{12}\) The geodesic reflection is incorporated into an involutive automorphism of \(G\): \(\sigma : g \mapsto sgs = sgs^{-1}\). The set \(\text{Fix}(\sigma)\) of fix points of \(\sigma\) is a closed subgroup of \(G\) and \(\text{Fix}^+ (\sigma) \subseteq K \subseteq \text{Fix}(\sigma)\).

\(^{13}\) Further an involutive map \(\sigma \in \text{Aut}G\) with \(\text{Fix}^+ (\sigma) \subseteq K \subseteq \text{Fix}(\sigma)\) has to be assumed. The geodesic reflection at a given base point \(x_0 = eK\) is \(s_{x_0} (gK) = \sigma (g) K\).
Symmetric spaces on the level of Lie-Algebras  Consider $G$ and $K$ as in the paragraph above with corresponding Lie-Algebras $g$ and $\mathfrak{t}$. Further, a non-trivial involutive Lie-Algebra automorphism $\theta$ of $g$, i.e. $\theta^2 = \text{id}_g$, is introduced.14 Usually, $\theta$ is called the Cartan-involution and it translates the geodesic reflection $s_p$ to Lie-algebraic level. Then the Lie-algebra can be written as the direct sum $g = \mathfrak{t} \oplus \mathfrak{p}$ (“Cartan decomposition”) of the following two entities:

1. First, there is the subalgebra $\mathfrak{t} = \{ X \in g | \theta (X) = X \}$ of generators which are invariant under $\theta$.
2. Second, $\mathfrak{p} = \{ X \in g | \theta (X) = -X \}$ represents all tangent vectors which are reflected by $\theta$.

The Lie brackets of generators from the respective subsets fulfill the “Cartan-relations”: $[\mathfrak{t}, \mathfrak{t}] \subseteq \mathfrak{t}$, $[\mathfrak{t}, \mathfrak{p}] \subseteq \mathfrak{p}$, $[\mathfrak{p}, \mathfrak{p}] \subseteq \mathfrak{k}$. Note that $\mathfrak{p}$ is the tangent space $T_1 (\frac{G}{K})$.

1.3.2 Classification by symmetric spaces

The connection from the symmetry classification of Hamiltonians to symmetric spaces is carried out on this Lie-algebraic level: One simply determines the tangent space $\mathfrak{p}$ to which the Hamiltonian multiplied by the imaginary unit ($iH$) belongs.

The exemplary Hamiltonians given above display one of the following symmetries: $H = H^T$, $H = \sigma_y H^T \sigma_y$ or $\{ H, \sigma_z \} = 0$. Therefore $iH$ lies in $u(N)$, $u(2N)$ or $u(2N) \times u(N)$ respectively.

Mathematical arguments for the completeness of symmetry classes  In 1926, a complete classification of symmetric spaces was obtained by Elie Cartan. For the purpose of random-matrix theory and disordered systems, one is interested in compact irreducible symmetric spaces, and the matrix groups have to be of arbitrary matrix size, i.e. exceptional Lie groups (like $E_8$) will not be considered. Under these constraints, there exists a family of seven coset spaces of Lie groups (symmetric spaces of type I) and further four symmetric spaces of type II, which are simple, compact and connected Lie groups. In this mathematical setting, the orthogonal group in even and odd dimensions are regarded as two distinct classes $D$ respectively $B$. Typically, in the condensed matter context, this distinction is dropped: Its physical realization would be a disordered superconductor, but the matrix size of Bogoliubov-Hamiltonians is usually even (it is a bilinear form of Nambu spinors which treat creator and corresponding annihilator at once). Therefore a total of ten symmetry classes is obtained. This is a strong indication that the number of classes is complete, any other symmetry class would exceed the Cartan scheme. A rigorous proof has been given by Heinzner et al. in 2004 [81].

1.4 Non-linear sigma models

Around 1980, the equivalence between the localization problem and the NLoM on coset spaces was understood [82–85]. Starting from a microscopic description in terms of a single-particle Hamiltonian this effective QFT can directly be derived.

A brief technical summary is as follows (see Chaps. 6 and 7 and corresponding appendices for a concrete detailed derivation): First the partition function is averaged over disorder producing an effective four-fermion vertex. This vertex is decoupled by a Hubbard-Stratonovich transformation. Then the set

14Actually, $\theta$ is the differential map of the Lie Group involution $\sigma$, i.e. $\theta = d\sigma_c$. 
of saddle-points corresponding to SCBA (Sec. 1.2) is determined. Onto this set of saddle-points, which will be denoted by $\mathcal{M}_\sigma$, the (quantum-) fields are mapped. It is an interesting observation, that $\mathcal{M}_\sigma$ equally has the structure of a symmetric space.\footnote{The saddle-point manifold $\mathcal{M}_\sigma$ is uniquely determined by the symmetry of the random Hamiltonian and thus related to the symmetric space generated by $\exp(iH)$. In the case of the complex classes A and AIII the two manifolds are dual one to the other.}

An alternative derivation applicable for systems of Dirac electrons is non-Abelian bosonization \cite{86-89}, see Chaps. 5 and 6 and corresponding appendices.

Physically, the field living on the non-linear sigma model manifold $\mathcal{M}_\sigma$ describes the long range diffusion and Cooperon modes. The two of them being related by TR symmetry, it makes sense to describe them by a unified, symmetrized object. Depending on the symmetries of the system, different soft modes are present, and hence $\mathcal{M}_\sigma$ differs (see the table of symmetry classes, App. F).

### 1.4.1 An illustrative example

The most illustrative example of a NL$\sigma$M occurs in a system which is governed by a Mexican hat potential. Within a mean-field approach such potentials arise (usually) below the critical temperature of a thermodynamic phase transition associated to the breakdown of continuous symmetries. The system spontaneously falling into a definite ground state out of the (degenerate) ground state manifold causes spontaneous symmetry breaking (SSB). By Goldstone’s theorem, massless modes appear which describe the alteration of the ground state over spatial extension. All this happens within the ground state manifold, in the simplest example a circle, see Fig. 1.8. Furthermore, also massive modes appear, which describe changes perpendicular to the ground state manifold. In the NL$\sigma$M treatment, the massive modes are neglected, as they are strongly suppressed for energetic reasons, see Fig. 1.9.

Figure 1.8: Mexican hat potential, massless and massive mode.

Figure 1.9: The simplest NL$\sigma$M manifold: a circle.

Physically, Figs. 1.8 and 1.9 characterize the phase transition from normal to superfluid state in Helium-4 or any other system, where a spontaneous breaking of $U(1)$ symmetry appears. Already in this simple example the role of topology becomes apparent, as the Goldstone boson lives on a topologically non-trivial manifold: a circle.

Both Goldstone and diffusive modes have propagators $\Gamma \sim 1/p^2$, making 2D a special (critical) dimensionality. The action of the 2D NL$\sigma$M is

$$S[Q] = \frac{1}{16\pi^2} \int d^2x \text{tr} \left[ \nabla Q \nabla Q^{-1} \right].$$

(1.16)
In general, $Q$ is a matrix and the symbol $\text{tr}$ denotes the trace in the space of matrix indices of $Q$. For the problem of the $U(1)$ SSB phase however, $Q = e^{i\phi}$. Further, the coupling constant $t$ was introduced. In the context of Helium-4, it is inversely proportional to the superfluid density. The meaning of Eq. (1.16) for disordered conductors will be discussed in the following section.

### 1.4.2 Non-linear sigma model of disordered metals

In this work, the major focus is on two dimensional disordered metals. The circular NLσM arising due to SSB and the phase transition in a mean-field theory of superfluidity can be seen as a conceptional prototype. In contrast to the Abelian $U(1)$ model, the low energy theory of diffusive metals is governed by a field $Q$ which lives on some more complicated symmetric space (see App. F). The prefactor $\frac{1}{t}$ is proportional to the conductance.

In order to cope with the ensemble average over quenched disorder realizations three possible routes for the NLσM are known: Schwinger-Keldysh technique [90], supersymmetry [66] and the replica trick [91]. In this thesis, I will employ the latter, giving $Q$ an $N_R \times N_R$ matrix size. The trick formally relies on the identity for the free energy

$$\ln Z = \lim_{N_R \to 0} \frac{Z^{N_R} - 1}{N_R}. \quad (1.17)$$

The limit of vanishing number of replicas $N_R$ is mathematically innocuous in perturbative calculations and a standard tool not only in the context of disordered or glassy systems, but also offers one route to prove the linked cluster theorem [92].

### 1.4.3 The renormalization group

The QFT associated to the action (1.16) is defined by the partition function

$$Z = \int DQ e^{-S[Q]}. \quad (1.18)$$

Implicitly, the symbol $\int DQ$ denotes integration over all possible field configurations with associated momenta in $[1/L, 1/l]$. In order to obtain information on the Anderson transition, a perturbative RG treatment is performed with the NLσM. The idea of Wilsonian RG [93, 94] contains three steps: First, split the fields of the theory in fast and slow modes. Second, average the fast fields out, their effects are incorporated into the remaining “slow” $Q$ fields. Third, rescale the slow fields in a manner, that their support in momentum space is again $[1/L, 1/l]$. In the second step, approximations are made, and only a well defined set of infinitely many Feynman graphs might be kept. For NLσMs in 2D these are the logarithmic diagrams ordered in a power series of $t$. The resummation of infinitely many diagrams is encoded in the differential equation defining the $\beta$ function, cf. Sec. 1.1.2. Qualitatively, averaging “fast” modes reflects the condensed matter physicist’s interest in the very long-distance ($\sim$ sample size) behavior of the diffusive modes.

From a more general, field theoretical perspective, the RG technique was introduced to give ultraviolet (UV) divergent field theories a well defined sense in the limit $1/l \to \infty$. A theory where this is possible is called renormalizable and 2D NLσMs fall into this category. One can then iteratively in loop-orders introduce (formally divergent) counterterms in the action, with the benefit that the generating functional becomes finite. For the case of sigma models, divergencies do not only stem from the UV but also from the IR. To handle the latter singularities, a mass term with mass $1/L$ has to be added. The
consistency of the RG procedure is encoded in a differential equation, the Callan-Symanzik equation, of which the $\beta$ function exposed in Sec. 1.1.2 is a fundamental ingredient [95].

For the diffusive NL$\sigma$M, the leading order coefficient of the $\beta$ function can be read off from the perturbative weak (anti-)localization correction, Eq. (1.6), see also the table on the last page of this thesis, App. F. In particular, the WAL effect in the presence of strong spin orbit-coupling combined with the paradigm of Anderson localization inevitably implies a 2D metal-insulator transition (MIT) in class AII.

1.4.4 Comparison: diffusive sigma models and the illustrative example

In the case of usual phase transitions (e.g. in superfluids or the Heisenberg ferromagnet) self-consistent average over the interaction term generates an effective mean-field “potential”, for example the superconducting gap function or the magnetization. By symmetry arguments they are constrained to certain manifolds and the spontaneous symmetry breaking occurs, when the system falls into a definite ground state corresponding to a point on this manifold. Soft variations of the order parameter, the Goldstone modes, are then described by NL$\sigma$Ms.

For disordered systems the situation is similar: The interaction with the disorder potential is also self-consistently (SCBA) averaged out, yielding an effective mean-field potential, namely the Hubbard-Stratonovich field. Analogously, there exists a mechanism of “symmetry breaking”, namely when a saddle-point corresponding to SCBA is determined, as well as a NL$\sigma$M treating the fluctuations of the field.

However there are substantial differences. To begin with $Q$ does not play the role of an order parameter. Additionally, RG of diffusive NL$\sigma$Ms can be qualitatively different: Usual NL$\sigma$Ms of SSB phases suffice the Mermin-Wagner theorem [96], according to which any continuous, compact, non-Abelian symmetry can not be spontaneously broken in two or less spatial dimensions. For quantum phase transitions: “...two or less space-time dimensions."

In terms of RG it follows that the coupling constant $t$ increases (decreases) flowing to the infrared (ultraviolet). This is called “asymptotic freedom” and occurs, most prominently, also in non-Abelian gauge theories. Diffusive NL$\sigma$Ms can circumvent Mermin-Wagner theorem making WAL possible. Technically this occurs in the replica limit, or, in supersymmetric formulation, due to the non-compact bosonic sector. One of the striking characteristics of Anderson transitions is related to these peculiarities: multifractality. At the metal-insulator transition point there are infinitely many relevant operators leading to a continuous set of anomalous scaling dimensions for the moments of the wavefunction [77].

1.5 Field theory of interacting disordered systems

In the previous section I have reviewed, how the singular interference corrections to conductivity, Eq. (1.6) and the scaling hypothesis for the Anderson transition, Sec. 1.1.2, are field theoretically based in the microscopically motivated NL$\sigma$M , Eq. (1.16).

On the other hand, Eq. (1.9) shows that electron-electron interactions are equally important for the localization problem in disordered electronic systems. In this section I summarize the most important

\footnote{For quantum phase transitions: “...two or less space-time dimensions.”}

\footnote{Actually, systems of purely non-compact symmetry are already very curious: There is \textit{always} SSB, in particular also in $d \leq 2$ dimensions. Further, non-compact NL$\sigma$Ms are, at least in one loop approximation, asymptotically free in the \textit{infrared}. For details, see e.g. the talk [97] and Refs. therein. In disordered electronic systems, there is a competition between compact and non-compact symmetries.}
facts on interacting disordered systems,\textsuperscript{18} for more details see the reviews [98–100].

1.5.1 Clean and disordered Fermi liquid

The main statement of Landau’s Fermi liquid theory [67, 72, 101] is that, in the absence of spontaneous symmetry breaking,\textsuperscript{19} the low-energy\textsuperscript{20} excitations of a strongly correlated fermionic system are fermions (quasiparticles) with the same quantum number as the free particles. Their decay rate is small compared to the Fermi energy.

Landau’s phenomenological theory can be put on firm ground using field theoretic techniques. The exact electronic Green’s function (i.e. two point correlator) can be shown to contain a singular part (quasiparticle pole) with weight $0 < a < 1$ and an additional regular contribution [102]. In the entire thesis I reabsorb $a$ into a redefinition of fermionic fields and scattering amplitude.

Another particularly important quantity in the QFT of strongly interacting fermions are the four point correlators. These implicitly define the full interaction amplitudes. The latter are subdivided in different channels of small energy-momentum transfer according to their tensor structure in spin space, see Fig. 1.10. They include, among others, resonant particle-hole (particle-particle) bubbles, a singular contribution when the two fermionic propagators have close d+1 momentum. In order to handle the

\textsuperscript{18}This section is partly based on the unpublished typeset by this dissertation’s author of the lecture notes on “Field theories of disordered condensed-matter systems”, course given by A. D. Mirlin, P. M. Ostrovsky and I. V. Gornyi in the winter semester 2010/2011 at the KIT.

\textsuperscript{19}The spectrum of the interacting system is adiabatically connected to the free problem.

\textsuperscript{20}Low energy as compared to the Fermi energy.
The bubble of a particle and a hole (or particle) of similar $d+1$ momenta has a singular and a regular contribution

$$R_{n,p}(\omega_m, \mathbf{q}) \equiv G(\epsilon_{n_i}, \mathbf{p}_i) G(\epsilon_{n_i} + \omega_m, \mathbf{p}_i + \mathbf{q}) = -\beta \frac{v_F \hat{p} \cdot \mathbf{q}}{v_F \hat{p} \cdot \mathbf{q} - i\omega_m} \delta_P + \text{reg.} \quad (1.19)$$

at vanishing $(\omega_m, \mathbf{q})$. $(\delta_P$ constrains the fast energy-momentum $P$ on the Fermi surface.)

From the above expressions it becomes evident that the $\omega$-limit of the scattering amplitude

$$\Gamma^\omega = \lim_{\omega \to 0} \left( \lim_{q \to 0} \Gamma(\omega, \mathbf{q}) \right) \quad (1.20)$$

is regular at vanishing $(\omega_m, \mathbf{q})$ and the dependence of $\Gamma_{\hat{p},\hat{p}'}(\omega_m, \mathbf{q})$ on the transferred $d+1$ momentum is governed by the multiple resummation

$$\Gamma_{\hat{p},\hat{p}'}(\omega_m, \mathbf{q}) = \Gamma^{\omega}_{\hat{p},\hat{p}'} + \int_{\hat{p}_i} \Gamma^{\omega}_{\hat{p},\hat{p}_i} \frac{v_F \hat{p}_i \cdot \mathbf{q}}{v_F \hat{p}_i \cdot \mathbf{q} - i\omega_m} \Gamma^{\omega}_{\hat{p}_i,\hat{p}'} + \ldots \quad (1.21)$$

It can be shown that $\Gamma^\omega = F$ where $F$ are the phenomenological FL interaction parameters.

As will be explained below, for the purpose of disordered systems it is more useful to extract the static limit

$$\Gamma^q = \lim_{q \to 0} \left( \lim_{\omega \to 0} \Gamma(\omega, \mathbf{q}) \right) \quad (1.22)$$

of $\Gamma(\omega, \mathbf{q})$ (i.e. $F$ summed up with retarded-retarded/advanced-advanced bubbles). Using this quantity the full amplitude is given by

$$\Gamma_{\hat{p},\hat{p}'}(\omega_m, \mathbf{q}) = \Gamma^{q}_{\hat{p},\hat{p}'} + \int_{\hat{p}_i} \Gamma^{q}_{\hat{p},\hat{p}_i} \frac{-i\omega_m}{v_F \hat{p}_i \cdot \mathbf{q} - i\omega_m} \Gamma_{\hat{p}_i,\hat{p}'}^{q} + \ldots \quad (1.23)$$

All presented formulas apply to the short range interactions $\Gamma^1$, $\Gamma^2$ and $\Gamma^c$. The long-range interaction $\Gamma^0$ requires special treatment. It needs to be RPA screened by the full FL polarization operator $\Pi(\omega_m, \mathbf{q})$ which involves short range interactions.

Upon inclusion of sufficiently weak disorder (in the sense $k_F l \gg 1$) the $q$-limit quantities (e.g. $\Gamma^q$) remain unchanged, because they are determined by scales much shorter than the mean free path. On the contrary, the dynamic part of scattering amplitudes, i.e. the retarded-advanced particle-hole/particle-particle bubbles, has to be replaced by its diffusive counterpart [98, 100]:

$$\frac{\omega_n}{\omega_n + iv_F \hat{p} \cdot \mathbf{q}} \to \frac{\omega_n}{\omega_n + Dq^2} \quad (1.24)$$

21The limiting procedure of Matsubara frequencies involves analytic continuation and is explained in Ref. [101].
This replacement is best understood diagrammatically: All channels $\Gamma(\omega, q)$ are determined by infinite resummation of $\Gamma^0$ with retarded-advanced particle-hole (particle-particle) bubbles. In the disordered case the latter become diusons \(\Gamma_0\), see Fig. 1.11 for the exemplary case of $\Gamma^0$.

Another important consequence of disorder is to gap out all harmonics of the particle-hole bubbles except the zeroth harmonic (broken rotational symmetry). Therefore, the higher harmonics of $\Gamma_{\hat{p_1}, \hat{p_2}}$ are not coupled to the long-range diffusive modes and I henceforth denote $\Gamma = \langle \Gamma_{\hat{p_1}, \hat{p_2}} \rangle_{\text{Fermi surface}}$.

1.5.2 Non-linear sigma model with interactions

On the basis of the disordered FL, the diffusive NL$\sigma$M of interacting electrons can be derived \[103, 104\]. As before, the QFT can be obtained by functional integration and gradient expansion, again it is constructed on the saddle point manifold of the free problem. The interaction terms then formally correspond to particular mass terms in the action:

$$ S = S_{\sigma} + S^{(\rho)}_{\text{int}} + S^{(\sigma)}_{\text{int}} + S^{(c)}_{\text{int}}, $$

with

$$ S_{\sigma} = \frac{g}{32} \int_x \mathrm{tr} \left[ (\nabla Q)^2 \right] - 4\pi T z \int_x \mathrm{tr} \eta Q, $$

$$ S^{(\rho)}_{\text{int}} = \frac{\pi T}{4} \sum_{\alpha, n} \sum_{r=0,3} \int_x \mathrm{tr} \left[ I_{\alpha n}^{\alpha \tau_0 Q} \right] \mathrm{tr} \left[ I_{\alpha n}^{\alpha \tau_0 Q} \right], $$

$$ S^{(\sigma)}_{\text{int}} = \frac{\pi T}{4} \sum_{\alpha, n} \sum_{r=0,3} \sum_{j=1,2,3} \int_x \mathrm{tr} \left[ I_{\alpha n}^{\alpha \tau_j Q} \right] \mathrm{tr} \left[ I_{\alpha n}^{\alpha \tau_j Q} \right], $$

$$ S^{(c)}_{\text{int}} = \frac{\pi T}{2} \sum_{\alpha, n} \sum_{r=0,3} (-)^r \int_x \mathrm{tr} \left[ I_{\alpha n}^{\alpha \tau_0 Q} I_{\alpha n}^{\alpha \tau_0 Q} \right]. $$

In this case, where both time reversal and spin-rotational invariance are assumed (non-interacting class AI), the $Q$ matrices are symplectic, traceless and involutive and have non-trivial structure in replica, Matsubara, spin and Nambu spaces. Following Ref. \[105\] I here use the convention $\tau_j = \tau_r \otimes \sigma_j$ where $\tau_r = (1, \tau)$ are the identity and the Pauli matrices in Nambu space, while $\sigma_j = (1, \sigma)$ are those in spin space. Here and throughout the dissertation I use a convention in which $\alpha, \beta = 1, \ldots, N_R$ denote replicas and $m, n = -N_M', \ldots, N_M' - 1$ Matsubara indices. The following matrices, which are trivial in
Nambu and spin spaces, occur:

\[ \Lambda_{\alpha \beta}^{nm} = \text{sgn}(n) \delta^{\alpha \beta} \delta_{nm}, \]
\[ \eta_{\alpha \beta}^{nm} = n \delta^{\alpha \beta} \delta_{nm}, \]
\[ (I_{n0}^0)^{\alpha \beta}_{nm} = \delta^{\alpha 0} \delta^{\alpha \beta} \delta_{n-m,n_0}. \]  

(1.26)

The coupling constants of the NLσM are the dimensionless conductivity \( g \), the \( q \)-limits of interaction amplitudes in density (singlet), triplet and Cooper channel

\[ \Gamma_{\rho} = -\frac{\pi \nu}{4} \left( 2 \Gamma^{0,q} + 2 \Gamma^{1,q} - \Gamma^{2,q} \right), \]  
\[ \Gamma_t = \frac{\pi \nu}{4} \Gamma^{2,q}, \]  
\[ \Gamma_c = \frac{\pi \nu}{4} \Gamma^{c,q}, \]

(1.27a)
(1.27b)
(1.27c)

and the prefactor \( z \) of the frequency term, which is related to the renormalization of specific heat. Note that it does not flow in the non-interacting case and keeps the bare value \( z^{(0)} = \pi \nu / 4 \). In the presence of long range Coulomb interaction (\( \Gamma^0 \neq 0 \)) the NLσM is "\( \mathcal{F} \)-invariant" [106]. Essentially this means electrostatic gauge invariance (i.e. invariance under time dependent but space independent phase rotations) and fixes \( z + \Gamma_{\rho} = 0 \). More technical details can be found in Secs. 5.3.1 and 5.3.7, where \( \mathcal{F} \)-invariance for double layer FLs is discussed.

The one loop RG equations are [98, 99, 105, 107]

\[
\frac{1}{t} \frac{dt}{dy} = t \left[ 1 + f(\gamma_{\rho}) + 3f(\gamma_t) - \gamma_c \right], \quad \text{(1.28a)}
\]
\[
\frac{d\gamma_{\rho}}{dy} = -\frac{t}{2} \left( 1 + \gamma_{\rho} \right) \left( \gamma_{\rho} + 3 \gamma_t + 2 \gamma_c \right), \quad \text{(1.28b)}
\]
\[
\frac{d\gamma_t}{dy} = -\frac{t}{2} \left( 1 + \gamma_t \right) \left( \gamma_{\rho} - \gamma_t - 2 \gamma_c \left( 1 + 2 \gamma_t \right) \right), \quad \text{(1.28c)}
\]
\[
\frac{d\gamma_c}{dy} = -\frac{t}{2} \left[ (1 + \gamma_c) \left( \gamma_{\rho} - 3 \gamma_t \right) + 6 \gamma_c \left( \gamma_t - \ln (1 + \gamma_t) \right) \right] - 2 \gamma_c^2. \quad \text{(1.28d)}
\]

(The running scale is \( y = \ln L/l \).) It is a necessary consequence of dimensional analysis, that the RG equations can be written in terms of reduced coupling constants \( \gamma_i = \frac{\Gamma_i}{g} \) \( (i = \rho, t, c) \). The function

\[
f(x) = 1 - \frac{1 + x}{x} \ln(1 + x) \sim \left\{ \begin{array}{ll} 1, & \text{as } x \to -1, \\ -\frac{x}{2}, & \text{as } x \to 0, \end{array} \right. \quad \text{(1.29)}
\]

was introduced. These RG equations are perturbative in \( t = 2/(\pi g) \) and \( \gamma_c \) but exact in \( \gamma_{\rho} \) and \( \gamma_t \). I neglected terms beyond leading order in the small parameters \( t, t \gamma_c \) on the right hand side (RHS) of Eqs. (1.28).\(^{23}\)

\(^{22}\)Note that I am using the same convention for \( t \) in the NLσM in Eqs. (1.16) and (1.25).

\(^{23}\)These terms are known [107] but partially unpublished. I acknowledge I.S. Burmistrov, I.V. Gornyi and A.D. Mirlin for sharing their unpublished notes with me.
Eqs. (1.28) contain the WL effect [first term “1” in the square bracket of Eq. (1.28a)], which is also present in non-interacting systems and the Cooper instability, last term “−2γρc” in Eq. (1.28d) which is also present in clean systems [108]. All other terms stem from the interplay of disorder and interactions, in particular the second term “f(γρ)” in the square bracket of Eq. (1.28a) reproduces the AA effect, Eq. (1.9). Note the preservation of $\mathcal{F}$-invariance at $γ_ρ = −1$.

In the case of a system with strong spin-orbit coupling (for example for 3D TI surface states) the following modifications to Eqs. (1.28) occur. First, one should replace the WL by the WAL effect, i.e. “1” in the square bracket of Eq. (1.28a) by “−1/2”. Second, the triplet channel is gapped out and $γ_t$ should be removed from all equations.

In the following, I would like to briefly expose some outstanding scientific questions which can be solved by means of the interacting NLσM.

1.5.3 Metal-insulator transition

In contrast to the expectation founded on the scaling theory (Sec. 1.1.2), Kravchenko et al. [109] experimentally discovered a MIT in the 2DES created in Silicon field effect transistors (see Fig. 1.12). The effect crucially depends on the (relatively small) carrier concentration $n ∼ 10^{11} cm^{-2}$ while the sensitivity to an in-plane magnetic field hints to the importance of the electronic spin. These curious findings were subsequently theoretically explained by Punnoose and Finkelstein [110] in an analysis based on Eqs. (1.28) for the case of Coulomb interaction $γ_ρ = −1$ and Cooper repulsion $γ_c > 0$ (then $γ_c → \sqrt{t} ≈ 0$ very quickly under RG). 25

According to the RG-equations, the resistance initially increases at small $γ_t$ (insulating behavior due to AA and WL effects). However, $γ_t > 0$ increases itself under RG (an effect missed in perturbation theory) and eventually the antilocalizing “3f(γt)”-term in Eq. (1.28b) dominates. This leads to non-monotonic (and eventually metallic) resistivity curves as in Fig. 1.12) and proves the presence of the

---

24 Recall, that the interaction strength (determined by the dimensionless density parameter $r_s$) is strong for dilute and weak for dense concentrations respectively.

25 Actually, for the system under consideration, an additional valley degeneracy $n_V = 2$ had to be incorporated into Eqs. (1.28) [110]. It does not change the qualitative picture, so I omit it in this introductory review.
1.5 Field theory of interacting disordered systems

The delocalized phase. On the other hand at sufficiently strong disorder the system has to be insulating (Anderson localization) and therefore a MIT in between of the two phases has to exist.

The above theory has two important drawbacks: First, as usual, being perturbative in $t$ it can not treat the region of the actual phase transition at the order of $t \sim 1$. Second, and more severely, the above RG-equations imply $\gamma_t \to \infty$ (corresponding to strong spin correlations) at some finite temperature and the theory breaks down. A way out of this dilemma is provided by a two-loop calculation combined with expansion in large valley number $n_V \gg 1$ [110].

1.5.4 Superconducting transition in amorphous films

Next, I would like to review the application of the interacting NL$\sigma$M to the superconducting transition in disordered materials (I thus consider $\gamma_c < 0$ in this section). Before doing so, it is beneficial to place the NL$\sigma$M treatment in the context of various different theories concerning this problem.

A quick review

Superconductivity, i.e., the phenomenon of frictionless transport and perfect diamagnetism, is a consequence of long-ranged correlations of the complex order parameter $\Delta(\mathbf{x})$ in a theory of charged particles:

$$
\langle \Delta(\mathbf{x})\Delta(0) \rangle \sim \begin{cases} 
e^{-x/\xi} & \text{exponential decay in the normal state (} \xi \text{ is the correlation length)}, \\ \langle \Delta \rangle^2 & \text{constant in the superconducting state.} \end{cases}
$$

In two spatial dimensions at finite temperature\textsuperscript{26} true long-range order is not possible in view of the Mermin-Wagner theorem. In this case, one resorts to the following weaker definition:

$$
\langle \Delta(\mathbf{x})\Delta(0) \rangle \sim \begin{cases} e^{-x/\xi} & \text{exponential decay in the normal state,} \\ 1/x^\eta & \text{algebraic decay (} 0 < \eta < 1 \text{) in the superconducting state.} \end{cases}
$$

Typically, the following two sufficient conditions are fulfilled in a superconductor:

1. The modulus of the expectation value $|\langle \Delta(\mathbf{x}) \rangle|$ is non-vanishing and (nearly) homogeneous.

2. Strong phase fluctuations of $\phi = \arg \langle \Delta(\mathbf{x}) \rangle$ are suppressed due to sufficiently large phase rigidity.

As a consequence of these conditions, two different mechanisms driving the transition between the superconducting and the normal state are often distinguished [111]:

1. The expectation value $\langle \Delta(\mathbf{x}) \rangle$ vanishes across the transition.

2. The expectation value $\langle \Delta(\mathbf{x}) \rangle \neq 0$ is locally finite, but the phase rigidity vanishes across the transition.

The first of these two mechanisms is sometimes referred to as “fermionic” scenario. It includes the Bardeen-Cooper-Schrieffer theory and related theories, in particular also the NL$\sigma$M treatment. In contrast, in the second “bosonic” mechanism, the phase fluctuations of preformed Cooper pairs drive the transition, typically the fermionic spectrum displays a pseudogap even in the normal state.

\textsuperscript{26}... or in one spatial dimension at zero temperature...
A particularly important representative of bosonic theories is the Berezinskii–Kosterlitz–Thouless (BKT) theory [112, 113]. As exposed above, Sec. 1.4.2, the phase degree of freedom corresponds to a Goldstone boson. In view of the Mermin-Wagner theorem exposed in Sec. 1.4.4 one could expect the impossibility of superconductivity in 2D. However, the spontaneous symmetry breaking (SSB) of \( U(1) \) is special: since the manifold of Goldstone bosons is flat the associate NL\( \sigma \)M, Eq. (1.16) with \( Q = e^{i\phi} \), is not renormalized perturbatively (it is Gaussian). The inclusion of non-perturbative effects (vortices) leads to a two parameter RG [114]:

\[
\begin{align*}
\frac{dK^{-1}}{dy} &= z_v^2 \quad (1.32a) \\
\frac{dz_v}{dy} &= 2 \left(1 - K\right) z_v \quad (1.32b)
\end{align*}
\]

Here, \( K \) is the phase rigidity which enters Eq. (1.16) by replacing \( 1/(16t) \) \( \rightarrow K \). Inside the vortex core the kinetic energy diverges, its regularized contribution is encoded in the second parameter of scaling, namely the Boltzmann weight (“fugacity”) \( z_v \ll 1 \) of the vortices. The RG equations imply a line of attractive points \( K > 1, z_v = 0 \) corresponding to the superconducting state. This line ends in the BKT transition point \( (K^*, z_v^*) = (1, 0) \), see Fig. 1.13.

In the following I will return to the fermionic mechanism and the review of RG in the interacting, diffusive NL\( \sigma \)M. Chap. 7 will be devoted to the connection between fermionic and bosonic scenarios.

**Suppression of \( T_c \) in the presence of Coulomb interaction**

The transition temperature \( T_c \) of superconductivity corresponds to the running scale \( y_c \) at which the Cooper channel coupling constant \( \gamma_c \) diverges. Here, I focus on the case of Coulomb interaction \( (\gamma \rho = -1) \) and negligible triplet channel \( \gamma_t \approx 0 \) [98, 115, 116]. When \( T_c \) does not differ too much from the
clean mean field temperature $T_{BCS}$ it is justified to solve Eq. (1.28d) at given fixed $t$. The solution

$$\gamma_c(y) = \frac{t}{8} + \frac{\sqrt{\frac{t}{4} + \left(\frac{t}{8}\right)^2}}{\tanh\left[\sqrt{\frac{t}{4} + \left(\frac{t}{8}\right)^2} \cdot \frac{2(y - y_c)}{2(y - y_c)}\right]}$$

(1.33)

has to obey the boundary condition $\gamma_c(0) \equiv \gamma_c^{(0)} = \frac{1}{\ln T_{BCS}}$ leading to

$$\frac{T_c}{T_{BCS}} = e^{-\frac{1}{\gamma_c^{(0)}} \left(1 + \frac{\sqrt{t/2}}{\gamma_c^{(0)} - t/8} \right)} e^{-\frac{2}{3} \left(1 - \frac{t}{\gamma_c^{(0)} - t/8}\right)}$$

(1.34)

and thus to suppression of $T_c$. This formula is in nice agreement with experimental data [115].

**Enhancement of $T_c$ in the presence of short-range interaction**

Equally, it is very instructive to consider the limit of short-range interaction and strong disorder for Eqs. (1.28) [105]. Then $|\gamma_i^{(0)}| \equiv |\gamma_i| \ll t^{(0)} \equiv t(0) \ll 1$ at the UV scale and all interaction corrections to the resistance can be neglected. Similarly, Eqs. (1.28b)-(1.28d) can be linearized keeping as the only non-linearity the clean term $-2\gamma_c$ (Cooper instability). It is smaller than the linear terms, and therefore omitted in the first part of a two-step RG. In this first step the system quickly (at RG scale $y \sim 1$) adjusts to $-\gamma_\rho = \gamma_t = \gamma_c$. In the subsequent second RG step, these couplings suffice

$$\frac{d\gamma_c}{dy} = 2t\gamma_c - 2\gamma_c^2/3.$$  

(1.35)

Now there is a trade-off: when $\gamma_i^{(0)} \ll (t^{(0)})^2 \ \forall i = s, t, c$ the system flows to an insulator before any instability can occur. Contrary, if $(t^{(0)})^2, |\gamma_{s,t}| \ll |\gamma_c| \ll t^{(0)}$ the instability occurs before localization. Again the scale of divergence dictates the transition temperature

$$\frac{T_c}{T_{BCS}} \sim e^{-\frac{1}{\gamma_c^{(0)}} e^{-\frac{2}{3} \left(1 - \frac{t^{(0)}}{\gamma_c^{(0)} - t^{(0)}}\right)}}.$$  

(1.36)

Note that, because of the condition $-\gamma_c^{(0)} \ll t^{(0)}$ the first exponential dominates and leads to enhancement for $T_c$. The physical mechanism behind this phenomenon is wavefunction multifractality, which leads to an enhancement of matrix elements of interaction.
Chapter 2

Fundamentals: Topological Insulators

What are topological insulators?

A $d$-dimensional topological insulator, in the sense in which I will use it in this thesis, has the following defining characteristics:

- A mobility gap in the $d$-dimensional bulk and simultaneous presence of ...
- ... $(d - 1)$-dimensional boundary states ...
- ... which are topologically protected from Anderson localization.

Topological protection means stability against not too strong disorder and interparticle interactions. This definition shall be explained in more detail in this chapter.

2.1 A prototype for topological insulators: The quantum Hall effect

The prototypical example of a topological insulator was already discovered back in 1980. In von Klitzing's famous experiment [16], the 2DES created in a Silicon field effect transistor was subjected to a strong magnetic field (nearly 20 Tesla) and the transverse resistivity was measured as a function of carrier density. In contrast to the classical Hall resistivity, which is inversely proportional to the carrier density, a series of steps corresponding to

$$\sigma_{xy} = n e^2/h; n \in \mathbb{N}$$

was observed. At the plateaux of quantized Hall conductivity, the longitudinal conductance was virtually vanishing. The very first experiment was already sufficiently precise to determine the fine structure constant $\alpha$ of quantum electrodynamics (QED) with an accuracy of about 1 part per million.\(^2\)

The astonishing precision and robustness of quantization in a macroscopic and impure solid state system immediately called for theoretical explanations. All of the successful explanations are based on topological aspects and a (mobility) gap and are interrelated. I will summarize them here as they form a basis for theories on modern topological insulators.\(^3\)

\(^1\)The last defining property applies only to the case $d \geq 2$.

\(^2\)The value for the speed of light was taken from other publications. By that time the speed of light was not yet a defined constant of the SI system.

\(^3\)The QHE has a strongly interacting counterpart, the fractional QHE. For the present thesis an overview of strongly
Chern number and TKNN invariant  A valid theoretical description for the (potentially disordered) quantum mechanical system of the 2DES in magnetic field places the system on a torus by assigning (twisted) periodic boundary conditions. The components of in-plane electric field $E_i$ define further boundary phases $\theta_i$. Then the wavefunctions of the problem correspond to sections of a principal $U(1)$ bundle defined over the the torus $T^2 \cong (\theta_1, \theta_2)$. It turns out that the linear response Hall conductivity coincides with the first Chern class of this bundle [117, 118] (see Secs. 2.2.1, 2.4.1).

In an older variant of this argumentation, the clean system in the presence of a periodic potential was considered and the (potentially fractional) Hall conductance was related to the Chern class of a $U(1)$-bundle over the Brillouin zone [17]. Fibre bundles are reviewed in Sec. 2.2.1 and clean TI with a periodic potential in Sec. 2.4.1.

Edge states  Another important paradigm is the appearance of gapless edge states at the boundary of QHE or more generally of TI samples (see the definition in the beginning of this chapter). The quantized Hall resistance can be explained by means of an integer number of non-localizable chiral edge channels. I will return to the issue of fermionic zero modes below, Sec. 2.2.3, and comment on the topological aspects, Sec. 2.2.2.

Flux insertion  In a (gedanken) experiment the QHE system is placed on a Corbino disc. The central hole is pierced by a solenoidal flux which is adiabatically increased by one flux quantum. Then there is a charge $Q = \sigma_{xy} h/e$ transferred from the outer to the inner perimeter. Therefore charge quantization implies a quantization of Hall conductivity [119] reproducing Eq. (2.1). The topological ingredient in this argument is (again) a $U(1)$ gauge theory (principle bundle) over a manifold which is not simply connected. I will return to flux insertion arguments below in Sec. 6.2.

Topological field theory (TFT) of disordered electrons  The major technical tool in the present thesis involves the field theory of disordered conductors, the NLoM . As was first realized by Levine, Libby, and Pruisken [24] in the context of the QHE, such field theories allow for topological terms. I will explain more details about such field theories and the origin of Hall quantization below, Sec. 2.4.2 and Chap. 6.

TFT of electromagnetic fields  Finally, the phenomenon of QHE can be described by means of Chern-Simons (CS) theories of electromagnetic gauge potentials. The concept of TFT of gauge potentials can be generalized to modern topological insulators as well [4], see Secs. 2.4.3 and 2.4.5. The intimately related quantum field theoretical anomalies are reviewed in Sec. 2.3.

2.2 Index theorems

In this digression, I first review basic notions from differential geometry. Then I present the Atiyah-Singer (AS) index theorem, which is crucial for the understanding of the LL eigenstates of 3D TI surface states. The very appearance of surface states is a consequence of the Callias-Bott-Seeley index theorem, Sec. 2.2.2. Quantum field theoretical anomalies are intimately related to the index theorems and are important for the understanding of topological protection from localization.
2.2 Index theorems

2.2.1 Atiyah-Singer index theorem

The AS index theorem \cite{120,121} ("even-dimensional index theorem") relates the analytical index of a differential operator to the topological index of the fibre bundle where its eigenfunctions live.

**Topological index: the theory of fibre bundles**  Gauge theories correspond mathematically to the theory of principle fibre bundles. Leaving most details to standard textbooks \cite{122,123} I here repeat that a fibre bundle with *total space* $E$ is a manifold, which locally resembles the Cartesian product of two manifolds: the *base manifold* $M$ and the *typical fibre* $F$. This is formally achieved by means of the *local trivialization* which lives on a certain chart of the base manifold. Coordinate changes between local trivializations of different, overlapping charts are accomplished by means of the *transition functions*. The latter take values in the *structure group* $G$ of the bundle. A fibre bundle is equipped with a *projection* $\pi : E \to M$ whereas a *section* is a smooth map $s : M \to E$ satisfying $\pi \circ s = \text{id}_M$. A vector bundle (principle bundle) is a fibre bundle whose typical fibre is a vector space (the structure group). It is possible to construct an associated vector bundle to each principle bundle and vice versa. Elements of principle bundles can be parallely transported along curves on $M$ by means of the *connection one-form* $A = -i q A_\mu dx^\mu$, which corresponds to the gauge potential in physics. The *curvature two-form* $F = -i q F_{\mu\nu} dx^\mu dx^\nu$ characterizing the bundle’s geometry is called field strength tensor in gauge theories.  

Of course, in general there are many inequivalent ways to construct fibre bundles from two given manifolds $M$ and $F$. They can be classified by means of their “twist” in the transition functions. For principle bundles these topological properties are encoded geometrically in $F$. Among all topological quantities *Chern class*, *Pontryagin class*, *Euler class*, etc. I would like to draw the attention on the *Chern character* (suitable for complex vector bundles)

$$
\text{ch}(F) = \sum_j \text{ch}_j(F) = \sum_j \frac{1}{j!} \text{tr} \left( \frac{i F}{2\pi} \right)^j. \tag{2.2}
$$

For concreteness, I would like to consider the $(D \in 2\mathbb{N})$-dimensional sphere as base manifold $M$. Then the integral $\int_M \text{ch}_{D/2}(F)$ is topologically quantized and determined by different homotopy classes of the $(D - 1)$st homotopy group of the gauge group $G$.  

Since Chern characters are closed forms, they are also locally exact

$$
\text{ch}_j(F) \overset{\text{locally}}{=} dQ_{2j-1}(A,F). \tag{2.3}
$$

The $(2j - 1)$-form $Q_{2j-1}$ is called Chern-Simons form. Written out in three dimensions

$$
\int_M Q_3 = \frac{1}{8\pi^2} \epsilon^{\mu\nu\rho} \int_M \text{tr} A_\mu \partial_\nu A_\rho + \frac{2}{3} A_\mu A_\nu A_\rho. \tag{2.4}
$$

\[4\text{In the geometrical notation, both the charge } q \text{ and an imaginary unit are absorbed into the gauge potential.}\]

\[5\text{For the calculation of the integral, select two charts (e.g. northern and southern hemisphere) of the base manifolds which intersect on a thin hypering } S^{D-1} \times (-\epsilon, \epsilon). \text{ The smooth gauge potentials from northern and southern hemisphere are related by transition functions } t_{NS} : S^{D-1} \times (-\epsilon, \epsilon) \to G \text{ on the equator. It turns out that the value of the integral is determined by the winding of this mapping only (recall that } \text{ch}_j(F) \text{ is a total derivative in coordinate representation).}\]
Analytical index of a differential operator Consider a differential operator $\mathcal{D}$, say the Hamiltonian acting on wave functions $\Psi(x) \ (x \in M)$. Mathematically, the differential operator is a mapping

$$\mathcal{D} : \Gamma(M, E) \rightarrow \Gamma(M, F) \quad (2.5)$$

where $E$ and $F$ are vector bundles over $M$. $\Psi \in \Gamma(M, E)$ can be considered as sections of these vector bundles. Then the index of $\mathcal{D}$ is defined by means of the adjoint map\(^6\)

$$\mathcal{D}^\dagger : \Gamma(M, F) \rightarrow \Gamma(M, E) \quad (2.6)$$

as

$$\text{ind}\mathcal{D} = \dim \ker \mathcal{D} - \dim \ker \mathcal{D}^\dagger. \quad (2.7)$$

A physically particularly important example is constituted by the twisted spin bundle and massless Dirac particles in $D \in 2N$ dimensional space-time. Due to chiral symmetry the Dirac operator can be written as a block off-diagonal matrix in Weyl representation\(^7\)

$$iD_\mu \gamma^\mu = i\mathcal{D} = \begin{pmatrix} 0 & \mathcal{D}^\dagger \\ \mathcal{D} & 0 \end{pmatrix}. \quad (2.8)$$

($D_\mu$ are covariant derivatives containing the gauge potential $A$ of the gauge group $G$ and the spin connection $\omega$ for non-flat base manifold.) Mathematically, wave functions (or fields) $\Psi_{\pm}$ of chirality $\pm 1$ are sections of different product bundles $\Delta^\pm(M) \otimes A$ ($A$ is an associated vector bundle to the principle bundle $P(M, G)$). Then

$$\text{ind}\mathcal{D} = \nu_+ - \nu_-, \quad (2.9)$$

where $\nu_+$ ($\nu_-$) denotes the number of zero modes of positive (negative) chirality.

Atiyah-Singer index theorem The AS index theorem for $D$-dimensional base manifolds is

$$\text{ind}\mathcal{D} = \nu_+ - \nu_- = \int_M \hat{A}(\mathcal{R}) \text{ch}(\mathcal{F}). \quad (2.10)$$

In the simplest case of flat spaces (tori or compactified $\mathbb{R}^D$) the Dirac genus $\hat{A}(\mathcal{R})$ is trivially unity ($\mathcal{R}$ is the curvature two-form of the base manifold). An important consequence of this theorem for the present thesis is given in the full spin polarization of the zeroth LL in 3D TI surface states, see Tab. 2.2. An idea of the "physicist’s proof" will be given in Sec. 2.3.2. I will return to Eq. (2.10) in the context of the parity anomaly, Secs. 2.3.3 and 6.3.1.

2.2.2 Callias-Bott-Seeley Index theorem

The Callias-Bott-Seeley index theorem \([14, 15]\) is the odd-dimensional counterpart of the Atiyah-Singer theorem. It relates the disbalance of zero modes with opposite chirality to the winding number of a bosonic background field at infinity.

Consider the following Dirac equation in $d + 1$ space-time dimensions ($d$ odd)

$$\left[ \Pi_i \alpha^i + \beta \Phi(x) \right] \Psi = i\partial_t \Psi. \quad (2.11)$$

\(^6\)The adjoint is defined by a means of the scalar product of wavefunctions.

\(^7\)In this representation $\gamma_5 = \text{diag}(1, -1)$ and projectors $(1 + \gamma_5)/2 ((1 - \gamma_5)/2)$ project on positive (negative) chirality.
Here and in the rest of this thesis, \( \Pi_i = -i \partial_i - q A_i(x) \) denotes the kinetic momentum operator. The background gauge potential \( A_i \) and the background "Higgs" field \( \Phi \) are \( m \times m \) hermitian matrices, \( \Psi \) is a \( 2p \times m \)-component spinor with \( p = \frac{d-1}{2} \). The following \( 2p \times 2p \) block-off diagonal matrices enter the Dirac equation (2.11)

\[
\alpha_i = \begin{pmatrix} 0 & \delta^i \\ \delta^i & 0 \end{pmatrix} \quad \text{and} \quad \beta = \begin{pmatrix} 0 & -i \mathbf{1}_p \\ i \mathbf{1}_p & 0 \end{pmatrix}.
\] (2.12)

The \( \delta \)'s fulfil the Clifford algebra \( \{ \delta^i, \delta^j \} = 2 \delta^{ij} \). Then Eq. (2.11) takes the form

\[
- \left( \begin{array}{cc} 0 & L^\dagger \\ L & 0 \end{array} \right) \Psi = E \Psi
\] (2.13)

with \( L^\dagger = -\Pi_i \delta^i + i \Phi \). Under the assumption, that \( A_i \) vanish at infinity where matrix elements of \( \Phi \) approach homogeneous functions of order zero, \(^8\) the Callias-Bott-Seeley index theorem states that

\[
\text{ind}(L) = \nu_+ - \nu_- = -\frac{1}{2 \left( \frac{d-1}{2} \right)!} \left( \frac{i}{8 \pi} \right)^{\frac{d-1}{2}} \lim_{|x| \to \infty} \int_{S^{d-1}} \text{tr} \left[ U(x) (dU(x))^{d-1} \right].
\] (2.14)

In this equation the following hermitian unitary matrix \( U = |\Phi(x)|^{-1} \Phi(x) \) with \( |\Phi| = \left( \Phi^\dagger \Phi \right)^{1/2} \) was introduced.

### 2.2.3 Fermionic zero modes in a soliton background

The appearance of topological surface states in condensed matter setups is a direct consequence of the Callias-Bott-Seeley index theorem. One of the most often quoted Hamiltonians in the context of TIs is the Bernevig-Hughes-Zhang (or simply: Dirac) Hamiltonian which is a \( 4 \times 4 \) matrix in the space spanned by two sets of Pauli matrices \( \sigma \mu \otimes \tau_\mu \). It describes the effective band structure of both 2D and 3D TR invariant TI:

\[
H_{M(z)} = v_0 \Pi_i \sigma_i \tau_x + M(z) \tau_z.
\] (2.15)

The Hamiltonian anticommutes\(^9\) with \( \tau_y \) and thus the spectrum is invariant with respect to reflection about zero energy \( E = 0 \). The role of "Higgs" background field is played by the spatially dependent mass \( M(z) \otimes 1_\sigma \), the interface of a TI and a trivial insulator is defined to be where \( M(z) \) changes sign. For simplicity, spatially constant mass \( M \) of equal modulus inside the bulk of the two insulators is assumed.

For concreteness I choose \( M(z) \xrightarrow{|z| \to \infty} \text{sign}(z) M_\infty \). Applying the Callias-Bott-Seeley theorem (2.14) to this effectively one-dimensional problem yields

\[
\nu_- - \nu_+ = \frac{1}{2} \lim_{|z| \to \infty} \text{tr}(\sigma) \left[ \frac{M(|z|)}{|M(|z|)|} - \frac{M(-|z|)}{|M(-|z|)|} \right] = 2.
\] (2.16)

Thus at the interface between topological and trivial insulators, there are at least two zero modes, the number two stems from degeneracy in \( \sigma \) space.

\(^8\)This means \( \Phi_{\alpha,\beta}(x) \xrightarrow{|x| \to \infty} \Phi_{\alpha,\beta}(\alpha x) \) for \( \alpha \in \mathbb{R} \).

\(^9\)Hence, it can be brought to the off-diagonal form Eq. (2.13).
In this thesis the focus lies on disordered TIs. The Callias-Bott-Seeley index of Hamiltonian (2.15) supplemented with impurity potentials can be expected to be given by Eq. (2.16) whenever average and variance of random potentials are small as compared to $M_\infty$.

Zero energy solution To find zero modes of the clean Hamiltonian (2.15) I define the function $m(z)$ such that $v_0 \partial_z m(z) = M(z)$ and $v_0 m(z) \to |z| M_\infty$. Using the Ansatz for the wavefunction

$$u_0(x, y, z) = e^{-m(z) \sigma_z \tau_y} \Psi(x, y) = \left[ e^{m(z) \frac{1 - \sigma_z \tau_y}{2}} + e^{-m(z) \frac{1 + \sigma_z \tau_y}{2}} \right] \Psi(x, y) \tag{2.17}$$

one obtains for the Dirac equation without gauge potentials

$$H_{M(z)} u_0 = E u_0 \Rightarrow v_0 \left( \sigma \cdot p \right) \tau_x \Psi(x, y) = E \Psi(x, y). \tag{2.18}$$

The effective eigenvalue equation involves a massless Dirac Hamiltonian with spectrum $E(p) = v_0 |p|$ where $p$ is the 2D momentum. However, the associated zero energy solution is not always normalizable. Integration in $z$-direction requires$^{10}$

$$\frac{1 - \sigma_z \tau_y}{2} \Psi = 0, \text{ if } M_\infty > 0, \text{ or } \frac{1 + \sigma_z \tau_y}{2} \Psi = 0, \text{ if } M_\infty < 0. \tag{2.19}$$

Thus the zero energy solution contains only half of the degrees of freedom [it has given chirality because of Eq. (2.14)]. In the simplest case considered here, it is localized right at the interface (kink position), however, the Callias-Bott-Seeley theorem ensures its presence even for more complicated problems. In condensed matter physics, the appearance of zero modes on the boundary of topological insulators is called bulk-boundary correspondence$^{[11-13]}$.

Effective low-energy Hamiltonian In this thesis, the bulkstates and the dispersion in $z$ direction are neglected altogether for all problems related to 3D TI surface states. This is justified, as energies $|E| \ll |M_\infty|$ are considered. In the case $M_\infty > 0$ the normalization condition enforces

$$\Psi(x) = \left( \psi(x), i \sigma_z \psi(x) \right)^T. \tag{2.20}$$

Here, the wavefunction $\psi(x)$ is a two-spinor in $\sigma$-space. By consequence, the Schrödinger equation becomes

$$H_0 \psi = E \psi. \tag{2.21}$$

The surface state Hamiltonian is

$$H_0 = v_0 \Pi \wedge \sigma. \tag{2.22}$$

I restored the gauge potentials $A_{x,y}(x, y)$, which do alter the physics in $z$-direction responsible for appearance of the zero modes. More details on the zero modes in strong magnetic field can be found in Chap. 6.1.1. I use the notation $a \wedge b = \epsilon_{ij} a_i b_j$.

$^{10}$I assume polynomial dependence of $\Psi(x, y, z)$ on $z$ for $|z| \to \infty$. 
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2.3 Quantum field theoretical anomalies

Fractional fermion number The fact that the normalization condition removes half of the degrees of freedom can also be regarded as a manifestation of fermion number fractionalization [124, 125], a phenomenon intimately connected with the Callias-Bott-Seeley theorem [126]. To show this, I will need the following identity. It is based on chiral symmetry and the completeness of eigenstates \( \{ \Psi_E^{\text{top.}} \} \), Eq. (2.15), for a topological (trivial) interface:\(^{11}\)

\[
0 = \left( \sum_{-\infty}^{0^-} dE |\Psi_E^{\text{top.}}(x)|^2 + |u_0(x)|^2 + \sum_{0^+}^{+\infty} dE |\Psi_E^{\text{top.}}(x)|^2 \right) - \sum_{-\infty}^{+\infty} dE |\Psi_E^{\text{triv.}}(x)|^2
\]

\[
\{ H, \tau \} = 0 = 2 \left[ \sum_{-\infty}^{0^-} dE \left( |\Psi_E^{\text{top.}}(x)|^2 - |\Psi_E^{\text{triv.}}(x)|^2 \right) + \frac{|u_0(x)|^2}{2} \right]. \tag{2.23}
\]

Then one can calculate the relative fermion number comparing topological and non-topological situations:

\[
N \equiv \int d^d x \sum_{-\infty}^{0^-} dE \left( |\Psi_E^{\text{top.}}(x)|^2 - |\Psi_E^{\text{triv.}}(x)|^2 \right) = -\frac{1}{2} \int d^d x |u_0(x)|^2 = -\frac{1}{2} \tag{2.24}
\]

In the presence of a background magnetic field \( B_z \neq 0 \) there is an additional factor \( \Phi_0 = \frac{B_z A e}{\hbar} \) reflecting the degeneracy zero modes. I obtain the same result also by means of a completely different method, Sec. 2.5.3. The Stremka-Strada formula [127] relates the particle density to transverse conductivity and thus the fermion number fractionalization is at the heart of the half-integer QHE of Dirac fermions (see Sec. 6.1.1).

2.3 Quantum field theoretical anomalies

The notion “quantum field theoretical anomaly” is used if a symmetry of a classical Lagrangian is inevitably lost upon quantization of the theory.

2.3.1 Perturbation theory anomalies

The most prominent examples of anomalies are the Schwinger [128] and Adler-Bell-Jackiw [129, 130] anomalies in \( D = 2 \) and \( D = 4 \) space-time dimensions respectively. They concern the theory of massless Dirac fermions coupled to gauge potentials:

\[
S_{\text{kin}} = \int_x \bar{\psi} (-i \not{D}) \psi = \int_x \bar{\psi} \begin{pmatrix} 0 & -D_- \\ D_+ & 0 \end{pmatrix} \psi. \tag{2.25}
\]

Following the Hamiltonian (2.22) we choose \( \gamma^{(1)} = \sigma_y, \gamma^{(2)} = -\sigma_x \) and \( \gamma_5 = \sigma_z \) in the case \( D = 2 \). In view of chiral symmetry, the vector and axial vector currents

\[
j^\mu_a = \bar{\psi} \gamma^\mu T_a \psi \quad \text{and} \quad j^\mu_{a,5} = \bar{\psi} \gamma^\mu \gamma_5 T_a \psi \tag{2.26}
\]

are both classically conserved (Noether theorem). The letter \( a \) labels generators \( T_a \) of the gauge group. However, this statement does not hold in the quantized theory. In view of the anomalous diagrams\(^{11}\) A trivial interface has by definition Callias index zero.

\[\text{A trivial interface has by definition Callias index zero.}\]
Figure 2.1: Diagrams responsible for the chiral anomaly in $D = 2$ (left) and $D = 4$ (right).

displayed in Fig. 2.1 the anomalous Ward identities for singlet currents are ($J_{a5}^\mu \equiv j_5^\mu$ for $T_a = 1$)

$$
\left\langle \partial_\mu j_5^\mu \right\rangle_A = \frac{iq}{2\pi} \epsilon^{\mu\nu} \text{tr} F_{\mu\nu}
$$

“Axial anomaly” for $D = 2$, (2.27a)

$$
\left\langle \partial_\mu j_5^\mu \right\rangle_A = i \left( \frac{q}{4\pi} \right)^2 \epsilon^{\mu\nu\rho\sigma} \text{tr} F_{\mu\nu} F_{\rho\sigma}
$$

“Axial anomaly” for $D = 4$. (2.27b)

The symbol $\langle \ldots \rangle_A$ denotes quantum average at fixed background gauge potential. The factors of $i$ disappear in Minkowski space time.

2.3.2 Path-integral: Fujikawa method

Perturbation theory anomalies (Fig. 2.1) are intimately connected to the Atiyah-Singer index theorem, Eq. (2.10). Consider the Euclidean path integral formulation of the QFT with action (2.25). In the general case particles of opposite chirality couple differently to gauge potentials

$$
\mathcal{D}_- = \partial_- - iq_- A_-, \quad \mathcal{D}_+ = \partial_- - iq_+ A_+
$$

(For any vectors $v$ I use $v_\pm = v_x \pm iv_y$.) Under an infinitesimal local chiral rotation

$$
\psi \to \psi' = e^{i\gamma_5 \alpha(x) T_a} \psi \quad \text{and} \quad \bar{\psi}' = \bar{\psi} e^{i\gamma_5 \alpha(x) T_a}
$$

the action changes by

$$
S[\bar{\psi}, \psi] \to S[\bar{\psi}', \psi'] = S[\bar{\psi}, \psi] - \int_x \alpha_a \left( \mathcal{D}_{ab}^a \mathcal{J}_{ab}^b + \mathcal{D}_{ab}^b \mathcal{J}_{ab}^a \right).
$$

The covariant derivative $D_{ab}^a = \delta_{ab} \partial_\pm + q f_{acb} A_+^c$ ($[T_a, T_b] = i f_{abc} T_c$) becomes the usual partial derivative for trivial $T_a = 1$. At the same time the measure of the path integral also changes

$$
\mathcal{D}[\bar{\psi}, \psi] \to \mathcal{D}[\bar{\psi}', \psi'] = \mathcal{D}[\bar{\psi}, \psi] J_5
$$

by the Jacobian

$$
\ln J_5 = -2i \lim_{M \to \infty} \int_x \alpha(x) \sum_m \chi_m(x) T_a \gamma_5 e^{-\frac{|-ip|^2}{2\pi} \phi_m(x)} \mathcal{D}_{ab}^a \mathcal{J}_{ab}^b = \frac{i}{2\pi} \int_x \text{tr} T_a \left[ \mathcal{D}_+, \mathcal{D}_- \right].
$$
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The orthonormal right (left) eigenfunctions $\phi_m(x)$ ($\chi_m(x)$) of $-iD$ were introduced, they are hermitian conjugates for $q_+ = q_-$. The Jacobian is evaluated by the standard heat-kernel regularization [20, 122, 131, 132]. In the simplest case, where $q_+ = q_-$ and $T_a = 1$, one can exploit the orthonormality

$$\int_x \phi^\dagger_m(x) \gamma_5 e^{-\frac{(\gamma^\dagger - D^2)}{2M^2}} \phi_m(x) = 0 \quad \text{for} \quad m \neq 0 \quad (2.33)$$

to see that the anomaly stems from the zero modes and the anomalous RHS of Eq. (2.27) is determined by the index $\nu_+ - \nu_-$. The generalized version of the 2D anomalous Ward-identities is

$$\frac{1}{2} \left( D^a_{-b}(\tau) + D^a_{b}(\tau) \right) = \frac{-i}{2\pi} \text{tr} T_a \left[ D_+, D_- \right]. \quad (2.34)$$

This formula reproduces Eq. (2.27) in the simplest limit. It further catches another sort of anomaly: The so-called non-Abelian anomaly (or gauge anomaly), occurring in a problem of chiral (Weyl) fermions coupled to gauge potentials (when $q_+ q_- = 0$).

Generally, anomalies in QFT can be interpreted as a quantum-mechanical uncertainty principle: The gauge and chiral symmetry can not be imposed at the same time, because the operators $-iD$ and $\gamma_5$ do not commute (they can not be diagonalized simultaneously). To have a meaningful theory one needs to preserve gauge invariance and thus chooses to diagonalize $-iD$ at the expense of $\gamma_5$. Indeed the anomaly equals the expectation value of the commutator of the two operators [20, 132].

### 2.3.3 Parity anomaly

Consider massless Dirac fermions described by the Lagrangian (2.25) in odd dimensional space-time. For concreteness I focus on the $D = 3$ dimensional Matsubara action of Hamiltonian (2.22).

$$S[\bar{\psi}, \psi] = \int_{\tau, \mathbf{x}} \bar{\psi} (D_\tau + H_0 - \mu) \psi. \quad (2.35)$$

(The long time derivative contains the scalar potential $\Phi$, $\mu$ is the chemical potential.) Apart from gauge invariance under the gauge group $G$, the action is invariant under the parity transformation of $(2+1)$ dimensional space-time:

$$(x, y, \tau) \rightarrow (-x, y, \tau), \quad (2.36a)$$

$$(A_x, A_y, \Phi) \rightarrow (-A_x, A_y, \Phi), \quad (2.36b)$$

$$\psi \rightarrow \sigma_x \psi, \quad (2.36c)$$

$$\bar{\psi} \rightarrow \bar{\psi} \sigma_x. \quad (2.36d)$$

Note that this transformation leaves the Maxwell term invariant. (However, a fixed background $B$-field does not obey this symmetry since $B$ is a pseudoscalar in $D = 3$.)

The peculiar fact about $(2+1)$ dimensional gauge theories is that invariance under parity transformation does not always persist to the quantized theory [133–136]. Following Ref. [137] I will however distinguish between “parity anomaly” and “intrinsic parity anomaly”, of course both effects are related.

The notion of parity anomaly follows Ref. [133] and arises often in the context of condensed matter physics. It boils down to calculating $\sigma_{xy}$ for the problem of massive $(2+1)$ dimensional Dirac fermions in the absence of any other energy scale. The result is $\sigma_{yx} = \frac{\text{sgn}(m) e^2}{2\pi}$. As there is no other energy
scale, the mass \( m \) breaks time reversal and parity symmetries on all scales and therefore \( \sigma_{xy}(m) \) is discontinuous at \( m = 0 \). One concludes that upon integration of Dirac electrons and subsequent \( m \to 0 \) limit the effective gauge theory contains a CS-term with prefactor \( \vartheta = \frac{2\pi h}{e} \sigma_{yx} \to \pm \pi \). (See also Sec. 2.4.3, below, for details on the CS-theory.) The notion parity anomaly means that the Lagrangian of fermions coupled to gauge potentials preserves parity upon taking the massless limit, while the effective electrodynamics Lagrangian does not. Not surprisingly, this “anomaly” disappears as soon as another infrared energy scale is introduced. In the example of 3D TIs this can be finite temperature [137], a finite disorder scattering rate [138], or a finite bulk band gap \( M_\infty \) [139]. Then, \( \sigma_{xy}(m) \) becomes a continuous function of \( m \) and \( \sigma_{xy}(0) = 0 \).

The notion of intrinsic parity anomaly is more subtle. According to the early works [134, 135, 140], which treat the case of strictly massless fermions, in the process of field quantization one has two options:

(i) One can choose a regularization scheme in a manner preserving parity. But then the partition function acquires a sign \((-)^k\) under large gauge transformations.

(ii) Alternatively, one can regularize in such a manner to preserve gauge invariance. In this case, a CS-term with angle \( \vartheta = \pi \) (mod \( 2\pi \)) appears after integration of fermions. The latter breaks parity.

A theory with anomalously broken gauge symmetry is inconsistent, therefore, whenever \((-)^k \neq 1\) option (ii) must be chosen. A common variant of these regularization schemes is to use regularization as in (i) and to add the CS 3-form by hand to the fermionic action [135] when the latter contributes additional factor of \((-)^k\) under large gauge transformations.

To proof assertion (i) one needs to unwind the gauge potentials \( eA_n(x, \tau) = -iU_n^{-1} \nabla U_n \) associated to large gauge transformations \( U_n \in G \). A fourth dimension (with coordinate \( s \)) is introduced and it can be shown that \( k \) equals the analytical index \( \nu_+ - \nu_- \) of the corresponding four dimensional Dirac operator. For non-Abelian gauge groups with third homotopy group \( \Pi_3(G) = \mathbb{Z} \) the AS index theorem, Eq. (2.10), immediately implies \( k = n \) \( (n \) is the homotopy class of \( U_n \) [134, 135].

The discussion of the parity anomaly in the context of 3D TI surface states can be found in Sec. 6.3.1.

### 2.3.4 Anomalies and Goldstone bosons: The Wess-Zumino action

One of the most prominent physical realizations of QFT anomalies is the \( \pi_0 \to \gamma \gamma \) decay in nuclear physics. Pions \( \pi \) are pseudoscalar Goldstone bosons associated to the SSB of chiral symmetry. A naïve estimate of their decay rate into photons leads to \( \Gamma \sim 10^{13} \text{s}^{-1} \) while the experimentally observed rate is three orders of magnitude faster. The theoretical explanation for this enhancement is the anomalous diagram in Fig. 2.1 (right): Since the Pion transmits an axial current, it can be coupled to the triangle diagram at the red vertex \( \gamma_\mu \gamma_5 \).

The fate of Goldstone bosons \( Q \) (e.g. diffusons and Cooperons, see Sec. 1.4) in anomalous fermionic theories is crucial for the present thesis. Fermions and bosons are coupled via “vector potentials” \( Q^{-1} \nabla Q \), this way QFT anomalies lead to additional terms in the NLO-M. Here, I briefly discuss the appearance of one of them, the Wess-Zumino (WZ) term. Consider the fermionic action (2.25) supplemented by the term

\[
S_{\text{dis}} = -i\gamma \int_x \bar{\psi} \left( \begin{array}{cc} Q & 0 \\ 0 & Q^{-1} \end{array} \right) \psi.
\]
The unitary field $Q(x)$ describes diffusive soft modes on the saddle point manifold in class AIII. This term can be unwound by

$$\psi \rightarrow \psi' = \begin{pmatrix} Q & 0 \\ 0 & 1 \end{pmatrix} \psi \text{ and } \bar{\psi} \rightarrow \bar{\psi}' = \bar{\psi} \begin{pmatrix} 1 & 0 \\ 0 & Q^{-1} \end{pmatrix}.$$  \hfill (2.38)

However, in view of the anomalous Jacobian, this unwinding is performed by many infinitesimal steps, with a generalized field

$$\tilde{Q}(x, s) = \begin{cases} Q(x), & s = 0, \\ 1 & s = 1. \end{cases} \hfill (2.39)$$

In the course of unwinding, Goldstone bosons enter the kinetic term of the theory in the described manner as a “vector potential”. The accumulation (integration over $s$) of infinitesimal Jacobians of the form (2.32) leads to the Wess-Zumino-Novikov-Witten (WZNW) action [132, 141-144]:

$$S_{WZNW} = \int_x \frac{1}{2} (D_i \phi)^2$$

$$= \int_x \frac{1}{8\pi} \text{Tr} D_i \tilde{U}^\dagger D_i \tilde{U}$$

$$+ \int_{x, \omega} \frac{-i}{12\pi} \epsilon_{ijk} \text{Tr} \left( \tilde{U}^\dagger D_i \tilde{U} \right) \left( \tilde{U}^\dagger D_j \tilde{U} \right) \left( \tilde{U}^\dagger D_k \tilde{U} \right)$$

$$+ \int_{x, \omega} \frac{i}{8\pi} \epsilon_{ijk} \text{Tr} F_{ij} \left( \tilde{U}^\dagger D_k \tilde{U} + D_k \tilde{U} \tilde{U}^\dagger \right).$$  \hfill (2.40)

The field $Q$ has been split into a phase $\phi$ and its special unitary part. The symbol $D_i$ denotes long derivatives, which are $D_i = \partial_i - iq A_i^{(0)}$ when acting on a scalar field and $D_i = \partial_i - iq [A_i, \cdot]$ when acting on a matrix field. The meaning of this action and its implication for Anderson localization are discussed in Sec. 2.4.2, below.

### 2.3.5 Descent relation and 't Hooft matching condition

As I discussed, the chiral anomaly (also axial or Abelian anomaly), Eqs. (2.27), in $D$ (even) dimensions is determined by the Chern character $\text{ch}_{D/2}(F)$ while the $(D-1)$-dimensional parity anomaly reviewed in the preceding section by the corresponding CS form $Q_{D-1}$. This is not a coincidence, but the first of a series of “descent relations” [20]. The next step in these descent relations relates the parity anomaly to the non-Abelian or “consistent” anomaly which I alluded to in the discussion after Eq. (2.34).

Anomalies can be used to obtain information about the low-energy theory of strongly interacting or disordered fermionic systems. This follows the ’t Hooft matching condition [131, 145]. Imagine, for concreteness in the condensed matter setup, a theory of single valley Dirac fermions (for example on the boundary of 2D or 3D TIs). Furthermore, assume the theory to be anomalous in some global symmetry group $G$. For auxiliary purposes, promote this symmetry to a local symmetry and introduce fictitious gauge potentials. Now the theory is inconsistent, but it can be made consistent if a second valley of gauged spectator fermions (e.g. the opposite boundary of the TI) with opposite anomaly is added.

Now interparticle interactions between the original fermions are turned on (spectator fermions remain non-interacting). They might be arbitrarily strong, but for the moment I assume no SSB to occur. At
UV length scales shorter than the mean free path induced by interparticle collisions, the theory is asymptotically free and, as explained, anomalies of original and spectator fermions cancel up.

What is the low-energy theory of the strongly interacting original fermions?

By construction, the spectators, which are still free at the IR, have an anomaly in the fictitious gauge sector opposite to the anomaly of original particles at the UV. Consistency requires that, whatever the long-wavelength theory of strongly interacting Dirac particles is, it still has to produce the same anomaly as at short length scales. One particular realization is when the IR theory of strongly interacting chiral Dirac fermions equals the UV theory up to renormalization of parameters. This happens to be the case in certain 1D models where “refermionization” technique is applicable.

Similar arguments also lead to constraints on the theory of Goldstone bosons in the case of SSB: Now the original fermions are “trapped”, therefore the only massless low-energy excitations, the Goldstone bosons, have to provide the same anomaly as the original fermions.

One can also use such arguments to obtain insights in the fate of Dirac fermions subjected to disorder: If the disorder potential respects the chiral symmetry, then in each disorder realization anomalies occur and by the above argumentation the low-energy theory can still be described by Dirac electrons (in accordance with findings exposed in Sec. 2.5.1). Also in the presence of more general disorder potentials which do not preserve the chiral symmetry, one concludes the presence of some massless, extended excitations at long length scales (otherwise no anomaly can be produced). In the disorder averaged field theory, the NLσM, this role is played by the diffusive Goldstone bosons, which are protected by the presence of topological terms.

2.4 Theoretical approaches to topological insulators

As disorder plays a dominant role in the prototypical TI (the QHE), the classification of TIs is based on the Cartan-Altland-Zirnbauer symmetry classification of disordered systems, see Secs. 1.3 and App. F.

2.4.1 Bloch band description

One of the most popular strategies to characterize TIs is by means of the bulk band structure of a clean band insulator [5, 30, 31, 146-148]. It is based on the fibre bundle of Bloch states \( \{|u_\tilde{a}(k)\rangle\} \) over the toroidal Brillouin zone which shall also be used in the context of the AHE, Sec. 3.2. Consider for concreteness symmetry class A and define the \( m + n \) matrix

\[
Q_{\text{Bloch}}(k) = \sum_{\tilde{a}, \text{filled}} |u_\tilde{a}(k)\rangle \langle u_\tilde{a}(k)| - \sum_{\tilde{a}, \text{empty}} |u_\tilde{a}(k)\rangle \langle u_\tilde{a}(k)| \tag{2.41}
\]

Of all Bloch states \( m \) (n) are filled (empty) at zero temperature. Note that I here presented a local definition, and locally in the Bloch basis \( Q_{\text{Bloch}}(k) = \Lambda \equiv \text{diag}(1_m, -1_n) \). The abstract \( Q_{\text{Bloch}} \) is thus locally diagonalized by unitary matrices:

\[
Q_{\text{Bloch}}(k) = U(k) \Lambda U(k)^\dagger \in \frac{U(n + m)}{U(n) \times U(m)}. \tag{2.42}
\]

The mapping from the Brillouin zone to the complex Grassmannian manifold

\[
Q_{\text{Bloch}} : \mathbb{T}^d \to \frac{U(n + m)}{U(n) \times U(m)}; \quad k \mapsto Q_{\text{Bloch}}(k) \tag{2.43}
\]
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<table>
<thead>
<tr>
<th>Symmetry class</th>
<th>1D TI</th>
<th>2D TI</th>
<th>3D TI</th>
<th>4D TI</th>
<th>5D TI</th>
<th>6D TI</th>
<th>7D TI</th>
<th>8D TI</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2Z</td>
<td>0</td>
<td>2Z</td>
<td>0</td>
<td>Z</td>
</tr>
<tr>
<td>BDI</td>
<td>Z</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2Z</td>
<td>0</td>
<td>2Z</td>
<td>Z</td>
</tr>
<tr>
<td>BD</td>
<td>Z</td>
<td>Z</td>
<td>0</td>
<td>0</td>
<td>2Z</td>
<td>0</td>
<td>2Z</td>
<td>Z</td>
</tr>
<tr>
<td>DIII</td>
<td>Z</td>
<td>Z</td>
<td>Z</td>
<td>0</td>
<td>0</td>
<td>2Z</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AII</td>
<td>0</td>
<td>Z</td>
<td>Z</td>
<td>Z</td>
<td>Z</td>
<td>0</td>
<td>0</td>
<td>2Z</td>
</tr>
<tr>
<td>C</td>
<td>2Z</td>
<td>0</td>
<td>Z</td>
<td>Z</td>
<td>Z</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CI</td>
<td>0</td>
<td>0</td>
<td>2Z</td>
<td>0</td>
<td>Z</td>
<td>Z</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>Z</td>
</tr>
<tr>
<td>AIH</td>
<td>Z</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>Z</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.1: The periodic table of topological insulators.

can be topologically classified by means of the stable (for $n, m \to \infty$) homotopy groups of the target manifold.\textsuperscript{12} Repeating this argumentation for all symmetry classes of disordered systems leads to Tab. 2.1.

More geometrically speaking, in the above construction the band insulator is described by a vector bundle with the Brillouin zone as base manifold and the projective space of occupied states as typical fibre. The gauge group is given by $U(m)$ in the example of class A. Topologically different insulators correspond to topologically distinct fibre bundles and thus the classification of TIs is equivalent to the classification of vector bundles alluded to in Sec. 2.2.1. Leaving further details to the book [122] and the pedagogical review [149], this is achieved by means of classifying bundles, of which the Grassmannian manifold is an example. The classification of clean TIs with arbitrary number of bands for all Cartan-Altland-Zirnbauer classes can then be obtained using $K$-Theory [6, 150]. From this theory, the Bott periodicity of 2 (8) for the complex (real) symmetry classes A and AIH (all others) directly follows.

2.4.2 Diffusive non-linear sigma models

Another route for classification of TIs is offered by the field theory of disordered media introduced in Sec. 1.4. It is based on the defining requirement that boundary states of TIs should be protected from Anderson localization [5]. In the NL$\sigma$M description the topological protection is manifested by the presence of a WZ or a $Z_2$ theta term (see Secs. 2.3.4 and below for more details). The table 2.1 can be reproduced from the NL$\sigma$M perspective by defining

$$d\text{-dimensional TI of type } \left\{ \begin{array}{c} Z \\ Z_2 \end{array} \right\} \Leftrightarrow \text{boundary NL$\sigma$M contains a } \left\{ \begin{array}{c} \text{WZNW-term} \\ Z_2\text{-term} \end{array} \right\}$$

(2.44)

By consequence, $d$-dimensional $Z$ ($Z_2$) TIs are possible if $\pi_d(M_\sigma) = Z$ ($\pi_{d-1}(M_\sigma) = Z_2$) for a given symmetry class.

\textsuperscript{12}Actually, the mapping from the torus to the target manifold is richer than the information encoded in the homotopy groups. The topologically non-trivial mappings associated to lower homotopy groups $\pi_1, \ldots, \pi_{d-1}$ are the origin of weak TIs [149].
Wess-Zumino-Novikov-Witten terms in $d = 2$. For a “principal chiral model”, i.e. a 2D NLσM defined on a Lie group $U(N)$, $O(N)$ or $Sp(2N)$, the second homotopy group is trivial but $\pi_3(M_{\sigma}) = \mathbb{Z}$. This allows for WZ terms, see Eq. (2.40). In the case of $U(N)$ it is

$$iS_{WZ} = \frac{ik}{12\pi} \int d^2x \int_0^1 ds \epsilon_{\mu\nu\lambda} \text{tr} \left( \tilde{Q}^{-1} \partial_\mu \tilde{Q} \right) \left( \tilde{Q}^{-1} \partial_\nu \tilde{Q} \right) \left( \tilde{Q}^{-1} \partial_\lambda \tilde{Q} \right).$$

(2.45)

In order to write the WZ term in a manifestly invariant form, the field $Q : S^2 \to U(N)$ has to be extended to

$$\tilde{Q} : S^2 \times [0,1] \to U(N) \text{ s.th. } \tilde{Q} (x,1) = 1; \tilde{Q} (x,0) = \tilde{Q} (x).$$

This is topologically equivalent to the base manifold being extended from a 2-sphere to a 3-hemisphere of which the the 2-sphere is the boundary (see Fig. 2.2, left). The vanishing homotopy group $\pi_2(M_{\sigma}) = 0$ is a necessary condition.

One could also imagine extensions in the other direction, i.e.

$$\tilde{Q} : S^2 \times [-1,0] \to U(N) \text{ s.th. } \tilde{Q} (x,0) = \tilde{Q} (x); \tilde{Q} (x,-1) = 1,$n

and the base manifold is extended to the upper 3-hemisphere (see Fig. 2.2, right). In that case the WZ term (2.45) acquires an extra minus sign, as the orientation of the manifold is reversed.

The way of extending the base manifold does not matter,

$$iS_{WZ}^{[0,1]} - iS_{WZ}^{[-1,0]} = \frac{ik}{12\pi} \int_{S^3} d^2x \epsilon_{\mu\nu\lambda} \text{tr} \left( \tilde{Q}^{-1} \partial_\mu \tilde{Q} \right) \left( \tilde{Q}^{-1} \partial_\nu \tilde{Q} \right) \left( \tilde{Q}^{-1} \partial_\lambda \tilde{Q} \right) = i2\pi k.$$

This integral measures the winding of $\tilde{Q} : S^3 \to U(N)$, see figure (2.3) and consequently provides the topological quantization condition for the WZ-level $k$. It is important to stress that the WZ term itself is not quantized.

“Local” representation of the WZ term. There is also another representation of the WZ term for which the $Q$-field is not extended. In order to understand its appearance, some notions from differential geometry are used.

For any non-Abelian, simple group $G$ (the target space) there exists a 3-form $\omega$ which is invariant under group rotations, closed ($d\omega = 0$) and locally exact $\omega = d\lambda$ ($\lambda$ being a 2-form). Further let $Q$ be
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Figure 2.3: The mapping $\tilde{Q} : S^3 \rightarrow S^3 \subset U(N)$. The WZNW-level $k$ is the winding number of this mapping.

the field on the extended base manifold $B$ and $\tilde{Q}^*$ denote the pullback of differential forms.\textsuperscript{13} Using the commutativity of exterior derivative with the pullback and Stokes’ theorem

$$iS_{WZ} := i2\pi k \int_B \tilde{Q}^*\omega = i2\pi k \int_B \tilde{Q}^*d\lambda = i2\pi k \int_B d\left(\tilde{Q}^*\lambda\right) = i2\pi k \int_{\partial B = S^2} Q^*\lambda.$$ 

With the help of coordinates $\phi_i$ on the target manifold, the formula is represented in a less abstract way

$$iS_{WZ} = i2\pi k \int d^2x \epsilon^{\mu\nu}\lambda_{ij}\left(\phi(x)\right) \partial_\mu\phi^i \partial_\nu\phi^j. \quad (2.46)$$

($\lambda_{ij} = \lambda\left(\frac{\partial}{\partial\phi^i}, \frac{\partial}{\partial\phi^j}\right)$ is the coordinate representation of $\lambda$.) It is of central importance to remark that the local\textsuperscript{14} condition $\omega = d\lambda$ allows only for the local representation (2.46) (therefore the coordinate dependence). A global\textsuperscript{15} rotation of the $Q$-fields produces the following correction to $\lambda_{ij}$ [86]

$$\lambda_{ij} \rightarrow \lambda_{ij} + \frac{\partial\beta_j}{\partial\phi^i} - \frac{\partial\beta_i}{\partial\phi^j}. \quad (2.47)$$

(The $\beta(\phi)$ incorporate this rotation and are not explicitly space dependent (only $\phi$ is).) The WZ term is corrected as well

$$\delta iS_{WZ} = i2\pi k \int d^2x \epsilon^{\mu\nu} \left(\frac{\partial\beta_j}{\partial\phi^i} - \frac{\partial\beta_i}{\partial\phi^j}\right) \partial_\mu\phi^i \partial_\nu\phi^j = i4\pi k \int d^2x \partial_\mu \left(\epsilon^{\mu\nu} \beta_j \partial_\nu\phi^j\right). \quad (2.48)$$

As the base manifold is compactified to a sphere, the integral vanishes and the WZNW-model is invariant under group operations also in its “local” representation.

$\mathbb{Z}_2$-topological terms $\mathbb{Z}_2$-topological terms can arise for spin-$\frac{1}{2}$-particles with spin-orbit coupling and preserved time-reversal symmetry, and are related to Kramer’s degeneracy. This is the case for the classes CI and AI. The following topological term is added to the action:\textsuperscript{[138, 151]}

$$iS_{\text{top}} = i\pi N \left[Q\right], \quad N \left[Q\right] = 0, 1.$$ 

A local notion of this $\mathbb{Z}_2$-topological term, based on the WZ term will be presented in this thesis, Sec. 5.3.5, see also Refs. [60, 152-154].

\textsuperscript{13}The pullback is defined $\left(\tilde{Q}^*\omega\right)(v) = \omega\left(d\tilde{Q}(v)\right)$ for any vector field $v \in VB$.

\textsuperscript{14}Local in the sense of the target manifold.

\textsuperscript{15}Here global in the sense of the base manifold: The rotation is $x$-independent.
When do WZ and $\mathbb{Z}_2$ terms occur? Concerning path integral technique, it was explained in Sec. 2.3.4 how WZ terms appear as a consequence of the non-Abelian anomaly. In operator formalism the anomaly is reflected in the Schwinger-term of the Kac-Moody algebra. The latter is the basis of non-Abelian bosonization of massless Dirac-fermions \[86\] and characterizes a certain conformal field theory.

The presence or absence of chiral anomaly and topological terms depend on the underlying microscopic theory. For example the single valley Dirac electron on the surfaces of 3D TI of class AI produces an anomaly and a $\mathbb{Z}_2$ topological term. However, in thin 3D TI samples the two Dirac fermions of opposite major surfaces hybridize by tunneling: the anomalies cancel up and so do the topological terms. The classification of 2D Dirac Hamiltonians with random potential was performed in Ref. [155].

2.4.3 Topological field theory of electromagnetic fields

A particularly elegant description of topological states in condensed matter physics are TFTs of the $U(1)$ gauge potentials. This way they constitute a generalization of the CS bulk theory of the QHE:

$$S = \frac{\vartheta}{2\pi} \frac{\alpha}{4\pi} \int d^2 x dt \epsilon^{\mu\nu\rho} A_\mu \partial_\nu A_\rho. \quad (2.49)$$

The prefactor $\frac{\vartheta}{2\pi} \frac{\alpha}{2\pi} = \sigma_{yz}$ is determined by the quantized Hall conductance. It has been explained in Sec. 2.2.1 that CS forms are intimately linked to Chern characters.

For the discussion of the electromagnetic TFT of TIs I exclusively concentrate on the electromagnetic bulk theory of 3D TI of class AII, leaving all other cases to the review \[4\]. It was shown to contain the $E \cdot B$ term \[4, 156\] (second Chern character):

$$S_\vartheta = \frac{\vartheta}{2\pi} \frac{\alpha}{16\pi} \int d^3 x dt \epsilon^{\mu\nu\rho\tau} F_{\mu\nu} F_{\rho\tau} \quad (2.50a)$$

$$= \frac{\vartheta}{2\pi} \frac{\alpha}{2\pi} \int d^3 x dt E \cdot B \quad (2.50b)$$

$$= \frac{\vartheta}{2\pi} \frac{\alpha}{4\pi} \int d^3 x dt \epsilon^{\mu\nu\rho\tau} \partial_\mu \left( A_\nu \partial_\rho A_\tau \right) \quad (2.50c)$$

(The fine structure constant of QED is denoted by $\alpha = e^2 / \hbar c$.) Since this term leads to non-trivial constituent equations, see also Eqs. (6.10) in Sec. 6.1.3, the authors of Ref. [157] coined the term “topological magnetoelectric effect”. As can be seen from the last line, Eq. (2.50c), the $E \cdot B$ term is determined by a quantized (topological) integral $S_\vartheta = \vartheta n$ (where $n \in \mathbb{Z}$) if the base manifold has no boundary. Then, TR invariance restricts $\vartheta$ to values $0$ or $\pi$ (mod $2\pi$).\(^\text{16}\)

According to electrodynamics in macroscopic media an insulator is a system which has no free charges (the action contains only the Maxwell term and no currents). Extending this logic \[4\], a topological (trivial) insulator is defined by the presence (absence) of an additional topological term in the electromagnetic bulk action. In class AII and three spatial dimensions this topological term is $S_\vartheta$ with $\vartheta = \pi$ (mod $2\pi$).

2.4.4 Electromagnetic and gravitational anomalies

Yet another way of classifying TIs, Tab. 2.1, generalizes the ideas of electromagnetic TFT introduced above: As explained in Sec. 2.3, Chern characters are related to QFT anomalies. The periodic table of

\(^{16}\)Even though $S_\vartheta \to -S_\vartheta$ under TR, since $S_\vartheta = \vartheta n$ the partition function is invariant for $\vartheta = 0 \text{ mod } (2\pi)$ or $\vartheta = \pi \text{ mod } (2\pi)$.\)
TIs can be obtained by the following paradigm [21]:

<table>
<thead>
<tr>
<th>Complex classes</th>
<th>d-dim.</th>
<th>Non-Abelian anomaly on (d-1)-dim. boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A, AIII)</td>
<td>TI of $\text{def.}$ or $\text{type } \mathbb{Z}$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Real classes</th>
<th>d-dim.</th>
<th>Gravitational non-Ab. anomaly on (d-1)-dim. boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o U(1) symm.</td>
<td>TI of $\text{def.}$ or $\text{type } \mathbb{Z}$</td>
<td></td>
</tr>
<tr>
<td>(D, C, DIII, CI)</td>
<td></td>
<td>Gravitational axial anomaly in d-dim. bulk.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Real classes</th>
<th>d-dim.</th>
<th>Mixed non-Ab. anomaly on (d-1)-dim. boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>w. U(1) symm.</td>
<td>TI of $\text{def.}$ or $\text{type } \mathbb{Z}$</td>
<td></td>
</tr>
<tr>
<td>(AI, BDI, AII, CII)</td>
<td></td>
<td>Mixed axial anomaly in d-dim. bulk.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Real classes</th>
<th>d-dim.</th>
<th>Global anomaly</th>
</tr>
</thead>
</table>
| (D, C, DIII, CI)| TI of $\text{def.}$ $\text{(Anomaly under large}$ | \text{gauge transformation.)}$

In the previous review I omitted explaining the notion of gravitational anomaly: It is a consequence of the $\hat{\mathcal{A}}(\mathcal{R})$ genus in Eq. (2.10) and corresponds to anomalous breaking of coordinate covariance. The mixed anomaly combines gravitational and electromagnetic anomalies.

### 2.4.5 BF-theory

The notion BF theory originally stands for background field theory and describes gauge theories with a gauge group $G$ and a Lagrangian

$$\mathcal{L}_{BF} = \text{tr} B \wedge F.$$ \hfill (2.51)

Here, $F$ is the curvature two-form (i.e. the field strength tensor) and the field $B$ is a $D - 2$ tensor transforming under the adjoint representation of $G$ [158, 159]. The $U(1)$ version of such field theories can be used for the description of TIs akin to the CS theory description of the QHE [160–162]. A bulk theory for the latter at filling fraction $1/k$ is

$$\mathcal{L} = - \frac{k}{4\pi} \epsilon^{\mu\nu\rho} a_\mu \partial_\nu a_\rho + \frac{1}{2\pi} \epsilon^{\mu\nu\rho} a_\mu \partial_\nu A_\rho - \frac{1}{12\pi} \epsilon^{\mu\nu\rho} A_\mu \partial_\nu A_\rho.$$ \hfill (2.52)

While the physical electromagnetic field is denoted by $A_\mu$ the statistical gauge potential (describing the braiding statistics of quasiparticles) $a_\mu$ is coupled to $A_\mu$ in a fashion equivalent to Eq. (2.51).

Similarly, for the exemplary case for TR invariant 3D TIs the bulk BF theory is [162]

$$\mathcal{L} = - \frac{\theta}{8\pi^2} \epsilon^{\mu\nu\rho} \partial_\mu a_\nu \partial_\rho a_\rho - \frac{1}{2\pi} \epsilon^{\mu\nu\rho} b_\sigma \mu \partial_\nu a_\rho + \frac{1}{2\pi} \epsilon^{\mu\nu\rho} b_\sigma \mu \partial_\nu A_\rho.$$ \hfill (2.53)

The prefactor $\theta$ of the first term is fixed to values $\theta = 0$ or $\pi \text{ (mod 2} \pi)$ as a consequence of arguments similar to the $E \cdot B$ term, Eq. (2.50), or by the guiding principle of cancellation of anomalies

\text{Recall that $d$ is the spatial dimension and the possibility of anomalies is determined by the space-time dimension $D = d + 1$. The connection of global anomalies and $\mathbb{Z}_2$ topological insulators is not yet confirmed.}

\text{The magnetic field generating the QH state is not enclosed in $A_\mu$.}
In contrast to the case of the QHE for 3D TIs there are two sorts of matter fields \( b_{\mu\nu} \) and \( a_{\mu} \). Integration of them leads to the \( E \cdot B \)-term of \( A_{\mu} \) fields, Eq. (2.50).

BF theories of TIs can be derived by the method of functional bosonization, together with appropriate descent relations [161].

### 2.5 3D topological insulators

Part of this thesis will be devoted to 2D surface states of 3D TIs of class AI and CI (Chap. 4). Most other parts concern surface states of the \( \mathbb{Z}_2 \) TI of class AII (Chaps. 5, 6, 7).

#### 2.5.1 Conductivity for disordered Dirac fermions with chiral symmetry

As already mentioned above, Sec. 2.3.5, the ’t Hooft matching condition indicates absence of localization for certain anomalous QFTs of Dirac fermions. In particular, this applies to the case, when the valley (flavor) degeneracy of Dirac particles is odd, as in the case of 3D TI surface states. On the level of principle chiral NL\( \sigma \)Ms (e.g. in class AII) the absence of localization is ensured by the presence of a WZ term which leads to a critical fixed point at which \( \sigma = \sigma_{\text{clean}} \). At this fixed point the theory is exactly solvable [87, 163–165]. To understand the critical value of conductivity, I repeat the argument given in Ref. [166]: Consider Hamiltonian (2.22) supplemented by disorder preserving the \( (H = -\sigma_z H \sigma_z) \)-symmetry. Further, because of the Dirac-structure of the Hamiltonian, the current operator follows \( \hat{j}_\mu = -i\epsilon_{\mu\nu}\hat{j}_\nu \). Then, the Kubo formula for conductivity can be rewritten as

\[
\sigma_{xx} = \frac{-1}{\pi} \sum_{\alpha=x,y} \int d^2(r-r') \text{tr} \left[ j_\alpha G_R (r,r') j_\alpha G_R (r',r) \right]
\]

\[
\propto \frac{\delta^2}{\delta A_\alpha \delta A_\alpha} \left| \frac{Z[A]}{Z[A]} \right| \int \text{tr} j_\alpha G_R \left[ A \right].
\]

The RHS is proportional to the second derivative of the partition function with respect to a constant vector potential \( A \). As the partition function is gauge invariant, it should be independent of such a constant vector potential and \( \sigma_{xx} = 0 \). However, this argument does not hold for the clean conductivity bubble (recall Fig. 2.1): \( \int d^2 k \left[ \text{tr} j_\alpha G_R^{\text{clean}} (k) \right] \) is UV divergent and anomalous. A definite regularization scheme will bring the gauge-independence argument to collapse leading to \( \sigma = \sigma_{\text{clean}} \).

#### 2.5.2 Experimental realization of 3D topological insulators

The 3D TI state has been first experimentally realized in Bismuth Antimony alloys [29]. Most recent experiments are performed on samples made of Bismuth Chalcogenides, pure Antimony, Antimony telluride as well as in strained \( \text{HgTe} \) [3, 42].

As has been explained in Sec. 2.2.3 topological surface states occur as a consequence of “band inversion”, i.e. when materials with similar low-energy Hamiltonian (2.15) but opposite mass are adjacent. Chemically, this band inversion is caused by the strong spin-orbit coupling \( H_{SO} = \lambda \mathbf{L} \cdot \mathbf{S} \) (note the heavy elements occuring in TI materials). For sufficiently large \( \lambda \) electronic bands stemming from odd-parity atomic orbitals get lifted above even-parity bands. The low-energy bulk Hamiltonian of 3D TIs up to quadratic order in \( p \) is a generalization of Eq. (2.15):

[162]
Here \( \epsilon_0(p) \) is a quadratic dispersion and \( M(p) = M_\infty - B_1 p_z^2 - B_2 p_\perp^2 \). The interface TI - vacuum contains zero a mode provided \( M_\infty / B_1 > 0 \) \[4\]. Pauli matrices \( \sigma_i \) correspond to the spin-degree of freedom,\(^{19}\) while \( \tau_i \) matrices act in band (i.e. parity) space.

In the vast majority of experiments the characteristic feature of observation is the surface Dirac state. Often it is detected directly by means of spin and angle resolved photo emission spectroscopy [3, 29]. Transport experiments (for review see Ref. [33]) on 3D TI samples unveil surface transport via the ambipolar field effect [34–37] (continuous tuning from hole to electron band without gap closing) and Aharonov-Bohm oscillations [43–45]. Another signature in transport data is the carrier density dependence of WAL prefactor \( \alpha' \) [see Eq. (1.6)]: a crossover from \( \alpha' = -1/2 \) reflecting one bulk channel to \( \alpha' = -1 \) reflecting two parallel surface channels was observed [48]. The possibly most convincing experimental evidence for surface Dirac transport is given by the odd QHE series [38–42] (see Chap. 6).

### 2.5.3 Basic quantum mechanical calculations

In this section I present basic quantum mechanic results which are useful throughout the thesis. More details can be found in App. A. The table 2.2 allows direct comparison of the two quantum mechanical systems of 2D Dirac fermions and 2DES with parabolic dispersion. For the latter, quantities like the DOS and the particle density are to be understood per spin.

The Hamiltonian of 3D TI surface states under investigatin in Tab. 2.2 is

\[
H_0 = v_0 \Pi \wedge \sigma + m v_0^2 \sigma_z. \tag{2.55}
\]

As compared to Eq. (2.22), a Dirac mass was included here. As explained above, matrices \( \sigma_i \) are associated to the spin degree of freedom of the electrons. Therefore, the mass term introduced here corresponds to Zeeman coupling to an external magnetic field: \( m v_0^2 = -g \mu_B B \), where \( g \) is the gyromagnetic factor, \( \mu_B \) the Bohr magneton and \( B \) the magnetic field in z-direction.

#### The density contribution of the filled hole band

For TI surface states, the particle densities reported in table 2.2 contain the divergent contribution from the filled hole band. In this subsection and App. A, I present explicitly the regularization scheme (point split regularization) used to derive the presented results. This regularization scheme implies \( \lim_{x' \to x} \delta(x - x') \equiv 0 \). The partition of unity discussed in App. A is explicitly used.

First consider the case without magnetic field. Then the contribution to the particle density by the filled hole band \( n_0(x) \) vanishes:\(^{20}\)

\[
n_0(x) = \lim_{x' \to x} \int (dp) \mathrm{tr} \langle x | p, \xi = -1 \rangle_D D \langle p, \xi = -1 | x' \rangle \\
= \lim_{x' \to x} \int (dp) e^{i p (x' - x)} \mathrm{tr} \langle u_{\xi = -1}, p \rangle \langle u_{\xi = -1}, p \rangle \\
= \lim_{x' \to x} \delta(x - x'). \tag{2.56}
\]

\(^{19}\)Of course, in view of spin-orbit coupling, spin is not a good quantum number but rather the total angular momentum.

\(^{20}\)Because of gauge invariance the exposed point split regularization scheme should be supplemented by a Wilson line.

The latter has no effect here, so it is omitted.
### Table 2.2: Table for comparison of basic quantum mechanical properties of TI surface states and usual 2DES

<table>
<thead>
<tr>
<th>Quantity</th>
<th>3D TI surface states</th>
<th>usual 2DES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamiltonian $H_0$</td>
<td>$v_0 \Pi \wedge \sigma + m v_0^2 \sigma_z$</td>
<td>$\mathbb{H}/2m$</td>
</tr>
<tr>
<td>Spectrum w/o B-field</td>
<td>$\epsilon_\xi(p) = \xi \sqrt{m^2 v_0^2 + e^2 B^2}$</td>
<td>$\epsilon(p) = \frac{eB}{m}$</td>
</tr>
<tr>
<td>Eigenstates w/o B-field</td>
<td>$</td>
<td>u_{\xi,p}⟩ = \frac{1}{\sqrt{2}} \left( \frac{\xi \sqrt{1 + \frac{mv_0^2}{\epsilon}} e^{i\phi/2}}{1 - \frac{mv_0^2}{\epsilon}} e^{-i\phi/2} \right)$</td>
</tr>
<tr>
<td>DOS $\nu(E)$ w/o B-field</td>
<td>$\Omega_\xi = \frac{mv_0^2}{2c^2}$</td>
<td>$\frac{m}{2\pi} \theta(E)$</td>
</tr>
<tr>
<td>Particle density $n(\mu)$ ($T=0K$)</td>
<td>$\text{sign}(\mu) \frac{\mu^2 - (mv_0^2)^2}{4mv_0^2} \theta(\mu^2 - (mv_0^2)^2) = \frac{m\mu^2}{2\pi} \theta(\mu)$</td>
<td></td>
</tr>
<tr>
<td>Cyclotron frequency: classical</td>
<td>$\Omega_c^c = \frac{eB v_0^2}{mc}$</td>
<td>$\omega_c = \frac{eB}{mc}$</td>
</tr>
<tr>
<td>Cyclotron frequency: quantum</td>
<td>$\Omega_\xi = \sqrt{2</td>
<td>eB</td>
</tr>
<tr>
<td>Spectrum with B-field</td>
<td>$E_n = \text{sign}(n) \sqrt{(mv_0^2)^2 + \Omega_\xi^2</td>
<td>n</td>
</tr>
<tr>
<td>Eigenstates ($qB &lt; 0$)</td>
<td>$</td>
<td>n,k⟩<em>D = \left( \frac{mv_0^2 - E_n}{\Omega</em>\xi \sqrt{</td>
</tr>
<tr>
<td>Eigenstates ($qB &gt; 0$)</td>
<td>$</td>
<td>n,k⟩<em>D = \left( \frac{\Omega</em>\xi \sqrt{</td>
</tr>
<tr>
<td>Particle density $n(\mu)$ ($T=0K$)</td>
<td>$\nu_{\text{LL}} - \text{sign}(qBm) \frac{1}{2} \frac{B}{\Phi_0}$</td>
<td>$\nu_{\text{LL}} B / \Phi_0$</td>
</tr>
</tbody>
</table>

Table 2.2: Table for comparison of basic quantum mechanical properties of TI surface states and usual 2DES with parabolic dispersion. As above $\Pi = p - qA$ denotes the kinetic momentum (for electrons $q = e = -|e|$). In the absence of orbital magnetic field, the quantum numbers for TI surface states (2DES with parabolic dispersion) are the momentum and the band index $\xi = \pm 1$ (only the momentum). The spinor $|u_{\xi,p}⟩$ for the Dirac fermions is presented in polar coordinates $p = p(\sin \phi, \cos \phi)$. The chemical potential entering the zero temperature particle density is counted from the Dirac point for TI surface states and from the bottom of the band for 2DESs. The (vanishing) anomalous contribution of the filled hole band is discussed in the main text. In the presence of magnetic field the LL states of the TI (2DES) are labelled by LL index $n \in \mathbb{Z}$ ($n \in \mathbb{N}_0$) and by $k = 1, \cdots, BA/\Phi_0$ ($A$ is the area penetrated by the flux). The spinor eigenstates $|n,k⟩_D$ of the Dirac problem are given in terms of the eigenstates $|n,k⟩$ of the 2DES, the zeroth LL eigenstate is explicitly presented for clarity. The particle density $n(\mu)$ is given as a function of the filling fraction $\nu_{\text{LL}}$ (for TI $\nu_{\text{LL}}$ denotes the difference [number of filled LL with positive energy]−[number of empty LL with negative energy]). The anomalous contribution of the filled hole band is discussed in the main text.
Analogously, when a magnetic field is present, the sum over LLs with negative index \( n < 0 \) (the lower (upper) sign corresponds to the case \( qB < 0 \) (\( qB > 0 \))) is

\[
\lim_{x \to x'} \sum_{k,n<0} \text{tr} \langle x | n, k \rangle_D D \langle n, k | x' \rangle = \lim_{x \to x'} \sum_{k,n<0} \left\{ \frac{\langle x | n, k \rangle \langle n, k | x' \rangle + \langle x | n - 1, k \rangle \langle n - 1, k | x' \rangle}{2} - \frac{mv_0^2}{2E_n} \left( \langle x | n, k \rangle \langle n, k | x' \rangle - \langle x | n - 1, k \rangle \langle n - 1, k | x' \rangle \right) \right\}
\]

\[
= -\frac{1}{2} \frac{B}{\Phi_0} + \lim_{x \to x'} \delta(x - x'). \tag{2.57}
\]

The first contribution is a direct consequence of the fully spin polarized zeroth LL. The symbol \( \doteq \) denotes the fact that the term proportional to \( mv_0^2 \) vanishes under spatial average. Taking into account the value of the zeroth LL energy the average density at zero temperature and chemical potential turns out to be

\[
\bar{n}_0 = -\text{sign}(qBm) \frac{1}{2} \frac{B}{\Phi_0}. \tag{2.58}
\]

Therefore, the contribution of the filled hole band to the particle density is finite in the presence of an external magnetic field, while it vanishes for \( B = 0 \). The reason for the qualitatively different results with and without \( B \)-field has deep geometrical reasons: As explained, the anomalous contribution to \( n_0 \) stems from the (analytical) index \( \nu_+ - \nu_- \). By virtue of the Atiyah-Singer index theorem [120, 121], Eq. (2.10), the latter is determined by the instanton number of the non-trivial background gauge potential (topological index). The present case of 3D TI surface states is a U(1) gauge theory over the compactified plane \( \mathbb{R}^2 \cup \{ \infty \} \) \( \cong \) \( S^2 \). In this situation the term instanton number means number of magnetic monopoles enclosed by the two-sphere, or differently said, the total magnetic flux through the plane.

The same results for the particle density can be obtained also by means of other regularization schemes, see e.g. Ref. [133]. Also note that the results for the density obtained by the point split regularization scheme and the results based on the Jackiw-Rebbi proof of fermion number fractionalization (Sec. 2.2.3) coincide in the thermodynamic limit.
In this chapter I will address question (i) from the introduction: The semiclassical calculation of the conductivity tensor is presented here. This is of particular relevance, since it constitutes the starting point for the calculations in the subsequent Chaps. 4-7 where quantum mechanical effects in the conductivity tensor will be discussed. Following the common strategy, quantum effects such as weak localization are included perturbatively on top of the semiclassical transport properties determined in the following. Since quantum corrections to conductivity can be neglected when the dephasing rate $1/\tau\phi(T)$ is of the order of the elastic scattering rate, the results presented here are of relevance for experiments at sufficiently high temperature or on extremely clean samples.

I address the semiclassical conductivity tensor in different parameter regimes determined by the energy scales of mass $mv_0^2$ (i.e. Zeeman energy), classical cyclotron frequency $\Omega_{cl}^c$, kinetic energy at the Fermi surface $\epsilon_F = |\mu| - |mv_0^2|$, and transport and quantum scattering rates $1/\tau_{tr} \leq 1/\tau_q$.

In Secs. 3.1 and 3.2 I employ Drude as well as Boltzmann formalism. Both are good descriptions of TI surface states provided the quasiparticle picture is justified and quantization of cyclotron motion can be neglected: $\Omega_{cl}^c \tau_q \ll 1 \ll \epsilon_F \tau_q$. Note that the regime $\Omega_{cl}^c \tau_q \ll 1 \ll \Omega_{cl}^c \tau_{tr}$ is controlled and accessible for the case of long-range impurities. One further needs to distinguish the following regimes: (a) $mv_0^2 \ll 1/\tau_q$; strong scattering, interband coherence can be neglected. (b) $1/\tau_q \ll mv_0^2$; inter-band coherence is important and leads to the AHE. The regime (a) is accessible by the Drude theory as well as by Boltzmann’s equation. In Sec. 3.2 I will concentrate on a modified kinetic equation valid in regime (b).

Finally, in Sec. 3.3 an alternative approach is undertaken. It relies on the gradient expansion of the scalar potential (which includes disorder, external electric field and chemical potential) in powers of the magnetic length $l_B$. The calculation is based on the principle of local thermodynamic equilibrium but

<table>
<thead>
<tr>
<th>Sec. 3.1 (Drude)</th>
<th>$\Omega_{cl}^c \tau_q \ll 1 \ll \epsilon_F \tau_q$, $mv_0^2 \tau_q \ll 1$, $1/\tau_{tr} \lesssim 1/\tau\phi$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sec. 3.2 (Boltzmann)</td>
<td>$\Omega_{cl}^c \tau_q \ll 1 \ll \epsilon_F \tau_q$, $1 \ll mv_0^2 \tau_q \ll \mu \tau_q$, $1/\tau_{tr} \lesssim 1/\tau\phi$, linear response.</td>
</tr>
<tr>
<td>Sec. 3.3 (Vortex states)</td>
<td>$l_B \partial_x V \ll V$, $m = 0$, local TD eq.</td>
</tr>
</tbody>
</table>

**Table 3.1:** Regimes of validity of the subsequent semiclassical calculations. The abbreviation “local TD eq.” denotes “local thermodynamic equilibrium”.
3 Semiclassical transport calculations

3.1 Drude transport theory

Drude transport theory relies on the static solution of the classical single particle equation of motion

\[ \dot{p}_i = q \left( E_i + \epsilon_{ij} v_j \frac{B}{c} \right) - \frac{p_i}{\tau_{tr}}, \]

where \( 1/\tau_{tr} \) is the phenomenological transport rate. The case of 3D TI surface states involves its special relativistic version. In Eq. (3.1) this is encoded in the velocity \( v = v_0 p/\epsilon_\xi \). The Lorentz group \( L_{v_0} \) associated to the emergent relativistic structure\(^1\) (with limiting speed \( v_0 \)) is extensively discussed in App. B.1. Following the standard logic, one can define the electromagnetic field strength tensor (\( E \) and \( B \) denote physical electromagnetic fields),

\[ F^{\mu\nu} = \begin{pmatrix} 0 & \frac{\epsilon_\xi}{v_0} E_x & \frac{\epsilon_\xi}{v_0} E_y \\ -\frac{\epsilon_\xi}{v_0} E_x & 0 & B \\ -\frac{\epsilon_\xi}{v_0} E_y & -B & 0 \end{pmatrix}, \]

which is a tensor under \( L_{v_0} \) transformations. In contrast to the field strength tensor of usual relativistic particles (symmetry \( L_c \), with \( c \) the speed of light) additional large factors of \( c/v_0 \) enhance the electric in comparison to the magnetic field. In the limit \( c/v_0 \to \infty \) the electrodynamic theory is replaced by electrostatics.

The steady state solution of Eq. (3.1) (to which the particle relaxes after time \( \tau_{tr} \)) is

\[ p = \frac{q \tau_{tr}}{1 + \left( \Omega^{cl.}_{c} \tau_{tr} \right)^2} \begin{pmatrix} 1 & \zeta \Omega^{cl.}_{c} \tau_{tr} \\ -\zeta \Omega^{cl.}_{c} \tau_{tr} & 1 \end{pmatrix} E, \]

where \( \zeta = \text{sign}(Bq\epsilon_\xi) \).

The ratio \( \Omega^{cl.}_{c} / \omega_c = 1/\sqrt{1 + (v_0 p/m)^2} \) approaches unity in the non-relativistic limit. As the current density \( j = q n v_0 p/\mu \) is determined by particles at the Fermi surface \( \epsilon_\xi = \mu \), the classical conductivity tensor immediately follows to be

\[ \sigma = \frac{\sigma^{(0)}_{xx}}{1 + \left( \Omega^{cl.}_{c} \tau_{tr} \right)^2} \begin{pmatrix} 1 & \zeta \Omega^{cl.}_{c} \tau_{tr} \\ -\zeta \Omega^{cl.}_{c} \tau_{tr} & 1 \end{pmatrix}, \]

where

\[ \sigma^{(0)}_{xx} = \frac{v_0^2 \mu^2 \pi \tau_{tr}}{\mu} = q^2 \nu(\mu) D(\mu) \]

and \( D(\mu) = \frac{v_0^2 \tau_{tr}}{2} = \frac{\mu^2 - (m_0^2 \mu^2)}{\mu^2} \frac{v_0^2 \tau_{tr}}{2} \) is the diffusion coefficient.

\(^1\)Note that I do not consider dynamic electromagnetic fields. Clearly, the \( L_{v_0} \)-symmetry would be broken by a Maxwell term in the classical action.
3.2 Boltzmann transport theory: Anomalous Hall effect.

In this chapter I present the semiclassical calculation of the conductivity tensor in the presence of a magnetic field using Boltzmann technique: both orbital coupling and Zeeman energy (i.e. finite mass) are taken into account. More details can be found in App. B.2.

3.2.1 Formalism

The important concepts for the semiclassical treatment of AHE are reviewed in Refs. [169, 170]. The contributions to the AHE are threefold.

1. Intrinsic AHE (includes the contribution of integral over Berry connection $\Omega_\xi$),
2. Skew scattering:
   a) conventional ($\omega_{ll'} \propto V^3$),
   b) intrinsic ($\omega_{ll'} \propto V^4$),
3. Side jump:
   a) side jump accumulation,
   b) modification of collision integral in view of work performed due to the side jump at a single scattering event.

The quantity $\omega_{ll'}$ is the squared scattering amplitude from state $l = (p, \xi)$ to $l' = (p', \xi')$. These contributions modify the equations of motion (I use the same color code as in the above enumeration)

\[
\dot{r}_i = \frac{\partial \epsilon_i (p)}{\partial p_i} - \epsilon_{ij} \dot{p}_j \Omega_\xi + \sum_{l'} \omega_{ll'} (\delta r_{l'})_i, \tag{3.6}
\]

\[
\dot{p}_i = F_i = q \left( E_i + \epsilon_{ij} \dot{r}_j B/c \right), \tag{3.7}
\]
as well as the collision integral of the Boltzmann equation

\[
\partial_t f + \dot{r} \cdot \partial_x f + \dot{p} \cdot \partial_p f = St \left[ f \right], \tag{3.8}
\]

where

\[
St \left[ f \right] = - \sum_{l'} \left[ \omega_{ll'} f_l - \omega_{ll'} f_{l'} \right]. \tag{3.9}
\]

From these formulae, the duality between Berry curvature $\Omega_\xi$ and magnetic field becomes apparent. While $\Omega_\xi = \epsilon_{ij} \partial_p A_{\xi,j}$ couples to the time derivative of momentum, the magnetic field $B = \epsilon_{ij} \partial_x A_{j}$ couples to the velocity of the particle. I will return to this duality in Sec. 3.2.3.

The precise modification of the collision integral, which involves the work $W_{1 \to 2} = F \delta r_{l'dl}$, will be exposed below, Sec. 3.2.4.

It is worth noting, that the collision integral for elastic scattering does not contain Pauli blocking terms (which would change the results due to skew scattering). The reason is, that in contrast to the case of inelastic scattering, the incoming and outgoing states $l$ and $l'$ should be considered as a single
scattering state, and thus Pauli blocking factors [e.g. \( f_l(1 - f_r) \)] are superfluous. This can also be understood in the derivation of the Boltzmann equation from Schwinger-Keldysh quantum field theory: Since elastic scattering is evoked by a static disorder potential (it only couples to \( \gamma_{cl} \) in Keldysh space) the collision integral in the quantum kinetic equation \( \Sigma^K - (\Sigma^R \circ F - F \circ \Sigma^A) \) contains only a single Keldysh Green’s function or self energy and thus only a single distribution function.

### 3.2.2 Derivation of exposed equations of motion

To make this thesis self-contained, I here briefly review the derivation of equations of motion.

I first focus on the intrinsic AHE, i.e. the clean equation of motion [171], [172] (more details can also be found in App. B.2.1). The derivation relies on the construction of wave packets in an external electromagnetic field

\[
\langle r | \Psi_{\xi, k_c, r_c}(t) \rangle \equiv \Psi_{\xi, k_c, r_c}(r, t) = e^{i q A(r_c, t) \cdot r} \int (dk) w(k, t) e^{-i \xi(k) \cdot r} e^{i k r} | u_{\xi, k} \rangle , \tag{3.10}
\]

which are assumed to be peaked in phase space around the classical coordinate \((r_c, k_c)\). Under the semiclassical assumptions the following Lagrangian

\[
L(r_c, \dot{r}_c, k_c, \dot{k}_c, t) = \langle \Psi_{\xi, k_c, r_c}(t) | \frac{d}{dt} - H | \Psi_{\xi, k_c, r_c}(t) \rangle \tag{3.11}
\]

can be evaluated approximately,

\[
L(r_c, \dot{r}_c, k_c, \dot{k}_c, t) = \dot{r}_c (k_c + q A) + \dot{k}_c A_\xi - \xi(k_c). \tag{3.12}
\]

(The Berry connection is denoted by \( A_\xi \)). It produces the intrinsic AHE contribution to the equations of motion, Eq. (3.7).

Next, I briefly comment on the derivation of the side jump contribution (see App. B.2.2 for more details). The general strategy outlined in the original paper [173] is to investigate scattering wave packets

\[
\psi_{\xi, k_c, r_c}^{out}(r, t) = e^{i q A(r_c, t) \cdot r} \int (dk) w(k, t) \psi_{\xi, k}^{out}(r, t), \tag{3.13}
\]

with \( \psi_{\xi, k}^{out}(r, t) \) being scattering states. By means of incoming and outgoing wave packets (3.10) and (3.13) the asymptotic trajectories \( r_c(t) | t \rightarrow \infty \) are analyzed, extrapolated to \( t = 0 \) and subtracted one from another. It turns out that the two trajectories do not cross at the scattering center, but at a position shifted as follows for an exemplary scattering event \( l_1 \rightarrow l_2 \)

\[
\delta r_{l_2 l_1} = " r_{l_1} (t = 0) - r_{l_1} (t = 0) " = \langle u_{\xi_2, k_2} | i \partial_k u_{\xi_2, k_2} \rangle - \langle u_{\xi_1, k_1} | i \partial_k u_{\xi_1, k_1} \rangle - (\partial_{k_1} + \partial_{k_2}) \text{arg}(V_{l_2 l_1}). \tag{3.14}
\]

The derivation in the presence of smooth, external electromagnetic fields can be found in App. B.2.2. Note that in the case of intraband scattering off a radial, spin-independent potential, it is possible to replace \( \text{arg}(V_{l_2 l_1}) \rightarrow \text{arg}(|u_{\xi_2, k_2}| u_{\xi_1, k_1}) \). The presented side jump formula is invariant under local \( U(1) \) transformations in \( k \) space.

Following Ref. [174], the side jump contribution for Dirac bands is

\[
\delta r_{l_2 l_1} = \frac{\Omega_{\xi, k}(k - k')}{|\langle u_{\xi, k}^* | u_{\xi, k'} \rangle|^2}. \tag{3.15}
\]

I acknowledge Prof. Peter Woelfle’s explanations in this regard.
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With the help of this formula, the side jump accumulation can be rewritten as

\[ \sum_{l'} \omega_{li} (\delta r_{li}) = \left( 1 - \frac{q B \Omega_{\xi}}{c} \right) \frac{\Omega_{\xi} k}{\tau sj}, \]  

(3.16)

where for Dirac fermions

\[ \frac{1}{\tau sj} = \int (dp') \omega_{li} \frac{1 - \cos(\phi - \phi')}{|\langle u_{\xi,k}|u_{\xi',k'} \rangle|^2}. \]  

(3.17)

The appearance of the prefactor \((1 - \frac{q B \Omega_{\xi}}{c})\) will be explained in the subsequent Sec. 3.2.3.

The subscript \(c\) for classical coordinates is omitted in what follows.

3.2.3 Comment on the equations of motion

The equations of motion can be diagonalized as follows [175–177]:

\[
\begin{pmatrix}
\dot{r}_i \\
\dot{p}_i
\end{pmatrix} = \frac{1}{1 - \frac{q \Omega_{\xi} B}{c}} \left( \frac{\nu_i^{(\xi)}}{\varepsilon_{ij} (\nu^{(\xi)} + \sum_{l'} \omega_{li} (\delta r_{li} - \delta r_{li}'))} - \xi_{ij} \xi_{ij} \frac{q B_{\xi} q E_j}{c} + q E_i \right),
\]  

(3.18)

Formally, there is an interesting singularity\(^3\) at \(1 = \frac{q \Omega_{\xi} B}{c}\). This singularity and the exotic structure of the equations of motion evoked some interest from the perspective of mathematical physics [176]. It turns out that at the singularity the system loses one of its degrees of freedom and the motion is purely transverse. To shed further light on these facts, the geometrical foundations of Hamilton mechanics are reviewed in App. B.2.3 and the connection to the present problem is drawn. It is no surprise, that with the side jump contribution the equations of motion (3.18) are non-Hamiltonian. In contrast, the clean dynamics is perfectly Hamiltonian and the associated symplectic 2-form takes the following form in the physical coordinate system \(\xi_\alpha = (x,p)_\alpha\) of the phase space:

\[ \omega = \omega_{\alpha\beta} d\xi^\alpha d\xi^\beta = \begin{pmatrix} \frac{q B_{\xi}}{c} & -1 \\ \frac{1}{\Omega_{\xi}} \end{pmatrix} d\xi^\alpha d\xi^\beta. \]  

(3.19)

Similarly, the Poisson bracket which is defined by the matrix inverse of \(\omega_{\alpha\beta}\) is quite unconventional. By Darboux theorem, canonical momentum and position coordinates could also be chosen. In that frame the Poisson bracket takes the usual form. In contrast, using physical coordinates, the implication of Eq. (3.19) is the additional term in the invariant phase space volume element

\[ dV = \sqrt{\det \omega_{\alpha\beta}} \prod_{\alpha} d\xi_{\alpha} = \left( 1 - \frac{q B \Omega_{\xi}}{c} \right) d^2p d^2x. \]  

(3.20)

Therefore, in the Boltzmann equation (3.8) and the equations determining current the following replacement has to be undertaken,

\[ \sum_{l'} \to \int (dp') \left( 1 - \frac{q B \Omega_{\xi}}{c} \right). \]  

(3.21)

\(^3\)However, it should be kept in mind that this singularity lies outside the regime of applicability of the theory to semiclassical dynamics of Dirac fermions.
In the remainder of this section polar coordinates determining each momentum \( \mathbf{p} \) by modulus of kinetic energy and angle \( (\epsilon, \phi) \) are employed.\(^4\) In this notation
\[
\dot{\mathbf{p}} = (\cos \phi, \sin \phi), \quad \dot{\epsilon}, \dot{\phi} = (- \sin \phi, \cos \phi) = -\frac{\mathbf{p}}{\epsilon} \tag{3.22}
\]
and
\[
\nabla_p f_l = \dot{\mathbf{p}} \frac{\partial \epsilon}{\partial \mathbf{p}} \partial_\epsilon f_l + \frac{\dot{\epsilon}}{\mathbf{p}} \partial_\phi f_l = \mathbf{v}^{(l)}(\partial_\epsilon f_l) + \frac{\dot{\epsilon}}{\mathbf{p}} \partial_\phi f_l. \tag{3.23}
\]

### 3.2.4 Full Boltzmann equation

I would like to return to the Boltzmann equation presented above, Eq. (3.8). It is worth to split the contribution from \( \dot{\mathbf{p}} \nabla_p f \) into two terms according to
\[
\dot{\mathbf{p}} \partial_p f = \dot{\mathbf{p}}_{\text{clean}} \partial_p f + \frac{q B/c}{1 - q B \Omega/c} (\partial_p f) \epsilon \left[ \sum_{\nu} \omega^{(s)}_\nu \delta r^{(s)}_\nu \right]. \tag{3.24}
\]

Bringing the last term to the RHS of the Boltzmann equation leads to
\[
\partial_t f + \mathbf{v} \partial_\mathbf{p} f + \dot{\mathbf{p}}_{\text{clean}} \partial_p f = \left. S[t] \right|_{\text{full}}, \tag{3.25}
\]
with
\[
\left. S[t] \right|_{\text{full}} = \left. S[t] \right|_{(s)} + \left. S[t] \right|_{(a)} + \left. S[t] \right|_{W_E} + \left. S[t] \right|_{W_B}. \tag{3.26}
\]

The various terms are
\[
\left. S[t] \right|_{(s)} = - \sum_{\nu} \omega^{(s)}_\nu (f_l - f_\nu), \tag{3.27a}
\]
\[
\left. S[t] \right|_{(a)} = - \sum_{\nu} \omega^{(a)}_\nu (f_l + f_\nu), \tag{3.27b}
\]
\[
\left. S[t] \right|_{W_E} = - \sum_{\nu} \omega^{(s)}_\nu \delta r^{(s)}_\nu \frac{q E}{1 - q B \Omega/c} \partial_\epsilon f_l, \tag{3.27c}
\]
\[
\left. S[t] \right|_{W_B} = - \sum_{\nu} \omega^{(s)}_\nu \delta r^{(s)}_\nu \frac{q \mathbf{v}^{(s)} \cdot \mathbf{B}}{1 - q B \Omega/c} \left( \partial_\epsilon f_l - \partial_\epsilon f_\nu \right). \tag{3.27d}
\]

Here, I introduced the notation \( \omega^{(s)}_\nu = (\omega^{l}_\nu + \omega^{r}_\nu)/2 \) and \( \omega^{(a)}_\nu = (\omega^{l}_\nu - \omega^{r}_\nu)/2 \) and neglected accumulation of side jump and skew scattering effects.

The last two terms \( \left. S[t] \right|_{W_E} \) and \( \left. S[t] \right|_{W_B} \) are a modification of the collision integral by side jump contributions. As explained above, Sec. 3.2.2, upon a scattering event \( l_1 \rightarrow l_2 \) the final state obtains a trajectory which is shifted by \( \delta \mathbf{r}_{l_2 l_1} \) as compared to the initial state. If the scattering takes place in an external electric field the kinetic energy is no longer conserved \([169, 170]\) since the potential energy changes at the scattering event by
\[
\Delta \epsilon^{\delta \mathbf{r}_{l_2 l_1}} = "U(\mathbf{r}_{l_2}) - U(\mathbf{r}_{l_1})" = \nabla U \delta \mathbf{r}_{l_2 l_1} = -q E \delta \mathbf{r}_{l_2 l_1}. \tag{3.28}
\]
\(^4\)Note the different definition of polar coordinates as compared to Tab. 2.2 on p. 42. Note that \( \epsilon = |\epsilon_\ell| \) is positive.
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![Figure 3.1: Dependence of the conductivity tensor on chemical potential. The transverse conductivity was separated in intrinsic (red, $\sigma_{xy}^{(\text{intr.})}$) and Fermi surface (violet, $\delta \sigma_{xy}$) contributions. Dashed curves are obtained by point reflection about the origin and visualize the magnitude of the AHE contributions.](image)

More generally (in the presence of both $E$ and $B$ fields), there is a work $W_{1 \to 2} = F \delta r_{l_1 l_2}$ to be performed at a scattering event $l_1 \to l_2$ with side jump. The work by the electric field is encoded in $St[f]|_{W_{1 \to 2}}$. Interestingly, also the magnetic field performs work, as the trajectory is discontinuous. This work, together with the last term in Eq. (3.24), determines $St[f]|_{W}$. Only if side jump effects from left hand side (LHS) and RHS are combined the theory is consistent with particle number and energy conservation. For more details, see Apps. B.2.4 and B.2.6.

3.2.5 Semiclassical conductivity tensor

Here, I present the conductivity tensor to leading order in the small parameters $mv_0^2/\mu, \Omega^{cl.}/\mu$ and for the case of Dirac fermions. The general solution can be found in App. B.2.9. The leading order longitudinal

$$\sigma_{xx} = \sigma_{xx}^{(0)} \left[ 1 + 2 \frac{\zeta \Omega^{cl.} \tau_r}{1 + (\Omega^{cl.} \tau_r)^2} \frac{\tau_a}{\tau_{a}} + \frac{mv_0^2}{\mu} \frac{1}{\mu \tau_{sj}} \frac{\zeta \Omega^{cl.} \tau_r}{1 + (\Omega^{cl.} \tau_r)^2} \right] (3.29a)$$

and transversal conductivity

$$\sigma_{xy} = -\frac{q^2}{4\pi} \left[ \text{sign}(m) \theta(m^2 v_0^4 - \mu^2) + \frac{mv_0^2}{|\mu|} \theta(\mu^2 - m^2 v_0^4) \right]$$

$$+ \sigma_{xx}^{(0)} \left[ \frac{\zeta \Omega^{cl.} \tau_r}{1 + (\Omega^{cl.} \tau_r)^2} \frac{1 + 2 \frac{\zeta \Omega^{cl.} \tau_r}{1 + (\Omega^{cl.} \tau_r)^2} \tau_a}{\tau_{a}} - \frac{\tau_r / \tau_a}{1 + (\Omega^{cl.} \tau_r)^2} - \frac{mv_0^2}{\mu} \frac{1}{\mu \tau_{sj}} \frac{1}{1 + (\Omega^{cl.} \tau_r)^2} \right] (3.29b)$$

contain contribution from all of the presented mechanisms (Intrinsic AHE, skew scattering rate $1/\tau_a$ and Side jump rate $1/\tau_{sj}$) listed in the beginning of Sec. 3.2.1. Recall the definition of the zero field classical longitudinal conductivity $\sigma_{xx}^{(0)} = q^2\nu D$ in Eq. (3.5). Note that the contribution of the work by the $B$-field is subleading in the case of short range impurities, as it is suppressed by $m v^2_0 \mu \Omega_{cl.c} \mu / \tau_a \tau_{sj}$. The expressions for the various scattering rates are also given in App. B.2.10 for the case of short range impurities.

In the limit $B = 0$ the result matches the result of Ref. [174], while in the case of zero Zeeman energy $m = 0$ the Drude result Eq. (3.4) is recovered. It should be noticed, that traditional AHE experiments are performed varying an external, finite magnetic field. Thus, the semiclassical conductivity tensor derived here constitutes an important generalization of the previous result. The transport coefficients are plotted in Figs. 3.1 and 3.2.

3.3 Quantum Hall effect: Semiclassical vortex state calculation

In this section the semiclassical vortex state calculation of the current density of a single 2D Dirac fermion in the presence of orbital coupling to a magnetic field and arbitrary, sufficiently smooth potential landscape is presented. More details can be found in App. B.3.

The fermionic Hamiltonian under consideration is

$$H = H_0 + V(x).$$

While $H_0$ is the clean 3D TI Hamiltonian introduced in Tab. 2.2 on p. 42, the scalar potential $V(x)$ includes disorder, chemical and electrostatic potentials.
In this section symmetric gauge is chosen and I employ the "vortex states" representation of LL wave functions which was introduced in Refs. [178, 179]. In this overcomplete basis of LL eigenstates the discrete quantum number $k$ is replaced by the continuum guiding center position $\mathbf{R} \in \mathbb{R}^2$. The wave function for the $n$-th LL of electrons with parabolic dispersion (cf. table 2.2 on p. 42) is:

$$\langle \mathbf{r}|n, \mathbf{R}\rangle = \frac{e^{i n \arg(\mathbf{r}-\mathbf{R})}}{\sqrt{2\pi n l_B}} \frac{|\mathbf{r}-\mathbf{R}|^n}{\sqrt{2l_B}} e^{-\frac{(\mathbf{r}-\mathbf{R})^2 - 2i \mathbf{k} \cdot (\mathbf{r} \times \mathbf{R})}{4l_B^2}}. \quad (3.31)$$

The vortex states are 'semiorthogonal' and fulfill the following completeness relation

$$\langle \mathbf{r}|n, \mathbf{R}\rangle \langle n', \mathbf{R}'|\mathbf{r}'\rangle = \delta_{nn'} e^{-\frac{(\mathbf{R}-\mathbf{R}')^2}{2l_B^2}} e^{-\frac{2i \mathbf{k} \cdot (\mathbf{R} \times \mathbf{R}')}{l_B^2}} \int d^2 \mathbf{R} \sum_{n=0}^{\infty} |n, \mathbf{R}\rangle \langle n, \mathbf{R}| = 1. \quad (3.32)$$

Note the importance of the order in the resolution of identity. First the summation is performed and then the integration over $\mathbf{R}$. The partial completeness relation in a single LL,

$$\int d^2 \mathbf{R} \langle r|n, \mathbf{R}\rangle \langle n', \mathbf{R}'|r'\rangle = \langle n, \mathbf{r}|n', \mathbf{r}'\rangle, \quad (3.33)$$

follows trivially from the identity $\langle \mathbf{r}|n, \mathbf{R}\rangle = \langle n, \mathbf{r}|\mathbf{R}\rangle$.

Since in this calculation I will restrict myself to the case of massless Dirac fermions and positive magnetic field, I use the following notation for the eigenstates

$$|n, \mathbf{R}\rangle_D = \frac{1}{\sqrt{1 + \eta_n^2}} \begin{pmatrix} -\eta_n |n| - 1, \mathbf{R}\rangle \\ |n, \mathbf{R}\rangle \end{pmatrix} \quad (3.34)$$

with eigenenergies $E_n = \Omega_c n \sqrt{|n|} [\eta_n = \text{sign}(n) \text{ for } n \neq 0 \text{ and } \eta_0 = 0]$.

The goal of the calculation is the current density which enters the Maxwell-equations of the macroscopic gauge potentials $A_i$. It is defined by the local coupling Lagrangian:

$$\mathcal{L}_{\text{coupling}} = \sum_{i=x,y} J_i A_i. \quad (3.35)$$

The calculation goes beyond linear response theory: in general the potential $V$ is strong. As a consequence of Eq. (3.30), I concentrate on stationary current distributions. The semiclassical calculation relies on the following assumptions:

(i) The scalar potential $V(\mathbf{x})$ is smooth on the scale of the magnetic length.

(ii) The macroscopic gauge potential $\mathbf{A}(\mathbf{x})$ is smooth on the scale of the magnetic length.

(iii) Local thermodynamic equilibrium on the typical length scale of $V(\mathbf{x})$.

Requirement (ii) can be regarded as the defining distinction between the gauge potential creating the magnetic field $A_i$ and the probing gauge potential $A_i$. At this level of approximation the electron position and the vortex (guiding center) position become indistinguishable.

It is useful to consider the quantities $J_\pm = J_x \pm i J_y$ instead of components of $\mathbf{J}$. They are

$$J_\pm(\mathbf{x}) = \lim_{\mathbf{x}' \to \mathbf{x}} \left\langle \psi^\dagger(t, \mathbf{x}) J_\pm \psi(t, \mathbf{x}') \right\rangle. \quad (3.36)$$
Here, $\psi^\dagger(t, x)$ and $\psi(t, x)$ are fermionic field operators with two spinor components. Thus $J_{\pm}$ are proportional to the off-diagonal elements of the fermionic Green’s function $G_{\alpha\beta}(t, x; t, x)$ at equal point and time. Since ultraviolet divergencies are expected [unbounded spectrum of Hamiltonian (3.30)] I use point-split regularization for the computation of $J_{\pm}(x)$ as in the calculation of fermionic density reported in Sec. 2.5.3. Strictly speaking, to make this procedure $U(1)$ gauge invariant a Wilson line $|J|$ should be inserted in the end of Eqs. (3.36),(3.38) and (3.39). However, it drops out in the limit $x \to x'$ and is thus omitted for simplicity. The physical reason is that at small splitting $|x - x'| \ll l_B$, the RHS of Eq. (3.36) is invariant under the “macroscopic” (slow) local $U(1)$ symmetry associated with potentials $A$ even before taking the limit $x \to x'$.

Taking the assumptions (i) - (iii) into account, Eq. (3.36) becomes (see App. B.3)

$$J_{\pm}(x) \approx \pm \frac{i|e|}{2\pi} \lim_{x' \to x} \int d^2R \sum_{|n|=0}^{\infty} \sum_{\eta_n} n_F \left( E_n + V(R) \right) D \langle n, R|x| \langle x'|n, R | D \partial_{x'} V(R).$$

(3.38)

This formula has a very simple physical meaning: In order to find the local current density $J_{\pm}(x)$ as a response to the electric field $\partial_{x'} V(R)$, sum over all locally filled Landau levels and convolute with $|(x)n, R)|^2$.

First, I would like to concentrate on the simpler case of zero temperature and chemical potential $\mu = 0^+$. The current density in this limit and within linear response approximation shall be called $X_{\pm}$ and (taking advantage of the smoothness of $V(x)$) turns out to be

$$X_{\pm}(x) = \pm \frac{i|e|}{2\pi} \lim_{x' \to x} \int d^2R \sum_{n \leq 0} D \langle n, R|x| \langle x'|n, R | D \partial_{x'} V(x).$$

(3.39)

The first term in the angular bracket (delta function) derives from the resolution of identity of usual (equidistant) LL [see Eq. (3.32)] and represents the expected divergence. The formal point splitting procedure cures the singularity as $\lim_{x \to x'} \delta(x-x') = 0$. In contrast, the second contribution corresponds to half-integer $\sigma_{xy} = e^2/2h$. Its appearance is a direct consequence of the definite chirality of the zeroth LL wave function (cf. Tab. 2.2 on p. 42). This calculation thus provides a “pedestrian” approach to the Atiyah-Singer (AS) index theorem [120, 121].

Now I would like to return to the general situation of arbitrary temperature and chemical potential. To make the divergence in Eq. (3.38) manifest and in order to subsequently cure it, I add and subtract $X_{\pm}$ to/from it. The quantity $J_{\pm} - X_{\pm}$ is regular, since the divergence has been shifted entirely into $X_{\pm}$.
and is regularized by the formal point-splitting procedure. One can therefore take the \( x' \to x \) limit, rearrange integrals and sums and exploit one last time the smoothness of \( V(x) \) to obtain

\[
J_\pm(x) = \frac{\pm ie}{2\pi} \partial_\pm V(x) \left[ \sum_{n>0} n_F(E_n + V(x)) \right.
\]

\[
+ \sum_{n\leq0} n_F(E_n + V(x)) - 1
\]

\[
+ \frac{1}{2} \right].
\]

(3.40)

The local transverse conductivity is thus

\[
\sigma_{yx}(x) = \frac{e^2}{h} \left[ \sum_{n>0} n_F(E_n + V(x)) \right.
\]

\[
+ \sum_{n\leq0} n_F(E_n + V(x)) - 1
\]

\[
+ \frac{1}{2} \right].
\]

(3.41)

The semiclassical current density, Eq. (3.40), has the following features:

- First, the current density follows equipotential lines (i.e., it is perpendicular to the local electric field).

- Second, the strength of the current density is determined by the local filling factor of LLs, see Eq. (3.41).

- Third, the crucial difference between conventional 2DESs and Dirac fermions is the half-integer contribution by the filled hole band, i.e., the last term in the square brackets of Eqs. (3.40) and (3.41). It can be regarded as a manifestation of the AS index theorem [120, 121].

It is worthwhile repeating that in contrast to usual linear response calculations, Eqs. (3.40) and (3.41) are also valid in the case of strong static electric field. They will be applied to study the image monopole effect discussed in Sec. 6.5.2.
3.4 Summary of chapter 3

The third chapter of the present thesis was devoted to the semiclassical magnetotransport properties of 3D TI surface states. The word “semiclassical” has the following meanings in the different sections of the chapter.

The first two sections 3.1 and 3.2 were devoted to the limit in which the quantization of cyclotron motion can be neglected. In addition it was assumed that the quasiparticle picture holds, i.e., that the Fermi wave length exceeds the elastic mean free path. In contrast, in Sec. 3.3 the transport properties in the limit of well pronounced Landau levels were investigated. In this case, the semiclassical approximation relied on the smoothness of the external potential. For a summary of the regimes addressed in the various sections, see Tab. 3.1.

The main result of the present chapter is the semiclassical conductivity tensor as a function of Zeeman energy and orbital magnetic field, see Eqs. (3.29) in Sec. 3.2. It represents a generalization to previous calculations [174] which assumed zero orbital magnetic field. This is particularly important, inasmuch AHE experiments probe the behavior of Hall conductance as a function of orbital magnetic field. The results are not only of relevance to 3D TI surface states but also to other 2D materials and were plotted in Figs. 3.1 and 3.2.

The other important findings presented in this chapter regard Sec. 3.3 and the semiclassical calculation of the local current density in the regime of distinct LLs and smooth scalar potential. The solution to this problem, which describes the physics of guiding center motion, already foresees important aspects of the half-integer QHE discussed in Chap. 6, below. In particular, the half-integer contribution to the transverse conductivity by the filled hole band (“Dirac sea”) is especially transparent in the calculation presented here, see Eq. (3.41).
Chapter 4

The localization problem in chiral symmetry classes

This chapter is devoted to the localization problem in chiral symmetry classes. It is partially based on and extends the work published in Refs. [60, 152, 180].

4.1 Disordered systems with chiral symmetry

4.1.1 Physical realizations

The localization problem in chiral symmetry classes (for a definition see Sec. 1.3) was first considered around 1990, both in the context of the low energy limit of QCD [181] and in lattice models designed for solid state applications [58, 59]. Following more recent developments, the localization problem for systems with chiral symmetry appears in the context of the electronic Dirac surface states of 3D TI of the Altland-Zirnbauer classes AIII and CII (chiral unitary and chiral symplectic), see Tab. 2.1, and graphene [182].

Graphene is a single layer of graphite. The $sp^2$-hybridized carbon atoms form a hexagonal lattice and their $p_z$-orbitals, oriented vertically to the lattice, allow for electronic mobility as they weakly overlap. The latter can be described by a tight-binding approach including next-neighbor hopping on

![Graphene lattice with vacancies and Dirac cones](image)

**Figure 4.1:** Left: The hexagonal lattice of graphene with vacancies. Right: The clean spectrum in reciprocal space. The low energy physics in Graphene is described by a Dirac equation (orange and green cones).
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a hexagonal lattice, see Fig. 4.1, left. The spectrum of the clean tight-binding model is plotted next to it, Fig. 4.1, right. On account of the bipartite structure of the honeycomb lattice, the model is manifestly chiral, cf. Sec. 1.3. Furthermore, the band structure of graphene includes two very peculiar points \((K, K')\) per Brillouin zone, at which the conduction and valence band touch each other (orange and green cones in Fig. 4.1, right). In the vicinity of these points, the effective low energy Hamiltonian has Dirac-like form

\[ H = v_0 \tau_3 \sigma \cdot k. \] (4.1)

Here, \(\tau_3\) is the third Pauli-matrix operating in the \(K - K'\)-space and \(\sigma_i\) are Pauli matrices acting in the sublattice space.

Depending on the type of disorder, all ten symmetry classes of the Altland-Zirnbauer table (App. F) can be obtained. Ostrovsky, Gornyi and Mirlin classified all possible kinds of disorder by symmetries of the Hamiltonian (4.1) [166, 183, 184]. All cases in which disorder leads to criticality are summarized in Tab. 4.1. The shaded rows correspond to chiral symmetry classes.

In particular, the problem of disordered chiral models is related to the problem of quantum percolation: One realization of a random chiral system is graphene with vacancies (see Fig. 4.1, left). Imagine a tight-binding model of graphene, from which sites are gradually removed. It is well known that at a critical vacancy density \(n_c \approx 0.3\) there is a percolation threshold [185]. Thus the conductivity definitely vanishes for higher concentration. The question is whether quantum mechanical particles hopping from site to site will undergo Anderson localization before the percolation transition takes place (at weaker disorder).

As a matter of fact, the physics in the presence of strong point like impurities (such as vacancies) turns out to be fundamentally different from the behavior for weak impurities. The following sections 4.1.2-4.2.4 are devoted to the latter situation corresponding to chiral systems with smooth disorder. In Sec. 4.3, the effect of vacancies will be investigated.

### 4.1.2 Absence of perturbative conductivity corrections

The localization problem for chiral symmetry classes can be mapped on a NL\(\sigma\)M described by the following action [58, 59]:

\[ S[Q] = \int d^2x \left[ \frac{\sigma}{8\pi s} tr [\nabla Q^{-1} \nabla Q] - \frac{c}{8\pi s} [tr Q^{-1} \nabla Q]^2 + i\pi \rho E tr [Q + Q^\dagger] \right]. \] (4.2)

\(Q \in \text{U}(N_R), \text{U}(N_R)/\text{Sp}(N_R)\) or \(\text{U}(N_R)/\text{O}(N_R)\) for symmetry classes AI\(I\), BDI or CI\(I\) respectively (in these classes \(s = 1, 2\) or 2 correspondingly). The last term proportional to the dimensionful constant \(\rho\) is the energy term and breaks chiral symmetry. It will be omitted everywhere except for Sec. 4.3. In classes AI\(I\) and CI\(I\) a WZ term respectively \(\mathbb{Z}_2\)-topological term might be added. The prefactor of the kinetic term is proportional to the dimensionless conductance \(\sigma\).

The second term ("Gade term") appears only in the chiral symmetry classes, because the NL\(\sigma\)M manifolds allow for traceful generators, cf. App. F. Even though it usually does not appear in the direct NL\(\sigma\)M derivation, it is generated within renormalization. The physical interpretation of the parameter \(c\) is not apparent. However, both the DOS (see below, Sec. 4.3) and the scaling of the localization length depend on it.

### Vanishing \(\beta\) function in perturbative RG: Gade's and Wegner's argument

One major peculiarity of chiral systems is the absence of conductivity corrections in perturbative RG. To see this, I rewrite
Table 4.1: Types of disorder in graphene which lead to critical behavior. WZNW and $\theta = \pi$ refers to criticality as described Sec. 2.4.2, Gade-criticality is explained in Sec. 4.1.2. Shaded rows denote chiral symmetry classes. Adapted from Ref. [184].

<table>
<thead>
<tr>
<th>Disorder</th>
<th>Class</th>
<th>Criticality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vacancies, strong potential impurities</td>
<td>BDI</td>
<td>Gade</td>
</tr>
<tr>
<td>Vacancies and random magnetic field</td>
<td>AIII</td>
<td>Gade</td>
</tr>
<tr>
<td>$\sigma_{37,2}$-disorder</td>
<td>CII</td>
<td>Gade</td>
</tr>
<tr>
<td>Dislocations</td>
<td>CI</td>
<td>WZNW</td>
</tr>
<tr>
<td>Dislocations and random magnetic field</td>
<td>AIII</td>
<td>WZNW</td>
</tr>
<tr>
<td>Ripples, random magnetic field</td>
<td>$2 \times$ AIII</td>
<td>WZNW</td>
</tr>
<tr>
<td>Charged impurities</td>
<td>$2 \times$ AII</td>
<td>$\theta = \pi$</td>
</tr>
<tr>
<td>Random Dirac mass</td>
<td>$2 \times$ D</td>
<td>$\theta = \pi$</td>
</tr>
<tr>
<td>Charged impurities and random magnetic field</td>
<td>$2 \times$ A</td>
<td>$\theta = \pi$</td>
</tr>
</tbody>
</table>

$Q$ in Eq. (4.2) as $Q = e^{i\frac{\phi}{N_R}} U$ ($U$ is an element of the special submanifold of $\text{NL} \sigma \text{M}$ manifold and $\det Q = e^{i\phi}$). As a functional of $U$ and $\phi$ the action is

$$S[U,\phi] = \int d^2x \left[ \frac{\sigma}{8\pi s} \text{tr} \left[ \nabla U^{-1} \nabla U \right] + \left( \frac{\sigma + N Rc}{8\pi s N_R} \right) (\nabla \phi)^2 \right].$$

Hence the theory is Gaussian in the phase $\phi$ and its prefactor is not renormalized.

$$\frac{d}{dy} (\sigma + N Rc) = -N Rc \nu \rightarrow 0,$$

Recall that $y = L/l$ encodes the running scale. Using this and assuming non-singular $\beta$-functions $\beta_\sigma$ and $\beta_c$ in the replica limit, it follows that the conductivity corrections vanish in every order of perturbation theory:

$$\frac{d \sigma}{dy} = \beta_\sigma (N_R) = -N R \beta_c (N_R) \rightarrow 0, \quad \frac{dc}{dy} = \beta_c (N_R) \rightarrow \beta_c (0) < \infty.$$  

Hence, for any $\sigma$ the system is critical: this is called the critical Gade phase.

**Numerical simulations** The critical Gade phase was observed in numerical simulations of disordered chiral systems in the beginning of the past decade [186, 187]. Additionally, in both references a transition between critically delocalized and localized phases within the chiral symmetry class was observed. Hence there seems to be a contradiction between numerical results and implications of Eq. (4.5):

- On the one hand, Gade’s and Wegner’s argument rules out any kind of conductivity corrections.
  Within the $\text{NL} \sigma \text{M}$ approach, there is no evidence suggesting the existence of an insulating phase.

- On the other hand, numerical simulations do indicate the existence of a localized phase.

In this chapter a resolution of this apparent dichotomy will be provided.
4 The localization problem in chiral symmetry classes

4.2 Topologically driven localization

4.2.1 How to circumvent Gade’s and Wegner’s argument

It seems as if Gade’s and Wegner’s argument leading to vanishing $\beta_\sigma$-function prevented any kind of metal-insulator transition. Still a loophole exists: as $\phi \in S^1$ lives on a topologically non-trivial manifold, $S[\phi]$ is not really Gaussian. Topological excitations, namely vortices, are allowed. Their logarithmic interaction produces logarithmic corrections to the coupling constants under RG. All this is to some extent similar to the BKT transition [112, 113] discussed in Sec. 1.5.4.

The possibility of vortices is very much related to the fact that systems of disordered chiral symmetry classes can be TIs in one spatial dimension, see Tab. 2.1: The first homotopy group of the NLoM manifold is $\Pi_1(M_\sigma) = \mathbb{Z}$.

The parametrization $Q = e^{i \frac{2\pi}{N_R}} U$ employed in Sec. 4.1.2 has to be treated with care: The unitary group is not the direct product of its subgroups $U(N_R) \neq U(1) \times SU(N_R)$ but rather their semi-direct product [188], [189].1 Following these mathematical subtleties, vortices in the following $U(1)$ subgroup shall be considered.2

$$Q_{\text{vortex}} = \begin{pmatrix} e^{i \phi(x)} & 0 \\ 0 & 1 \end{pmatrix}$$

The vortex field $\phi$, which enters only the first replica, is defined by the winding acquired along a contour around its center:

$$\oint ds \cdot \nabla \phi = 2\pi.$$  \hspace{1cm} (4.6)

Similarly to the case of vortex excitations in superconductors the kinetic energy of the NLoM diverges as the center of the vortex is approached. This leads to the concept of “vortex core”.

Recall that the NL$\sigma$M is an effective theory describing excitations on length scales much larger than the mean free path $l$. Thus, inside the vortex core of area $l^2$, the physics beyond the NLoM has to be taken into account leading to a regularization of the above mentioned divergence. The regularized kinetic energy of the core is encoded in the Boltzmann weight (“fugacity”) associated to each vortex excitation

$$z_{\nu,0} \sim e^{-\sigma_0}.$$  \hspace{1cm} (4.7)

In this formula $\sigma_0$ is the bare (Drude) value of the NLoM coupling constant $\sigma$.

4.2.2 Technical description

In Refs. [60, 152] the derivation of the RG equations is presented in detail. The renormalization of the NLoM is performed by means of the background field technique [94]. A set of “Kubo formulae” is

1For the semidirect product $U(N) = U(1) \ltimes SU(N)$ the $U(1)$-subgroup is realized by $\text{diag} \left( e^{i\phi}, 1, 1, \ldots, 1 \right) =: e^{i\phi} \hat{\Pi}$. The semidirect product comes along with the following multiplication:

$$* : \left( U(1) \ltimes SU(N) \right) \times \left( U(1) \ltimes SU(N) \right) \rightarrow U(1) \ltimes SU(N),$$

$$\left( e^{i\phi} \hat{\Pi}, U \right) * \left( e^{i\psi} \hat{\Pi}, V \right) := \left( e^{i\phi} \hat{\Pi} U e^{i\psi} \hat{\Pi} U^{-1}, UV \right),$$

which is nothing but the usual matrix multiplication once the elements of tuples are combined.

2For simplicity, the vortex field is entering only the first replica here. Physically, vortices entering a $U(1)$ subgroup in other replicas are of equal importance and are straightforwardly included in the end of the calculation.
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derived according to which \( \sigma \) and \( c \) were expressed in terms of correlators of \( Q \) matrices (analogous to the case of the instanton calculation in the QHE, Ref. [190, 191]). These correlators are perturbatively evaluated, and also the effect of the WZ term in class AIII and \( Z_2 \) instantons in class CI can be included.

To obtain corrections due to vortices perturbatively in \( z_v \ll 1 \) a single vortex-antivortex pair is included into a given replica. The effect of their logarithmic interaction is taken into account analogously to the case of the BKT transition, Ref. [114], which was discussed in Sec. 1.5.4. The effect was integrated over all directions in replica space, where the pair may reside. Note that the fugacity is itself subjected to renormalization and Eq. \( (4.7) \) only constitutes the bare value.

For class AIII the RG equations could also be derived by means of a dual, “sine-Gordon” like theory.

4.2.3 RG equations and discussion

The RG equation describing the renormalization of the action, \( (4.2) \) in the various symmetry classes are in the replica limit (recall that \( y = \ln L/l \) determines the running scale):

\[
\frac{d\sigma}{dy} = -\sigma z_v^2, \quad (4.8a)
\]

\[
\frac{dK}{dy} = \begin{cases} 
\frac{1}{4} - 2K z_v^2, & \text{AIII,} \\
\frac{1}{8} - 2K z_v^2 + \frac{\sigma z_v^2}{16}, & \text{CII,} \\
\frac{1}{2} - 2K z_v^2 - \frac{\sigma z_v^2}{4}, & \text{BDI.}
\end{cases} \quad (4.8b)
\]

\[
\frac{dz_v}{dy} = (2 - K)z_v. \quad (4.8c)
\]

These equations are expressed in terms of the stiffness parameter \( K \):

\[
K = \begin{cases} 
(s + c)/4, & \text{AIII,} \\
(s + c)/8, & \text{CII,} \\
(s + 2c)/4, & \text{BDI.}
\end{cases} \quad (4.9)
\]

It is worth to repeat, that these RG equations are perturbative in \( z_v \ll 1 \). Additionally, for classes CII and BDI they are also perturbative in \( 1/\sigma \ll 1 \). (This assumption is not necessary for class AIII.) In all three of the classes the effect of vortices is localizing as long as \( z_v \neq 0 \). In the absence of vortices \( z_v = 0 \) the Gade-Wegner result is recovered \([58, 59]\).

For the analysis of RG equations I focus on symmetry class AIII. In this case, Eqs. \( (4.8b) \) and \( (4.8c) \) decouple from the RG equation for conductivity \( \sigma \). The flow is depicted in Fig. 4.2. There is a repulsive critical point at \( (K_c = 2, z_v, = 1/4) \) and a black separatrix which separates the flow towards the Gade phase \( (K \to \infty, z_v = 0) \) (blue) and the insulating phase where vortices proliferate \( z_v \to \infty \) (red). Since the derivation of RG equations is based on \( z_v \ll 1 \) the position of the critical point is at the border of applicability of the theory. The qualitative picture should be correct though and similar in classes BDI and CII.
4.2.4 Topological protection from localization

As explained in Secs. 2.4.2 and 4.1.2, the action (4.2) might be supplemented by a WZ or a $\mathbb{Z}_2$ topological term. In particular, for Dirac fermions with disorder preserving the chiral symmetry, these terms were explicitly derived in Refs. [60, 152, 164]. In both cases, the important physical implication of this term is the absence of localization: The WZ term (evoking the WZNW RG flow) translates the argument of Sec. 2.5.1 to the NL$\sigma$M.

How can the absence of localization be understood if vortices which drive the system into the localized phase [see Eqs. (4.8)] are present?

First consider the model with the WZ term. The $\mathbb{Z}_2$ term can be understood as its descendant afterwards. The manifestly $U(N_R)$-invariant definition of the WZ term relies on the extension of the base manifold from a 2-sphere to a 3-hemisphere. This way of defining the WZ term is, however, not opportune in the presence of vortices. Inside the vortex core the theory is not defined (more informally, there are holes in the base manifold). In the usual situation without vortices, the expansion into the third dimension is such that the base manifold is continuously shrunk to a point (see Fig. 2.2 on p. 36).

However, it is not clear how to unambiguously define this procedure when the vortex holes are present.

Therefore, it is more convenient to consider the “local” expression of the WZ term, Eq. (2.46). It is constructed without the extended base manifold but is tied to a certain coordinate representation $\phi^i$.

Then, the global rotation of $Q$-fields represented by $\beta_k(\phi^i)$ produces the following correction to the WZ term

$$i\delta S_{WZ} = i4\pi k \int d^2 x \partial_\mu \left( \epsilon^{\mu\nu} \beta_j \partial_\nu \phi^j \right).$$

As long as vortices are absent this integral vanishes due to the compactified base-manifold $\mathbb{R}\cup\{\infty\} \simeq S^2$, and the theory is $U(N_R)$ invariant. On the contrary, when vortices are present, this term does not vanish. Hence, the theory which is defined outside the vortex core yields a boundary contribution for each vortex

$$i\delta S_{WZ} = i4\pi k \oint_{\text{Vortex}} ds \cdot \left( \beta_j \nabla \phi^j \right) =: i\phi(\beta).$$

It seems that the action loses its $U(N_R)$-invariance as soon as both a vortex and the WZ term are present. However, the $U(N_R)$-invariance is a strict symmetry from the underlying fermionic theory. Rewriting the theory in terms of the NL$\sigma$M should not destroy this basic property. How can this happen?
It has been stressed that inside the vortex core the NL\(\sigma\)M description breaks down. The core was replaced by a hole in the sample and an estimated core energy cost encoded in \(z_v\). This brute approximation is obviously not physical. Inside the core, there exists another theory describing the physics which is not known. In order to restore the \(U(N_R)\) symmetry, this theory must have boundary conditions such that it produces an additional term \(-i\phi(\beta)\) under the above mentioned global transformation of \(Q\)-fields. Thus the vortices have to carry a complex fugacity \(z_v e^{i\phi}\). The additional vortex degree of freedom \(\phi\) transforms in the way to keep the theory \(U(N_R)\)-symmetric. The average over the phase, however, eventually destroys the effect of the vortices.

For class CII with the \(Z_2\)-topological term the argumentation is similar. The phase \(\phi(\beta)\) can only acquire values 0 and \(\pi\) and so can the phase of the fugacity. This discrete degree of freedom resembles the presence or absence of Majorana zero modes in the vortex of a p-wave superconductor. In any case, the average over the sign of the fugacity cancels the vortex contributions.

### 4.2.5 Topologically driven localization in the symplectic Wigner-Dyson class

In view of the non-trivial first homotopy group of the NL\(\sigma\)M manifold (see App. F) the importance of \(Z_2\) vortex defects in the NL\(\sigma\)M field theory for the symplectic class AII was pointed out in Refs. [60, 152]. Their influence on the localization physics and topological phases of matter was subsequently investigated by Fu and Kane in Ref. [192]. First, it was shown that from NL\(\sigma\)M perspective, the \(Z_2\) topological invariant which distinguishes the bulk of the ordinary Anderson insulator from the QSH insulator is the sign of the fugacity \(z_v\) of the vortices. Second, RG equations for class AII including vortex excitations were perturbatively derived in the vicinity of \(N_R = 1\) replica. On the basis of this calculation the authors argued, that vortices are crucial for localization. It follows, that the transition from symplectic metal to QSH insulator falls in the same universality class as the ordinary 2D MIT in class AII (this is consistent with current numerical data [193–195]). Finally, it was explicitly shown that vortices are forbidden on the surface of 3D weak TIs and this way they can avoid localization [196].

Note that the effect of vortices is erased on the surface of strong 3D TIs of class AII [154]. The mechanism is the same as for class CII discussed above, Sec. 4.2.4.

### 4.3 Chiral systems with strong impurities

While the previous sections of the present chapter were mostly dedicated to the localization problem in chiral systems with a smooth disorder potential, the attention is now turned towards strong, point-like impurities, e.g., vacancies in graphene. In particular, the energy dependence of the DOS in chiral systems is under scrutiny and the situation of different vacancy concentrations in the two sublattices is also considered.

#### 4.3.1 Effective field theory for a bipartite lattice with vacancies

Recently, the effective field theory (NL\(\sigma\)M) was derived for a vacancy disordered, bipartite lattice [180]. The system under investigation is a tight binding model composed by two stacked square lattices with bond disorder and vacancies. It can be expected, that results obtained for this model also apply to other systems of the same universality class, for example to vacancy disordered graphene. The NL\(\sigma\)M, Eq. (4.2), turns out that to be augmented by the following terms

\[
S_{\text{vac.}} = \int_x \left[ (n_A - n_B) \text{tr} \ln Q - \frac{n}{2} (\text{tr} \ln Q)^2 \right].
\]  

(4.12)
4 The localization problem in chiral symmetry classes

Here, \( n_A (n_B) \) denotes the vacancy concentration in sublattice \( A \) (sublattice \( B \)) and the total vacancy concentration is \( n = n_A + n_B \). A 0D version of the first (imbalance) term in Eq. (4.12) also appears in the calculation of the eigenvalue statistics in the imbalanced chiral random matrix theory \[197\]. Using the decomposition \( Q = \exp(i\phi/N_R)U \) of unitary matrices, as in Sec. 4.1.2, it becomes apparent that the phase degree of freedom is massive and vacancies break the symmetry group down to special unitary transformations. Since the first homotopy group \( \pi_1(\text{SU}(N_R)) = \{1\} \) is trivial, this suggests that the vortex induced corrections to RG equations (4.8) are absent for the localization problem of chiral classes with strong impurities, such as vacancy disordered graphene.

4.3.2 Density of states: Analytical study

In this section, the behavior of the DOS as a function of energy \( E \) shall be investigated. To this end, the renormalization of the full NL\( \sigma \)M defined by Eqs. (4.2) and (4.12) has to be analyzed. In particular, it is worthwhile repeating that now the situation of nonzero energy \( E \neq 0 \) is investigated, while previously \( E = 0 \) was assumed in this chapter. As I just explained, vortex excitations are gapped out at finite vacancy concentration and are thus immaterial for the long-distance physics. The perturbative RG equations for \( \sigma \) and \( c \), are hence given by Eqs. (4.8a), (4.8b) at \( z_v = 0 \) [58]. In addition (concentrating on class AI II) the energy is renormalized as

\[
\frac{d \ln E}{dy} = \frac{c + 4\pi n L^2}{\sigma^2}. \tag{4.13}
\]

Thus the presence of vacancies \( (n \neq 0) \) drastically changes the RG as compared to the \( n = 0 \) result [58]. In particular, the “beta function” contains a term involving the running scale \( L \) and dominating the ultimate long-distance behavior.

I would briefly like to review [58] the behavior of the DOS at \( n = 0 \). It diverges as a function of energy according to

\[
\nu(E) \sim \frac{1}{|E|}e^{-\sqrt{2}\sigma \sqrt{\ln (E/\tilde{E})}}. \tag{4.14}
\]

The energy scale \( \tilde{E} \) is typically set by the band width. This result is obtained as follows: The RG equations for \( \sigma \) and \( c \) (4.8a),(4.8b) (at \( z_v = 0 \)) and for energy \( E \) (4.13) (at \( n = 0 \)) are integrated leading to

\[
\ln[E(y)/E] = \frac{c_0 y^2 / 2}{\sigma^2} \tag{4.15}
\]

in the exemplary case of class AI II. The subscript “0” denotes bare values of NL\( \sigma \)M coupling constants and the notation \( E_0 = E \) is used. The chiral RG is only valid as long as energy is small and \( E(L_c) = \tilde{E} \) sets the lengthscale

\[
L_c \sim \exp\left[\sqrt{2}\sigma \sqrt{\ln \tilde{E}/E}\right]. \tag{4.16}
\]

of crossover to class A. Thus, \( L_c \) also determines the localization length and the DOS can be estimated by \( \nu(E) \sim 1/(E L_c^2) \) in the 0D blocks of size \( L_c^2 \). This leads to Eq. (4.14).

Now I would like to turn the attention to the DOS of chiral systems with vacancies. Again, the RG equations are employed to derive the final result. The scale dependent energy in the long-distance limit behaves as

\[
\ln[E(y)/E] = \frac{2\pi n L^2}{\sigma^2}. \tag{4.17}
\]
4.3 Chiral systems with strong impurities

The RG stops at the length scale \( L_c \) set by \( \sigma/(\rho L_c^2) \sim \max(E(L_c), \Delta) \), where \( \Delta = 2\pi\rho(n_A - n_B) \) is the energy scale associated to the vacancy imbalance. For the case of absent imbalance the length scale \( L_c \) is set by

\[
L_c \sim \sigma \sqrt{|\ln E_{\tau_n}|/n}. \tag{4.18}
\]

Here, the time scale \( \tau_n = 4\pi\rho\sigma/n \) was introduced and the limit \( E\tau_n \ll 1 \) was considered. Contrary, in the case of sufficiently strong imbalance, the correlation length is \( L_c \sim \sigma/\rho\Delta \).

Once the RG stops at the length scale \( L_c \), the system can be considered to be consisting of many 0D blocks of size \( L_c^2 \ll L^2 \) (\( L^2 \) is the area of the sample). The DOS of a single block is given by the 0D DOS evaluated at scale \( L_c \) and energy \( E(L_c) \),

\[
\nu(E) = \frac{E(L_c)}{E} \nu_{0D}(E(L_c)) \bigg|_{L=L_c}. \tag{4.19}
\]

The prefactor \( E(L_c)/E \) accounts for the renormalization of energy in the defining relation for the DOS, \( \nu(E) \propto \partial N/\partial E \), where \( N \) is the particle density. Since the vacancy imbalance varies from block to block, the quasiclassical \( (n_{A,B}L_c^2 \gg 1) \) result for the 0D DOS \( \nu(E) \)

\[
\nu_{0D}(E) = 2\rho \left[ \pi \delta \left( \frac{E}{\Delta L_c} \right) + \sqrt{1 - \left( \frac{\Delta L_c}{E} \right)^2} \right] \tag{4.20}
\]

is averaged over Gaussian fluctuations of \( \Delta L_c \) with mean \( \Delta \) and dispersion \( \sigma = \sqrt{n}/(2\pi\rho L_c) \). This way the averaged DOS of the macroscopic sample is obtained. For small imbalance and at low energies, the averaged DOS is

\[
\bar{\nu}_{0D}(E) \bigg|_{L=L_c} \simeq \sqrt{2\pi\rho} \left[ 2r\delta(E) + E/r \right]. \tag{4.21}
\]

The final result for the asymptotic, low energy DOS in the cases of absent and weak imbalance relies on the evaluation of \( \bar{\nu}_{0D} \) employing the quoted results for the length scale \( L_c \).

\[
\nu(E) \sim \frac{\rho}{E_{\tau_n}|\ln E_{\tau_n}|^{3/2}}, \quad n_A = n_B, \text{ (balance)}, \tag{4.22a}
\]

\[
\nu(E) \sim \frac{\rho}{\sqrt{\Delta \tau_n}} \left[ \delta \left( \frac{E}{\Delta} \right) + E\tau_n e^{1/\Delta \tau_n} \right], \quad E\tau_n e^{1/\Delta \tau_n} \ll 1 \ll 1/\tau_n, \text{ (weak imbalance)}. \tag{4.22b}
\]

In contrast, for strong imbalance \( \Delta \tau_n \gg 1 \), the RG stops very quickly and the DOS is mainly given by Eq. (4.20). Local variations around \( \Delta \) are rare and the associated subgap tails can be obtained by the method of optimal fluctuations (instantonic saddle points of the action). The result is

\[
\nu(E) \sim \begin{cases} 
\exp \left[ -\frac{\Delta \tau_n}{3} (2\epsilon)^{3/2} \right], & \epsilon = 1 - \frac{E}{\Delta} \ll 1, \\
\left( \frac{E/\Delta}{\Delta \tau_n} \right)^{\Delta \tau_n}, & E \ll \Delta.
\end{cases} \tag{4.22c}
\]
Analysis of results

As compared to the behavior in the presence of smooth disorder, Eqs. (4.14) and (4.16), the DOS and correlation length $L_c$ display a fundamentally different dependence on energy, see Fig. 4.3.

First, as compared to the situation of a smooth random potential, the correlation length $L_c(E)$ diverges much more slowly in the presence of vacancies. In the situation of an imbalanced vacancy distribution, the divergence is cut altogether.

Second, the DOS in the presence of a strong vacancy imbalance has the following features: To begin with, there is a delta-peak in the center of the spectrum. This reflects the $N_{ZM} \geq |n_A - n_B|L^2$ zero modes that appear because the off-diagonal subblocks of the chiral Hamiltonian are rectangular. Mathematically, the zero modes are a manifestation of the rank-nullity theorem, which can be regarded as a discrete version of the index theorems discussed in Sec. 2.2. To compensate the spectral weight accumulated in the delta peak, a (pseudo-)gap of width $2\Delta$ forms in the center of the spectrum. For energies $E \approx \pm \Delta$, exponential tails leak into the gap region. These exponential tails give way to a non-universal power law for extremely small energies, see Eq. (4.22c).

Third, the DOS in the case of weak vacancy imbalance, Eq. (4.22b), still displays the delta-resonance associated to the zero-modes. However, instead of the (pseudo-)gap, the spectrum displays a linear dip in the DOS close to the band center. For larger energies, the behavior crosses over to the balanced situation.

Fourth, in the situation of fully balanced vacancy concentration, the asymptotic low energy behavior of the DOS, Eq. (4.22a), displays a divergence, which is much stronger than the divergence in the absence of vacancies, Eq. (4.14). This phenomenon has two origins: One factor, is that the DOS in the presence of vacancies has a stronger dependence on the correlation length $[\nu \sim 1/(EL_c^3\sqrt{n})]$ with vacancies as compared to $\nu \sim 1/(EL_c^2)$ without. The other reason is the much slower divergence of $L_c$ which I discussed in the beginning of this analysis.

4.4 Tight binding model on a bipartite lattice with vacancies: Numerics

Recently, the localization problem [198] of vacancy-disordered graphene [199–202] enjoyed increased numerical interest.

In these numerical studies no evidence of a MIT in chiral symmetry classes could be observed. This is in contrast to the older works [186, 187] quoted above. However, it is of crucial importance to notice the fundamental difference between these simulations: While Refs. [186, 187] addressed the situation of smooth disorder, the works [198–202] studied the case of vacancies. It was explained above, that the driving mechanism of the MIT in chiral symmetry classes are the vortex excitations in the NLσM fields. As I remarked, these excitations can only occur in the situation of smooth disorder, while in the presence of strong impurities, such as vacancies, vortices are energetically inaccessible. Therefore, the numerical findings from Refs. [186, 187] and Refs. [198–202] are both in accordance with the theory developed in this chapter.

Furthermore, the energy dependence of the DOS was analyzed numerically [199–202]. The behavior described by Eq. (4.14) was observed [199–201] for small vacancy concentrations $n \ll n_c \approx 0.3$. This corresponds to the situation when the RG equation for the energy, Eq. (4.13) is dominated by the term proportional to $c$.

Actually, every vacancy is accompanied by one trivial zero mode. In the main body I use the word “zero modes” for those occurring in the remaining physical Hilbert space which is $(N_{sites} - nL^2) \times (N_{sites} - nL^2)$ dimensional $(N_{sites}$ is the number of sites, $nL^2$ the total number of vacancies).
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Figure 4.3: Schematic behavior of the DOS in chiral symmetry classes. The divergence for a system governed by smooth disorder, Eq. (4.14), (pink curve) is much weaker than the divergence when there is a finite, sublattice balanced density of vacancies, Eq. (4.22a), (red curve). In the presence of an imbalanced vacancy distribution, the DOS displays a delta peak at $E = 0$ reflecting the zero-modes in the system. While for weak imbalance, Eq. (4.22b), the DOS linearly vanishes when approaching the band center, in the case of strong imbalance a pseudo-gap of size $\Delta = 2\pi\rho(n_A - n_B)$ forms.

Contrary, for higher vacancy concentrations or equivalently at extremely low energies the behavior drastically changes displaying in particular a stronger singularity at the band center. The numerical data is consistent with the divergence predicted in Eq. (4.22a) [202].

Eventually, the imbalanced situation $n_A \neq n_B$ was also numerically investigated: While the definite analysis of numerical data in the imbalanced case is still underway, qualitative features of Eqs. (4.22b) - (4.22c) were reported in Refs. [199–201]. These include in particular the peak at zero energy, as well as the linear dip for weak imbalance and the pseudo-gap for large imbalance respectively.
4.5 Summary of chapter 4

In this chapter the localization problem of chiral symmetry classes was investigated. As explained in the beginning of the chapter, Sec. 4.1.1, physical realizations are surface states of 3D TIs of symmetry classes AIII and CII as well as graphene.

Two physical observables were investigated: the conductivity and the density of states (DOS). For both of them, two different types of disorder were considered: on the one hand, the situation of a smooth disorder potential, on the other hand strong point like impurities (e.g. vacancies in bipartite lattices). In the latter case, also the imbalanced situation (different densities of vacancies in the two sublattices) was analyzed.

The major results, which extend the findings of previous studies [58, 59], are summarized in the following table.

<table>
<thead>
<tr>
<th>smooth disorder potential</th>
<th>vacancies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>conductivity</strong></td>
<td>While perturbative quantum corrections to conductivity are absent [58, 59], it was shown that topological defects in the NLσM-field (vortices) have a localizing effect, see Eqs. (4.8). The associated MIT is displayed in Fig. 4.2. Dirac fermions avoid localization, see Sec. 4.2.4.</td>
</tr>
<tr>
<td><strong>DOS ν(E)</strong></td>
<td>The interplay of RG equations for energy and the coupling constant c of the theory, Eq. (4.2), implies [58, 59] a non-trivial divergence of the DOS at zero energy, see Eq. (4.14).</td>
</tr>
</tbody>
</table>

In conclusion, it is worthwhile repeating, that the analytical findings are consistent with numerical studies [186, 187, 198-202]. Note that, concerning vacancy disordered chiral systems, the numerical works [198-202] were performed on graphene samples, while the analytical investigation was undertaken on two stacked square lattices. The excellent agreement between analytics and numerics for two microscopically different models should be seen as yet another manifestation of universal behavior in random quantum systems.

On the other hand, the fact that vacancy-disordered chiral models and chiral systems with smooth disorder configurations behave fundamentally differently, shows, that the classification of universality classes of disordered systems is finer than the table of random Hamiltonians reported in App. F.
Chapter 5

Interaction effects in 3D topological insulators slabs

The experimental importance of disorder and electron-electron interactions in 3D TI materials [48, 203, 204] was already exposed in Sec. 1.2.5. Inspired by these recent experimental advances, I present here a detailed analysis of interference and interaction corrections to conductivity in the most conventional setup for transport experiments: the slab geometry, in which the 3D TI samples are rather thin (down to \( \sim 10 \) nm) although still thick enough to support well separated surface states. As will be explained in more detail, the long-range Coulomb interaction between the two major surfaces plays an important role. The quantum corrections to conductivity in the diffusive regime contain both the WAL effect as well as corrections of AA type (see Sec. 1.2.4) induced by inter- and intrasurface interaction, see Fig. 5.1.

Before turning to the problem of two interacting 3D TI surfaces I would like to review the results of Ref. [205]. There a single 3D TI surface was analyzed. Recall that 3D TI surface states have a kinetic Hamiltonian (2.22) consisting only of the Rashba term. Therefore spin-rotation invariance is broken on all energy scales and the interference correction is of WAL type. The topological surface state corresponds to a single carrier channel of class AII and \( \alpha' = -1/2 \) in Eq. (1.6) on p. 5. At the same time the localizing AA correction is twice as strong as WAL. So in total the scale (temperature) dependence of conductivity is localizing (akin to the case of a single bulk channel, Fig. 1.6). However, since Dirac fermions can not be strongly localized, the localizing flow must stop at some critical conductance of order one. This self-organized effect was named “interaction-induced criticality”. It crucially relies on the universal AA correction. As explained in Secs. 1.2.4 and 1.5.2, universality is a consequence of the unitary limit of long-range Coulomb interaction \( [\gamma_s = -1 \text{ in Eqs. (1.28)}] \). In the presence of external screening (e.g. by the second surface) this universality is (partially) lost. The fate of interaction-induced criticality is one motivation for the work presented in this chapter.

This chapter is based on Ref. [154]. It is structured as follows: First, in Sec. 5.1, I introduce the system which shall be posed under examination and specify the parameter regime addressed in this chapter. Then a perturbative, Altshuler-Aronov-like calculation will be presented in Sec. 5.2. Subsequently, the effective field theory is derived in Sec. 5.3. Details on the renormalization of this low energy theory can be found in Sec. 5.4, while the associated RG flow is investigated in Sec. 5.5. I conclude this chapter with an extensive comparison to experimental setups, Sec. 5.6.

1In this and the subsequent two chapters, I will use the expression 3D TI for 3D TIs of symmetry class AII.
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Figure 5.1: Pictographic representation of the model investigated in this chapter: Diffusively propagating surface states at different chemical potentials which interact with each other by means of long-range Coulomb interaction.

5.1 Topological insulator slabs: Experimental setup and theoretical model

5.1.1 Setup and relevant length scales

A typical experimental setup is shown in Fig. 5.2. The analysis is valid in the regime where the penetration depth of surface states $a$ is small with respect to the slab thickness $d$. Therefore intersurface tunneling (which would destroy the topological protection) is neglected. Further, I assume the disorder correlation length (depicted by the range of the impurity potentials) to be small $\xi \ll d$. A generic case is treated: the vicinity to a possible coat or, respectively, to the substrate may induce a different degree of disorder on the top and bottom surfaces. The corresponding mean free paths $l_1$ and $l_2$ are thus considered as two independent parameters. Moreover, also the chemical potentials $\mu_1$ and $\mu_2$ on the two surfaces are allowed to be different. [As above $\mu_s = 0$ corresponds to the system being at the Dirac point. In this chapter $s = 1, 2$ denotes the surface index. Sometimes the notion top (bottom) surface will be used for $s = 1$ ($s = 2$).] The chemical potentials may be experimentally controlled by means of electrostatic gates. The focus is on the situation where both $\mu_1$ and $\mu_2$ lie well within the bulk gap $M_{\infty}$. The extension of the results to the experimentally important regime when only one of the chemical potentials is located within the bulk gap, $|\mu_1| \ll M_{\infty} \lessgtr |\mu_2|$, can be found in section 5.5.2.

If the electrostatic gates are present and too close$^2$ to the sample, Coulomb interaction is externally screened and the electron-electron interaction is purely short range. However, such an experimental scenario is a rare exception from the rule. Therefore, in the main text I assume sufficiently distant gates and concentrate on the limit of long-range Coulomb interaction. In addition general RG equations are derived in App. C.4. These allow to explore the crossover from the long-range case to the short-range one, see App. C.6. Qualitatively, the RG flow for a sufficiently strong short-range interaction in the case of externally screened surfaces turns out to be similar to the flow in the absence of external screening.

Since I assume that the thickness $d$ of the sample is much smaller than its other linear dimensions, I neglect contributions of the four side faces of the film (whose area is proportional to $d$).

$^2$Closer than the typical length scale $L_E$ of the system, see Eq. (5.3).
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**Figure 5.2:** Scheme of a typical experimental setup. The hierarchy of length scales is explained in the main text.

### Hierarchy of length scales in the diffusive regime

The goal of the present analysis is to study conduction properties of thin 3D TI slabs in the diffusive regime, i.e., at energy scales \( E \) far below the elastic scattering rates \( 1/\tau_s \) of both surfaces,

\[
E \ll \min_{s=1,2} 1/\tau_s. \tag{5.1}
\]

In turn the elastic scattering rates are assumed to be small compared to the chemical potentials

\[
1/\tau_s \ll |\mu_s|. \tag{5.2}
\]

In experiment \( E \) is set by the AC frequency \( (E = \omega) \) or by temperature \( (E = k_B T) \), whichever of the two is larger. Equation (5.1) is equivalent to the hierarchy of length scales

\[
l \ll L_E, \tag{5.3}
\]

where the maximal mean free path \( l = \max_{s=1,2} l_s \) and the length scale \( L_E = \min_{s=1,2} (D_s/E)^{1/2} \) were introduced (\( D_s \) being the diffusion coefficients of the two surfaces).

#### 5.1.2 Interaction

Can Coulomb interaction between the top and bottom surface states play an important role in the experiment? To answer this question, I compare the sample thickness with all natural length scales of the system: the screening length \( l_{\text{scr}} \), the (maximal) mean free path \( l \) and the experimentally tunable scale \( L_E \).

**RPA screening of Coulomb interaction**

The Coulomb interaction is given by (in this chapter and App. C underlined symbols denote 2 \( \times \) 2 matrices in the surface space)

\[
U_0(r) = \frac{e^2}{\epsilon} \left( \frac{1}{\sqrt{r^2 + d^2}} \frac{1}{\sqrt{r^2 + d^2}} \right), \tag{5.4}
\]
where $\epsilon$ denotes the effective dielectric constant.

Fourier transformation and RPA-screening leads to \[206-209\] \( U(q, -i\omega) \equiv 2\pi e^2/\epsilon q \)

\[ U_{\text{scr}}(q) = \frac{U(q)}{1 - (\Pi_1 + \Pi_2) U(q) + U(q)^2 \Pi_1 \Pi_2 (1 - e^{-2dq})} \quad (5.5) \]

with

\[ U(q, -i\omega) = U \left( 1 - \Pi_2 U(q) \left( 1 - e^{-2dq} \right) e^{-dq} 1 - \Pi_1 U(q) \left( 1 - e^{-2dq} \right) \right). \]

Here $\Pi_s = \Pi_s(q, -i\omega)$ is the polarization operator of the surface states.

In the present section I will concentrate on the statically screened interaction potential. In this limit the polarization operator is determined by the thermodynamic density of states:

\[ \Pi_s(q, -i\omega = 0) = -\nu_s. \]

Thin 3D TI slabs vs. thick 3D TI slabs: Importance of intersurface interaction

In the diffusive regime defined by the condition (5.3), the wave vector $q$ satisfies the inequality $1/L_E \ll q \ll 1/l$. Therefore, in a sample of thickness $d \gg L_E$ it always holds that $dq \gg 1$ and the two surfaces decouple

\[ U_{\text{scr}} \gg L_E = 2\pi e^2/\epsilon \left( \frac{1}{q + \kappa_1} + \frac{1}{q + \kappa_2} \right). \quad (5.6) \]

where $\kappa_s = 2\pi e^2\nu_s/\epsilon$ is the inverse Thomas-Fermi screening length for a single surface $s$. A universal form of the Altshuler-Aronov correction to conductivity induced by the Coulomb interaction \[73, 205\] arises in the limit of unitary scattering when one can neglect $q$ as compared with $\kappa_s$ in Eq. (5.6) (see Sec. 1.2.4). The unitary limit is achieved if $\kappa_s^{-1} \ll l$ (the meaning of this condition as well as the complementary case are discussed in Sec. 5.3.6).

In the opposite limit of a small interlayer distance, $d \ll l$, one can approximate $e^{-dq} \approx 1$ in the whole diffusive regime. This implies

\[ U_{\text{scr}} \ll L_E = 2\pi e^2/\epsilon \left( \frac{1}{q + \kappa_1 + \kappa_2 + 2dq\kappa_1\kappa_2 (1 - qd)} \right) \left( \frac{1 + 2\kappa_2 d}{1 + 2\kappa_1 d} \right). \quad (5.7) \]

At the first glance, it looks as if also a negative interaction potential was possible. However, this is not the case as shall be explained in what follows. Depending on the hierarchy of the length scales $\kappa_1^{-1}, \kappa_2^{-1}$ and $d$ the following scenarios are conceivable.

First, consider $\kappa_s d \ll 1$ for both $s = 1$ and $s = 2$. In this case, the $q$ dependence of the interaction potential implies the definition of the coupled layer screening length $l_{\text{scr}}$:

\[ (U_{\text{scr}})_{ss'}(q) \sim \frac{1}{q + \kappa_1 + \kappa_2} \Rightarrow l_{\text{scr}} = \frac{1}{\kappa_1 + \kappa_2}. \quad (5.8) \]

If in addition the condition $l_{\text{scr}} \ll l$ is fulfilled, the Coulomb interaction potential (5.7) becomes “overscreened” ($q$-independent) for all diffusive momenta $q \ll l^{-1}$.

Second, in case that $\kappa_s d \gg 1$ for at least one surface, the $q$-dependence of $U_{\text{scr}}$ is always negligible and thus the notion of coupled layer screening length is meaningless. It is worthwhile to remark that,
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Figure 5.3: Sketch of the regimes discussed in the main text in the plane of spanned by the slab thickness \( d \) and the Thomas-Fermi screening length \( \kappa^{-1} \). For simplicity, only the case of comparable screening lengths, \( \kappa_1^{-1} \sim \kappa_2^{-1} \sim \kappa^{-1} \) is shown. The regimes I and II correspond to effectively decoupled surfaces [see Eq. (5.6)] studied in Ref. [205], while in regimes III and IV intersurface interaction is important [see Eq. (5.7)]. The conductivity corrections in I and III are due to “overscreened” Coulomb interaction. In contrast, in II and IV this type of corrections sets in only in the low-energy regime where the running length scale (i.e., the typical scale \( L_E \)) exceeds the screening length.

as expected, the potential (5.7) reduces to the decoupled form (5.6) in the limit when \( \kappa_1^{-1} \ll d \) for both surfaces (which also implies that \( \kappa_2^{-1} \ll l \)).

In this chapter the conductivity corrections in the unitary limit of \( q \)-independent interaction, see Eqs. (5.90), will be discussed. As expected, in the limit of decoupled surfaces, \( \kappa_2^{-1} \ll d \), they reproduce the result of Ref. [205] outlined in the introduction to this chapter. In contrast, whenever \( d \ll \kappa_1^{-1} \) or \( d \ll \kappa_1^{-1} \) novel conductivity corrections induced by intersurface electron-electron interaction emerge.

Finally, in the intermediate regime \( l \ll d \ll L_E \) the scale-dependent conductivity can be obtained by the following two-step RG analysis. First, one integrates the single-surface RG equations starting from the shortest scale \( l \) up to the intersurface distance \( d \). After this, one uses the running coupling constants at scale \( d \) as starting values for the coupled-surface RG flow and integrates these RG equations up to the scale \( l_E \).

Different regimes discussed above are shown schematically in Fig. 5.3 in the parameter plane \( d - \kappa^{-1} \). For simplicity, there it is assumed that the two surfaces have comparable screening lengths: \( \kappa_1^{-1} \sim \kappa_2^{-1} \).

In the end of the chapter, Sec. 5.6, a detailed analysis of the regions and limits of applicability of the theory with respect to representative experimental setups is given. In particular, it is shown that the hierarchy of scales \( d \ll l \ll L_E \) is realistic.

**Thomas-Fermi screening length for realistic experimental setups**

In order to illustrate the importance of intersurface interaction (i.e., the relevance of the inequality \( d \lesssim \kappa_2^{-1} \)) under realistic conditions, the dependence of the screening length on the Fermi momentum is depicted in Fig. 5.4.

According to Tab. 2.2 on p. 42 the DOS at the Fermi surface is \( \nu (\mu_s) = \frac{k_F^{(s)}}{2\pi\hbar v_0} \), where \( k_F^{(s)} \) is
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Figure 5.4: Plot of the single surface screening length $\kappa_s^{-1}$ as a function of Fermi wave vector $k_F$. The red curve (large dashes) is the lower bound (corresponding to $\alpha_{TI} = 1$) of the screening length. The solid, blue curve is the screening length for Bi$_2$Se$_3$ slab with experimental parameters given in Tab. 5.1 on p. 108. For the latter, the required minimal thickness and maximal Fermi momentum are also depicted (dotted blue lines). The disorder-induced regularization of the divergence at small Fermi momentum is schematically represented by the black dot-dashed curve.

the Fermi wave vector of the $s$-th surface state. Therefore, it holds that

$$\kappa_s^{-1} = \frac{1}{\alpha_{TI} k_F^{(s)}}.$$ (5.9)

The dimensionless parameter $\alpha_{TI} = e^2/\epsilon_0 v_0$ was introduced. It is the effective coupling constant of the Coulomb interaction and is equal to $c/\epsilon_0 v_0$ times the fine structure constant $\alpha$ of QED. Clearly, $\alpha_{TI}$ plays the same role as the dimensionless density parameter $n_s$ in conventional theories of electrons in parabolic bands. The interaction is by assumption not too strong, $\alpha_{TI} \lesssim 1$; otherwise the system may become unstable, see a discussion at the end of Sec. 5.1.3.

The dashed red curve in Fig. 5.4 represents the lower bound (corresponding to $\alpha_{TI} = 1$) of $\kappa_s^{-1}$ as a function of $k_F^{(s)}$. The actual value of $\kappa_s^{-1}$ for an exemplary case of Bi$_2$Se$_3$ (experimental parameters can be found in Tab. 5.1 on p. 108) is depicted by the blue solid curve. It is apparent that the screening length can by far exceed the thickness of the topological insulator film. Indeed, the Bi$_2$Se$_3$ experiments [34, 48, 203, 204] are performed on probes of thickness $d \simeq 1 - 100$ nm. For this material, the assumption of separate gapless surface states (no tunneling) is both numerically [210] and experimentally [211] shown to be valid down to $d \simeq 10$ nm (blue horizontal dashed line). Thus, relevant experimental values of $d$ in the experiments of interest range from $d \simeq 10$ nm up to $d \simeq 100$ nm. On the other hand, surface electrons have a maximal Fermi wave vector of $k_F \sim 0.1/\text{Å}$ associated with $\mu = M_\infty = 0.3$ eV, see blue vertical dashed line. For the lowest concentration, increase of the screening length is limited by disorder. In this way, one estimates the range of $\kappa_s^{-1}$ as 20-200 nm, so that the condition $\kappa_s^{-1} > d$ can be easily fulfilled. This is particularly the case for relatively thin slabs ($d \simeq 10$ nm) and in the vicinity of surface Dirac point.
Generalizations and refinements

The above analysis proves the relevance of the intersurface electron-electron interaction. In fact, in course of this analysis several simplifying assumptions were made. They require certain refinements which I list here for the reader’s benefit. First, in general, the coating material ($\epsilon_1$), the topological insulator ($\epsilon_2$), and the substrate ($\epsilon_3$) are all dielectrics with different dielectric constants $\epsilon_1 \neq \epsilon_2 \neq \epsilon_3$.

In order to determine the exact Coulomb interaction, one has to solve the electrostatic problem of a point charge in such a sandwich structure of dielectrics [212–214], see App. C.2. Second, the long-range Coulomb interaction is accompanied by short-range contributions, which, in particular, induce corrections to the polarization operator which affect the screening length. More precise calculations taking FL corrections into account can be found in Sec. 5.3.6 and App. C.3. Finally, I neglected the dependence of the Fermi velocity $v_0$ on the chemical potential $\mu_s$, see Sec. 5.1.3. However, all these refinements do not modify the conclusion of the importance of interaction between the surface states. I now proceed with the mathematical formulation of the problem.

5.1.3 Microscopic Hamiltonian

The model under consideration is schematically depicted in Fig. 5.1. It is described in path integral technique by

$$Z = \int \mathcal{D}\left[\bar{\psi}, \psi\right] e^{-S[\bar{\psi}, \psi]}$$

by the following microscopic Matsubara action

$$S[\bar{\psi}, \psi] = \int_{\tau, x} \bar{\psi} \left( \partial_\tau + H_0 + H_{\text{dis}} \right) \psi + S_{\text{int}}.$$  \hspace{1cm} (5.11)

The fermionic fields $\bar{\psi}(x, \tau) = \left( \bar{\psi}_1^+, \bar{\psi}_1^-, \bar{\psi}_2^+, \bar{\psi}_2^- \right)$ and $\psi(x, \tau) = \left( \psi_1^+, \psi_1^-, \psi_2^+, \psi_2^- \right)^T$ describe the spinful ($\uparrow, \downarrow$) excitations living on surfaces $s = 1$ and $s = 2$. The one particle Hamiltonian which characterizes the surface $s$ reads [recall Eq. (2.22)]

$$(H_0 + H_{\text{dis}})_s = (V_s(x) - \mu_s) \otimes I_\sigma + i(-)^s v_F(s) \nabla \wedge \sigma,$$  \hspace{1cm} (5.12)

where $I_\sigma$ is the unit matrix in spin space and the disorder potentials $V_s(x)$ for two surfaces are assumed to be white-noise distributed and uncorrelated:

$$\langle V_s(x) V_{s'}(x') \rangle = \frac{\delta(x - x') \delta_{ss'}}{\pi \nu_s \tau_s}. \hspace{1cm} (5.13)$$

The disorder strengths $1/\pi \nu_s \tau_s$ may be different for two surfaces.

It is worthwhile emphasizing the following physical implications of this Hamiltonian.

- First, the model (and its analysis below) corresponds to the general case in which the chemical potentials $\mu_1, \mu_2$ and hence the carrier densities of the two surfaces may differ.

- Second, since the disorder potentials are different for two surfaces, no inter-surface diffusion and Cooperon modes will arise. Note that the considered model of fully uncorrelated disorder correctly describes the low-energy physics of the majority of experimental setups, even in the presence of moderate inter-surface correlations of disorder. Indeed, any mismatch in chemical potentials and/or disorder configurations leads to an energy gap in the inter-surface soft modes. Two physical regimes are conceivable:
(i) almost identical surfaces in almost fully correlated random potentials, $|\mu_1 - \mu_2| \ll 1/\tau_s$ and
\[
\left\langle \left[ V_1(x) - V_2(x') \right]^2 \right\rangle \ll \sum_{s=1,2} \left\langle V_s(x)V_s(x') \right\rangle;
\]
(ii) all other parameter regimes, when at least one of the conditions in (i) is not fulfilled.

The model under consideration is designed for the case (ii), where the gap is comparable to the elastic scattering rate and intersurface soft modes do not enter the diffusive theory at all. It also applies to the case (i) in the ultimate large-scale limit (i.e., at energy scales below the gap). In this case there will be, however, an additional, intermediate regime in the temperature dependence (or AC frequency dependence) which is not considered in the present analysis.

- Third, the quantity $\bar{\sigma}$ in Eq. (5.12) in general does not describe the physical spin. First, since spin-orbit interaction is strong in 3D TI materials, the total angular momentum $\mathbf{J}$ is a conserved quantum number on atomic level, while spin is not. In addition, in Bi$_2$Se$_3$ structures the effective spin $\sigma$ is determined by a linear combination of real spin and the parity (band) degrees of freedom. The mixing angle depends on how the crystal is cut [215]. In this case also the Fermi velocity becomes anisotropic.

- Fourth, because of interaction effects, the true dispersion relation is not linear but contains logarithmic corrections (or more generally is subjected to “ballistic” RG [216–218]) which leads to dependence of the Fermi velocity on the chemical potential. This is reflected in the notation $v_0^{(s)} \equiv v_0(\mu_s)$.

- Similarly, also the strength of the disorder may be substantially different for both surfaces, so that the (quantum) mean free times $\tau_s$ are considered as two independent input parameters. This is primarily because the vicinity to the substrate or, respectively, to the coating material makes the impurity concentration on both surfaces a priori different. In addition, $\tau_s$ acquire renormalization corrections, leading to a logarithmic dependence on $\mu_s$ [166, 217, 219, 220].

- The (pseudo-)spin texture on the top and bottom surfaces is opposite (denoted by the factor $(-)^s$).

- Finally, in some materials (in particular, in Bi$_2$Te$_3$), the Dirac cone is strongly warped. I neglect the warping as it does not affect the main result of this chapter, namely the (universal) RG equations. Recently [221], it has been shown that warping only influences the dephasing length (i.e., the length scale at which the RG flow is stopped).

The interaction is mediated by the Coulomb potential, see Eq. (5.4) and App. C.2. With the definition $\rho_s(\tau, x) = \bar{\psi}_s(\tau, x) \psi_s(\tau, x)$ the corresponding contribution to the action is given by
\[
S_{\text{int}} = \frac{1}{2} \sum_{s,s'} \int \rho_s(\tau, x) U_{0,ss'}(|x - x'|) \rho_{s'}(\tau, x') .
\]  
(5.14)

For equal surfaces ($v_0^{(1)} = v_0^{(2)}$), a simple rescaling of equations (5.11) and (5.14) shows that the effective coupling to the Coulomb interaction is $\alpha_{TI}$. It can, in general, become of the order of unity. Since the perturbation theory is insufficient in such a case, the more general, yet phenomenological, FL theory is employed to access the behavior for energies down to the elastic scattering rates $\tau_{1,2}^{-1}$, see Secs. 5.3.6, 5.3.6 and App. C.3). This (clean) FL theory will then be a starting point for the interacting diffusive problem at energies below the elastic scattering rate.
If the interaction becomes too strong, it might in principle drive the system into a phase with spontaneously broken symmetry [222, 223]. Examples are the Stoner instability [224] as well as more exotic phenomena such as topological exciton condensation [225], which is specific to 3D TI thin slabs. Throughout the analysis, I assume that the system is not in a vicinity of such an instability. To the best of my knowledge, this assumption is consistent with all transport experiments on 3D TI slabs addressed in this chapter.

5.2 Perturbative calculation of conductivity corrections.

Before turning to the powerful NLσM treatment of the problem it is instructive to first perform a perturbative calculation of corrections to the longitudinal conductivity $\sigma_s$ of surface $s$. Following the introductory review to this chapter and the standard diagrammatic approach exposed in Sec. 1.2.2, the interplay of two effects is expected: WAL and interaction corrections (AA).

$$\sigma_s(T) = 2\pi\nu_s D_s \frac{e^2}{h} + \delta\sigma_s^{(WAL)}(T) + \delta\sigma_s^{(AA)}(T)$$  \hspace{1cm} (5.15)

The interference effect, being a single particle effect, is unaffected by the presence of the opposite 3D TI surface. Thus $\delta\sigma_s^{(WAL)}$ is determined by Eq. (1.6) with $\alpha' = -1/2$ for each surface separately:

$$\delta\sigma_s^{(WAL)}(T) = -\frac{1}{2} \frac{e^2}{2\pi^2h} \ln T \tau.$$  \hspace{1cm} (5.16)

In contrast the AA contribution is still given by the diagrams exposed in Eq. (1.9). However, one now needs to take into account mutual screening of surface states. Therefore the integral determining the AA is modified and now takes the form

$$\delta\sigma_s^{(AA)}(T) = i \frac{\sigma_s}{\pi} \int_\omega \int_q \frac{D_s q^2 U_{ss}(q, -i\omega)}{(-i\omega + D_s q^2)^3} \partial_\omega \left[ \frac{\alpha}{2T} \right].$$  \hspace{1cm} (5.17)

This is the same form as reported in Ref. [73], with sole replacement of $U_{ss}(q, -i\omega)$ from Eq. (5.5) instead of the single 2DES screened Coulomb interaction. It corresponds to the case of spinless electronic degrees of freedom, which is indeed the case for Dirac particles in the limit $T \ll 1/\tau_1,2 \ll \mu_{1,2}$ (see Sec. 5.3.6 below). Following the discussion in the previous section intersurface interaction is negligible for sufficiently distant surfaces $d \gg l$. I here concentrate on the more interesting case $d \ll l$ and a potential $U_{ss}$ as reported in Eq. (5.7). As usual, the integral is dominated by the interval $\omega \in (T, 1/T)$, while the prefactor now differs from Eq. (1.9):

$$\delta\sigma_s^{(AA)}(T) = \frac{e^2}{2\pi^2h} \left[ 1 - \frac{D_{s\bar{s}}}{{\bar{\kappa}_s} D_{s\bar{s}} + D_s \kappa_{\bar{s}}} \ln \frac{\kappa_s D_s + D_{s\bar{s}} \kappa_{\bar{s}}}{D_{s\bar{s}} \left( \kappa_s + \kappa_{\bar{s}} (1 + 2d\kappa_{\bar{s}}) \right)} \right] \ln T \tau.$$  \hspace{1cm} (5.18)

I introduced the notation $\bar{s} = 1$ ($\bar{s} = 2$) for $s = 2$ ($s = 1$). This result contains already important physical insight for the problem under consideration:

- The interaction correction is a complicated function of the three dimensionless parameters $D_1/D_2$, $\kappa_1/\kappa_2$ and $d\kappa_1$.

\[^3\text{In accordance to the typical experimental situation, I assume electron-electron interaction to be the dominant dephasing mechanism. In fact, the intersurface interaction enters $I_\phi$ in Eq. (5.16).}\]
In the simplest case of equal surfaces $D_1 = D_2$ and $\kappa_1 = \kappa_2$, the term in square brackets of Eq. (5.2) is a smooth function of $\kappa d$ which smoothly interpolates between the following two limits:

- The term in brackets is $1/2$ for $\kappa d = 0$. This is the point in parameter space with the weakest AA correction. In the $\kappa d = 0$ limit intra- and intersurface interaction is equally strong. In this sense the surface degree of freedom can be considered as a degeneracy degree of freedom, akin to spin in usual conductors. As I explained in Sec. 1.2.2 the AA correction for a single layer corresponds to a universal value $1$ in the square bracket, even in the spinful case. The correction per “spin” presented in Eq. (5.18) is thus half as strong.

- The term in brackets is $1$ for $\kappa d \rightarrow \infty$. This yields the correct universal limit for each surface separately, since the two channels of conductions are fully separated.

However, the perturbation theory is insufficient to fully understand the system of coupled 3D TI surfaces. Apart from the general wish to systematically sum up the logarithmic corrections (RG method) there are reasons specific to the problem of coupled 3D TI surfaces motivating a more sophisticated treatment.

- As explained in Sec. 1.5.2 the universal AA effect for long-range Coulomb interaction corresponds to the $F$-invariant fixed point $\gamma_\rho = -1$ of the RG equation (1.28b). Eq. (5.18) suggests that, because of mutual screening, the coupled surface system is away from this fixed point. Therefore, and because of the similarity to spinful metals, one expects the interaction parameters to be themselves subjected to renormalization. What is the self-consistent treatment describing the reciprocal influence of interaction and conductivity corrections?

- From Eqs. (5.16) and (5.18) one directly sees the opposite impact of WAL and AA effects. In the thin limit $\kappa d = 0$ of equal surfaces they even cancel completely. The natural question is which of these two competing physical mechanisms dominates the low energy (long length scale) behavior.

In the following sections, the QFT capable to answer these questions shall be developed.

### 5.3 Sigma-model description

The physics in the low-energy (low-temperature, long-length-scale) regime of interest (see Eqs. (5.1) and (5.2)) is controlled by coupled diffusion and Cooperon modes encoded in the NL$\sigma$M. This section is devoted to the derivation of this effective field theory.

#### 5.3.1 Symmetries of the action

The structure of the diffusive low-energy theory is controlled by symmetries of the microscopic action. The information about other microscopic details enters the theory only via the values of the coupling constants. I thus begin by analyzing symmetries of the problem.

First, the system obeys the time reversal symmetry $H = \sigma_y H^T \sigma_y$. Second, assuming no intersurface tunneling the particle number is conserved in each surface separately. This implies invariance of the action with respect to $U(1) \times U(1)$ transformations (global in space and time).

The presence of Coulomb interaction promotes the $U(1)$ symmetry in the total-density channel, $\rho_1 + \rho_2$, to transformations which are local in time but global in space. In other words, rotations of
The Matsubara frequency summation is incorporated in to the scalar product
\[ \eta \rightarrow \sqrt{\tau_x} \eta, \]
where \[ \sqrt{\tau_x} = e^{-i\pi/4}(I_x + iI_y)/\sqrt{2}. \]
The free action then takes the form
\[ S^{\text{free}} = -\sum_s \int_x \eta_s^T \left( i\dot{\chi} - V_s + \mu_s \right) \left( -i\sigma_y \right) + (-)^{s+1} \nu_F(s) \left( \partial_x - i\partial_y \sigma_z \right) \right) \eta_s. \]

The Matsubara frequency summation is incorporated into the scalar product \[ \eta^T(\ldots)\eta. \]

In these notations, \( \dot{\chi} \) is a diagonal matrix in the Matsubara space consisting of entries \( \epsilon_n \).

For performing the average over disorder, the theory is replicated \( N_R \) times. Furthermore, in order to implement the \( U(1) \)-gauge invariance in the framework of the \( \text{NL}_\sigma M \), a double cutoff truncation procedure with \( N_M \ll N'_M \) for the Matsubara frequencies is applied [106]. Physically, \( N'_M \) and \( N_M \) can be interpreted as the numbers of retained Matsubara harmonics for fast (electrons of the original theory) and slow (diffusons and Cooperons of the \( \text{NL}_\sigma M \)) degrees of freedom, respectively. As a consequence, \( \eta \) becomes a \( (2_s \times 2_s \times 2_s \times 2N'_M \times N_R) \)-dimensional Grassmannian vector field. Except for the frequency term, the free action (5.25) is manifestly invariant under global orthogonal rotations of the kind
\[ \eta_s \rightarrow (O_s \otimes I_d) \eta_s \text{ with } O_s \in O \left( 2_s \times 2N'_M \times N_R \right). \]

Since the surfaces are fully decoupled in the absence of interactions, the rotations \( O_1 \) and \( O_2 \) of the fields corresponding to the top and bottom surfaces are completely independent.
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5.3.2 Quasiclassical conductivity

As explained in Sec. 1.2.2, the quasiclassical treatment of disorder involves the fermionic self-energy to SCBA approximation:

$$\Sigma^s_{\eta} = \frac{-2i\sigma_y}{\pi\nu s\tau_s} \left\langle \eta_{x,s} \eta^T_{x,s} \right\rangle_{\text{SCBA}} .$$  \hspace{1cm} (5.27)

As before, $\langle \ldots \rangle_{\text{SCBA}}$ denotes the self-consistent treatment, i.e., a shift $\mu_s \rightarrow \mu_s + \Sigma^s_{\eta}$ in the fermionic propagator. Equation (5.27) yields for the imaginary part of the self-energy $\text{Im}(\Sigma^s_{\eta}) = (i/2\tau_s)\text{sgn}(n)$. The quasiclassical Drude DC conductance of the non-interacting problem in the absence of a magnetic field is

$$\sigma^D_s = \frac{2\pi
u s D^s_e}{\hbar} ,$$  \hspace{1cm} (5.28)

with $D^s_e = (v_F^s)^2 \tau_s$. Note that for Dirac fermions the transport time is twice the quantum mean free time $\tau_s$. In the diagrammatic language, this is a consequence of vertex corrections.

5.3.3 Fermionic currents and bosonization rules

To derive the NL$\sigma$M, I use the method of non-Abelian bosonization [86, 87, 89, 164, 226]. An advantage of this approach is that non-trivial topological properties of the Dirac fermions are translated into the field theory in a particularly transparent way (see the introductory chapter 2).

In the first step, the kinetic term (Sec. 5.3.4, below) is bosonized and subsequently also the terms induced by the chemical potential, disorder and frequency (Sec. 5.3.5, below). Since only interaction couples the two surfaces, I omit the surface index $s$ in Secs. 5.3.4 and 5.3.5. This index is restored later in Sec. 5.3.6 where the interaction is included.

Local left ($\eta_\uparrow \rightarrow O_L \eta_\uparrow$) and right ($\eta_\downarrow \rightarrow O_R \eta_\downarrow$) rotations define the left and right currents. The bosonization rules for these currents as well as for the mass term are

$$j^+ = v_0 \eta_\uparrow \eta^T_\uparrow \leftrightarrow \frac{1}{8\pi} \left( O \partial^+ O^T \right) ,$$  \hspace{1cm} (5.29a)

$$j^- = v_0 \eta_\downarrow \eta^T_\downarrow \leftrightarrow \frac{1}{8\pi} \left( O^T \partial^- O \right) ,$$  \hspace{1cm} (5.29b)

$$\eta_\uparrow \eta^T_\uparrow \leftrightarrow i\lambda O ,$$  \hspace{1cm} (5.29c)

where $\partial^\pm = \partial_x \pm i\partial_y$. The energy scale $\lambda$ is of the order of the UV cutoff and is introduced here for dimensional reasons; see Sec. 5.3.5 and 5.4.2 for a discussion of its physical meaning. Note that in general, the UV cutoff is different for the top and bottom surfaces, $\lambda_1 \neq \lambda_2$. Further, $O$ is an orthogonal $\left( 2\tau \times 2N'_M \times N_R \right) \times \left( 2\tau \times 2N'_M \times N_R \right)$ matrix field.

5.3.4 Bosonization of the kinetic part

The kinetic part of (5.25) is nothing but the Euclidean counterpart of the model considered in Ref. [86]. Upon non-Abelian bosonization it yields the WZNW action

$$S_{\text{WZNW}} = \int_x \frac{1}{16\pi} \text{tr} \nabla O \nabla O^{-1} + \frac{i}{24\pi} \Gamma_{\text{WZ}} ,$$  \hspace{1cm} (5.30)

where $\Gamma_{\text{WZ}}$ is the WZ term

$$\Gamma_{\text{WZ}} = \int_{x,w} \epsilon_{\mu\nu\rho} \text{tr} \left[ \left( \bar{\Theta}^{-1} \partial_{\mu} \bar{\Theta} \right) \left( \bar{\Theta}^{-1} \partial_{\nu} \bar{\Theta} \right) \left( \bar{\Theta}^{-1} \partial_{\rho} \bar{\Theta} \right) \right] .$$  \hspace{1cm} (5.31)
As explained in Secs. 2.3.4 and 2.4.2, the definition of the WZ term involves an auxiliary coordinate \( w \in [0, 1] \) and smooth fields \( \hat{O}(x, w) \) satisfying \( \hat{O}(x, w = 0) = \text{const.} \) and \( \hat{O}(x, w = 1) = O(x) \). As a result the compactified two-dimensional coordinate space \( \mathbb{R}^2 \cup \{ \infty \} \simeq S^2 \) is promoted to the solid 3-ball \( \mathbb{B}^3 \) (i.e., the “filled” sphere).

### 5.3.5 Free NLσM of class AII

#### Disorder, frequency, and the chemical potential

The action (5.30) is the bosonized counterpart of the second (proportional to velocity) term of the microscopic action (5.25).

Now the attention is turned towards the symmetry breaking first term in Eq. (5.25) which carries information about the chemical potentials, frequency and random potential.

Bosonization of the terms with frequency and the chemical potential in the microscopic action (5.25) yields

\[
\delta S = 2 \int_x \text{tr} \left[ \left( \hat{\epsilon} + \mu \right) \eta^T \right] \leftrightarrow -2 \lambda \int_x \left( \hat{\epsilon} - i \mu \right) O. \tag{5.32}
\]

Upon disorder averaging and bosonization, the term with random potential provides the following contribution to the field theory:

\[
\delta S_{\text{dis}} = -\frac{1}{\pi \nu \tau} \int_x \left( \text{tr} \eta^T \eta \right)^2 + \frac{1}{\pi \nu \tau} \int_x \left( \text{tr} \eta^T \eta \right)^2 \leftrightarrow \frac{\lambda^2}{2 \pi \nu \tau} \int_x \text{tr} \left( O^T - O \right)^T \left( O^T - O \right). \tag{5.33}
\]

As one can readily see, disorder induces mass terms for \( O \)-matrices. Both mass terms in Eq. (5.33) are strictly non-negative. Therefore, they are minimized by an arbitrary traceless symmetric orthogonal matrix. It is convenient to choose the specific saddle-point solution as

\[ O = \Lambda. \tag{5.34} \]

This saddle-point solution coincides with the SCBA. Indeed, Eq. (5.27) can be written as

\[
\frac{i}{2 \tau} \Lambda \otimes 1_\sigma = \frac{2}{\pi \nu \tau} \left\langle \begin{pmatrix} -\eta^T \eta^T & -\eta^T \eta^T \\ \eta^T \eta^T & \eta^T \eta^T \end{pmatrix} \right\rangle_{\text{SCBA}} \leftrightarrow \frac{2}{\pi \nu \tau} \left\langle \begin{pmatrix} i \lambda O^T & -\frac{1}{8 \pi v_0} O^T \partial_O ^T O \\ \frac{1}{8 \pi v_0} O^T \partial_O O & i \lambda O \end{pmatrix} \right\rangle_{\text{SCBA}}. \tag{5.35}
\]

It is solved by the saddle-point solution (5.34) provided the auxiliary UV energy scale \( \lambda \) introduced in Eq. (5.29) is related to the DOS (i.e., to the chemical potential),

\[ \lambda = \frac{\pi \nu}{4} = \frac{|\mu|}{8 v_0^2}. \tag{5.36} \]

I will rederive this relation from a different viewpoint below, see Sec. 5.4.2.

Equation (5.34) is not the only solution of the saddle point equation. It is easy to see that rotations

\[ O \rightarrow \tilde{O} \text{soft} \ O \text{soft}, \quad O \text{soft} \in G = O \left( 2 \tau \times 2 N_M \times N_R \right) \tag{5.37} \]
leave the mass term unaffected. On the other hand, the saddle-point $O = \Lambda$ is invariant under rotations from a smaller group, $O_{\text{soft}} \in K = O(2\tau \times N_M \times N_R) \times O(2\tau \times N_M \times N_R)$. This can be understood as a breakdown of symmetry $G \to K$ with a non-trivial manifold of saddle-points annihilating the mass term. Allowing for a slow variation of $O_{\text{soft}}$ and restricting other terms in the action to this manifold, one obtains the NL$\sigma$M action.

**Free NL$\sigma$M with $\mathbb{Z}_2$ topological term**

As I have just discussed, only the soft modes

$$Q = O^T_{\text{soft}} \Lambda O_{\text{soft}} \text{ with } O_{\text{soft}} \in G$$

(5.38)

should be kept in the low-energy theory. The subscript $\text{soft}$ will be omitted in the remainder. The NL$\sigma$M manifold is thus $M = G/K$. I also rename the coupling constants according to the conventional notation of diffusive NL$\sigma$Ms and restore the surface index $s$,

$$S_{\text{free}} = \sum_s \int_x \frac{\sigma_s}{16} \text{tr} \left( \nabla Q_s \right)^2 - 2\pi T z_s \text{tr} \left[ \hat{\eta} Q_s \right] + i S_s^{(\theta)}.$$  

(5.39)

One can show within linear response theory (Sec. 5.3.7) that $\sigma_s$ measures the Direct current (DC) conductivity of surface $s$ (in units $e^2/h$). Its bare value is the Drude conductance depending on the chemical potential $\mu_s$, as can be directly verified, see App. C.1.1. The coupling constants $z_s$ determine the renormalization of the specific heat.

The non-trivial second homotopy group of the NL$\sigma$M manifold $\pi_2(M) = \mathbb{Z}_2$ allows for topological excitations (instantons), similarly to the QHE theory (see Sec. 2.1 and Chap. 6). A crucial difference is that in the QHE case the second homotopy group is $\mathbb{Z}$, so that any integer topological charge (number of instantons) is allowed. Contrary to this, in the present case any configuration of an even number of instantons can be continuously deformed to the trivial, constant vacuum configuration. Therefore, the theta term $S_s^{(\theta)}$ appearing in (5.39) only distinguishes between an even $[S_s^{(\theta)} = 0 \text{ (mod } 2\pi)]$ and odd $[S_s^{(\theta)} = \pi \text{ (mod } 2\pi)]$ number of instantons.

As explained, such a $\mathbb{Z}_2$ theta term $S_s^{(\theta)}$ does not appear in the case of usual metals with strong spin-orbit coupling; it results from the Dirac-fermion nature of carriers and is a hallmark of topologically protected metals (in this case, the surface of a topological insulator). The topological term flips the sign of the instanton effects (as compared to the case of a usual metal with spin-orbit interaction) from localizing to delocalizing. Thus, the theta term signifies the protection against Anderson localization in the NL$\sigma$M approach.

In the following I will show that $S_s^{(\theta)}$ is nothing but the WZ term (obtained from non-Abelian bosonization) restricted to the smaller symmetry group $[153, 154]$:

$$S_s^{(\theta)} = \frac{1}{24\pi} \Gamma_{WZ,s} \bigg|_{O_s(x,w=1)=Q_s(x)=Q^T_s(x)}.$$  

(5.40)

Note that, since the second homotopy group of the NL$\sigma$M manifold is non-trivial, the definition of the WZ term requires that away from $w = 1$ the extended fields can take values in the big orthogonal group $G$.

To show that Eq. (5.40) is indeed the $\mathbb{Z}_2$ theta-term, one can proceed in the same way as was recently done for symmetry class CII [60, 152]. First of all, it is straightforward to check that $S_s^{(\theta)}$
is invariant under small variations of the sigma-model field, $Q_s \rightarrow Q'_s = Q_s + \delta Q_s$ ($Q'_s = 1 = Q_s^2$). Thus, $S^{(\theta)}_s$ only depends on the topology of the field configuration. This immediately implies that it is zero in the topologically trivial sector. In order to prove that $S^{(\theta)}_s$ also returns the correct value $S^{(\theta)}_s = \pi$ (mod $2\pi$) in the topologically non-trivial sector, it is sufficient to insert a single instanton into $S^{(\theta)}_s$. Instantons are field configurations that per definition can not be continuously deformed into the vacuum configuration. Introducing the third dimension and allowing the field to take values in the entire orthogonal group one can continuously shrink the instanton in the $w = 1$ sphere to the constant at $w = 0$. A necessary condition for this untwisting to happen is that for some subinterval of $(0, 1)$ the field leaves the NLσM manifold for the larger orthogonal group. A direct calculation shows that the group volume covered while untwisting indeed yields the value $iS^{(\theta)}_s = i\pi$, see App. C.1.2.

There have been alternative derivations of the $\mathbb{Z}_2$ term before [138, 151]. Viewing this theta term as a symmetry-broken WZ-term, Eq. (5.40), yields a local expression for it and implies the following advantages. First, this form is very useful for understanding the crossover between 3D TIs of class DIII and AII. Second and more importantly, an analysis of response of the system to an external electric field requires coupling of the diffusive matter fields to $U(1)$ gauge potentials. In particular, one should gauge the topological term, which can be done in a standard way by using a local expression for it (see Sec. 5.3.7). I will discuss in detail (Chap. 6) that such a procedure yields the correct linear response theory for the half-integer QHE of Dirac fermions.

In addition to the non-trivial second homotopy group the NLσM manifold of the class AII possesses also a non-trivial first homotopy group, $\pi_1(\mathcal{M}) = \mathbb{Z}_2$. As explained in Sec. 4.2.5, this allows for vortex-defects which were argued to be crucial for Anderson localization in 2D [192].

On the surface of a strong 3D TI, the effect of vortices is erased by the $\mathbb{Z}_2$ topological term, in the same way as argued previously [152] for the case of the symmetry class CII (Secs. 4.2.4 and 4.2.5). For this reason, the vortices need not be taken into account in the present context.

### 5.3.6 Interacting NLσM

In the previous subsection I have derived the diffusive NLσM for non-interacting particles. The next step is to include the electron-electron interactions.

**Interacting Fermi gas**

I concentrate first on the case of a weak Coulomb interaction ($\alpha_{TI} \ll 1$). At length scales larger than the screening length the interaction is effectively pointlike:

$$S_{\text{int}} = \frac{T}{2} \sum_{m,\alpha,s;\alpha',s'} \int_x \text{tr} \left( I^m_{\alpha m} \psi_s \tilde{\psi}_s \right) U^q_{ss'} \left( I^m_{\alpha m} \psi_{s'} \tilde{\psi}_{s'} \right)$$

(5.41)

where $U^q_{ss'}$ is the “overscreened” Coulomb interaction matrix i.e., the $q \rightarrow 0$ limit of Eq. (5.7) (for its generalization in case of an asymmetric dielectric environment, see App. C.2). The bosonization rules lead to

$$\text{tr} I^m_{\alpha m} \psi_s \tilde{\psi}_s = \text{tr} I^m_{\alpha m} \left( 1 - \tau_y \right) \eta_{s,\uparrow} \eta_{s,\downarrow}^T - \text{tr} I^m_{\alpha m} \left( 1 - \tau_y \right) \eta_{s,\uparrow} \eta_{s,\downarrow}^T$$

$$\leftrightarrow i\lambda \left[ \text{tr} I^m_{\alpha m} \left( 1 - \tau_y \right) \left( O_s + O^T_s \right) \right].$$

(5.42)
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When disorder is introduced, the matrices $O$ become restricted to the sigma-model manifold $\mathcal{M}$, and one obtains

$$S_{\text{int}} = -\lambda^2 T \sum_{\mathbf{m},\mathbf{n},\alpha,\sigma,\sigma'} \int_\mathbb{T} \text{tr} \left[ J_\mathbf{m}^\alpha Q_\sigma \right] U_{\mathbf{m} \mathbf{n}}^\beta \left( \mathbf{n} \right) \text{tr} \left[ J_\mathbf{n}^\beta Q_\sigma \right]. \quad (5.43)$$

In the present chapter I will use $J_\mathbf{n}^\alpha = J_\mathbf{n}^\alpha \frac{1+\alpha}{2}$. As has been already emphasized, the aim is to treat the general case of strong interactions up to $\alpha_{TI} \sim 1$. Therefore, in the following (and in more detail in App. C.3), the FL theory of strongly interacting surface states of a thin 3D TI film will be exposed.

**Effective spinless theory**

One of the most striking peculiarities of the surface states of 3D topological insulators is their Rashba-like kinetic term. As a consequence, spin and momentum are locked in a manner visualized in Fig. 5.5. Such states are called helical; one associates helicity eigenvalues $+1$ ($-1$) with states with positive (respectively, negative) kinetic energy. As has been stated above, the interest is in the low energy regime $E \ll |\mu_{1,2}|$. Hence, at each of the surfaces only one type of helical states represents dynamical low energy degrees of freedom, while the other one is suppressed by a mass $\approx 2|\mu_{1,2}|$. Therefore, the projection onto the appropriate helicity eigenstates of each surface is performed by means of the following projection operator:

$$P_s = |\mu_s, \mathbf{p}\rangle \langle \mu_s, \mathbf{p}| \text{ with } |\mu_s, \mathbf{p}\rangle = \frac{1}{\sqrt{2}} \left( \frac{1}{\text{sgn} \mu_s} \right)^{1/2} e^{i\phi(p)} \right), \quad (5.44)$$

where I have defined the polar angle $\phi$ of the momentum, $p_x \equiv |\mathbf{p}| \cos \phi$ and $p_y \equiv |\mathbf{p}| \sin \phi$. The clean single-particle action becomes effectively spinless:

$$S_{0}^{(s)} = \frac{1}{2} \sum_s \int_\mathbb{T} \bar{\zeta}_s (\mathbf{p}) \left[ i \mathbf{\hat{e}} + \text{sgn} (\mu_s) \left( |\mu_s| - v_0^s |\mathbf{p}| \right) \right] \zeta_s (\mathbf{p}), \quad (5.45)$$

where $\zeta_s, \bar{\zeta}_s$ are the fields associated with the helicity eigenstates, $\zeta_s = \langle \mu_s, \mathbf{p}\rangle \psi_s$ and $\bar{\zeta}_s = \bar{\psi}_{s,\sigma} |\mu_s, \mathbf{p}\rangle$.

**Scattering channels**

In the presence of a Fermi surface, the electron-electron interaction at low energies decouples into separate scattering channels defined by small energy-momentum transfer and by the tensor structure in the surface space:

$$S_{\text{int}} = -\frac{T}{2} \int_{\mathbf{p}_1, \mathbf{p}_2, \mathbf{K}} \sum_\alpha \left[ O_0^{IA} + O_2^{IA} + O_c^{IA} \right] \quad (5.46)$$

with

$$O_{0+1}^{IA} = \sum_{s_1 s_2} \left[ \bar{\zeta}_s^{\alpha} (P_1) \zeta_s^{\alpha} (P_1 + K) \right] I_{s_1, s_2, \hat{p}_1, \hat{p}_2}^{0,+, q} \left[ \bar{\zeta}_s^{\alpha} (P_2) \zeta_s^{\alpha} (P_2 - K) \right], \quad (5.47a)$$

$$O_2^{IA} = \sum_{s_1 s_2} \left[ \bar{\zeta}_s^{\alpha} (P_2) \zeta_s^{\alpha} (P_1 + K) \right] I_{s_1, s_2, \hat{p}_1, \hat{p}_2}^{0, q} \left[ \bar{\zeta}_s^{\alpha} (P_1) \zeta_s^{\alpha} (P_2 - K) \right], \quad (5.47b)$$

$$O_c^{IA} = \sum_{s_1 s_2} \left[ \bar{\zeta}_s^{\alpha} (P_2) \zeta_s^{\alpha} (-P_1 + K) \right] I_{s_1, s_2, \hat{p}_1, \hat{p}_2}^{0, q} \left[ \bar{\zeta}_s^{\alpha} (-P_2 + K) \zeta_s^{\alpha} (P_1) \right]. \quad (5.47c)$$

\(^\dagger\)Recall the Dirac eigenstates reported in Tab. 2.2 on p. 42. Note the different convention of polar coordinates there and here.
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Figure 5.5: Schematic representation of the Dirac cone and the strong Rashba spin orbit coupling. If the chemical potential (black plane) is large compared to the typical energy scale $E$ (e.g., temperature), only one kind of helical states can take part in the dynamics.

Here the capital letters denote 2+1 momenta. The smallness of $K = (\omega_m, q)$ means that the following conditions hold $(\omega_m, q| \ll |\mu_s| p_F^{(s)})$ for both $s = 1, 2$. It is worthwhile to emphasize that all “Dirac factors” of 3D surface electrons are included in the angular dependence of the scattering amplitudes (subscripts $\Gamma_{\hat{\rho}_1, \hat{\rho}_2}$).

The three scattering channels are referred to as small angle scattering channel ($\Gamma^{0+1}$), large angle scattering channel ($\Gamma^2$), and the Cooper channel ($\Gamma_c$). The quantities entering Eq. (5.46) are the static limit of the corresponding scattering amplitude, $\Gamma (\omega_m = 0, q)$. They already include static screening and do not acquire any tree-level corrections due to disorder [98, 100]. Exemplary diagrams are given in Figs. 1.10 on p. 14. (In the present context surface indices play the role of pseudospin.) In Figs. 1.10, the small angle scattering amplitude is subdivided into its one Coulomb line reducible part ($\Gamma^0$) and irreducible part ($\Gamma^1$) such that

$$\Gamma^{0+1} = \Gamma^0 + \Gamma^1$$

(5.48)

The irreducible part $\Gamma^1$ also includes the short-range interaction induced by the finite thickness of the 3D TI film (see Apps. C.2 and C.3.6).

For the short-range interaction amplitudes ($\Gamma^1, \Gamma^2, \Gamma_c$), the static limit coincides with the “$q$-limit” $\Gamma^0 = \lim_{q \to 0} \Gamma (\omega_m = 0, q)$, see also App. C.3. It should be kept in mind that for the one-Coulomb-line-reducible part $\Gamma^0$ (it is long-ranged) the “$q$-limit” $\Gamma^{0,q}$ is only a valid approximation if the mean free path $l$ exceeds the screening length. This applies to most realistic situations. (In the opposite case $\Gamma^0$ is parametrically small. On top of this, the $q$-dependence of the Coulomb potential implies a strong scale dependence of both conductivity corrections and the interaction amplitude until the running scale reaches the screening length at which $\Gamma^0 \approx \Gamma^{0,q}$ is again justified.)

I conclude this section with a side remark concerning the topological exciton condensation [225]. In order to find the conventional pole structure of the FL Green’s functions for the case $\text{sgn} (\mu_s) = -1$ one needs to transpose the bilinear form in action (5.45) and swap the notation $\zeta_s (\epsilon_n) \leftrightarrow \bar{\zeta}_s (-\epsilon_n)$. If $\text{sgn}(\mu_1 \mu_2) = -1$, this interchange of notations obviously happens in only one surface. In this case, the large-angle scattering amplitude $\Gamma^2_{12}$ and the Cooper-channel amplitude $\Gamma^c_{12}$ are interchanged. Even though this procedure illustrates the analogy between exciton condensation (divergence in $\Gamma^2_{12}$) and Cooper instability (divergence in $\Gamma^c_{12}$), in the following I choose to keep the original notation of $\zeta_s$ and $\bar{\zeta}_s$ also in the case of $\mu_s < 0$. 
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\[ T_{s_1}(K) \rightarrow T_{s_2}(K) \]

\[ \Pi(K) \]

\[ \Gamma_0 \]

**Clean Fermi liquid theory**

A systematic treatment of the scattering amplitudes involves the field-theory of the FL [67, 72, 101] (see the introductory Sec. 1.5.1 and App. C.3.) It is valid down to energy scales \( \sim \tau_{1,2}^{-1} \) and therefore constitutes the starting point for the effective diffusive theory at lower energies, \( T \ll \tau_{1,2}^{-1} \).

The conservation of the particle number separately in each of the two surfaces leads to the following Ward identities:

\[ \Pi_{s_1,s_2}^\omega \equiv \lim_{\omega_m \rightarrow 0} \Pi_{s_1,s_2}(\omega_m, q = 0) = 0 \]  \hspace{1cm} (5.49)

\[ \Pi_{s_1,s_2}^q \equiv \lim_{|q| \rightarrow 0} \Pi_{s_1,s_2}(\omega_m = 0, q) = -\frac{\partial n_{s_1}}{\partial \mu_{s_2}}. \]  \hspace{1cm} (5.50)

Since these identities reflect the gauge invariance, they can not be altered during the RG procedure. Thus, the static polarization operator is always given by the compressibility \( \partial n_{s_1}/\partial \mu_{s_2} \).

The FL theory in a restricted sense contains only short range interactions \( \Gamma^1, \Gamma^2 \) and \( \Gamma^c \). For electrons in metals, one has also to include the long-range Coulomb interaction. Following Ref. [101], the associated scattering amplitude \( \Gamma^0 \) is obtained by means of static RPA-screening of Coulomb interaction with the help of the FL renormalized polarization operator and triangular vertices (see Fig. 5.6). In App. C.3 I explicitly present the formal FL treatment. This determines the interaction amplitudes at ballistic scales. They will serve as bare coupling constants of the diffusive NLsM (see Sec. 5.3.6). The attention is now turned to the disordered FL. This will allow to find out which of the interaction channels give rise to soft modes within the problem.

**Diffusive Fermi liquid theory**

I explained in Sec. 1.5.1 that the full amplitudes \( \Gamma^{0+1}(K) \), \( \Gamma^2(K) \) and \( \Gamma^c(K) \) contain, among others, diagrams describing multiple particle-hole (in the Cooper channel, particle-particle) scattering. The very idea of dirty FL lies in replacing the dynamic part of these particle-hole (particle-particle) sections by their diffusive counterpart [98, 100]. In particular, only the zeroth angular harmonic of the scattering amplitudes survives in the diffusive limit.

The scattering amplitude \( \Gamma^2_{12} \) (as well as \( \Gamma^c_{12} \)) contains only particle-hole (respectively, particle-particle) sections consisting of modes from opposite surfaces of the topological insulator. Since disorder is assumed to be uncorrelated between the surfaces, these modes will not become diffusive and are hence not of interest for the present investigation. I therefore do not consider \( \Gamma^2_{12} \) and \( \Gamma^c_{12} \) any longer. As one can see from Figs. 1.10, the large angle scattering amplitudes \( \Gamma^2_{11} \) and \( \Gamma^2_{22} \) cannot be distinguished from the small angle scattering amplitudes \( \Gamma^{0+1}_{11} \) and \( \Gamma^{0+1}_{22} \), respectively. Hence, the effect of \( \Gamma^2_{11} \) and
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\( \Gamma_{22} \) will be included into the “singlet channel”, which has the following matrix structure in the surface space

\[
\Gamma^\rho = \begin{pmatrix}
\Gamma_{0+1}^{0+1-2} & \Gamma_{0+1}^{0+1} \\
\Gamma_{12}^{1+1} & \Gamma_{22}^{0+1-2}
\end{pmatrix}
\]  
(5.51)

The following shorthand notation will be used

\[
\Gamma_{0+1}^{0+1-2} = \Gamma_{0+1}^{0+1} - \Gamma_2
\]  
(5.52)

The intrasurface Cooper channel interaction \( \Gamma_{ss}^c \) will be also neglected. Its bare value is repulsive for the case Coulomb interaction, so that the Cooper renormalization on ballistic scales \( 1/\tau \ll E \ll |\mu| \) renders it small on the UV scale of the diffusive theory (i.e., at the mean free path). Within the diffusive RG of a single 3D TI surface it quickly becomes of the order of \( 1/\sqrt{\sigma} \) and thus negligible (see Sec. 1.5.2). Consequently I drop the Cooper channel amplitude and do not consider the superconducting instability in this chapter. The case of attractive bare Cooper interaction will be discussed in Chap. 7.

**Bosonization of Fermi Liquid**

The non-Abelian bosonization relies on the Dirac nature of the 2D electrons and on the associated non-Abelian anomaly. On the other hand, for \( \alpha_{TI} \sim 1 \) the spectrum of the system gets strongly renormalized by interaction. An appropriate description in such a situation is the FL theory which is restricted to fermionic excitations close to the Fermi level. So, one can ask whether the result of non-Abelian bosonization remains applicable for \( \alpha_{TI} \sim 1 \). The answer is yes, for the following reasons. All terms of the bosonized theory except for the \( \mathbb{Z}_2 \) theta term are determined by fermionic excitations close to the Fermi energy. Therefore, they equally hold for the FL if the coupling constants are appropriately redefined in terms of the corresponding FL parameters.

On the other hand, the \( \mathbb{Z}_2 \) theta term is a consequence of the chiral anomaly and thus the only term determined by energies far from \( \mu \). However, it is well known that anomalies in quantum field theories are insensitive to interactions. Hence, the \( \mathbb{Z}_2 \) term in the diffusive NLoM persists even for \( \alpha_{TI} \sim 1 \). This follows also from the key property of the FL state: its spectrum is adiabatically connected to the free spectrum. This implies that topological implications remain unchanged. This can also be seen as a consequence of the ’t Hooft matching condition introduced in Sec. 2.3.5. To summarize, the only difference between the NLoM for the weakly interacting Fermi gas (\( \alpha_{TI} \ll 1 \)) and the FL (\( \alpha_{TI} \sim 1 \)) is the replacement of the interaction strength by the appropriate FL constant \( \nu \Gamma^\rho \rightarrow -\nu \) in Eq. (5.43).

**Bare value of scattering amplitudes**

According to the formal FL treatment (App. C.3.4), the singlet-channel interaction amplitude is given by

\[
\nu \Gamma^\rho \nu = -\nu - \frac{\det \Pi^q}{\Pi_{11}^q + \Pi_{22}^q + 2\Pi_{12}^q} \begin{pmatrix}
1 & -1 \\
-1 & 1
\end{pmatrix},
\]  
(5.53)

where \( (\nu)_{ss'} = \nu_{s}\delta_{ss'} \) and

\[
\Pi^q = -\nu - \nu \begin{pmatrix}
\Gamma_{11}^{1-2} & \Gamma_{12}^{1-2} \\
\Gamma_{12}^{1+1} & \Gamma_{22}^{1-2}
\end{pmatrix} \nu.
\]  
(5.54)

Here \( \Gamma^{1-2} = \Gamma^{1} - \Gamma^{2} \). The remarkably simple matrix structure of \( \nu + \nu \Gamma^\rho \nu \) is actually due to the presence of the long-range Coulomb interaction. This fact will be explained by means of \( F \)-invariance in Sec. 5.3.7. It has very important consequences for the RG flow in the diffusive regime, see Sec. 5.4.2.
Action of NL$\sigma$M

I am now in a position to present the full action of the diffusive interacting NL$\sigma$M for the problem under consideration:

$$S = \sum_s \left[ S_s^{(\text{kin})} + i S_s^{(\theta)} \right] + S^{(\eta+\text{int})}. \quad (5.55)$$

It contains the kinetic term

$$S_s^{(\text{kin})} = \frac{\sigma_s}{16} \int_\mathbf{x} (\nabla Q_s)^2 \quad (5.56)$$

and the $Z_2$ theta term

$$S_s^{(\theta)} = \frac{1}{24\pi} \Gamma_s \left| \hat{O}_s(x,\omega=1)=Q_s(x)=Q_s^\ast(x) \right| \quad (5.57)$$

for each of the surfaces, as well as the frequency and interaction terms,

$$S^{(\eta+\text{int})} = -\pi T \left[ \sum_s 2 \sigma_s \text{tr} Q_s - \sum_{ss';n,\alpha} \text{tr} \left[ J_{\alpha}^n Q_s \right] \Gamma_{ss'} \text{tr} \left[ J_{\alpha}^n Q_{s'} \right] \right]. \quad (5.58)$$

Here the following notation was introduced

$$\Gamma_{ss'} = \frac{8}{\pi} \lambda_s \Gamma^\rho_{ss'} \lambda_{s'}. \quad (5.59)$$

5.3.7 Inclusion of scalar and vector potentials into the NL$\sigma$M

In this subsection, the consequences of the gauge invariance for the interacting NL$\sigma$M are investigated.

Electromagnetic gauge invariance

Following the standard procedure the scalar potential $\Phi_s$ and the vector potential $A_{\mu,s}$ for surface $s$ are included in the microscopic action (5.11) by means of covariant derivatives. This makes the action gauge-invariant, i.e., unchanged under local $U(1)$-rotations of the fermionic fields $\psi$ and $\overline{\psi}$ accompanied by the corresponding gauge transformation of the potentials. Note that locality implies independent rotations on the top and bottom surfaces of the TI film.

The rotations of $\psi$-fields imply the following rotation of bispinors:

$$\eta_s(x) \rightarrow W_s \eta_s(x), \quad (5.60)$$

where

$$W_s = \left[ e^{-i\chi_{\alpha}^s} \frac{1+\tau_y}{2} + e^{i\chi_{\alpha}^s} \frac{1-\tau_y}{2} \right] \quad (5.61)$$

and I use the following convention for hatted matrices: $\hat{a} \equiv \sum_{n,\alpha} a_n^\alpha \hat{J}_n^\alpha$. It is worth to recall that the $\eta_s$ fields are considered as vectors in the Matsubara space. Upon introducing replica indices in the theory, the $U(1)$ rotation angles and correspondingly the gauge potentials get replicated as well.
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**F-algebra and F-invariance**

As a direct consequence of (5.60), $Q$-matrices transform under a gauge transformation $\chi_s$ in the following way:

$$Q_s \rightarrow W_s Q_s W^T_s.$$  \hspace{1cm} (5.62)

Under such rotations, in the limit $N'_M, N_M \rightarrow \infty$, $N_M/N'_M \rightarrow 0$, the frequency term acquires the correction [106]

$$\delta \chi^\alpha_{tr} Q_s = 2 \sum_{n,\alpha} \left[ j_{\alpha}^\alpha n \chi_{s,n}^\alpha - n^2 \chi_{s,n}^\alpha \right],$$  \hspace{1cm} (5.63)

while the factors entering the interaction term vary as follows:

$$\delta \chi^\alpha_{tr} J_{n}^\alpha Q_s = -2nn_{s,n}^\alpha.$$  \hspace{1cm} (5.64)

As explained in Secs. 1.5.2 and 5.3.1, the presence of the Coulomb interaction implies invariance of the fermionic action (5.11) under a simultaneous rotation in both surfaces by the same spatially constant (“global”) but time-dependent $U(1)$-phase even without inclusion of gauge potentials (“$F$-invariance”). This symmetry has to be preserved on NL$\sigma$M level, implying that

$$(\bar{z} + \Gamma) \begin{pmatrix} 1 \\ 1 \end{pmatrix} = 0.$$  \hspace{1cm} (5.65)

Here $(\bar{z})_{ss'} = z_s \delta_{ss'}$. Since the intersurface interaction is symmetric, $\Gamma_{12} = \Gamma_{21}$, Eq. (5.65) yields

$$\bar{z} + \Gamma = \text{const.} \times \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}.$$  \hspace{1cm} (5.66)

This relation is consistent with Eq. (5.53). However, contrary to Eq. (5.53), the relation (5.66) is manifestly imposed by the symmetry (“$F$-invariance”) of the action (5.55). It should therefore remain intact under RG flow.

**Gauging the NL$\sigma$M and linear-response theory**

Generally, the requirement of gauge invariance prescribes the correct coupling to the scalar and vector potentials in the action of the NL$\sigma$M, Eq. (5.55). In particular, in the kinetic term one has to replace $\partial_\mu Q_s \rightarrow D_\mu Q_s$ with the long derivative $D_\mu$ of the form

$$D_\mu Q_s \equiv \partial_\mu Q_s + \sum_{n,\alpha} iA_{\mu,s,-n}^\alpha \left[ J_{n}^\alpha - (J_{n}^\alpha)^T, Q_s \right].$$  \hspace{1cm} (5.67)

For simplicity, the electron charge is absorbed into the vector potential here and in the following subsection.

The local expression of the $Z_2$ theta term, i.e., the WZ term, Eq. (5.57), also allows of inclusion of gauge potentials. [141–144, 227, 228] However, the situation is more subtle here. Specifically, it turns out that the contribution of non-topological gauge potentials to the topological term $S^{(\theta)}$ vanishes. Thus Eq. (5.40) with short derivatives is the correct topological term in the gauged theory. I explicitly
show this in App. C.1.1. Note that, being topologically quantized, the theta term is invariant under smooth $U(1)$ rotations also without long derivatives.\(^5\)

As the theory is non-local in the imaginary time, the inclusion of the scalar potential is non-linear. The corresponding term that should be added to the NL $\sigma_M$ (5.55) reads

$$S^\Phi = -2 \sum_{na,ss'} \Phi^\alpha_n(z + \Gamma)_{ss'} \text{tr} J^\alpha_n Q_s + \frac{1}{\pi T} \sum_{na,ss'} \Phi^\alpha_{n,s}(z + \Gamma)_{ss'} \Phi^\alpha_{n,s'}.$$  

(5.68)

The inclusion of the scalar and vector potentials allow to express the density-density correlation function and the conductivity in terms of the matrix fields $Q_s$ by means of the linear-response theory. In particular, a double differentiation of the partition function with respect to the scalar potential yields the density-density response,

$$\Pi_{ss'}^{RPA} (\omega_n, q) = -\frac{2}{\pi} (z + \Gamma)_{ss'} + 4T \sum_{s_1, s_2} (z + \Gamma)_{s_1 s_2} \left\{ \text{tr} J^\alpha_n Q_{s_1} (q) \text{tr} J^\alpha_{n} Q_{s_2} (-q) \right\} (z + \Gamma)_{s_2 s'}.$$  

(5.69)

Here (...) denotes average with respect to the action (5.55). The superscript $^\text{RPA}$ emphasizes that the quantity appearing in the total density-density response includes RPA resummation. It is thus one-Coulomb-line-reducible and only its irreducible part corresponds to the polarization operator.

In the same spirit, one obtains the expression for the conductivity (in units of $e^2/h$) at a finite, positive frequency $\omega_n$:

$$\sigma'_{ss'} (\omega_n) = B_1^{(s)} \delta_{ss'} + B_2^{(ss')}.$$  

(5.70)

Here I introduced two correlators:\(^6\)

$$B_1^{(s)} = -\frac{\sigma_s}{8n} \left\{ \text{tr} \left[ J^\alpha_n - (J^\alpha_n)^T, Q_s \right] \left[ J^\alpha_{n} - (J^\alpha_{n})^T, Q_s \right] \right\}.$$  

(5.71)

and

$$B_2^{(ss')} = \frac{\sigma_s \sigma_{s'}}{128n} \int_{x-x'} \sum_{\mu=x,y} \left\{ \text{tr} \left\{ \left[ J^\alpha_n - (J^\alpha_n)^T, Q_s \right] \partial_\mu Q_s \right\}_x \left\{ \left[ J^\alpha_{n} - (J^\alpha_{n})^T, Q_{s'} \right] \partial_\mu Q_{s'} \right\}_{x'} \right\}. $$  

(5.72)

Evaluation at the saddle-point (inserting $Q_s = \Lambda$) leads to the classical value $\sigma'_{ss'} (\omega_n) = \sigma_s \delta_{ss'}$. Hence the dimensionless coupling constant of the NL$\sigma_M$ has been identified with the physical conductivity in units of $e^2/h$.

### 5.4 One-loop renormalization group

In the preceding section the diffusive NL$\sigma_M$, Eqs. (5.55), was derived. I will now investigate its behavior under renormalization. This will allow, in particular, to deduce the scale dependence of the
conductivity. The most important steps of the calculation are presented in the main text; further details can be found in App. C.4.

The renormalization of the NL$\sigma$M parameters is calculated within the linear-response formalism (rather than the background-field method). This is favorable since it implies a more direct physical interpretation of the NL$\sigma$M coupling constants. Furthermore, this way one can in principle treat simultaneously different infrared regulators, such as temperature or frequency. However, for the sake of clarity of presentation I restrict myself to a purely field-theoretical regularization scheme and add a mass term to the action

$$S_L = - \sum_{s=1,2} \frac{\sigma_s L^{-2}}{8} \int_x \text{tr} \Lambda Q_s.$$  \hspace{1cm} (5.73)

The connection between the running length scale $L$ and the physical regulators temperature or frequency was analyzed in Ref. [229]. Roughly speaking, in the presence of a single infrared scale $E$, e.g. when calculating DC conductance at finite temperature and assuming an infinite sample, one can replace $L$ by $L_E$ in the results.

All UV -divergent contributions are calculated in the dimensional regularization scheme. This allows to preserve the local $O(2t \times N_M \times N_R) \times O(2t \times N_M \times N_R)$-symmetry of the $Q$-matrix (5.38) and to ensure the renormalizability of the theory.

### 5.4.1 Diffusive propagators

I employ the exponential parametrization of the matrix fields $Q_s = \Lambda \exp W_s$. The antisymmetric fields

$$W_s = \begin{pmatrix} 0 & q_s \\ -q^T_s & 0 \end{pmatrix}$$

anticommute with $\Lambda$. Further, the following set of real matrices in the particle-hole space is defined:

$$\tilde{\tau}_\mu \equiv 2^{-1/2} \left(1, \tau_x, i\tau_y, \tau_z\right).$$

This allows to introduce the fields $q^{(\mu)} \equiv \text{tr}^T \tilde{q}_{\tau}^T$, where $\text{tr}$ is the trace in the particle-hole space only. With these definitions at hand, the action, Eqs. (5.55) and (5.73), is expanded to quadratic order in $q^{(\mu)}$ and hence the NL$\sigma$M propagators that describe the diffusive motion in the particle-hole (diffusons) and particle-particle (Cooperons) channels are obtained.

The fields $q^{(1)}$ and $q^{(3)}$ describe Cooperons. Their propagator is unaffected by interaction (since I have discarded the interaction in the Cooper channel),

$$\left< q^{(\mu)}_s(p) \right|_{m_1 m_2} \left[ q^{(\nu)}_s(-p) \right] = 4 \frac{D_s}{\sigma_s} \frac{D_s}{\omega_{n_{12}}, p} \delta_{\mu\nu} \delta_{\mu 1 \mu 3} \delta_{\nu 1 \nu 2} \left( \delta_{\mu 1 + \delta_{\mu 3}} \right),$$  \hspace{1cm} (5.74)

where

$$\left[ D_s(\omega_{n_{12}}, p) \right]^{-1} = p^2 + L^{-2} + \frac{4 \omega_{n_{12}}}{\sigma_s}. $$ \hspace{1cm} (5.75)

The Matsubara indices $n_1, m_1$ are non-negative, while the indices $n_2, m_2$ are negative. The following notation was also introduced: $n_{12} = n_1 - n_2 > 0$ and $m_{12} = m_1 - m_2 > 0$. 


Next, diffusons $q^{(0)}$ and $q^{(2)}$ are considered. Their Green’s function, written as a matrix in surface space, is

$$\left\langle \left[ q^{(\mu)}_s (\mathbf{p}) \right]_{m_1 m_2}^{\alpha_1 \alpha_2} \left[ q^{(\nu)}_{s'} (-\mathbf{p}) \right]_{n_1 n_2}^{\beta_1 \beta_2} \right\rangle = \frac{4}{\sigma_s} D_s (\omega_{n_12}, \mathbf{p}) \delta_{\mu\nu} \delta_{n_12 m_12} \delta_{\alpha_1 \beta_1} \delta_{\alpha_2 \beta_2} \left( \delta_{\mu 0} + \delta_{\mu 2} \right) \times \left[ \delta_{n_1 m_1} \delta_{s s'} - \frac{8 \pi T}{\sigma_{s'}} \delta^{n_1 \alpha_2} \left( \Gamma D^c (\omega_{n_12}, \mathbf{p}) \right)_{s s'} \right]. \quad (5.76)$$

Here I have introduced the notation

$$\left[ D^c (\omega_{n_12}, \mathbf{p}) \right]^{-1}_{s s'} = D^{-1} (\omega_{n_12}, \mathbf{p}) \delta_{s s'} + \frac{4 \omega_{n_12}}{\sigma_s} \Gamma_{s s'}. \quad (5.77)$$

### 5.4.2 RG invariants

The bare action contains, aside from the mass $L^{-1}$, seven running coupling constants: $\sigma_1$, $\sigma_2$, $z_1$, $z_2$, $\Gamma_{11}$, $\Gamma_{22}$ and $\Gamma_{12}$. In this section it will be shown that three linear combinations of them are conserved under RG. To this end the density-density response (5.69) is evaluated at the tree level:

$$\Pi^{\text{RPA}} (\omega, \mathbf{p}) = -\frac{2}{\pi} \left[ z + \Gamma \right] \left( 1 - 4 \omega \sigma^{-1} D^c (\omega, \mathbf{p}) \left[ z + \Gamma \right] \right) \quad (5.78)$$

where $(\sigma)_{s s'} = \sigma_s \delta_{s s'}$. There is no need for IR regularization here and therefore the mass term (5.73) is omitted.

On the other hand, the density-density response function can be obtained from the fermionic formulation of the theory, see App. C.3.5:

$$\Pi^{\text{RPA}} = \left[ \Pi^q - \nu \Gamma^0 \nu \right] \left( 1 + \omega \Delta \Gamma (\omega, \mathbf{p}) \left[ \Pi^q - \nu \Gamma^0 \nu \right] \right), \quad (5.79)$$

where

$$\Delta \Gamma (\omega, \mathbf{p}) = \left[ \nu D^2 \mathbf{p}^2 + \omega (\nu + \nu \Gamma^0 \nu \rho^q \nu) \right]^{-1}. \quad (5.80)$$

The equality of Eqs. (5.78) and (5.79) relates two functions of momentum and frequency. In the static limit, I find the following constraint connecting the NL$\sigma$M coupling constants with physical FL parameters:

$$\frac{2}{\pi} \left( z + \Gamma \right) = -\Pi^q + \nu \Gamma^0 \nu. \quad (5.81)$$

Next, from comparison of momentum dependence in Eqs. (5.78) and (5.79), I find the Einstein relation: $\sigma_s = 2\pi \nu_s D_s$. Accordingly, $\sigma$ measures the conductance in units of $e^2/h$, consistently with what has been found in Secs. 5.3.2 and 5.3.7.

In view of gauge invariance (Sec. 5.3.6), the static polarization operator entering Eq. (5.81) is nothing but the compressibility

$$\Pi^{s s', q} = -\frac{\partial n_s}{\partial \mu_{s' q}}.$$

Its value is not renormalized because it can be expressed as a derivative of a physical observable with respect to the chemical potentials. On ballistic scales the chemical potential enters logarithmically.
divergent corrections only as the UV cutoff of the integrals. In the diffusive regime, the UV cutoff is provided by the scattering rates $\tau_s^{-1} \ll |\mu_s|$. Therefore, diffusive contributions to the derivative with respect to the chemical potential vanish \cite{98}. Since $\nu \Gamma^0 \nu$ only depends on $\Pi^0$ (see App. C.3.4) it is not renormalized as well. Therefore, the RHS of (5.81) is not renormalized and hence neither is its LHS, i.e., $\tilde{z} + \Gamma$. This matrix constraint yields three RG invariants: $z_1 + \Gamma_{11}$, $z_2 + \Gamma_{22}$, and $\Gamma_{12}$. Thus, only four out of seven NLM parameters are independent running coupling constants. I emphasize that, in contrast to Eq. (5.66), this reasoning is valid also in the absence of long-range interaction.

Finally, one can evaluate Eq. (5.81) on the bare level. Expressing the static polarization operator as $\Pi^0 = -\nu - \nu \Gamma^{1-2}\nu$ and using the definition of $z_s$ in Sec. 5.3.5 one finds the following relations for the bare values

$$\frac{4\lambda_s}{\pi} \equiv \frac{2\pi}{z_s} = \nu_s.$$  \hfill (5.82)

Equivalently, the same relationship between $\lambda_s$ and $\nu_s$ can be obtained by comparing the bare definition of $\Gamma$ [Eq. (5.59)] with the RHS of (5.81). The relation (5.82) has been foreseen earlier on the basis of SCBA, see Eq. (5.36). In conclusion, the SCBA and the density response independently show that the UV cutoff scale for the bosonization is automatically set by the chemical potential (which is also very natural from the physical point of view).

5.4.3 Renormalization of conductivities

Correlator $B_1$

I will first present the analysis of the correlator $B_1^{(s)}$, Eq. (5.71). The one-loop correction is determined by the expansion to second order in $q^2$. The tensor structure in particle-hole space implies that the diffusion contribution ($\mu = 0, 2$) vanishes. The classical value together with the Cooperon contribution ($\mu = 1, 3$) is

$$B_1^{(s)} = \sigma_s + 2 \int_D D_s(\omega_n, p).$$  \hfill (5.83)

This term is evaluated in the announced regularization scheme:

$$B_1^{(s)} = \sigma_s + 2 \int_1^{(2+\epsilon)} = \sigma_s + \frac{1}{2\pi} \left[ -\frac{2}{\epsilon} + 2 \ln \frac{L}{l} + \text{const.} \right].$$  \hfill (5.84)

For dimensional reasons the reference length scale $l$ was introduced. For the present diffusive problem it is set by the mean free path $l = \max_{s=1,2} l_s$. The following standard dimensionless integral was evaluated

$$\int_1^{(D)} = \int_1^{D-2} \frac{d^D p}{(2\pi)^D} \frac{1}{p^2 + L^{-2}} = \left( \frac{\mu}{\pi} \right)^{D-1} \frac{1}{(4\pi)^{D/2}} \Gamma \left( 1 - \frac{D}{2} \right) \quad \left[ L = 2\ln \frac{L}{l} + \ln 4\pi - \gamma + O(\epsilon) \right],$$

where $\gamma \approx 0.577$ is the Euler-Mascheroni constant.

The logarithmic term in Eq. (5.84) is nothing but the well-known weak-antilocalization effect \cite{70}.
Correlator $B_2$

Next I turn the attention to $B_2^{(ss')}$, Eq. (5.72). Because of the presence of gradients it does not contribute neither at classical nor at tree level. Furthermore, due to the absence of the Cooper channel and the uncorrelated disorder on the top and bottom surfaces, there are no quantum corrections to the transconductance $\sigma_{12}$. The correlator $B_2^{(ss')}$ can be recast into the form (see App. C.4)

$$B_2^{(ss')} = \frac{16\delta_{ss'}}{n\sigma_s} \int \mathbf{p}^2 \sum_{\omega_m > 0} \omega_m$$

$$\times \left[ (D\Gamma D^c)_{ss}(\omega_m, \mathbf{p}) D_s(\omega_{m+n}, \mathbf{p}) - (D\Gamma D^c)_{ss}(\omega_{m+n}, \mathbf{p}) D_s(\omega_{m+2n}, \mathbf{p}) \right].$$ (5.85)

For its evaluation it is instructive to separate contributions stemming from intrasurface interaction $\Gamma_{ss}$ and intersurface interaction $\Gamma_{12}$. This leads to

$$B_2^{ss'} = -4\delta_{ss'} \left[ \frac{1 - \frac{1 + \gamma_{ss}}{\tilde{\gamma}_{ss}} \ln (1 + \gamma_{ss}) + (1 + \gamma_{ss})}{\gamma_{ss}} \left( \frac{\ln (1 + \gamma_{ss})}{\gamma_{ss}} - \frac{\ln (1 + \tilde{\gamma}_{ss})}{\tilde{\gamma}_{ss}} \right) \right] I_2^{(2+\epsilon)}$$

$$= -\frac{\delta_{ss'}}{\pi} \left[ 1 - \frac{1 + \gamma_{ss}}{\tilde{\gamma}_{ss}} \ln (1 + \tilde{\gamma}_{ss}) \right] \left[ -\frac{2}{\epsilon} + 2 \ln L/l + \text{const} \right].$$ (5.86)

In analogy to the notation introduced in Sec. 1.5.2 I defined $\gamma_{ss} = \Gamma_{ss}/z_s$, $\hat{\gamma}_{11} = \gamma_{11} + (\sigma_1/\sigma_2)(1 + \gamma_{11})$ and $\hat{\gamma}_{22} = \gamma_{22} + (\sigma_2/\sigma_1)(1 + \gamma_{22})$. Note that in the limit of $z_2 + \Gamma_{22} = 0$ [which corresponds to $\Gamma_{12} = 0 \Rightarrow z_1 + \Gamma_{11}$ in view of (5.66)] one recovers the well-known conductivity corrections to $\sigma_{11}$ for a single surface (see also Secs. 1.5.2 above and 5.5.2, below). Further, in Eq. (5.86) the second standard diverging integral was evaluated

$$I_2^{(D)} \equiv \int_2^{D-2} \frac{d^D p}{(2\pi)^D} \frac{p^2}{(p^2 + L^2)^2}$$

$$= \frac{\left( \frac{D}{2} - 1 \right)}{(4\pi)^{\frac{D}{2}}} \frac{D}{2} \Gamma \left( 1 - \frac{D}{2} \right)$$

$$= \frac{1}{4\pi} \left[ -\frac{2}{\epsilon} + 2 \ln L/l + \ln 4\pi - 1 - \gamma + O(\epsilon) \right].$$

5.4.4 Renormalization of the interaction amplitudes

The renormalization of the interaction amplitudes, or equivalently, of Finkelstein parameters $z_s$, is intimately linked to the renormalization of the specific heat [230]. This is because the scale (e.g. temperature) dependence of the total thermodynamic potential $\Omega$ is governed by the scale dependence of $z_s$. In the present case of coupled surfaces one can only extract the correction to the sum $z_1 + z_2$ from the (one-loop) correction to the total thermodynamic potential [229]:
5.4 One-loop renormalization group

\[ z'_1 + z'_2 = \frac{1}{2\pi r_\Lambda} \frac{\partial}{\partial T} \frac{\Omega}{T}. \]  
(5.87)

At the classical level Eq. (5.87) yields the relation \( z'_1 + z'_2 = z_1 + z_2 \). Evaluating the quantum corrections in Eq. (5.87), one finds

\[ (z'_1 + z'_2) = (z_1 + z_2) + 2 \sum_{s=1,2} \Gamma_{ss} \int_p D_s (0, p). \]  
(5.88)

As the correction is a sum of contributions from the two opposite surfaces, it is natural to assume that the parameters \( z_s \) are renormalized separately (and without intersurface interaction effects):

\[
z'_s = z_s + 2 \Gamma_{ss} \int_p D_s (0, p)
\]

\[
= z_s + 2 \frac{\Gamma_{ss}}{\sigma_s} \int_1^{(2+\epsilon)}\,
\]

\[
= z_s + \frac{1}{2\pi} \frac{\Gamma_{ss}}{\sigma_s} \left[ -\frac{2}{\epsilon} + 2 \ln L/l + \text{const} \right].
\]  
(5.89)

I have directly proven this assumption of separate \( z_s \) renormalization by the background field method.\(^7\)

5.4.5 The one-loop RG equations

Applying the minimal subtraction scheme to Eqs. (5.84), (5.86) and (5.89), yields the one-loop perturbative RG equations:

\[
d\sigma_1 = -\frac{2}{\pi} F (\gamma_{11}, \sigma_1),
\]  
(5.90a)

\[
d\sigma_2 = -\frac{2}{\pi} F (\gamma_{22}, \sigma_2),
\]  
(5.90b)

\[
d\gamma_{11} = -\gamma_{11} \left( 1 + \gamma_{11} \right),
\]  
(5.90c)

\[
d\gamma_{22} = -\gamma_{22} \left( 1 + \gamma_{22} \right),
\]  
(5.90d)

where \( y = \ln L/l, \gamma_{ss} = \Gamma_{ss}/z_s, l = \max_{s=1,2} l_s \) and

\[
F (\gamma, x) = \frac{1}{2} - \frac{1 + \gamma}{x} \left[ 1 + \gamma \left( 1 + \frac{1}{x} \right) \right] \ln \left[ (1 + x) \left( 1 + \gamma \right) \right].
\]  
(5.91)

\(^7\)Instead of considering the renormalization of \( z \), one can equivalently consider the renormalization of \( \Gamma_{ss} \). It is governed by the interaction term \( S^{int} \) in Eq. (5.58). Within the background field method two types of contributions can arise. First, there is \( \langle S^{int} \rangle_{\text{int}} \). This term does not involve a frequency integration. Because disorder is uncorrelated between the surfaces, \( \Gamma_{11} \) and \( \Gamma_{22} \) are renormalized separately. This is described by Eq. (5.89). All possible further contributions at this order would arise from \( \left( \langle S^{int} \rangle^2 \right)_{\text{int}} \). This term generates so-called ring diagrams [98]. I have explicitly checked that the ring diagrams vanish in one-loop approximation.
Recall that $\Gamma_{12}, z_1 + \Gamma_{11}$ and $z_2 + \Gamma_{22}$ are not renormalized. It is worth to mention that the mass $L^{-1}$ acquires a quantum correction [229] but it does not affect the one-loop renormalization of the other parameters $\sigma_s, z_s$ and $\Gamma_{ss'}$.

For an alternative presentation of the RG equations (5.90) I introduce the total conductivity $\sigma = \sigma_1 + \sigma_2$ and the ratio of the conductivities of the two surfaces $t = \sigma_1/\sigma_2$. In terms of these parameters the RG equations take the following form:

$$
\frac{d\sigma}{dy} = -\frac{2}{\pi} \left\{ 1 - \frac{1}{t} \frac{1 + \gamma_{11}}{1 + \gamma_{11} \left( 1 + \frac{1}{t} \right)} \ln \left[ \left( 1 + t \right) \left( 1 + \gamma_{11} \right) \right] - t \frac{1 + \gamma_{22}}{1 + \gamma_{22} \left( 1 + t \right)} \ln \left[ \left( 1 + \frac{1}{t} \right) \left( 1 + \gamma_{22} \right) \right] \right\},
$$

$$
\frac{dt}{dy} = -\frac{2}{\pi} \frac{1 + t}{\sigma} \left\{ 1 - \frac{1}{t} \frac{(1 + \gamma_{11}) \ln \left[ (1 + t) (1 + \gamma_{11}) \right]}{1 + \gamma_{11} \left( 1 + \frac{1}{t} \right)} + t^2 \frac{(1 + \gamma_{22}) \ln \left[ (1 + \frac{1}{t}) (1 + \gamma_{22}) \right]}{1 + \gamma_{22} \left( 1 + t \right)} \right\},
$$

$$
\frac{d\gamma_{11}}{dy} = -\left( 1 + \frac{1}{t} \right) \frac{\gamma_{11} \left( 1 + \gamma_{11} \right)}{\pi \sigma},
$$

$$
\frac{d\gamma_{22}}{dy} = -\left( 1 + t \right) \frac{\gamma_{22} \left( 1 + \gamma_{22} \right)}{\pi \sigma}.
$$

### 5.5 Analysis of the RG equations

It is worthwhile to remind the reader that the RG equations (5.90) describe the quantum corrections to conductivity due to the interplay of two distinct effects which were discussed in the introductory Secs. 1.2.3 and 1.2.4 as well as in Sec. 5.2 for the present problem. First, they contain weak antilocalization (WAL) corrections $\delta \sigma_s^{WAL} = (1/\pi) \ln L/l$ due to quantum interference in a disordered system with the strong spin-orbit coupling. Second, there are interaction-induced contributions of Altshuler-Aronov (AA) type, including effects of both long-range and short-range interactions. The result (5.90) was obtained perturbatively to leading order in $1/\sigma_s \ll 1$ but it is exact in the singlet interaction amplitudes. While these equations describe the experimentally most relevant case of Coulomb interaction, in App. C.6 I also present the RG equations for the case of short-range interaction.

Equations (5.90) which determine the flow of the coupling constants $\sigma_1, \sigma_2, \gamma_{11}$ and $\gamma_{22}$ imply a rich phase diagram in the four-dimensional parameter space. Before discussing the general four-dimensional RG flow I highlight the simpler case of two equal surfaces.

#### 5.5.1 Two equal surfaces

Equal surfaces are defined by $\sigma_1 = \sigma_2 = \sigma/2, \gamma_{11} = \gamma_{22} = \gamma$ and, because of Eq. (5.66), $\gamma_{12} = -1 - \gamma$. It can be checked that the plane of identical surfaces is an attractive fixed plane of the four dimensional
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Figure 5.7: RG flow for equal surfaces in the parameter space $\sigma$ (total conductivity) and $\gamma$ (intrasurface interaction strength). The bare interaction strength $\gamma_0$ is determined by the parameter $\kappa d$ yielding $\gamma_0 = -1$ ($\gamma_0 = -1/2$) in the limits $\kappa d \to \infty$ ($\kappa d \to 0$), see Eq. (5.96). Thus the scale dependence of conductivity is expected to exhibit a characteristic, non-monotonic behavior.

The RG equations for the two coupling constants $\sigma$ and $\gamma$ are

$$\frac{d\sigma}{dy} = \frac{-2}{\pi} \left[ 1 - \frac{2 + 2\gamma}{1 + 2\gamma} \ln (2 + 2\gamma) \right], \quad (5.93a)$$

$$\frac{d\gamma}{dy} = \frac{-2\gamma (1 + \gamma)}{\pi \sigma}. \quad (5.93b)$$

Experimentally, the case of equal surfaces is realized if both surfaces are characterized by the same mean free path and the same carrier density and, furthermore, if the dielectric environment of the probe is symmetric ($\epsilon_1 = \epsilon_3$).

**Flow Diagram within the fixed plane**

The RG flow within the $\sigma$-$\gamma$ plane is depicted in Fig. 5.7. The green vertical fixed line at $\gamma = -1$ corresponds to the case of two decoupled surfaces (recall $\gamma_{12} = -1 - \gamma$), and reproduces the result of Ref. [205] for a single surface of 3D TI. In this limit the total correction to the conductivity is negative and obeys the universal law

$$\delta\sigma_{\gamma=-1} = 2 \times \frac{2}{\pi} \left( \frac{1/2 - 1}{\text{WAL} \over \text{AA}} \right) \ln L/l = \frac{-2}{\pi} \ln L/l. \quad (5.94)$$
The line of decoupled surfaces is repulsive, as can be seen from Eq. (5.93b). Flowing towards the infrared, the conductivity first decreases before turning up again while the system approaches the second fixed line at $\gamma = 0$. Note that on this line $\gamma_{12} = -1$: the intrasurface interaction has died out, but the intersurface interaction is maximal. Here the conductivity correction is positive indicating the flow into a metallic state:

$$
\delta\sigma_{\gamma=0} = 2 \times \frac{2}{\pi} \left( \frac{1}{2} - \left[ 1 - \ln 2 \right] \right) \ln L/l.
$$

The flow on this fixed line is towards the perfect-metal point

$$
(1/\sigma^*, t^*, \gamma_{11}^*, \gamma_{22}^*) = (0, 1, 0, 0).
$$

As discussed below, see Sec. 5.5.2, this is the only attractive fixed point even in the case of the general four dimensional RG flow. On the $\gamma = 0$ fixed line the intersurface interaction reduces the strength of the WAL effect but it is not strong enough to reverse the behavior. The region $\gamma > 0$ corresponds to attractive interaction in the singlet channel and is shown on the flow diagram for the sake of completeness.

**Typical bare values and crossover scale**

Typically, before renormalization the intersurface interaction $\gamma_{12}$ is weaker than or equal to the intrasurface interaction $\gamma$. This implies that its bare value $\gamma_0$ takes values in the range between $\gamma_0 = -1$ (decoupled surfaces, i.e., $\gamma_{12,0} = 0$) and $\gamma_0 = -1/2 = \gamma_{12,0}$. For small $\alpha_{TI}$ I can approximate $\gamma_0$ by its RPA value:

$$
\gamma_0 = -\frac{1}{2} - \frac{1}{\kappa d} \frac{\kappa d}{2 + 1 + \kappa d}.
$$

Here $d$ is the system thickness and $\kappa = 2\pi e^2/\nu$ the inverse single surface screening length obtained for the general symmetric situation: $\epsilon_1 = \epsilon_3 \neq \epsilon_2$, see App. C.2. Note that at $\kappa d = 0$ the conductivity corrections due to WAL and AA exactly compensate each other:

$$
\delta\sigma_{\gamma=-1/2} = \frac{2}{\pi} \left( 2 \times \frac{1}{2} - \frac{1}{\kappa d} \frac{1}{\kappa d} \right) \ln L/l = 0,
$$

as was already discussed in Sec. 5.2 and can also be seen in Fig. 5.7.

Typically $\kappa d > 0$ or, as already explained on general grounds, $-1 < \gamma_0 < -1/2$. Then the most drastic consequence of intersurface interaction is the non-monotonic temperature (or length) dependence: the conductivity first decreases with lowering $T$ but eventually the sign of $\delta\sigma/dT$ changes and the system is ultimately driven into the metallic phase. It is natural to ask for the temperature scale, which is associated with this sign change. The scale $y_*$ at which the conductivity reaches its minimum can be extracted from Eqs. (5.93) and is expressed by the integral

$$
y_* = -\frac{\pi \sigma_0}{2} \int_{\gamma_0}^{\gamma_*} \frac{d\gamma'}{\gamma'} \ln \left( \frac{1 + \gamma_0}{1 + \gamma'} \right) \frac{\gamma'}{\gamma_0}^{1-2\ln 2} e^{2 \left[ f(\gamma') - f(\gamma_0) \right]},
$$

where $f(x) = \text{Li}_2(-x) - \text{Li}_2(-(1+2x))$, $\text{Li}_2$ is the dilogarithm, and $\gamma_* = -1/2$.

Numerical integration of (5.98) yields the crossover length scale or temperature $y_* = \ln L_*/l = 1/2 \ln T_0/T_*$. Its dependence on the bare values $\sigma_0$ and $\gamma_0$ is plotted in Fig. 5.8. Using Eq. (5.96) one can also investigate the dependence of $y_*$ on $\kappa d$ instead of $\gamma_0$ (see inset in Fig. 5.8).
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The perturbative RG equations (5.90) and (5.93) are valid for \( \sigma \gg 1 \). Instanton effects are suppressed by \( \exp(-2\pi \sigma) \) in this region and were therefore neglected. As has been discussed in Sec. 5.3.5, in the diffusive NLSE of Dirac electrons, the \( \mathbb{Z}_2 \) theta term reflects the topological protection from Anderson localization. This term is absent in the case of non-topological symplectic metals (NTSM) such as electrons with quadratic dispersion subjected to strong spin-orbit coupling. The presence (respectively, absence) of the topological term results in the opposite signs of the instanton contribution in the two cases. However, as instantons are suppressed, the perturbative result is equally applicable to the surfaces of a 3D TI and, for example, to a double-quantum-well structure in a material with strong spin-orbit coupling. Here I discuss non-perturbative differences between the two problems.

It is instructive to start from the case of decoupled surfaces (green line, i.e., \( \gamma = -1 \), in Fig. 5.9). This limiting case has been analyzed before [205]. For NTSM localizing AA corrections overcome the WAL effect and the system always flows towards localization (Fig. 5.9, left). In contrast, for TI the topological protection implies \( d\sigma/dy > 0 \) for small \( \sigma \) and hence an attractive fixed point at \( \sigma \sim 1 \) (Fig. 5.9, right).

As has been explained, the \( \gamma = -1 \) line is unstable with respect to the intersurface interaction and the system eventually flows towards the antilocalizing red line at \( \gamma = 0 \). I now present the analysis of this fixed line. The fact that conductivity corrections (5.95) are positive stems back to the (non-interacting) WAL effect. Its contribution \( 2 \times (1/\pi) \ln L/l \) is independent of \( \sigma \) only for \( \sigma \gg 1 \). For NTSM it decreases with decreasing \( \sigma \) and eventually becomes negative at the MIT point \( \sigma_{\text{MIT}} \approx 2 \times 1.42 e^2/h [77, 232, 233] \). (As explained above, Sec. 4.2.5, in a recent investigation [192] the crucial role of \( \mathbb{Z}_2 \) vortices for this MIT was pointed out.) Qualitatively, the picture of the MIT survives the presence of interactions.

---

8The \( \mathbb{Z}_2 \) theta term is also absent for the critical state separating 2D trivial and topological insulator. Such a state can be realized, in particular, on a surface of a weak 3D topological insulator. Despite the absence of theta term it is protected from Anderson localization due to topological reasons [192, 196, 231] (see Sec. 5.3.5) and hence do not fall into the definition of non-topological symplectic metals.
which even enhance the tendency to localization. Therefore, for the double layer system of NTSM one expects the antilocalizing RG flow on the $\gamma = 0$ line to turn localizing below some $\sigma_{\text{MIT}} \sim 1$. This MIT point is indicated by a dot in the left panel of Fig. 5.9.

In contrast, for the surfaces of a topological insulator the system is topologically protected from Anderson localization [138], i.e., the beta function $d\sigma/d\gamma$ tends up when $\sigma \to 0$. There is a numerical evidence [234, 235] that in a non-interacting case this happens without any intermediate fixed points. Again, the arguments are qualitatively unchanged by the presence of (pure intersurface) interaction and this scenario is expected to hold also on the red $\gamma = 0$ line of the thin 3D TI film, see Fig. 5.9, right. (Strictly speaking, one cannot rule out a possibility that in the presence of interaction there emerge intermediate fixed points but I assume the simplest possible flow diagram consistent with large- and small-conductivity behavior.)

The interpolation between the limiting cases of decoupled surfaces and maximally interacting surfaces produces the two phase diagrams shown in Fig. 5.9. For a double layer of NTSM, there is a separatrix connecting the weak-coupling, decoupled layers fixed point $(\gamma, 1/\sigma) = (-1, 0)$ with the critical MIT point $(\gamma, 1/\sigma) \sim (0, 1)$ that was introduced above. (Strictly speaking, one cannot exclude the possibility that this fixed point might lie slightly off the $\gamma = 0$ line.) Below the separatrix the conductivity renormalizes down to $\sigma = 0$, i.e., the system is in the Anderson-localized phase. In contrast, above the separatrix the characteristic non-monotonic conductivity behavior leads to the metallic state. As the horizontal position in the phase diagram is controlled by the parameter $\kappa_d$, a quantum phase transition between metal and insulator as a function of the interlayer distance is predicted. On the other hand, in the case of the coupled top and bottom surfaces of a thin 3D TI film the flow is always towards the metallic phase. The critical point of decoupled surfaces at $\gamma = -1$ with $\sigma \sim 1$ is unstable in the direction of $\gamma$.

It is worth recalling that in this chapter I neglected the tunneling between the opposite surfaces of the 3D TI. If such a tunneling is included, it introduces a corresponding exponentially small temperature scale below which the two surfaces behave as a single-layer NTSM, see Sec. 5.6.1. This would imply a crossover to localizing behavior at such low temperatures.

### 5.5.2 General RG flow

Now the attention is turned to the complete analysis of RG equations (5.90) which, in general, describe the case of different carrier density, disorder and interaction strength on the top and bottom surfaces of a 3D TI film. The renormalization of interaction parameters $\gamma_{11}$ and $\gamma_{22}$, Eqs. (5.92c) and (5.92d), determines four fixed planes of the RG flow:

- $\gamma_{11} = -1 = -\gamma_{22}$. Repulsive fixed plane of two decoupled surfaces with only intrasurface Coulomb interaction. This problem has been studied in Ref. [205].

- $\gamma_{11} = 0$, $\gamma_{22} = -1$ or vice versa. Fixed planes describing a 3D TI film with strongly different surface population. In the $\gamma_{11}$-$\gamma_{22}$-space, these planes are saddlepoints of the flow: they are attractive in one direction and repulsive in the other.

- $\gamma_{11} = 0 = \gamma_{22}$. Attractive fixed plane. Intrasurface interactions have died out and only intersurface interaction survived.

The second and third case will be analyzed in the remainder of this section.

Concerning the repulsive fixed planes, one should keep in mind that the renormalization of interaction amplitudes is suppressed by the small factor $1/\sigma$. Therefore even if the conditions on $\gamma_{11}$ and
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\[ \gamma_{22} \] are only approximately fulfilled the behavior in the fixed plane dictates the RG flow in a large temperature/frequency window. RPA-estimates of the bare values of interaction amplitudes can be found in App. C.3.6.

I also remind the reader that the RG equations describing the model with finite-range interaction (and thus the whole crossover between the problem with Coulomb interaction and the non-interacting system) is discussed in App. C.6.

### Strongly different surface population

Here the fixed plane of Eqs. (5.90) in which \( \gamma_{11} = 0 \) and \( \gamma_{22} = -1 \) is investigated. (Clearly, the reversed situation \( \gamma_{11} = -1 \) and \( \gamma_{22} = 0 \) is completely analogous.) Both fixed planes are “saddle-planes” of the RG flow, i.e., they are attractive in one of the \( \gamma \)-directions and repulsive in the other.

Before analyzing this fixed plane, it is worth explaining why this limit is of significant interest for gate-controlled transport experiments, in particular, those on \( \text{Bi}_2\text{Se}_3 \). As for this material the Fermi energy is normally located in the bulk conduction band, an electrostatic gate is conventionally used to tune the chemical potential into the bulk gap and hence to bring the system into a topologically non-trivial regime. A situation as depicted in Fig. 5.10 is then believed to arise in a certain range of gate voltages: \([46, 236]\) one of the two surfaces (here surface 1) is separated by a depletion region from a relatively thick bulk-surface layer.

Recently \([231, 237, 238]\), disorder-induced interference corrections for 3D TI bulk electrons have been
investigated theoretically. While at small length scales additional symmetries of the Hamiltonian provide non-trivial localization behavior, at sufficiently large scales the usual WAL effect sets in. The strong coupling between electron states in the conducting part of the bulk and at surface 2 does not alter this universal low-energy property. In conclusion, at sufficiently large length scales the symplectic class NLσM, Eq. (5.55), is the adequate description of such a system (under the assumption of negligible tunneling between surface 1 and the conducting part of the bulk).

Since the bulk-surface layer has a much higher carrier density than the carrier density on the spatially separated surface 1 one can expect that \( \kappa_2 \gg \kappa_1 \). Provided \( \kappa_1 d \ll 1 \) the electron-electron interaction on the spatially separated surface 1 is effectively screened out such that \( |\gamma_{11}| \approx (\kappa_1/\kappa_2)(1+2\kappa_2d) \ll 1 \) (see Eq. (5.7)). Conversely, the effect of screening by electrons on the surface 1 is negligible for Coulomb interaction of the bulk states: \( 1 + \gamma_{22} \approx \kappa_1/\kappa_2 \ll 1 \).

Substituting \( \gamma_{11} = 0 \) and \( \gamma_{22} = -1 \) into Eqs. (5.92) leads to the following RG equations in this fixed plane

\[
\frac{d\sigma}{dy} = -\frac{2}{\pi} \left\{ 1 - \frac{1}{t} \ln(1+t) \right\}, \quad (5.99a)
\]

\[
\frac{dt}{dy} = -\frac{2}{\pi} \frac{1+t}{\sigma} \left\{ \frac{1-t}{2} - \frac{1}{t} \ln(1+t) \right\}. \quad (5.99b)
\]

They can equivalently be written in terms of conductivities \( \sigma_1 \) and \( \sigma_2 \):

\[
\frac{d\sigma_1}{dy} = -\frac{2}{\pi} \left\{ 1 - \frac{\sigma_2}{\sigma_1} \ln \left[ 1 + \frac{\sigma_1}{\sigma_2} \right] \right\}, \quad (5.100a)
\]

\[
\frac{d\sigma_2}{dy} = -\frac{1}{\pi}. \quad (5.100b)
\]

I emphasize that the limit \( \gamma_{11} = 0 \) and \( \gamma_{22} = -1 \) is very peculiar. Indeed, due to the relation (5.66), this limit implies that the condition \( z_1/2 = 0 \) holds. Equations (5.99) and (5.100) are written under

---

\(^9\)It is worthwhile to repeat that in the diffusive regime of typical experiments on thin films the 3D TI bulk electrons are subjected to 2D diffusive motion.
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Figure 5.11: Perturbative RG flow in the fixed plane \( \gamma_{11} = 0, \gamma_{22} = -1 \). In the experimentally motivated scenario (Fig. 5.10), the flow starts at \( t = \sigma_1/\sigma_2 \ll 1 \). The green line in the right panel is a line of zeros of the RHS of Eq. (5.100a); it determines the maximum in the RG flow of \( \sigma_1 \).

Assumption that the ratio \( t = \sigma_1/\sigma_2 \) is finite in spite of the fact that \( z_1/z_2 = 0 \). In the experiment it corresponds to the case in which \( \kappa_1/\kappa_2 \ll 1 \) but the ratio \( D_1/D_2 \gg 1 \) where \( D_s = \sigma_s/4z_s \) is the diffusion coefficient.

Equations (5.100) become decoupled for \( \sigma_1/\sigma_2 = 0 \). Then, as expected, \( \delta\sigma_1 = \frac{1}{2} \ln L/l \) (WAL, no interaction on the surface 1) and \( \delta\sigma_2 = -\frac{1}{2} \ln L/l \) (WAL and AA due to Coulomb interaction on the surface 2). However, the line \( t = 0 \) is unstable. As one can see from Eq. (5.99b), due to the very same quantum corrections the initially small parameter \( t = \sigma_1/\sigma_2 \) increases under RG. The ultimate limit of the perturbative RG flow is \( \sigma \to 0 \) and \( t \to \infty \), see Fig. 5.11. The scale dependence of \( \sigma_1 \) is non-monotonic; the position of the corresponding maximum is determined by zeros of the RHS of Eq. (5.100a) shown by a green line in the right panel of Fig. 5.11.

As has been already emphasized, the perturbative RG equations are sufficient only in the regime of large \( \sigma_s \). I now discuss the topological effects at small values of conductivities. In the limit \( \gamma_{11} = 0, \gamma_{22} = -1 \) the renormalization of \( \sigma_2 \) is exactly independent of the surface 1. Indeed, in the conductivity corrections, the two surfaces influence each other only via mutual RPA screening. In the NL\(\sigma\)M description the interaction amplitudes in the full action (5.55) and hence in the propagators (5.77) (diffusions and Cooperons) fully account for this effect. Since the layer 2 includes a single TI surface it follows that \( \sigma_2 \) is topologically protected and flows towards \( \sigma_2^* \) of the order of the quantum of conductance ("interaction-induced criticality" [205]). Before this happens, the flow of \( \sigma_1 \) becomes reversed from antilocalizing to localizing, see Eq. (5.100a). However, since the surface 1 is also topologically protected, its states can not be strongly localized and \( \sigma \to \sigma_1^* > 0 \). Thus, both surfaces are at the quantum critical points with conductivities of order \( e^2/h \). The conclusion concerning the surface 1 is particularly remarkable: even though \( \gamma_{11} = 0 \), there is "intersurface-interaction-induced criticality" on the surface 1.

Attractive fixed plane

According to Eqs. (5.92c) and (5.92d), any \( \gamma_{ss} \notin \{0, -1\} \) is renormalized to zero. The plane where \( \gamma_{11} = \gamma_{22} = 0 \) is thus an attractive fixed plane of the general RG flow. The flow within this plane has

\footnote{A priori \( \sigma_1^* \) and \( \sigma_2^* \) are different although one cannot exclude the possibility that they might be equal.}
the form determined by the following RG equations

\[
\frac{d\sigma}{dy} = -\frac{2}{\pi} \left\{ 1 - \frac{1}{t} \ln \left[ 1 + \frac{1}{t} \right] - t \ln \left[ 1 + \frac{1}{t} \right] \right\}, \tag{5.101a}
\]

\[
\frac{dt}{dy} = -\frac{2}{\pi} \frac{1 + t}{\sigma} \left\{ \frac{1}{2} - \frac{1}{t} \ln \left[ 1 + \frac{1}{t} \right] + t^2 \ln \left[ 1 + \frac{1}{t} \right] \right\}, \tag{5.101b}
\]

or, equivalently,

\[
\frac{d\sigma_1}{dy} = -\frac{2}{\pi} \left\{ \frac{1}{2} - \frac{\sigma_2}{\sigma_1} \ln \left[ 1 + \frac{\sigma_1}{\sigma_2} \right] \right\}, \tag{5.102a}
\]

\[
\frac{d\sigma_2}{dy} = -\frac{2}{\pi} \left\{ \frac{1}{2} - \frac{\sigma_1}{\sigma_2} \ln \left[ 1 + \frac{\sigma_2}{\sigma_1} \right] \right\}. \tag{5.102b}
\]

Even though the single-surface conductivities \(\sigma_s\) display non-monotonic behavior within this plane, eventually all quantum corrections are antilocalizing, see Fig. 5.12. The ratio of conductivities flows to the symmetric situation \(t = \frac{\sigma_1}{\sigma_2} = 1\), as has been discussed in Sec. 5.5.1. As mentioned, at the corresponding fixed line the WAL effect is competing with a contribution of the opposite sign due to intersurface interaction. While the WAL wins, the antilocalizing flow is slower than for free electrons, see Eq. (5.95).

**General RG flow**

After having analyzed the RG flow in various fixed planes, I briefly discuss the general RG flow. According to Eqs. (5.90c) and (5.90d), there is a single attractive fixed point of the overall RG flow - the (super-)metallic fixed point with zero intrasurface interaction, \(\sigma_1 = \sigma_2 \to \infty\) and \(\gamma_{11} = \gamma_{22} = 0\). On the other hand, for the values of \(\gamma_{ss}\) close to \(-1\) the corresponding conductivity \(\sigma_s\) is first subjected to localizing quantum corrections and will thus show a non-monotonic behavior towards antilocalization. There also exists a range of initial parameters for the RG flow for which the conductivity at one surface demonstrates monotonic antilocalizing behavior, while the conductivity in the other surface flows in the described non-monotonic manner.
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It is worthwhile emphasizing the following remarkable feature: The ultimate IR behavior of the system of coupled 3D TI surfaces corresponds to a (super-)metal. This is peculiar, inasmuch the surface degree of freedom of the Dirac fermions resembles a spin quantum number. In contrast to the case of TIs, a diffusive spinful 2DES flows towards a ferromagnetic instability (the triplet coupling $\gamma_t$ entering Eqs. (1.28) on p. 17 diverges). The fundamental difference between the situation under investigation here and the spinful 2DES, is that intersurface diffusions and Cooperons are negligible for 3D TIs, while triplet diffusions are the most important ingredient for the ferromagnetic instability.

5.6 Discussion and experimental predictions

In the preceding Section I have presented a general analysis of the RG flow determined by Eqs. (5.90). The purpose of the present section is to apply these results to specific experimentally relevant materials.

5.6.1 Parameters

As explained in Sec. 5.1.1, the RG equations (5.90) apply in the case of the following hierarchy of length scales:

$$l \ll L_E, \quad d \ll l. \quad (5.103a)$$

In order to deal with $q$-independent interaction amplitudes, an additional requirement occurs in the case $\kappa_s d \ll 1$ for both $s = 1$ and $s = 2$:

$$l_{\text{scr}} \ll L_E. \quad (5.103c)$$

In view of condition (5.103a), the constraint (5.103c) is fulfilled in the entire diffusive regime if $l_{\text{scr}} \ll l$.

Further, I have assumed that the intersurface tunneling is negligible; the corresponding condition reads

$$a \ll d. \quad (5.103d)$$

More specifically, one has to require the probing energy scale to be larger than the tunneling rate

$$1 \ll E\tau_{\text{tun}}. \quad (5.103e)$$

In this section, I will concentrate on the case when the RG scale is set by temperature, $L_E = l_T$. I recall the definition of the length scales entering the above conditions: $l = \max_{s=1,2} l_s$ is the larger mean free path, $l_T = \min_{s=1,2} \sqrt{D_s/k_B T}$ the smaller thermal length, $d$ the sample thickness, $a$ the penetration depth, $\kappa_s$ the inverse Thomas-Fermi screening length for the surface $s$ and $l_{\text{scr}}$ the total screening length for the 3D TI film. The situation in which only one of the two surfaces is in the diffusive regime, while the other one is in the ballistic regime (i.e., $T\tau_1 \ll 1$ and $T\tau_2 \gg 2$ or vice versa) is also a conceivable and interesting scenario. However, I do not address it in the present thesis.

The effect of intersurface interaction becomes prominent if the sample thickness does not exceed too much at least one of the single surface screening lengths $\kappa_s^{-1}$. As discussed above (Sec. 5.5), this condition implies that the bare values of interaction $\gamma_{11}$ and $\gamma_{22}$ are not too close to $-1$.

It is useful to present expressions for the length scales appearing in the conditions (5.103a)-(5.103d) in terms of standard parameters characterizing samples in an experiment. For simplicity, I assume $v_0^{(1)} = v_0^{(2)}$ and $\tau_1 = \tau_2$ in these formulas.
The densities of states and inverse screening lengths for the top and bottom surfaces are (see Tab. 2.2)

\[
\nu_s = \sqrt{\frac{n_s}{\pi v_0^2}}, \quad \kappa_s \equiv \frac{2\pi e^2}{\epsilon_2} \nu_s = 2\pi \alpha_{TI} \sqrt{\frac{n_s}{\pi}},
\]

where \(n_s\) are the corresponding electron densities. If the electron densities for each surface separately are not known but the total density \(n_{tot} = n_1 + n_2\) is accessible, the latter can be used instead to estimate the DOS and the screening lengths:

\[
\nu_1^2 + \nu_2^2 = \frac{n_{tot}}{\pi v_0^2}, \quad \kappa_1^2 + \kappa_2^2 = (2\pi \alpha_{TI})^2 \frac{n_{tot}}{\pi}.
\]

The mean free path can be expressed as

\[
l = v_0 \tau_{tr} = \frac{\sigma}{\pi v_0 (\nu_1 + \nu_2)}.
\]

The thermal length in the diffusive regime is given by

\[
l_T = \sqrt{\frac{D}{k_B T}} = \sqrt{\frac{v_0 l}{2k_B T}} = \sqrt{\frac{\sigma}{k_B T 2\pi (\nu_1 + \nu_2)}}
\]

Hence, the condition (5.103a) is fulfilled for temperatures

\[
k_B T \ll k_B T_{Diff},
\]

where

\[
k_B T_{Diff} = \frac{v_0}{2l} = \frac{1}{\sigma [e^2/h]} \left( \frac{v_0^2}{2} \right) 2\pi (\nu_1 + \nu_2)
\]

is the temperature scale at which the diffusion sets in.

In order to obtain \(l_{scr}\) entering Eq. (5.103c), one has to consider the full (inter- and intrasurface) Coulomb interaction, see App. C.2. As explained in Sec. 5.1.2 it is only a meaningful quantity provided \(\kappa_s d \ll 1\). The influence of the surrounding dielectrics leads to

\[
l_{scr} = \frac{\epsilon_1 + \epsilon_3}{2\epsilon_2} \frac{1}{\kappa_1 + \kappa_2}.
\]

When deriving Eq. (5.110), I assumed for simplicity that \(\epsilon_2 \lesssim \epsilon_1 + \epsilon_3\). Regarding the experimental setups discussed in Sec. 5.6.2, this condition is well fulfilled for Bi\(_2\)Se\(_3\) but only marginally for HgTe. Thus in the latter case Eq. (5.110) should be considered as a rough estimate.

Next, to check the validity of the condition (5.103l), one needs to know the value of the penetration depth \(a\). It can be estimated from the condition

\[
\frac{v_{0,\perp} p_{\perp}}{M_\infty} \sim 1,
\]

where \(p_{\perp} \sim 1/a\) denotes typical momenta perpendicular to the surface. Provided \(v_{0,\perp} \sim v_0\), it yields

\[
a \sim \frac{v_0}{M_\infty}.
\]
Eventually, in view of Eq. (5.103e), one needs to estimate the tunneling rate. The overlap of states from opposite surfaces is given by

$$\langle \text{top}\vert \text{bottom} \rangle \sim \int_0^d dz \frac{e^{-z/a} e^{-(d-z)/a}}{\sqrt{a} \sqrt{a}} = \frac{d}{a} e^{-\frac{d}{a}}. \quad (5.113)$$

The tunneling rate is thus

$$\frac{1}{\tau_{\text{tun.}}} \sim |\langle \text{top}\vert \text{bottom} \rangle|^2 M_\infty. \quad (5.114)$$

I am now going to consider two exemplary materials for 3D TIs: Bi$_2$Se$_3$ and strained HgTe. I shall estimate numerically all the relevant parameters and present characteristic plots for temperature dependence of conductivities.

5.6.2 Exemplary 3D topological insulator materials

Bi$_2$Se$_3$

Bi$_2$Se$_3$ is currently the most conventional material for experimental realization of the 3D TI phase. Typical experimental data (extracted from the point of the minimal conductance in Refs. [48, 239]) is summarized in the upper part of Tab. 5.1. Using Eqs. (5.104)–(5.112) one can estimate the hierarchy of length scales (lower part of the same table). All of the requirements of validity for the theory are fulfilled for length scales above $l_{\text{scr}}$ [temperatures below $T_{\text{max}} = 2.6\ldots 1.9$K, see condition (5.103c)]. The condition (5.103e) is irrelevant, since it fixes a minimal temperature scale $T_{\text{min}} \sim 1/\tau_{\text{tun.}}$, which is way below the base temperature of typical cryostats.\footnote{The only assumption that can not be directly verified on the basis of the quoted experimental data is the absence of complete intersurface correlations of disorder. Recall that in the case of $\mu_1 = \mu_2$ a completely correlated disorder implies extra soft modes [209]. I see however no reason for such perfect correlations between impurities at opposite surfaces of a 3D TI film.}

From the experimental data, the ratio of carrier densities is not known. Therefore, in Fig. 5.13 the expected temperature dependence of total conductivity is shown for various values of this ratio. Clearly, the behavior strongly differs from the case of decoupled surfaces (dashed line). First, the slope of $d\sigma/d\ln T$ is considerably smaller. Second, one observes a clear curvature of the dependence $\sigma(\ln T)$ which is a manifestation of the non-monotonicity. (For the parameters used in the plot the minimum of $\sigma$ occurs at still lower temperatures.) This curvature is especially pronounced for strongly different surfaces.

It should be mentioned that the substrate used in Ref. [48] has a strongly temperature-dependent dielectric function $\epsilon_3$ since SrTiO$_3$ approaches a ferroelectric transition at low temperatures. This could result in a temperature dependence of effective gate voltage and consequently of carrier density. The resulting classical temperature dependence of conductivity (and interaction constants) would mask the quantum effects described in this analysis. However, in the presence of the gating field, the temperature dependence of $\epsilon_3$ saturates at low temperatures. This motivates the presentation in Fig. 5.13 where I assumed, independent of temperature, $\epsilon_3 = 1000$.

**Strained HgTe**

Another very promising 3D TI material is strained HgTe. The presence of Dirac-like surface states was experimentally confirmed by the odd series of QHE plateaux, as well as by ARPES [42]. While the
Fermi velocity \( v_0 \sim 5 \times 10^5 \text{m/s} \)

Bulk gap \( M_\infty \sim 0.3 \text{ eV} \)

Sample thickness \( d \sim 10 \text{ nm} \)

Dielectric properties
- Coat: \( \epsilon_1 \sim 1 \)
- 3D TI (Bi\(_2\)Se\(_3\)): \( \epsilon_2 \sim 100 \)
- Substrate (SrTiO\(_3\)): \( \epsilon_3 \sim 10^3 \sim 10^4 \)

Carrier density \( n_{\text{tot}} \sim 3 \times 10^{12} \text{ cm}^{-2} \)

Mobility \( \mu_{\text{el}} \sim 100 \ldots 1000 \text{ cm}^2/\text{V} \cdot \text{s} \)

Sheet resistance \( 1/\sigma \sim 0.097 \hbar/e^2 \) at \( T \sim 50 \text{ mK} \)

Effective coupling \( \alpha_{\text{TI}} \sim 4 \times 10^{-2} \)

Chemical potential \( \mu_1^2 + \mu_2^2 = (0.2 \text{ eV})^2 \)

Penetration depth \( a \sim 1 \text{ nm} \)

Mean free path \( l \sim 24 \ldots 34 \text{ nm} \)

Diff. temperature \( T_{\text{eff}} \sim 80 \ldots 57 \text{ K} \)

Tunneling rate \( 1/\tau_{\text{ tun.}} \sim 0.7 \text{ mK} \)

Screening length \( \kappa_1^2 + \kappa_2^2 \sim (37 \text{ nm})^{-2} \)

Scr. length (total) \( l_{\text{sc}} \sim 132 \ldots 186 \text{ nm, for } \epsilon_3 = 10^4 \)

**Table 5.1:** *Experimental values of sample parameters at the point of the minimal carrier density and associated length scales for transport experiments on Bi\(_2\)Se\(_3\) films of Refs. [48, 239]. The dots “…” separate values for the symmetric \( n_1 = n_2 \) and totally asymmetric \( n_1 = n_{\text{tot}}, n_2 = 0 \) cases. The bare interaction amplitudes are estimated in the random phase approximation (RPA).*

**Figure 5.13:** *Theoretical prediction for the temperature dependence of the total conductivity in thin Bi\(_2\)Se\(_3\) films.*
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<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fermi velocity</td>
<td>( v_0 \sim 5 \times 10^5 \text{m/s} )</td>
</tr>
<tr>
<td>Bulk gap</td>
<td>( M_\infty \sim 0.022 \text{eV} )</td>
</tr>
<tr>
<td>Sample thickness</td>
<td>( d \sim 70 \text{nm} )</td>
</tr>
</tbody>
</table>

**Dielectric properties**
- Coat: \( \epsilon_1 \sim 1 \)
- 3D TI (HgTe): \( \epsilon_2 \sim 21 \)
- Substrate (CdTe): \( \epsilon_3 \sim 10 \)

**Carrier density**
- Top surface: \( n \sim 4.8 \times 10^{11} \text{cm}^{-2} \)
- Bottom surface: \( n \sim 3.7 \times 10^{11} \text{cm}^{-2} \)

**Mobility**
\( \mu_{el} \sim 34000 \text{cm}^2/\text{V} \cdot \text{s} \)

**Sheet resistance**
\( 1/\sigma \sim 0.04 \text{h}/e^2 \) at \( T = 50 \text{mK} \)

**Effective coupling**
\( \alpha_{TI} \sim 0.21 \)

**Chemical potential**
- Top surface: \( \mu_1 \sim 0.08 \text{eV} \)
- Bottom surface: \( \mu_2 \sim 0.07 \text{eV} \)

**Penetration depth**
\( a \sim 15 \text{nm} \)

**Mean free path**
\( l \sim 108 \text{nm} \)

**Diff. temperature**
\( T_{\text{Diff}} \sim 18 \text{K} \)

**Tunneling rate**
\( 1/\tau_{\text{tun.}} \sim 0.5 \text{K} \)

**Screening length**
- Top surface: \( \kappa_1^{-1} \sim 19.53 \text{nm} \)
- Bottom surface: \( \kappa_2^{-1} \sim 22.24 \text{nm} \)

**Bare interaction (RPA)**
- Top surface: \( \gamma_{11} \sim -0.893 \)
- Bottom surface: \( \gamma_{22} \sim -0.878 \)

*Table 5.2: Typical experimental values for transport experiments on HgTe films of Refs. [42, 240].*
transport experiment indicates dominant surface conduction, the extracted carrier density appears to be too large for a pure surface theory with linear spectrum, yielding the value of the chemical potential $\mu$ larger than the gap $M_\infty$, see Tab. 5.2. (The role of the bulk conduction band as well as the parabolic bending of the dispersion was also discussed within an independent magneto-optical study by the same experimental group [241].) Thus, it remains to be clarified under what experimental conditions the strained HgTe sample is in the true TI regime (i.e., the bulk contribution to transport is negligible). Notwithstanding this point and motivated by the excellent surface transport data, I apply the theory to the HgTe experiment, see Fig. 5.14. In spite of the considerable thickness of the probe, the effect of intersurface interaction is clearly visible: the slope of $d\sigma/d\ln T$ is considerably smaller than it is expected for decoupled surfaces.

**Figure 5.14:** *Theoretical prediction for the temperature dependence of the total conductivity in thin films of strained HgTe.*
5.7 Summary of chapter 5

The present chapter contains a detailed analysis of the quantum transport properties in thin TR invariant 3D TIs. The effect of electron-electron interactions on the surface state transport in the diffusive regime was investigated. Coulomb interaction within and in between the two major surfaces of a slab was taken into account.

In the first section 5.1 of this chapter, the setup under investigation, Fig. 5.2, and the associated hierarchy of length scales was discussed. It was explicitly shown, that long-range Coulomb interaction between electrons of opposite surfaces is important, since the Thomas-Fermi screening length can by far exceed the thickness of the slab, see Fig. 5.4.

Before turning to the field theoretical analysis on the basis of interacting NL$\sigma_M$, I presented a perturbative, Altshuler-Aronov-like calculation [73] of conductivity corrections in Sec. 5.2. It turns out that corrections due to interference [Eq. (5.16)] and interaction [Eq. (5.18)] effects are opposite and even cancel up in the limit of vanishing slab thickness. The presence of two competing mechanisms evokes the question on the ultimate long-wavelength behavior of the system.

To answer this question, the effective interacting field theory was derived in Sec. 5.3. In this context, non-Abelian bosonization technique was employed. A local expression for the $Z_2$ topological term was presented and gauge potentials were included as well. It is worth emphasizing that the employed field theory treats the general situation of potentially strong interactions and thus goes beyond perturbation theory. Hence the Fermi liquid theory of the strongly correlated double layer system in the ballistic and diffusive regime was developed.

The renormalization of the interacting NL$\sigma_M$ in the one-loop approximation can be found in Sec. 5.4. The associated RG equations (5.90) determine the temperature (or frequency) dependence of the conductivities of both surfaces. The RG is controlled by a large conductivity, $k_F l \gg 1$, but the calculations are exact in the singlet interaction amplitudes, while contributions due to a repulsive Cooper interaction are parametrically small and can be neglected.

In Sec. 5.5 a detailed analysis of the RG flow was performed. For fully decoupled surfaces the system flows into an intermediate-coupling fixed point ("interaction-induced criticality") [205]. This point is, however, unstable with respect to intersurface interaction, see Fig. 5.9, right. The flow is then towards a single attractive fixed point which is "supermetallic" and at which even originally different surfaces have the same transport properties, see Fig. 5.12. Typically, this fixed point is reached via a characteristic non-monotonic scale dependence of conductivity.

The perturbative results presented in this chapter are equally applicable to weak topological insulator [196, 242] thin films and to non-topological double layer systems with spin-orbit interaction. An extensive discussion of non-perturbative differences was presented in the end of Sec. 5.5.1. The final section of the chapter, Sec. 5.6, was devoted to the comparison to realistic experimental setups. It contained an estimate of parameters and explicit predictions for the temperature dependence of the conductivity for typical experimental setups based on Bi$_2$Se$_3$ and strained HgTe materials, see Figs. 5.13 and 5.14 respectively.

Hallmarks of surface transport and interactions

I conclude this chapter summarizing the most salient predictions for experimental signatures of surface transport in 3D TI with intersurface interactions.

- The characteristic effect of intersurface interaction is the non-monotonic temperature dependence of conductivity (see Fig. 5.15, top). It may happen that in the experimentally accessible temper-
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In the window this effect manifests itself only as a deviation of the conductance slope

$$\delta \sigma (T) = \frac{e^2}{\hbar} c \ln T$$

(5.115)

from the value $c = 1/\pi$ characteristic for two decoupled surfaces accompanied by some bending of the curve $\sigma(\ln T)$, see Figs. 5.13 and 5.14. The ultimate low-$T$ behavior of the coupled system is always antilocalizing and following the universal law

$$\delta \sigma (T) = \frac{e^2}{\pi \hbar} (1 - 2 \ln 2) \ln T.$$

(5.116)

However, depending on the parameters, this asymptotics may become valid at very low temperatures only.

- The strength of intersurface interaction is governed by the parameters $\kappa_1 d$ and $\kappa_2 d$, where $\kappa$ is the screening length. Therefore, in contrast to usual, single surface conductivity corrections, the predicted effect strongly depends on the carrier density (see Fig. 5.15, right).

- As presented in Sec. 1.2.3 and already exploited in 3D TI experiments [48], the magnetoconductance formula [70] for the total conductivity is

$$\delta \sigma (B) = -\frac{e^2}{2\pi \hbar} \sum_{s=1,2} \left[ \psi \left( \frac{1}{2} + \frac{B_{\phi}^{(s)}}{B} \right) - \ln \left( \frac{B_{\phi}^{(s)}}{B} \right) \right],$$

(5.117)

where the characteristic magnetic field $B_{\phi}^{(s)} = \hbar/(4eD_{s}^{(s)} \tau_{\phi}^{(s)})$ is determined by the diffusion coefficient $D_{s}^{(s)}$ and the phase breaking time $\tau_{\phi}^{(s)}$ for the surface $s$. The function $\psi$ denotes the digamma function here. Within the accuracy of the presented calculation, the behavior described by Eq. (5.117) remains unchanged even in the presence of (intersurface) interaction.

It is also possible to access the intersurface induced quantum corrections in the frequency dependence of the AC conductivity (by the simple replacement $T \to \omega$ in $\delta \sigma (T)$ if $\omega \gg T$).
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Fig. 5.15: Left: Conductivity corrections for low carrier concentration. The total electron concentration in units of $10^{12} \text{cm}^{-2}$ is equal to 0.55, 0.48, 0.41, 0.34, 0.27 from bottom to top. The characteristic non-monotonic behavior is clearly seen; deviations from the behavior of decoupled surfaces (dashed line with steep slope) are very strong. Right: Carrier-density dependence of conductivity corrections. The non-trivial dependence is entirely due to the intersurface interaction: in the case of the decoupled surfaces, the conductivity correction would be constant as a function of density, $\sigma(0.02 \text{K}) - \sigma(50 \text{K}) \approx -2.49e^2/h$. I used the values of the parameters $d$, $v_0$ and $\alpha_T$ as in Tab. 5.1 for Bi$_2$Se$_3$. Further, the case of equal surfaces ($n_{\text{tot}} = 2n$) and $T_{\text{Diff}} = 1/2\tau = 50\text{K}$ was assumed.

$$\sigma(T) - \sigma(50 \text{K}) \left[ \frac{e^2}{h} \right]$$

$$\sigma(0.02 \text{K}) - \sigma(50 \text{K}) \left[ \frac{e^2}{h} \right]$$
In this chapter, I will address the situation when TR symmetry is broken locally\textsuperscript{1} on the surface of a 3D TI, or more generally, the QHE of a single Dirac fermion \cite{243}. Thus, this chapter is dedicated to question (v) of the introduction.

The QHE of Dirac fermions in the context of graphene \cite{89,244-249} and 3D TI surface states \cite{42,250-262} has been studied both theoretically and experimentally. The QH state is characterized by vanishing longitudinal conductance $\sigma_{xx} = 0$ and quantized transverse conductance taking values

$$\sigma_{xy} = g_D \left( \nu + \frac{1}{2} \right) \frac{e^2}{h}, \quad \nu \in \mathbb{Z}. \quad (6.1)$$

In this equation, $g_D$ denotes the number of degenerate Dirac cones, i.e. $g_D = 4$ for graphene and $g_D = 2$ for thin 3D TI slabs. In particular the $\sigma_{xy} = \pm g_D e^2 / 2h$ states turn out to be extremely robust \cite{263}, they can be observed up to room temperature \cite{264} and can also be induced by pure exchange coupling (quantum anomalous Hall effect \cite{52,138,265-268}).

It is important to point out, that the half-integer QHE is masked in graphene in view of the fourfold degeneracy in the system. Therefore, in graphene, the series of QH plateaux is a (non-trivial) series of integers. Ultimately, the even prefactor $g_D$ in Eq. (6.1) is a consequence of the fermion doubling theorem \cite{269}. In contrast, 3D TI surface states provide a unique opportunity to study the truly half-integer quantization of $g_{xy}$ inasmuch the fermion doubling theorem is locally avoided.\textsuperscript{2}

Notwithstanding the immense general interest towards the subject, the single Dirac fermion QHE [$g_D = 1$ in Eq. (6.1)] did not enjoy the deserved and required attention. The following important questions were not or only partly answered to present date:

(A) How can half-integer $g_{xy} \equiv h\sigma_{xy}/e^2$ be measured experimentally?

(B) Doesn’t Laughlin’s flux insertion argument \cite{119,270} forbid $\sigma_{xy} = \left( \nu + \frac{1}{2} \right) \frac{e^2}{h}$?

(C) What is the field theory describing the localization physics of the single Dirac fermion QHE?

In this chapter, which is based on Ref. \cite{168}, I present comprehensive analysis of these questions and detailed answers to them.

\textsuperscript{1}For the notion of “local TR symmetry breaking”, see Eq. (6.3).

\textsuperscript{2}More precisely, a finite external flux penetrating a 3D TI sample cuts its closed boundary into (at least) two spatially separated regions: in one area the magnetic field points towards the bulk of the sample, in the other it points outwards. In the simplest case, these two regions are the top and bottom surface of a thin 3D TI slab, each containing a species of Dirac fermion. In this sense, one can speak of global fermion doubling, which is, however, locally avoided.
6 Half-integer quantum Hall effect

6.1 Quantum Hall effect and topological magnetoelectric effect

This section and section 6.5 are devoted to question (A) posed in the beginning of this chapter. To make the thesis self-contained and fix notations, I briefly review and clarify the current state of the literature going beyond the introductory chapter 2.

6.1.1 The QHE on the surface of 3D topological insulators

The appearance of the single Dirac fermion on the 3D TI surface crucially relies on TR symmetry. Therefore, two questions arise concerning the realization of the single Dirac fermion QHE on the 3D TI surface.

a) Up to which magnetic field strength do surface states exist?

b) If surface states are present, does the half-integer quantization of $g_{xy}$ immediately follow?

Regarding question a), recall that a 3D TI is characterized by the inverted structure of the energy bands which can be captured [4] by the momentum-dependent mass term $M(p)$ entering Eq. (2.54) on p. 41 (effective 3D Dirac-like bulk Hamiltonian)

$$M(p) = M_\infty - B_1 p_z^2 - B_2 p^2.$$  \hspace{1cm} (6.2)

In the bulk of the TI, all parameters $M_\infty$, $B_1$ and $B_2$ are positive.

As explained in Sec. 2.2.3, the 2D interface (which is assumed for concreteness to occupy the $z = 0$ plane) between a 3D TI and a topologically trivial insulator (e.g. vacuum) can be modeled by a spatially dependent Dirac mass $M = M(z)$ which interpolates between positive (topological phase) and negative (trivial phase) values changing its sign at $z = 0$. As a consequence of the band inversion in the topological insulator the interface supports massless Dirac fermions in the vicinity of $p = 0$ [14, 15].

The magnetic field $\mathbf{B} = (0, 0, B)$ applied to the interface can not destroy the surface states provided the bulk gap $M_\infty$ is sufficiently large. More precisely, for

$$M_\infty > B_2/l_B^2,$$  \hspace{1cm} (6.3)

the massless surface excitations give rise to zero energy Landau level (LL) localized at the interface $M(z) - B_2/l_B^2 = 0$. Recall that $l_B$ denotes the magnetic length. In the exemplary case of Bi$_2$Se$_3$, the estimated value of parameters is [4] $B_2/l_B^2 \sim 0.6meV \times B[T]$, while $M_\infty \sim 0.3eV$.

In the rest of the chapter (and consistently with the previous works) the term “local breaking of TR symmetry on the 3D TI surface” will be used if the magnetic field does not destroy the surface states. As was just explained, this does not necessarily require spatially inhomogeneous magnetic field configurations.

Now I would like to turn to question b). To avoid confusion, it is worth to stress that the physics of the half-integer QHE, which is discussed in this chapter, can be described in a single particle picture and has no direct relation to the physics of the fractional QHE (in the sense of Størmer’s and Tsui’s discovery [271]) which is a many-body phenomenon.

The half-integer QHE is expected as soon as surface states are present. It does not rely on a precise dispersion but rather on the low-energy spin-texture and on the fact that there is an odd number of Dirac fermions on the surface. As already remarked in the second chapter of this thesis the half-integer QHE is a manifestation of fermion-number fractionalization in the sense of Jackiw and Rebbi [124, 272].
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In Sec. 2.2.3, I reviewed that 3D TI surface states are topologically protected fermionic zero modes associated with a spatial kink in a background bosonic field (the mass “field” in the present context). The general statement, according to which the fermion number in the presence of a bosonic kink is shifted by one half as compared to the situation without a kink was explicitly demonstrated in the mentioned section, too. Specifically, if the zero mode is filled (empty), the fermion number is 1/2 (−1/2). In the presence of the magnetic field, the zero-energy state has additional LL degeneracy $BA\Phi_0$, where $A$ is the area penetrated by the flux and $\Phi_0 = \hbar/e$ is the flux quantum. Consequently, the fermion density at chemical potential $\mu = 0$ is $n = N/A = B/\Phi_0$. The very same result was independently obtained by the direct, point-split regularized quantum mechanical calculation valid for the clean case (Sec. 2.5.3). In view of the relationship $\sigma_{xy} = e\partial n / \partial B$ between fermion density and the quantum part of the transverse conductivity [127], this unveils the fundamental topological reason for the half-integer QHE. The result of this argument remains unchanged even in the presence of finite but small Zeeman energy $E_Z \ll M_\infty$ (gapped 3D TI surface states).

6.1.2 Can one measure a half-integer $g_{xy}$ in a transport experiment?

In the previous Chap. 5, I already noted that typical transport experiments are carried out on 3D TI films, which have two major surfaces (called “top” and “bottom” here) with a single valley Dirac fermion each. In most experimental situations, contacts are attached at or near the side walls of the slabs, and thus both major surfaces are probed simultaneously. Therefore, quantum Hall data [42] of 3D TIs displays the odd-integer series described by Eq. (6.1) for $g_D = 2$.

One could expect that it is sufficient to attach all measuring contacts on a single surface of the 3D TI slab to measure the QHE of a single Dirac fermion [258]. If the contacts are sufficiently far away from the sample boundaries, one might then hope to measure a half-integer Hall response. To be specific, assume that a bias voltage is applied between two electrodes attached to a TI surface, as depicted in Fig. 6.1. One measures the Hall current passing through an amperemeter connecting two perpendicular probing contacts and hopes to extract a half-integer $\sigma_{xy}^{\text{top}}$ from $I_{\text{Hall}} / V_{\text{bias}}$. However, this attempt will fail. Indeed, recall that the defining characteristic of a TI surface in the QH state is a half-integer quantized Hall conductivity and zero longitudinal conductivity. In order to find the total current between the current probes one should take into account not only the current flowing in the part of the TI surface between the contacts but also the current distribution in the rest of the surface. The total current can be found by integrating the transverse current density $\int d\mathbf{I} \times \mathbf{j}$ along a contour shown by dashed line in Fig. 6.1. This integral is, however, proportional to $\int d\mathbf{I} \cdot \mathbf{E}$ and is equal to zero, since the surface is terminated by a metallic edge which represents an equipotential line. Thus, such an experiment would yield $I_{\text{Hall}} = 0$.

The above discussion assumed applying bias voltage and measuring current. One can equally analyze the reverse situation when a current is injected and the Hall voltage is probed. To this end, two metallic contacts are supposed to be attached in the central region of the TI surface. They serve as source and drain for the current. However, as in the $\sigma_{xx} = 0$ limit current always flows along equipotential lines, it is actually not possible to inject current in the middle of a QH system. Instead, “edge states” circulating around the contact will be formed. Therefore, this measurement will yield a null result as well.

In conclusion, an attempt to measure a half-integer $g_{xy}$ in a transport experiment fails. The reason for this is as follows. To measure directly a half-integer $g_{xy}$, one should explore local characteristics of a single TI surface. Transport experiments, where contacts are applied close to the sample’s edge, do not satisfy this requirement. In contrast, transport experiments where all contacts are on a single surface and far from the boundary yield null results.
The case of transport experiments in non-ideal situations ($\sigma_{xx} \neq 0$) and with a more complex arrangement of contacts will be an interesting task for future investigation.

One can, however, devise an alternative approach by measuring an electromagnetic response of the system to a local perturbation. As discussed below, this kind of measurement does probe local properties of the system and, therefore, is able to yield directly a half-integer Hall conductivity.

### 6.1.3 Topological magnetoelectric effect

One major aim of the introductory chapter 2 was to point out various different theoretical approaches to topological phases of matter. Notably, Sec. 2.4.3 was dedicated to the description by means of TFT of electromagnetic gauge potentials. The exemplary case of TR invariant 3D TI was discussed, its electrodynamic bulk theory was shown [156] to contain the theta term (see also Eq. (2.50)):

$$S_\vartheta = \frac{\vartheta}{2\pi} \frac{\alpha}{4\pi} \int d^3x dt \epsilon_{\mu\nu\rho\tau} \partial_\mu \left( A_\nu \partial_\rho A_\tau \right), \quad (6.4)$$

where the theta angle takes the value $\vartheta = \pi \mod (2\pi)$ in the bulk of a TI.

In the presence of a boundary, the naive termination of Eq. (6.4) would lead to the surface CS theory represented by

$$S_{CS} = \frac{\vartheta}{2\pi} \frac{\alpha}{4\pi} \int d^2x dt \epsilon^{\nu\rho\sigma} A_\nu \partial_\rho A_\tau. \quad (6.5)$$

In this chapter Greek indices are reserved for space-time coordinates and Latin indices for space coordinates. For definiteness, here a 3D TI in the half space $z < 0$ is considered. The value $\vartheta = \pi \mod (2\pi)$ corresponds to the surface Hall conductivity $\sigma_{xy} = \frac{1}{2} (\text{mod } 1)\frac{e^2}{h}$, with uncertainty in an integer multiple of $e^2/h$. Here, the following questions arise. First, the Hall conductivity is a measurable quantity and should be defined unambiguously. Second, any non-zero Hall conductivity is in conflict with TR invariance of the system.

In a number of recent works [139, 154, 160, 162] it was shown that the CS term is in fact absent on the surface of a TR invariant 3D TI unless the TR symmetry is explicitly broken on the surface. One
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A particular example [154] is provided by the U(1) gauged NLσM of diffusive Dirac fermions introduced in Sec. 5.3.7. Closely related to the possible presence of the CS term is the question of parity anomaly [133-136] which will be discussed in Sec. 6.3.1.

While the electromagnetic theory describing a surface of a TR invariant 3D TI does not contain a CS term, an elegant topological magnetoelectric effect (TME) description is recovered once TR invariance is locally broken. It is worth to emphasize that TME response associated with the $E \cdot B$ term is a general property of QH systems. The special feature of 3D TI surfaces (with locally broken TR invariance) is in a half-integer value of the associated Hall conductance.

The most prominent physical manifestations of TME include topological Faraday and Kerr rotations [157, 273, 274] and the image magnetic monopole effect [274-277] (see also Sec. 6.5). In this thesis the focus is on the latter. The essence of the effect is that an electric charge $Q$ placed above a QH system (posed in the plane $z = 0$) induces an inhomogeneous magnetic field configuration which can be described by a mirror magnetic monopole.

Continuity conditions for electromagnetic fields

To obtain the electromagnetic field developed in the system in response to the charge $Q$ consider the electric and magnetic field strengths $E_a$ and $H_a$ together with electric and magnetic inductions $D_a$ and $B_a$. The index $a = 1$ ($a = 2$) refers to the half-space $z > 0$ ($z < 0$) separated by the QH system. They satisfy the standard boundary conditions at the $z = 0$ plane

$$
(D_1 - D_2)_z = 4\pi J_0, \quad \epsilon_{ij} (E_2 - E_1)_j = 0, \quad \epsilon_{ij} (H_2 - H_1)_j = 4\pi J_i. \tag{6.6}
$$

In these equations, $J_0$ and $J$ in Eq. (6.6) represent the charge density $\rho = J_0 \delta(z)$ and current density $J^{(3D)} = J \delta(z)$ in the QH system.

The image magnetic monopole effect can be understood from two equivalent perspectives. One approach (which shall be called the "orthodox" theory) utilizes the linear response theory [256] of the QH state, while the other views the QH plane as a domain wall of $E \cdot B$ term. Both approaches are reviewed below.

Orthodox description of TME: surface currents.

In the "orthodox" approach the inductions $D_a$ and $B_a$ are related to $E_a$ and $H_a$ via the permittivity $\epsilon_a$ and permeability $\mu_a$ of the media surrounding the QH plane in half-spaces $a = 1, 2$

$$
D_a^{\text{orth.}} = \epsilon_a E_a, \quad H_a^{\text{orth.}} = \frac{B_a}{\mu_a}. \tag{6.7}
$$

Here the superscript $^{\text{orth.}}$ refers to the orthodox treatment.

On the other hand the linear response theory of the QH state gives

$$
J_0 = \sigma_{xy} B_z, \tag{6.8a}
$$
$$
J_i = \sigma_{xy} \epsilon_{ij} E_j. \tag{6.8b}
$$

Since $B_z$ and $E_j$ are continuous, it does not matter whether the terms proportional to $\sigma_{xy}$ are associated to fields stemming from region $z > 0$ or $z < 0$.

\[^3\]For simplicity isotropy is assumed.
The non-trivial continuity conditions can now be presented as follows

\[
D_{1}^{\text{orth.}} - \left( D_{2}^{\text{orth.}} + 4\pi \sigma_{xy} \mathbf{B} \right) = 0, \quad (6.9a)
\]
\[
\epsilon_{ij} \left( H_{2}^{\text{orth.}} - 4\pi \sigma_{xy} \mathbf{E} - H_{1}^{\text{orth.}} \right) = 0. \quad (6.9b)
\]

As will be explained in the following, these conditions imply an image monopole effect. The strength of the image charge is controlled by the Hall conductivity of the QH system.

**The E · B term recovered.**

Instead of considering currents \( J_{\mu} \), the QH system can be described by a CS term [see Eq. (2.49) on p. 38] with prefactor \( \vartheta \alpha / (2\pi)^{2} = \sigma_{yx} \) or, again, as a domain wall [275] of \( \mathbf{E} \cdot \mathbf{B} \) terms with theta angles sufficing \( \vartheta_{2} - \vartheta_{1} = \vartheta \) accounting for the interface currents. In the bulk regions \( a = 1, 2 \) this implies the following constituent relations [274, 276]

\[
D_{a} = \epsilon_{a} \mathbf{E}_{a} - \frac{\vartheta_{a}}{2\pi} 2\alpha \mathbf{B}_{a}, \quad H_{a} = \frac{\mathbf{B}_{a}}{\mu_{a}} + \frac{\vartheta_{a}}{2\pi} 2\alpha \mathbf{E}_{a}, \quad (6.10)
\]

leading to the same continuity conditions as Eqs. (6.9).

As was first discovered in the eighties [275], these continuity conditions imply the mirror magnetic monopole effect. Assuming for simplicity \( \epsilon_{1} = \epsilon_{2} \) and \( \mu_{1} = \mu_{2} \), one finds the magnetic (\( g \)) and electric (\( q \)) mirror charges

\[
g = Q \left( \frac{\vartheta_{a}}{2\pi} \right)^{2}, \quad q = -Q \left( \frac{\vartheta_{a}}{2\pi} \right)^{2}. \quad (6.11)
\]

Physically, the inhomogeneous magnetic field is created by the non-uniform, circular QH currents [276] emerging in response to the radial electric field in the QH system. This \( \mathbf{B} \)-field induces locally varying charge density [see Eq. (6.8a)] which again leads to a radial electric field. Summing up the corresponding geometric series one finds both \( g \) (starting from linear order in \( \vartheta \)) and \( q \) (starting from quadratic order in \( \vartheta \)).

Contrary to transport experiments (see Sec. 6.1.2), the image charge experiment does probe directly the local value of \( g_{xy} \). Therefore, the image magnetic monopole can be used to measure a half-integer \( g_{xy} \), as was first proposed in Ref. [276]. Clearly, the monopole character of the magnetic field persists only in the 2D “bulk” of the QH system, in finite systems the magnetic field lines always close [276, 278]. In Sec. 6.5 the image monopole effect will be revisited: there a generalization to the problem of a double layer QH system, e.g. a thin 3D TI slab will be presented. Additionally, an alternative experiment which is based on the image electric charge \( q(\sigma_{xy}) \) is discussed.

### 6.2 Laughlin argument

This section is devoted to question (B) posed in the beginning of this chapter: Is the half-integer Hall conductance of a single Dirac fermion compatible with Laughlin’s flux-insertion argument [119, 270], according to which the integer QH conductance is a direct consequence of gauge invariance?
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Figure 6.2: Since the surface of a 3D TI is itself boundaryless, the modified setup for the flux insertion argument involves a torus of 3D TI surface states. (Here, \(\vec{j}\) is shown for the exemplary case of \(\sigma_{xy}^{\text{top}} > 0\).)

6.2.1 Phenomenology

In its conventional form [270], the argument assumes a QH film in an annular geometry and a time dependent flux threading the ring’s hole. However, as a consequence of Nielsen-Ninomiya theorem [269], a film of a single Dirac fermion cannot be realized in a condensed matter system. At best, one can have two spatially separated Dirac fermions or a single Dirac fermion on a closed surface as in a 3D TI slab. Therefore, it is inevitable to modify the setup of the gedanken experiment. The simplest and most direct modification is a doughnut shaped 3D TI [251, 255], see Fig. 6.2. The unavoidable change of the setup constitutes the crucial difference to the original argument.

The setup in Fig. 6.2 depicts the 3D TI in a QH state determined by \(\sigma_{xy}^{\text{top}}\) and \(\sigma_{xy}^{\text{bottom}}\). If \(\sigma_{xy}^{\text{top}} + \sigma_{xy}^{\text{bottom}} \neq 0\), chiral boundary modes appear at inner and outer perimeters of the slab annulus (blurred blue lines). Most naturally, this occurs if the QH state is created by an orbital magnetic field in \(z\)-direction. (The 3D TI surface Dirac fermions are not gapped on the side walls.)

In the process of the gedanken experiment the flux passing through the hole is slowly ramped up by one flux quantum in the period \(T\), e.g. \(\Phi(t) = \frac{2\pi t}{T} \frac{\Phi}{\Phi_0}\). An azimuthal electric field and corresponding electromotive force \(E = -\frac{d\Phi}{dt}\) are created inducing a radial current \(I = \sigma_{xy} E\). Over the period \(T\) an overall charge \(\Delta Q = (\sigma_{xy}^{\text{top}} + \sigma_{xy}^{\text{bottom}}) \frac{e}{2}\) is transferred between the two perimeters.

The 2D gauge potential associated to the flux piercing the hole is \(A_i = \frac{\Phi(t)}{2\pi} \partial_i \phi\) (\(\phi\) is the azimuthal angle in 2D polar coordinates). At \(t = T\) this is a pure gauge and can be removed by a (large) gauge transformation.\(^5\) Thus, the electronic states at \(t = 0\) and at \(t = T\) are actually the states of the same system (with \(\Phi = 0\)) and the charge \(\Delta Q\) is the charge of its edge excitation. In a non-interacting system, all states have integer charge and thus \(\Delta Q = \text{integer} \times e\). As a consequence, \((\sigma_{xy}^{\text{top}} + \sigma_{xy}^{\text{bottom}})\) is restricted to integer multiples of \(e^2/h\), in full accordance with the half-integer QHE on a 3D TI surface.

\(^4\)Due to opposite orientation, the major two 3D TI surfaces are in the same QH state if \(\sigma_{xy}^{\text{top}} = -\sigma_{xy}^{\text{bottom}}\).

\(^5\)The role of large gauge transformations will also be discussed below, in the context of the parity anomaly, Sec. 6.3.1.
6 Half-integer quantum Hall effect

Figure 6.3: Cross-section in a plane perpendicular to the azimuthal unit vector for the 3D TI torus depicted in Fig. 6.2. Here, \( r = \sqrt{x^2 + y^2} \) is the 2D radial coordinate. For the discussion of length scales and boundary conditions, see main text.

6.2.2 Edge states, spectral flow, and microscopics

In the previous Sec. 6.2.1 the gedanken experiment associated to adiabatic flux insertion was analyzed from the macroscopic point of view. The reasoning lead to the conclusion that the sum \( (g_{\text{top}}^{xy} + g_{\text{bottom}}^{xy}) \) is quantized to integer values. Now I would like to turn to refinements, by means of which it is possible to understand half-integer quantization of \( g_{\text{top}}^{xy} \) and \( g_{\text{bottom}}^{xy} \).

To this end, it is necessary to specify the actual nature of the edge states (blurred blue regions in Fig. 6.2), between which the charge \( \Delta Q \) is transferred. Recall that, due to the Klein tunneling phenomenon, Dirac electrons cannot be confined by application of scalar potential. A physical way to model a finite 3D TI slab is shown schematically in Fig. 6.3: In the vicinity of the perimeters of the torus \( (r \approx R_{i,e}) \), the 3D TI slab gradually becomes thinner and top and bottom surfaces are strongly hybridized in the region \( |r - R_{i,e}| \ll l_t \). This motivates the following Hamiltonian (a 4×4 matrix in the space of top/bottom and (pseudo-)spin space)

\[
H = H_0^{tot} + H_{\text{dis}}^{tot},
\]

with

\[
H_0^{tot} = \begin{pmatrix}
H_0^{top} & T(r) \\
T(r)^\dagger & H_0^{bottom}
\end{pmatrix}.
\]

In the 2D “bulk”, well defined gapless surface states with negligible penetration depth \( a \ll d \) (\( d \) is the slab thickness) are assumed. Thus, the intersurface hopping falls off exponentially. In contrast, at the boundary \( T(r) \) is expected to be the dominant energy scale, which is of the order of the bulk band gap \( M_\infty \):

\[
T(r) \sim M_\infty e^{-\frac{|r - R_{i,e}|}{l_t}}.
\]

Microscopically, the tunneling matrix element \( T(r) \) can be determined integrating out the side-wall states of the 3D TI. Here a real, scalar \( T(r) \propto 1_\sigma \) is assumed for simplicity. The discussion of the more general case can be found below, it will turn out that the matrix structure of \( T(r) \) is not essential for the conclusions of the present analysis.

Following Halperin [270], the disorder \( H_{\text{dis}}^{tot} \), represented by green, blurry dots in Fig. 6.3) is assumed to be confined to the inner part of the sample \( R'_i < r < R'_e \). As in all other parts of this thesis, the disorder potential is assumed to be uncorrelated between the surfaces (\( \xi \ll d \)). Qualitatively, all results of this chapter are independent of this assumption, in particular it is completely immaterial for the modified Halperin argument discussed in the present section.

The clean Hamiltonian is determined by Eq. (2.22) on p. 28

\[
H_0^{top} = -H_0^{bottom} = H_0 = v_0(\Pi_x\sigma_y - \Pi_y\sigma_x).
\]
For definiteness, the magnetic field $B = \epsilon_{ij} \partial_i A_j > 0$ is assumed to point in positive $z$ direction. The eigenstates [125, 279], i.e. the LL-states of the Dirac Hamiltonian, were reported in Tab. 2.2 on p. 42 and are denoted by $|n,k\rangle_D$ ($n$ labels the energy level $E_n$ and $k$ accounts for the LL degeneracy). For simplicity, I here focus on the massless case, thus $E_n = \text{sgn}(n) \sqrt{|n|} \Omega_c$ for $n \neq 0$ and $E_0 = 0$, $\Omega_c$ is the (quantum) cyclotron frequency. In view of the cylindrical symmetry of the problem it will be convenient to chose symmetric gauge in this section. The quantum number $k$ thus determines the radius $r_k$ around which the LL wave functions are peaked [270, 280].

The length scale $l_t$ of hybridization at the edges is assumed to fulfill

$$l_B \ll l_t \ll (R_{i,e} - R_{i,e}).$$

(6.16)

The mixing of LLs can be neglected to lowest order in the small parameter $l_B/l_t$. Consequently, the Hamiltonian $H_{0}^{\text{tot}}$ in Eq. (6.13) is approximated by its diagonal (in LL space) blocks

$$H_{0,n}^{\text{tot}} = \begin{pmatrix} E_n & T(r) \\ T(r) & -E_n \end{pmatrix}.$$  

(6.17)

Each individual Hamiltonian $H_{0,n}^{\text{tot}}$ acts in the LL specific surface space spanned by $\left((n,k)_{D}, 0\right)^T$ and $\left(0, |n,k\rangle_D\right)^T$.

The Hamiltonian $H_{0,n}^{\text{tot}}$ has eigenstates

$$|n,k,\pm\rangle = \frac{1}{\sqrt{2E_{n,\pm}(E_{n,\pm} + E_n)}} \begin{pmatrix} (E_n + \epsilon_{n,\pm}) |n,k\rangle_D \\ T(r) |n,k\rangle_D \end{pmatrix},$$

(6.18)

with energies $\epsilon_{n,\pm} = \pm \sqrt{E_n^2 + T(r)^2}$.

Far away from the edge ($|r - R_{i,e}| \gg l_t$), $|n,k,+\rangle$ is a state living almost solely on top (bottom) surface if $E_n > 0$ ($E_n < 0$), while $|n,k,-\rangle$ has its weight on the opposite (bottom (top)) surface. It is a crucial observation, that in contrast to the $n \neq 0$ case, the zeroth LL wave functions $|0,k,\pm\rangle$ are symmetric and antisymmetric combinations of top and bottom states without any $r$-dependent envelop. [Note that $T(r)$ drops out of Eq. (6.18) for $n = 0$].

Figure 6.4, left, gives a schematic representation of the LL bending around the inner perimeter of the sample $r = R_i$. In the 2D “bulk” region $l_t + R_i \ll r$ states with $n \neq 0$ live on top (solid lines) or bottom surface (dashed lines). They become hybridized (fat lines) close to the boundary. In contrast, states of the zeroth LL always mix top and bottom surface.

In addition to the LL structure, the chemical potential $\mu$ is shown in Fig. 6.4. The intersections of the bended LLs with the chemical potential define the edge states. For the case of Fig. 6.4, left, there are three of them: two originating from the filled first LL of the two surfaces and another from the surface-symmetrized combination of the zeroth LL. As shall be shortly explained, this arrangement of chemical potential and LLs corresponds to $\sigma_{xy}^{\text{top}} = \sigma_{xy}^{\text{bottom}} = 3e^2/2h$.

When the flux threading the hole is increased by one flux quantum, the LL states contract and states right above (below) the chemical potential get filled (emptied) at the internal (external) perimeter (“spectral flow”) [270]. In the present case (Fig. 6.4, left) the states $|1,k_s,\pm\rangle$ and $|0,k_s,\pm\rangle$ (with $r_{k_s} \approx R_i$) were filled. Similarly, the states $|1,k_s,\pm\rangle$ and $|0,k_r,\rangle$ were emptied at the outer edge. As a consequence of energy conservation it follows that during the process of flux insertion, two electrons with energy $E = \Omega_c$ are injected into (ejected from) the disordered region of the top surface at $r = R_c'$.
Figure 6.4: Schematic representation of the spectrum at the inner boundary. Left (Right): the case when the predominant tunneling matrix element is a scalar $T(r) \propto 1 \sigma$ (is mixing LLs of the same energy and thus $T(r) \propto \sigma_z$). To illustrate the generality of the argument, the chemical potentials are located at different positions in the two figures.

(\(r = R'_i\)). In addition, a third electron with $E = 0$ enters (exits) the disordered region in a symmetric superposition of top- and bottom states at the same radial positions. By consequence, the associated current is driven through the upper and lower surface with equal weight.5 Altogether, it follows that $\sigma_{xy}^{\text{top}} = \sigma_{xy}^{\text{bottom}} = \frac{3e^2}{2h}$.

The above analysis can be straightforwardly extended to a generic situation with the chemical potential $\mu$ located in the mobility gaps of the two surfaces. In particular one finds half-integer values $\sigma_{xy}^{\text{top}} = (n + 1/2)e^2/h$ for $\mu$ located between the $n$-th and the $(n + 1)$-th bulk delocalized state of the top surface and an analogous expression for the bottom surface.

Finally, I would like to relax the assumption of real, scalar $T(r)$. As announced, the introduction of a general matrix-valued $T(r)$ can not alter the conclusion of this section even if it may drastically change the spectrum of the Hamiltonian close to the boundary.

For concreteness, consider $T(r) = T_z(r)\sigma_z$ with $T_z(r) \in \mathbb{R}$. This is a physically particularly important situation since it corresponds to hybridization of top and bottom LLs with the same energy. The spectrum is $E_n \pm |T_z(r)|$ and is depicted in Fig. 6.4, right. In contrast to the case of scalar $T(r)$, each LL now splits, implying, in particular, an infinite number of counterpropagating edge states. However, only a finite number of them is topologically protected, while all others (represented by dashed and dotted curves in Fig. 6.4, right) pairwise localize. Following the same reasoning as exposed above, it again follows that the half-integer quantization of $g_{xy}$ originates from the zeroth LL.

Eventually, a general complex tunneling matrix $T(r)$ can be brought to the form $T(r) = T_0(r) + T_z(r)\sigma_z$ (with $T_0, T_z \in \mathbb{R}$) by a slow biunitary transformation. Thus, the asymptotic behavior at the boundary always falls into one of the two cases displayed in Fig. 6.4.8

---

6A similar argumentation for clean 3D TIs can be found in Refs. [251, 255].
7The labelling of delocalized states is adiabatically connected to the labelling of LLs. In particular, the zeroth delocalized state resides per definition at zero energy. The order of all other delocalized states on the top-surface is prescribed by the associated energies.
8The case $(T_0(r) - T_z(r)) \sim 0$ as $r \to R_{t,s}$ is pathologic. It does not correspond to suitable boundary conditions since in this case the zeroth LL states are not confined inside the sample.
6.3 Field theory of localization

This section is devoted to the field theory describing the localization physics in the half-integer QH state. It is worth repeating that the QHE crucially depends on the presence of disorder. Specifically, it is the disorder-induced localization that provides mobility gaps with a finite DOS in the bulk of a 2D system, which in turn leads to plateaux with quantized values of $\sigma_{xy}$ as a function of carrier density. Thus, the analysis of half-integer QHE should contain a discussion of Anderson localization as one of key ingredients.

On the basic level the 3D TI surface fermions are described by the Euclidean field theory

$$Z = \int D[\bar{\psi}, \psi] e^{-S[\bar{\psi}, \psi]}$$

with the Matsubara action

$$S[\bar{\psi}, \psi] = \int_{\tau, x} \bar{\psi} (D_\tau + H_0 + V(x) - \mu) \psi + S_{\text{int}}.$$  \hspace{1cm} (6.19)

For energetic reasons, it is assumed that all quantum fields approach their vacuum configuration at infinity, thus the physical space is compactified. In consequence, the base manifold of the field theory is $(\mathbb{R}^2 \cup \{\infty\}) \times S^1$. The clean, free Hamiltonian $H_0$ was introduced in Eq. (2.22) on p. 28. The long derivatives $H_i = -i\partial_i - e(A_i + A_0)$ include both the vector potential $A_i$ responsible for the quantizing magnetic field $B$ and a source field $A_0$ accounting for the measurement contacts. The long Matsubara derivative is $D_\tau = \partial_\tau - ie\Phi$; $V(x)$ and $\mu$ represent Gaussian $\delta$-correlated disorder potential and chemical potential respectively. The fermionic fields $\bar{\psi}(x, \tau) = (\bar{\psi}^\uparrow, \bar{\psi}^\downarrow)$ and $\psi(x, \tau) = (\psi^\uparrow, \psi^\downarrow)^T$ describe the spinful ($\uparrow, \downarrow$) surface excitations. Electron-electron interactions ($S_{\text{int}}$) can also be included in this treatment (see Refs. [106, 154]). They can be strong ($\alpha_{TI} = e^2/\epsilon hv_0 \sim 1$), with the only condition that they do not induce any SSB.

The aim in this section is to determine the effective low-energy theory of gauge potentials $A_\mu = (\Phi, A_i)$ in the 2D “bulk” of the general interacting, disordered system without resorting to QH edge states. I briefly outline the strategy that will be employed. First, note that there are two relevant energy scales in this problem: the elastic scattering rate $1/\tau$ and the (inelastic) phase breaking rate $1/\tau_\phi(T)$. At low temperatures, these scales form the hierarchy

$$\frac{1}{\tau_\phi(T)} \ll \frac{1}{\tau}. \hspace{1cm} (6.21)$$

Consequently, to get the desired theory of for the gauge field, matter fields will be integrated out in a stepwise fashion: Since electrons with LL quantum numbers $n, k$ are good excitations only above $1/\tau$, they are integrated out first. The resulting theory then involves gauge fields and diffusive soft modes (diffusive sigma model). To account for the interaction of the diffusive modes (i.e. for quantum interference effects), at energies lower than $1/\tau$ an RG approach is employed. The RG flow stops at the energy scale $1/\tau_\phi(T)$ where the phase breaking destroys quantum interference. The remaining modes of the matter field can then be integrated out in the saddle-point approximation resulting in the effective low-energy theory of the gauge potential, which was discussed on phenomenological grounds in Sec. 6.1.

6.3.1 Parity anomaly

First, I will return to the concept of parity anomaly which I reviewed in the introductory section 2.3.3. Specifically, the importance of the “intrinsic parity anomaly” for TI surface states is under scrutiny.
here. Recall, that for the present problem of QED$_3$ on a space-time manifold $(x, \tau) \in S^2 \times S^1$ one has two options for field theoretic quantization: (i) One can choose a regularization scheme preserving parity, but then the partition function acquires a prefactor $(-)^k$ under large gauge transformations. (ii) Alternatively, one can employ a regularization scheme (e.g. Pauli-Villars) preserving gauge invariance, but implying an additional CS which breaks parity. For consistency, whenever $(-)^k \neq 1$ under some gauge transformation, the second option must be chosen. As explained previously, a common variant in this situation is to employ a regularization scheme as in (i) and to add the CS 3-form by hand to the fermionic action [135] when the latter contributes an additional factor of $(-)^k$ under large gauge transformations.

In this section, it will be shown that $(-)^k = 1$ always holds in the case of 3D TI surface states. As a consequence, in this context there is no reason for including an additional CS term which would violate the parity of the theory.

As explained in Sec. 2.3.3, the proof of assertion (i) relies on the fact that $k$ is determined by the analytical index of a four-dimensional Dirac operator ($k = \nu_+ - \nu_-)$. The four-dimensional Hamiltonian operates in an enlarged space-time containing in particular the “homotopy coordinate” needed to unwind the gauge potentials $eA_n(x, \tau) = -iU_n^{-1}U_n$ associated to large gauge transformations $U_n \in G$. For non-Abelian Gauge groups $G$, $k = n$ immediately follows ($n \in \mathbb{Z}$ determines the homotopy class of $U_n$).

Contrary, for the case of QED$_3$ [$G = U(1)$] on $S^2 \times S^1$ the topology is more complicated: as $\Pi_1(G) = \mathbb{Z}$, large gauge transformations act in the imaginary time sector. Further, topologically distinct instanton (monopole) configurations in the spatial $S^2 \simeq \mathbb{R}^2 \cup \{\infty\}$ sector (i.e. field configurations with different magnetic flux $\Phi$ through the $\mathbb{R}^2$ plane) have to be treated with care. Recall that the gauge potential, which explicitly enters the CS term, can not be defined on the whole manifold. Nevertheless, $k$ can still be associated with the topological index of extended gauge fields. Specifically, it turns out that $k = n\Phi/\Phi_0$, where $n$ is the winding in time direction [140]. In the presence of TR symmetry it follows that $\Phi = 0$ and thus $k = 0$.

More generally, one can consider the Dirac fermions on the entire surface wrapping the 3D TI sample.\footnote{As explained, any non-trivial $k$ is related to the AS index theorem in 4 dimensions. When the base manifold $M$ is not flat, as is the case for the 2D surface wrapping the 3D TI, the AS index theorem contains a contribution from a potentially non-trivial Dirac genus $\tilde{\Lambda}$, see Eq. (2.10) on p. 26. The latter reflects the properties of the base manifold and is constructed from Pontryagin indices of the curvature two-form. In the present case however $\tilde{\Lambda}$ is trivially unity: Any non-trivial contribution could only arise from the physical 2D surface. Since the Pontryagin indices are per definition an even function of the curvature 2-form the leading order is one and the next order is already a four-form. As a consequence, all of the topological findings obtained for the compactified plane $\mathbb{R}^2 \cup \{\infty\}$ can be applied to the actual, closed, curved 3D TI surface.} This field theory again lives on a manifold homotopical to $S^2 \times S^1$. Then, since there are no physical monopoles, the total flux through the spatial sector vanishes even in the case of broken time reversal symmetry and hence the topological insulator surface states do not exhibit intrinsic parity anomaly. In conclusion, additional CS terms never need to be included. Such terms will therefore not appear in the effective electromagnetic actions to be derived in the following sections.

Recently [139], similar topological arguments for 3D TIs avoiding the intrinsic parity anomaly were presented. While the topological peculiarities of $U(1)$ gauge theories were disregarded by the authors of this work, their argument in favor of the absence of parity anomaly in the theory of 3D TI surface states is in agreement with the conclusions presented here. Another line of argumentation with the same outcome is based on the concept of cancellation of anomalies [162].
6.3.2 Gauged NLσM of integer QHE

Before turning to Dirac fermions, it is worth to briefly review the field theoretic description of the conventional integer QHE. The U(1)-gauged NLσM [24, 106] describing the interaction of diffusive modes and the gauge potential has the action

\[ S = \frac{1}{8} \int_x \text{tr} \left[ g_{xx} D_i Q D_i Q + \epsilon_{ij} \frac{\theta}{2\pi} Q D_i Q D_j Q \right] + S_{\eta+\text{int.}+B^2}. \] (6.22)

Again, as in Chap. 5, the double cut-off regularization of Matsubara frequencies [106] is employed. The diffusive \( \left( 2N'_M \times N_R \right) \times \left( 2N'_M \times N_R \right) \) matrix fields \( Q(x) \) carry both Matsubara and replica indices and are typically represented as \( (Q)_{lm}^{\alpha\beta} = (U^{-1} \Lambda U)_{lm}^{\alpha\beta}. \) In consistence with other parts of this thesis, \( \alpha, \beta = 1, \ldots, N_R \) denote replicas and \( l, m \in \{-N'_M, \ldots, N'_M-1\} \) Matsubara indices. The unitary matrices \( U \) have non-trivial entries belonging to \( U \left( 2N_M \times N_R \right) \) in the central block \( l, m \in \{-N_M, \ldots, N_M-1\} \) and are unit matrices outside. Recall that the dimensionless conductances are denoted by \( g_{ij} = \sigma_{ij} h/e^2. \) The term \( S_{\eta+\text{int.}+B^2} \) is less important for the present discussion, it is mentioned for completeness only. It contains frequency and interaction contributions, as well as a term quadratic in magnetic field which renormalizes the permeability. The kinetic term (proportional to \( g_{xx} \)) and the theta term (proportional to \( \theta \)) contain long derivatives acting as

\[ D_i Q = \partial_i Q - ie \left[ A_i, Q \right]. \] (6.23)

Again, hatted objects are defined by \( \hat{a} = \sum_{m,\alpha} a_m^\alpha I_m^\alpha \) and the matrices \( \Lambda \) and \( I_m^\alpha \) were defined in Eq. (1.26) on p. 17. The limits \( N_M \to \infty, N'_M \to \infty \) as well as the final replica limit \( N_R \to 0 \) are implicitly assumed.

Differentiation of Eq. (6.22) with respect to the vector potential and evaluation of the functional integral in the saddle-point approximation leads to the identification of the NLσM coupling constants \( g_{xx} \) and \( \frac{\theta}{2\pi} \) with the bare longitudinal and transversal (Hall) conductivities of the QH system (in units of \( e^2/h \)) [106]. At the diffusive saddle point \( Q = \Lambda \) the theta term becomes the CS-term [106].

6.3.3 Gauged NLσM of half-integer QHE

Gauged NLσM of Dirac fermions at \( B = 0 \)

Now the attention is turned towards the localization physics of a single Dirac fermion. For the moment, it is assumed that TR symmetry is present on average (i.e., there is no net magnetic field) but broken locally by a random magnetic field or random Zeeman coupling. In this case, the gauged NLσM can be derived using the non-Abelian bosonization technique (see App. D.1.1)

\[ S = \frac{1}{8} \int_x \text{tr} \left[ g_{xx} D_i Q D_i Q + \epsilon_{ij} \frac{\theta}{2\pi} Q D_i Q D_j Q \right] + S_{\eta+\text{int.}}, \] (6.24)

where \( \theta = \pi \) (mod \( 2\pi \)). It is worth emphasizing that the derivatives in the theta term are not covariant derivatives. Yet, the action (6.24) is gauge invariant. Indeed, local U(1) transformations of fermionic fields translate into the following operation on NLσM matrices

\[ Q(x) \to e^{i\chi(x)} Q(x) e^{-i\chi(x)}. \] (6.25)
Figure 6.5: RG flow diagram for Dirac fermions, based on the scaling proposed by Khmelnitskii. As compared to the case of fermions with parabolic dispersion, the diagram is shifted by half a conductance quantum.

The theta term in Eq. (6.24), being quantized, is unchanged under smooth gauge transformations. Since the theta term does not include coupling to the electromagnetic field, the Hall conductance of the Dirac fermions is not related to $\theta$. Instead, $g_{xy} = 0$, which is exactly what one should expect in the absence of a net $B$ field.

Gauged NL$\sigma$M at $B \neq 0$

The gauged NL$\sigma$M describing both electromagnetic response and localization physics of a single Dirac fermion is

$$
S = \frac{1}{8} \int_x \text{tr} \left[ g_{xx} D_i Q D_i Q + \epsilon_{ij} \frac{\theta}{2\pi} Q \partial_i Q \partial_j Q + \epsilon_{ij} \frac{\vartheta}{2\pi} Q D_i Q D_j Q \right] + S_{\eta+int.+B^2}. \quad (6.26)
$$

The derivation of this action can be found in App. D.1.2. It is crucial to observe that only $\vartheta$ couples to electromagnetic gauge potentials. Thus, the transverse conductivity is determined by $\vartheta$ alone, while the localization physics is governed by the sum $\vartheta + \theta = \vartheta \pm \pi$. In the renormalization group flow this will lead to an overall shift of $g_{xy}$ by 1/2 in units of $e^2/h$.

The Matsubara NL$\sigma$M description of the QHE also allows for the inclusion of electron-electron interactions [281, 282]. The shift of the RG flow by half a conductance quantum equally applies to this interacting case.

6.3.4 RG analysis of the sigma model

RG flow and phase diagram

Up to the important shift of the theta angle, the action (6.26) corresponds to the standard Pruisken NL$\sigma$M for spinless fermions. Therefore, its renormalization [24, 283] is analogous to the conventional
6.3 Field theory of localization

The only modification is the connection between the theta angle and the Hall conductivity. This implies the following RG equations [281, 282, 284]

\[ \frac{dg_{xx}}{dy} = -A - \frac{B}{g_{xx}} - C g_{xx}^2 e^{-2\pi g_{xx}} \cos \left[ 2\pi \left( g_{xy} \pm \frac{1}{2} \right) \right], \quad (6.27a) \]

\[ \frac{dg_{xy}}{dy} = -C g_{xx}^2 e^{-2\pi g_{xx}} \sin \left[ 2\pi \left( g_{xy} \pm \frac{1}{2} \right) \right], \quad (6.27b) \]

As before, in these equations \( y = \ln \frac{L}{l} \), where \( L \) is the running scale and \( l \) the UV reference scale (mean free path). The equations are written with the two-loop perturbative accuracy and contain in addition the leading non-perturbative (instanton) contributions. The prefactors \( A, B, C \) entering these RG-equations are non-negative numerical constants. Below their values are listed both for the case of non-interacting electrons [284] and for the Coulomb interaction [282]:

\[
A = \begin{cases} 
0 & \text{No interaction} \\
\frac{2}{\pi} & \text{Coulomb interaction} 
\end{cases} \quad (6.28a)
\]

\[
B = \begin{cases} 
1/2\pi^2 & \text{No interaction} \\
\approx 0.66 & \text{Coulomb interaction} 
\end{cases} \quad (6.28b)
\]

\[
C = \begin{cases} 
4\pi \exp(-1) & \text{No interaction} \\
4\pi \exp(1 - 4\gamma) & \text{Coulomb interaction} 
\end{cases} \quad (6.28c)
\]

Here \( \gamma \approx 0.577 \) is the Euler-Mascheroni constant.

Equations (6.27) lead to the RG-flow diagram for the half-integer QHE of Dirac fermions [253, 285, 286], see Fig. 6.5 [287]. The attractive fixed points are now \( \left( g_{xx}^*, g_{xy}^* \right) = \left( 0, (\nu + 1/2) e^2/h \right) \) while the delocalized critical state (black dot) appears at integer valued \( g_{xy} \) [198, 288].

Starting values of the RG flow at the scale of the mean free path \( l \) are given by the Drude expression of the conductivity tensor which was derived in Secs. 3.1 and 3.2.

The \( g_{xy} = 0 \) transition.

Generally, the universality class of the Dirac QH transition coincides with the QH transition in parabolic 2DES [77, 282, 289, 290]. However, if in the absence of magnetic impurities the QH transition from \( \sigma_{xy} = -e^2/2h \) to \( \sigma_{xy} = +e^2/2h \) is driven by the variation of the magnetic field from negative to positive, then additional soft modes (Cooperons) will modify the physics at length scales smaller than the magnetic length. This changes the nature of the transition and is represented in Fig. 6.6, left, by the blue upward arrows at \( \sigma_{xy} \approx 0 \) for the case without electron-electron interactions. At small length scales the systems follows the RG of the symplectic symmetry class (weak anti-localization). In the one-loop approximation the interference corrections can be understood as a renormalization of the elastic scattering rate [291], and the RG equations take the form

\[ \frac{dg_{xx}}{dy} = \frac{1}{\pi}, \quad (6.29a) \]

\[ \frac{dg_{xy}}{dy} = \frac{2g_{xy}}{g_{xx}} \times \frac{dg_{xx}}{dy} = \frac{2}{\pi} \frac{g_{xy}}{g_{xx}}, \quad (6.29b) \]
Figure 6.6: RG flow diagram for non-interacting Dirac fermions for the case when the magnetic field is the only source of TR symmetry breaking (i.e., assuming no magnetic impurities and no Zeeman coupling). Left: The QH transition at $B = 0$ ($\sigma_{xy} = 0$) is qualitatively different from all others, see main text. The corresponding flow is depicted by black bold arrows. It follows the behavior of the symplectic class for $L < l_B$ and crosses over to the unitary class at $L \sim l_B$. Right: RG flow describing the $B = 0$ transition near the “supermetallic” fixed point $(1/g_{xx}^*, g_{xy}^*) = (0, 0)$, see Eqs. (6.31).

The crossover to the unitary class occurs when the running scale $L$ hits $l_B$, and for larger length scales the flow follows Eqs. (6.27). Integrating the symplectic RG equations up to $l_B$ leads to

$$g_{xy}(l_B) \sim \frac{1}{(k_Fl_B)^2(k_Fl + \ln l_B/l)^2} \ll 1. \tag{6.30}$$

Therefore, as long as the bare (Drude) value of the Hall conductivity is small, $g_{xy}^{(0)} \ll 1$, the renormalized value $g_{xy}(l_B)$ at the output of the symplectic stage of evolution remains small as well, and the system flows, in the infrared limit, into one of the lowest QH states $\sigma_{xy} = \pm e^2/2h$.

With the notation $t = 2/(\pi g_{xx})$ on can rewrite the RG equations (6.29) as follows:

$$\frac{dt}{dy} = -\frac{1}{2} t^2, \tag{6.31a}$$

$$\frac{dg_{xy}}{dy} = g_{xy} t. \tag{6.31b}$$

The RG flow dictated by Eqs. (6.31) is shown in Fig. 6.6, right.

### 6.4 Starting values of RG: Levitation scenario and phase diagram

The RG flow represented in Fig. 6.5 allows to study the phase diagram of the Dirac QHE \[292, 293\] and discuss the levitation of extended states taking place at low magnetic field (or, equivalently, strong impurity scattering) \[294\].
6.4 Starting values of RG: Levitation scenario and phase diagram

6.4.1 Phase Diagram

The phase diagram of the Dirac QHE can be built by equating the Drude value of transverse conductance (which determines the electromagnetic response of the system at length scale of the order of the mean free path and constitutes the initial conditions for the RG flow discussed in the previous section) to its values on the transition lines

\[
\frac{\rho^{(0)}_{xy}}{[\rho^{(0)}_{xx}]^2 + [\rho^{(0)}_{xy}]^2} = \sigma^{(0)}_{xy} = \frac{e^2}{h}, \quad n \in \mathbb{Z}.
\] (6.32)

Fig. 6.7, upper left (a), shows the resulting phase diagram of the system in terms of the Drude resistivities. The major quantitative difference to the situation of parabolic 2DES [292] is the absence of any usual insulating phase: the diagram is covered by QH states only. In addition, positions and radii of semicircular phase boundaries are modified.

6.4.2 Levitation of critical states

Next, one can aim to build the phase diagram of the Dirac QHE in terms of the magnetic field \(B\) and chemical potential \(\mu\) (which are the parameters controlled in experiment). In the context of the conventional, integer QHE, the phase diagram exhibits the levitation scenario [294], according to which the energy of all delocalized states floats up to infinity in the weak magnetic field limit (or equivalently: strong scattering limit).

In order to investigate similar effects for the Dirac QHE one needs to return to the Drude conductivity tensor as a function of magnetic field and chemical potential. The latter was studied in Sec. 3.1 for the case of negligible Zeeman energy and in Sec. 3.2 for the situation when Zeeman coupling is important and leads to the AHE. The Hall conductance is reported in Eqs. (3.4) and (3.29b) in the respective cases.

Furthermore, the energy dependence of the transport scattering rate plays an important role. For point like scatterers of strength \(V_0\), it can be estimated by Golden rule as

\[
\frac{1}{\tau_{tr}} \propto V_0^2 \nu(E) \propto \begin{cases} E & E \tau \gg 1 \\ \text{const.} & E \tau \ll 1 \end{cases}
\] (6.33)

while for Coulomb impurities on obtains

\[
\frac{1}{\tau_{tr}} \propto U^2_{scr}(p) \nu(E) \propto \begin{cases} \frac{1}{E \tau} & E \tau \gg 1 \\ \text{const.} & E \tau \ll 1 \end{cases}
\] (6.34)

Here, \(p = E/v_0\) is the electronic momentum. The RPA-screening of Coulomb interaction \(U^2_{scr}(p)\) was taken into account in Eq. (6.34), see Eq. (5.6) on p. 72.\(^{10}\)

Again, the phase diagram is obtained by equating the Drude transverse conductivity with the transition lines of the RG flow (i.e. integer \(g_{xy}\)).

First, I would like to concentrate on the simpler situation with negligible Zeeman energy. Furthermore, it will be assumed that the dominant source of disorder are Coulomb impurities and thus \(\tau_{tr} \propto \mu\)

\(^{10}\)If the Coulomb interaction is suppressed by a large dielectric constant, the behavior \(1/\tau_{tr} \propto 1/E^2\) is possible for \(E \tau \ll 1\).
Figure 6.7: Phase diagram of QH phases. Upper left (a): Phase diagram for the QHE of Dirac fermions in the plane of longitudinal and Hall resistivities. Right (b) and lower left (c): Phase diagram in the $B$-$\mu$ plane (“levitation scenario”). (c): The case of gapless Dirac fermions subjected to Coulomb impurities. (b): The case of massive Dirac fermions subjected to short range impurities. Here the fermionic mass, i.e. the Zeeman energy $E_Z < 0$, is assumed to be $B$-field independent. The floating up of delocalized states with odd (even) index is depicted by solid blue (red) curves. The dashed lines correspond to $\Omega^{\text{cl}}_{c,\tau_{tr}} = 1$. The insets magnify the region of weak magnetic fields. The asymmetry under $B \rightarrow -B$ (dotted blue/red curves) is a consequence of the AHE. Disorder strength is determined by $|\mu| \tau_{sj} = 100$. 
in the region of applicability of Eq. (3.4). Accordingly, the combination $\Omega^c_\tau \propto B$ is independent of $\mu$, and the energies of critical states are given by

$$\mu_{\text{deloc.}} = \pm \sqrt{\Omega^2_c |n| \left(1 + \frac{\left(\Omega^c_\tau\right)^2}{\left(\Omega^c_\tau\right)^2} + E^2_Z\right)} \text{, } n \in \mathbb{Z}. \quad (6.35)$$

For non-zero $n$, Eq. (6.35) describes the “floating up” or, equivalently, “levitation” of delocalized critical states separating QH phases. In the limit $\Omega^c_\tau \gg 1$ the usual LL spectrum of gapped Dirac fermions is recovered. (Recall, that this regime is accessible, since $\tau_q \ll \tau_\text{tr}$ for Coulomb impurities.) For $n = 0$ the solutions to be retained are $\mu_{\text{deloc.}} = -\text{sign}(B)E_Z$. This is a consequence of the AS index theorem, according to which the zeroth LL is fully spin-polarized. The definite spin polarization predicts the sign of the Zeeman energy and thus of the energy level. It is worth emphasizing that, according to this result, the zeroth LL is immune against strong scattering. As a result, in the limit of strong scattering, $\Omega^c_\tau \ll 1$, the phases with $\sigma_{xy} = \pm \hbar^2/2B$ extend all the way from $\mu = 0$ up to large values of $\mu$, see Figs. 6.7,(b) and (c). The robustness of the $\sigma_{xy} = \pm \hbar^2/2B$ state against disorder was indeed observed numerically [263, 295]. The above findings about the levitation of critical states in the absence of anomalous Hall effect are summarized in Fig. 6.7, lower left (c). In this plot it is assumed that $E_Z = 0$. Recall that for Coulomb impurities $\sqrt{\mu \tau_\text{tr}} \propto \mu$.

Eventually, I would like to return to the situation when Zeeman energy is important, $E_Z \gg 1/\tau_q$. For this case and under the assumption of short-ranged impurities the levitation scenario is plotted in Fig. 6.7, right (b). The most important difference as compared to the case without Zeeman term is the asymmetry under $B \rightarrow -B$ of the phase diagram (dotted curves). This is a consequence of the AHE.

6.5 Experimental realization

After having derived the effective electrodynamics theory via the two-step integration of matter fields, I return to the possibility of experimental observation of the half-integer Hall conductivity.

6.5.1 Typical experimental scales

In Table 6.1, typical energy scales of experimental setups are presented. In the exemplary 3D TI experiments the Zeeman contribution appears to be negligible [42, 48]. This observation is consistent with the calculated values of $|E_Z| = g\mu_BB$, see Tab. 6.1.

In this section the possible $B$-independent Zeeman energy due to exchange coupling and proximity to a ferromagnet is neglected.

6.5.2 Image magnetic monopole effect

Magnitude and decay of the effect

It is useful to estimate the typical magnetic field strength associated with the mirror monopole effect. The charge $Q_0 = Uz_0$ at distance $z_0$ of the QH system with “filling factor” $\nu$ is bound by the scale of the “magnetic breakdown” $|e|U \lesssim \Omega_c \left(\eta_{\nu+1}\sqrt{\nu + 1} - \eta_\nu\sqrt{\nu}\right)$. Using this condition and Eq. (6.11), the ratio of image magnetic field and quantizing external field can be estimated to be:

$$\frac{B_{\text{image}}}{B} \approx \frac{g}{|x + z_0e_x|} \lesssim \frac{\alpha \Omega_c}{z_0} \sim \frac{\nu_0 B}{c z_0}. \quad (6.36)$$
Table 6.1: Typical experimental energy scales of 3D TI in Kelvin [42, 296, 297]: The bulk band gap $M_\infty$, the cyclotron frequency $\Omega_c = \sqrt{2|e|Bv_0^2/\hbar}$, the Zeeman energy $|E_Z| = g\mu_B B$ and the inelastic scattering rate $\hbar/(\tau_{in}k_B)$. Note, that the velocity $v_0$ of 3D TI surface states happens to be the same in both materials, see Tabs. 5.1 and 5.2. The bulk g-factors [298, 299] entering $E_Z$ were typically determined outside the TI regime. The presented values of $E_Z$ correspond to the maximal Zeeman energy, with perfect alignment of pseudospin $\sigma$ and electron spin $s$ (cf. Sec. 5.1.3). Here, Zeeman energy due to exchange coupling is disregarded.

This ratio is of the order of $B_{\text{image}}/B \sim 10^{-7}$ for the typical magnetic field strength $B \sim 1T$ and the distance $z_0 \sim 1\mu m$.

While in an idealized system at the QH plateau the longitudinal conductivity $\sigma_{xx}$ is exactly zero, in a realistic situation it always takes a small but non-zero value due to a finite temperature. This allows a rearrangement of charges in the QH system, which leads to screening of the test charge and, as a result, destroys the driving force of ring currents and thus the image monopole effect. In Ref. [277] the decay rate of the image monopole effect after sudden appearance of a test charge was found to be

$$\frac{1}{\tau} = \frac{2\pi \sigma_{xx}}{z_0} = \frac{\alpha g_{xx}}{z_0} \sim 10^{12}s^{-1} \times g_{xx}. \quad (6.37)$$

The decay of the magnetic monopole effect enforces one to perform finite frequency measurements (or optical measurements, see below). Note, however, that already in the early days of the QH effect the longitudinal conductance on the QH plateau was demonstrated [16] to be $g_{xx} \lesssim 10^{-6}$. Thus, the decay of the monopole effect does not seem to constitute an insuperable difficulty.

**Topological Magnetoelectric effect beyond linear response**

In Sec. 3.3 the semiclassical vortex state calculation of current density was performed on the assumption of a smooth external potential. Here, I would like to repeat the result presented there [Eqs. (3.40) and (3.41) on p. 55]

$$J_\pm (x) = \frac{\pm ie}{2\pi} \partial_\pm V(x) \left[ \sum_{n>0} n_F(E_n + V(x)) + \sum_{n<0} n_F(E_n + V(x)) - 1 \right] + \frac{1}{2} \quad (6.38)$$

and apply it to the image monopole effect.

It is important to note that, in contrast to the usual linear response treatment, the results of the vortex state calculation are also valid in the case of a strong static electric field. In particular, they can be applied to study the magnetic image monopole effect in in the following situation:

- The voltage between test charge $Q$ and the QH system exceeds $\Omega_c/|e|$.
6.5 Experimental realization
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\( g_{xy} = g_{xy}^\infty + 1 \)
\( g_{xy} = g_{xy}^\infty \)
\[ \sum_{\text{disorder}} \]
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**Figure 6.8:** Schematics of the image monopole effect beyond linear response. LHS of “\( \hat{=} \):” The electric test charge \( Q \) (blue sphere) and the Coulomb impurities (blurry, green dots) create a puddle (orange) of QH liquid with Hall response \( g_{xy} = g_{xy}^\infty + 1 \) within a QH system (yellow, infinite plane) characterized by \( g_{xy} = g_{xy}^\infty \). RHS of “\( \hat{=} \):” The associated magnetic field configuration can be decomposed in infinite-sample-TME with \( g_{xy} = g_{xy}^\infty \) and finite-sample-TME with \( g_{xy} = 1 \).

- Disorder is semiclassical and can be modeled by a randomly distributed set of Coulomb impurities.

Then, a situation as depicted in Fig. 6.8 on the LHS of “\( \hat{=} \)” arises. The electric test charge \( Q \) and the smooth disorder potential influence the local (electro-)chemical potential and create a region of QH liquid with Hall response \( g_{xy} = g_{xy}^\infty + 1 \) within the larger, homogeneous QH system characterized by \( g_{xy} = g_{xy}^\infty \). In Eq. (6.38), this effect is manifested in the terms involving the Fermi-Dirac distribution \( n_F \).

To access the TME one next has to return to the “orthodox” description exposed in Sec. 6.1.3. For the sake of a clearer presentation, I restrict myself to the solution to first order in \( \alpha \). Then the electric field is fully determined by the test charge and the impurities. It can be written as a superposition

\[ \mathbf{E} = \mathbf{E}^{(Q)} + \sum_{\text{disorder}} \mathbf{E}^{(\text{disorder})}. \]  

(6.39)

The symbol \( \sum_{\text{disorder}} \) schematically denotes the sum over impurity positions and strengths. As a next step the current \( \mathbf{J} = \sigma_{xy}(x) \epsilon_{ij} \mathbf{E} \) as given in Eq. (6.38) is introduced as source field into Ampère’s law. There are two differences as compared to the situation discussed previously in Sec. 6.1.3

1. The electric field \( \mathbf{E} \) is determined by the superposition in Eq. (6.39). This corresponds to the factor \( \partial_\perp V \) in Eq. (6.38).

2. The Hall conductivity \( \sigma_{xy}(x) \) is a stepwise constant function. This corresponds to the terms in square brackets in Eq. (6.38).

I will first account for difference number 1. In view of the linearity of Maxwell’s equations one can look for a response magnetic field of the form

\[ \mathbf{B} = \mathbf{B}^{(Q)} + \sum_{\text{disorder}} \mathbf{B}^{(\text{disorder})}, \]  

(6.40)

\[ \text{Of course, a region with } g_{xy} = g_{xy}^\infty - 1 \text{ or a series of QH puddles within the } g_{xy}^\pm 1 \text{ regions are conceivable as well. For simplicity, here only the simplest situation is discussed.} \]
where the magnetic field created by test charge solves Ampère’s law

$$\nabla \times \mathbf{B}^{(Q)} = 4\pi \sigma_{xy}(x) \epsilon_{ij} \mathbf{E}^{(Q)} \delta(z)$$  \hspace{1cm} (6.41)$$

separately from the magnetic field created by each impurity. The latter is subjected to an analogous equation. In order to handle difference number 2, the Hall conductivity is written as

$$\sigma_{xy}(x) = \sigma_{xy}^{\infty} + \chi_{A} e^{2}/h.$$  \hspace{1cm} (6.42)$$

Here $\chi_{A}$ is a characteristic function, in the exemplary case represented by Fig. 6.8 it takes values $\chi_{A} = 1$ inside the interior QH puddle and zero outside. As a consequence, the response magnetic field can also be split into a part stemming from $\sigma_{xy}^{\infty}$ and a part stemming from the puddle leading to

$$\nabla \times \mathbf{B}^{(Q,\infty)} = 4\pi \sigma_{xy}^{\infty} \epsilon_{ij} \mathbf{E}^{(Q)} \delta(z),$$  \hspace{1cm} (6.43a)$$

$$\nabla \times \mathbf{B}^{(Q,A)} = 4\pi (e^{2}/h) \chi_{A} \epsilon_{ij} \mathbf{E}^{(Q)} \delta(z),$$  \hspace{1cm} (6.43b)$$

and analogously for impurity induced magnetic field contributions. Clearly, the contribution $\mathbf{B}^{(Q,A)}$ behaves analogously to the response magnetic field in a finite QH sample. Recall that in this situation all field lines close.

Schematically, the magnetic field configuration for the TME beyond linear response is depicted in Fig. 6.8, RHS of “=” . In the first line, the infinite sample TME field $\mathbf{B}^{(Q,\infty)} \propto \sigma_{xy}^{\infty}$ and the finite sample TME field $\mathbf{B}^{(Q,A)}$ evoked by the test charge are sketched. In the second line, analogous field configurations evoked by Coulomb impurities are shown. The superposition of all magnetic field lines yields the TME beyond linear response.

**Topological Magnetoelectric effect in thin 3D TI films**

In this section the image magnetic monopole effect for a double QH structure is considered. Thus, the setup corresponds to a double domain-wall of theta angles multiplying $\mathbf{E} \cdot \mathbf{B}$ terms. This problem is relevant for realistic 3D TI experiments: As was stated above, the electric test charge should be placed at macroscopic distance from the QH systems. On the other hand, typical 3D TI samples are only a few hundred Ångström thick. Thus, the test charge simultaneously probes both TI surfaces, a double QH structure.

A realistic experimental setup is shown in Fig. 6.9, where the electric test charge $Q_{0}$ (solid dot) is placed above a double QH structure at position $(0,0,z_{0})$. The upper QH system, in the plane $z = 0$, has Hall conductance $\sigma_{yx}^{\text{top}} = (\vartheta_{2} - \vartheta_{1}) e^{2}/2\pi h$, while the lower one is characterized by $\sigma_{yx}^{\text{bottom}} = (\vartheta_{3} - \vartheta_{2}) e^{2}/2\pi h$. In addition, in the three bulk regions denoted by $a = 1 \ (0 < z)$, $a = 2 \ (-d < z < 0)$ and $a = 3 \ (z < -d)$ localized charges might induce non-trivial electric permittivity $\epsilon_{a}$ and magnetic permeability $\mu_{a} = 1/\epsilon_{a} c^{2}$. locally.

Following Ref. [274], I will resort to the unified description in terms of the vector $(\mathbf{D}_{a}, 2\alpha \mathbf{B}_{a})^{T}$ which is connected to $\mathbf{E}_{a}$ and $\mathbf{H}_{a}$ via

$$\left( \begin{array}{c} \mathbf{D}_{a} \\ 2\alpha \mathbf{B}_{a} \end{array} \right) = \mathcal{M}_{a} \left( \begin{array}{c} 2\alpha \mathbf{E}_{a} \\ \mathbf{H}_{a} \end{array} \right)$$ \hspace{1cm} (6.44a)$$

with the matrix

$$\mathcal{M}_{a} = \frac{2\alpha}{c_{a}^{2} \epsilon_{a}} \left( \begin{array}{cc} \vartheta_{a}^{2} & \left( \frac{c_{a} \vartheta_{a}}{2\pi} \right)^{2} - \frac{\vartheta_{a}}{2\pi} \\ -\frac{\vartheta_{a}}{2\pi} & 1 \end{array} \right).$$ \hspace{1cm} (6.44b)$$
6.5 Experimental realization

Figure 6.9: Sketch of the setup discussed in the main text. An electric test charge (solid dot) is placed above a double QH structure (e.g. a thin 3D TI slab) and creates a series of magnetic and electric mirror charges (circles).

The electromagnetic field above the plane $z = 0$ can be expressed in terms of the two-component potential $\Phi_1 = \left(\Phi_{1,E}, 2\alpha \Phi_{1,M}\right)^T$,

$$\begin{pmatrix} D_1, 2\alpha B_1 \end{pmatrix}^T = -\nabla \Phi_1.$$  \hspace{0.5cm} (6.45)

To present the potential $\Phi_1$, it is convenient to perform the Fourier transformation with respect to coordinates in the plane, $(x, y) \rightarrow (q_x, q_y)$,

$$\Phi_1(x, y, z, z_0) = \int_0^\infty dq \frac{q}{2\pi} \Phi_1(q, z, z_0) J_0(q\rho).$$  \hspace{0.5cm} (6.46)

Here, $J_0(q\rho)$ is the zeroth Bessel function, $\rho = \sqrt{x^2 + y^2}$ is the modulus of the 2D component of the position vector, and $q = \sqrt{q_x^2 + q_y^2}$ is the norm of the 2D component of momentum. As shown in App. D.2, the Fourier transform of the two-component potential $\Phi_1$ is given by

$$\Phi_1(q, z, z_0) = 2\pi \frac{q}{2\pi} \begin{pmatrix} e^{-|z-z_0|q} + e^{-(z+z_0)qT_{eff}} \end{pmatrix} \begin{pmatrix} Q_0 \\ 0 \end{pmatrix}.\hspace{0.5cm} (6.47)$$

Here, the matrices

$$T_{eff} = \left(R_{32}^+ R_{21}^- e^{dq} + R_{32}^- R_{21}^+ e^{-dq}\right)^{-1} \times \left(R_{32}^+ R_{21}^- e^{dq} + R_{32}^- R_{21}^+ e^{-dq}\right)\hspace{0.5cm} (6.48)$$

and $R_{ab}^\pm = 1 \pm M_b M_a^{-1}$ were introduced. Each of the limits $d \rightarrow \infty$, $d \rightarrow 0$, $(\epsilon_2, \mu_2, \vartheta_2) = (\epsilon_3, \mu_3, \vartheta_3)$ and $(\epsilon_2, \mu_2, \vartheta_2) = (\epsilon_1, \mu_1, \vartheta_1)$ reproduces the result for a single domain wall, see App. D.2.

The two-component potential, Eq. (6.46), can also be represented as an infinite sum of mirror charges, see App. D.2.\hspace{0.5cm} (12) In the limit $z_0 \ll d$ the dominant contribution arises from the mirror charge, which is located in $-d < z < 0$ and is solely determined by $\sigma_{xy}^{top}$. In contrast, for $z_0 \gg d$ the double QH system behaves effectively as a single QH system with the Hall conductivit $\sigma_{xy}^{tot} = \sigma_{xy}^{top} + \sigma_{xy}^{bottom}$. Again the field configuration displays the mirror monopole, but this time its strength is determined by $\sigma_{xy}^{tot}$. This is illustrated in Fig. 6.10 where the magnetic field corresponding to the potential, Eq. (6.46), is plotted.
For two otherwise identical 3D TI slabs of different thickness, $d = 10\mu m$ and $d = 20\text{nm}$. In these plots, it was assumed that the distance of a charge from the top surface is $z_0 = 2\mu m$ and the Hall conductivities are $\sigma_{xy}^{\text{top}} = e^2/2h$ and $\sigma_{xy}^{\text{bottom}} = -7e^2/2h$. Thus, for a thick slab the condition $z_0 \ll d$ is well satisfied and the magnetic field is mainly determined by the mirror monopole corresponding to the upper surface with $\sigma_{xy}^{\text{top}} = e^2/2h$. On the other hand, the thickness $d$ of a thin slab is much smaller than $z_0$, so that the monopole corresponding to the total Hall conductivity $\sigma_{xy} = -3e^2/h$ is observed.

It is worth emphasizing that the magnetic field plotted in Fig. 6.10 only includes the field induced by the image monopole and not the magnetic field generating the QH state. As noted before, typical magnetic field strengths in 3D TI QH experiments are of the order of a few Tesla \([42]\). The induced monopole field per test charge $Q_0$ is of the order of $10\text{nT}/|e|$. The voltage associated to magnetic breakdown can be estimated to be $U \sim 0.01 \ldots 0.1V$, which at a distance of $2\mu m$ corresponds to $Q_0 \sim 14 \ldots 140|e|$. Therefore, the induced magnetic field is expected to be of the order of $0.1 \ldots 1\mu T$. Measurement of such a variation of the magnetic field is quite challenging from the experimental point of view.

### 6.5.3 AFM measurement of the electric mirror charge

As was just mentioned, one of the difficulties of the image monopole experiment is to discriminate the monopole field from the magnetic field creating the QH state. Therefore, the possibility of an alternative non-transport measurement of the Hall conductivity is discussed: It involves the electric mirror charge appearing in the magnetic image monopole effect [Eq. (6.11)] and leads to an attractive force which, for a single QH interface in vacuum is:

$$|\mathbf{F}| = \frac{Qq}{(2z_0)^2} \approx 3.07 \times 10^{-21}N \left(\frac{Q/e}{z_0/\mu m}\right)^2 \frac{g_{xy}^2}{1 + \alpha^2 g_{xy}^2}$$

\[\text{For the actual plotting of Fig. 6.10, the series of mirror charges was truncated. For the left (right) plot corresponding to } d = 10\mu m (d = 20\text{nm}) \text{ the first 21 (201) mirror charges were taken into account.}\]
6.5 Experimental realization

Figure 6.11: An alternative non-transport measurement of QH transitions [300]. The image monopole effect predicts an attracting force $F \propto \sigma_{xy}^2$ for an AFM tip placed above a QH system.

In principle, this force could be measured by an atomic force microscope (AFM) experiment (see schematic Fig. 6.11). For the estimated maximal number of carriers on the tip $Q/e \sim 10 \ldots 100$ the effect is beyond current experimental accessibility.

6.5.4 Spectroscopic measurement: Topological Faraday and Kerr rotation

As discussed above, a measurement of the half-integer Hall conductivity should be local and contactless. The magnetic and electric monopole effects satisfy these requirements but their magnitude is very small and might pose a serious experimental obstacle. This motivates thoughts about possible alternatives.

A possible experimental probe of the QH effect is based on the topological Faraday and Kerr rotation in spectroscopic setups [4, 256, 301, 302]. In these experiments the frequency of light $\omega$ is typically of the order of THz, with a wavelength $\lambda \sim 300\mu m$. For a sufficiently disordered realistic system the condition

$$\omega \tau \equiv \frac{c l}{v_0 \lambda} \lesssim 1$$

(6.49)

can be well satisfied. The system is then in the diffusive regime, opening a possibility for approaching the regime of quantized Hall conductivity.

Faraday and Kerr rotation induced by surface states of 3D $\mathbb{T}$I were studied in recent spectroscopic experiments [296, 303] (see also earlier works Ref. [241, 304]), and magnetooscillations of conductivities were indeed observed. In these experiments, the systems were in the diffusive regime, $\omega \tau \sim 0.1 \ldots 1$. This implies that the RG flow of conductivities, Fig. 6.5, should be directly observable in the frequency dependence of optical conductivity $\sigma_{ij}(\omega)$ measured in THz spectroscopy.

There exists, however, a problem related to a small thickness $d$ of realistic $\mathbb{T}$I samples. Indeed, in order to probe separately each of the surfaces in a spectroscopic experiment, $d$ should be larger than the wavelength $\lambda$. On the other hand, for state-of-art structures the opposite condition is satisfied, $d \ll \lambda$. This appears to be a serious obstacle for a measurement of conductivities of individual surfaces by spectroscopic means.
6.6 Summary of chapter 6

This chapter was devoted to the study of the half-integer QHE for a single species Dirac fermion, e.g., for the surface state of a 3D TI. In the beginning of this chapter I posed three questions to which I would like to return now.

Question (A) concerned the experimental accessibility of the transverse conductivity in the half-integer QHE. As explained in detail in Sec. 6.1.2, a naive attempt to measure the half-integer Hall response in a transport experiment on TIs fails. Instead, it was explained that half-integer Hall response can be measured by the local, non-invasive experiments associated to the topological magnetoelectric effect (TME), see Sec. 6.1.3.

Section 6.2 was devoted to question (B). It was demonstrated, that the half-integer quantization of Hall response in 3D TI surfaces is a consequence of gauge invariance. A logic similar to the well-known Laughlin argument [119] was followed.

The major results of this chapter concern question (C) and are contained in Sec. 6.3. There the field theory [gauged NLσM, Eq. (6.26)] describing the localization physics of a single Dirac electron was derived. As compared to the field theory of the integer QHE [24, 106], there are the following major differences.

<table>
<thead>
<tr>
<th></th>
<th>usual integer QHE</th>
<th>half-integer QHE (3D TI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>action</td>
<td>The action contains a single theta term.</td>
<td>The action contains two theta terms.</td>
</tr>
<tr>
<td>theta angle(s)</td>
<td>There is a single theta angle ( \vartheta ), it is associated to the Hall conductivity.</td>
<td>There is a theta angle ( \vartheta ) associated to Hall conductivity and a theta angle ( \theta = \pm \pi ) reminiscent of chiral anomaly.</td>
</tr>
<tr>
<td>RG-flow</td>
<td>The RG is governed by ( \vartheta ). The RG equations lead to the flow diagram proposed in Ref. [287].</td>
<td>The RG is governed by ( \vartheta + \theta ) leading to a shift of ( e^2/2h ) in the flow diagram of conductivities, Fig. 6.5.</td>
</tr>
</tbody>
</table>

On the basis of the RG flow and the starting values of coupling constants (the classical conductivity tensor obtained in Chap. 3), the phase diagram for the half-integer QHE was derived in Sec. 6.4. In particular, it could be shown that the QH-phases characterized by \( \sigma_{xy} = \pm e^2/2h \) are particularly robust against disorder, see Fig. 6.7.

Eventually, in Sec. 6.5, I returned to question (A) and discussed conditions for experimental realization of TME experiments. In particular, I focused on the analysis of the following experimentally important extensions to the original proposal [4, 276]: thin 3D TI slabs and the TME beyond linear response were investigated.
Chapter 7
Superconducting instability

This section is devoted to the superconducting instability of 3D TI surface states [305–312]. As I shall explain in what follows, it is also not fully understood for ordinary 2DESs. Therefore, in most of this chapter the theory of superconducting, disordered Dirac system and 2DES will be developed in parallel.

It should be noticed from the outset that this project is not yet completed. Nevertheless, in this section I summarize first results and expose the strategy for further investigation.

7.1 Outline of the problem

In order to place the problem studied in this chapter into general context, I would briefly like to return to the theories exposed in Sec. 1.5.4. The general question is, how and whether at all disorder influences the thermodynamic transition from the normal to the superconducting state.

In Fig. 7.1 the transition temperature $T_c$ as a function of dimensionless resistance is plotted for various theories. First, there is a horizontal dotted red line which corresponds to Anderson’s theorem [313, 314]: Without any interparticle interaction in singlet or triplet channels the mean field transition temperature $T_c$ with and without disorder are equal: $T_c = T_{BCS}$. Note that, from the perspective of RG equations of the type of Eqs. (1.28) on p. 17, this theorem only holds to order $O(t^n\gamma^m)$ with $n + m \leq 2$ [107].

Next, there is a black dashed curve corresponding to Finkel’stein’s suppression of $T_c$ by the interplay of Coulomb interaction and disorder, see Eq. (1.34). Further, the enhancement of $T_c$ due to short range interactions and multifractality, Eq. (1.36), is depicted by a brown dot-dashed line. Recall that this mechanism only works for sufficiently strong disorder, namely $t \gg |\gamma_c|$, so for the chosen parameters the dot-dashed curve starts at $t \gtrsim 0.2$. The numerical solution of RG equations indicates soft suppression of $T_c$ at weaker disorder, in the figure this is schematically represented by the brown, sparsely dotted curve.

All of these three lines correspond to mean-field transitions (fermionic mechanism). As explained in Sec. 1.5.4 the actual superconducting state also requires phase rigidity and in 2D the true transition is expected to be of the BKT type. The associated transition temperature $T_\ast$ in the semiclassical approximation [315] is depicted by the blue solid line. I review next how to obtain it.

In the clean case the phase rigidity entering the BKT RG Eqs. (1.32) is given by

$$K = \frac{n_s}{2m^*T} \quad (7.1)$$

1In the plot it was assumed that $t(0)/t(y_c) = 0.9$. Note that $t(y_c)$ also depends on bare interaction amplitudes in density and triplet channels.
for the exemplary case of 2DES with parabolic dispersion. The density of Cooper pairs of mass \( m^* = 2m \) is denoted by \( n_s \). The critical stiffness \( K_s = 1 \) determines the BKT transition temperature \( T_s \) which is parametrically close to \( T_{BCS} \):

\[
T_s = T_{BCS} \left( 1 - 4 G_i \right). \tag{7.2}
\]

Here, \( G_i = T_{BCS}/\mu \ll 1 \) is the Ginzburg-Levanyuk number\(^3\) for clean 2D superconductors \([316]\). In contrast, in the disordered case at Drude level \([67]\)

\[
K_{\pi} = \frac{9D}{8} \Delta \frac{\tanh \frac{\Delta}{2T}}{2T} \tag{7.3}
\]

As before, e.g. in Eq. (1.25), \( g = 2/(\pi t) \) is the dimensionless conductance, in this case at Drude level. Note that \( \Delta = \Delta(T) \) generally denotes the gap at non-zero temperature. Near \( T_{BCS} \) it has the form

\[
\Delta(T) \Delta \approx T_{BCS} \cdot \sqrt{\frac{8\pi^2}{7\zeta(3)} T_{BCS}} \left[ 1 - \frac{\pi^2 t}{\Delta(t) \Delta} \right] \approx 0.173 \approx \frac{3}{7} \zeta(3) \approx 3.06 \tag{7.4}
\]

(The Riemann zeta function is \( \zeta(s) \) and \( \zeta(3) \approx 1.202 \).) The BKT critical value of \( K_s = 1 \) corresponds to a transition temperature

\[
T_s = T_{BCS} \left( 1 - \frac{14\zeta(3)}{\pi^4 \pi^2 t} \right) = T_{BCS} \left( 1 - 4 G_i \right). \tag{7.5}
\]

This behavior was first predicted by Beasley, Mooij and Orlando \([315]\). Note, that \( \pi^2 t = \frac{2\pi e^2}{h} \) stands for the dimensionless resistance in units \( h/e^2 \), and in the disordered case \( G_i = \frac{7\zeta(3)}{\pi^2 g} \) \([316]\).

In this chapter, the aim is to investigate the situation when the transition takes place in the diffusive regime

\[
T_s < T_c \ll \frac{1}{\tau} \ll \mu. \tag{7.6}
\]

In particular, the goal is to go beyond the semiclassical approximation. As explained, due to the interplay of disorder and interaction, the actual mean-field transition temperature is not the BCS temperature \( T_c \neq T_{BCS} \). Additionally, the resistance is also renormalized \( t \neq t_D \). Therefore, the goal is to develop a theory of the superconducting state in disordered systems, which incorporates both the renormalization of resistivity due to quantum diffusion and vortex excitations leading to the BKT transition. This theory should in particular provide the dependence of \( T_s \) on disorder strength.

## 7.2 Ginzburg Landau theory

To get a first feeling for the length scales of the problem, I would like to analyze the classical Ginzburg-Landau functional:

\[
\mathcal{F} = \int_x \frac{c}{2T} |\nabla \Delta(x)|^2 + \frac{r}{2T} |\Delta(x)|^2 + \frac{\mu}{T} |\Delta(x)|^4. \tag{7.7}
\]

\(^3\)The superconducting instability discussed in the present section is assumed to be of the Bardeen-Cooper-Schrieffer (BCS) rather than of Bose-Einstein condensation (BEC) type, thus \( T_c \ll \mu \).

\(^4\)There exist different definitions for \( G_i \) in the literature. Here, it is defined via the temperature \( T = T_{BCS}(1 + G_i) \) at which the fluctuation correction to heat capacity is comparable to the mean field jump in the same observable.
Figure 7.1: The superconducting transition temperature as a function of resistance \( t \). The red dotted line corresponds to Anderson’s theorem. The black dashed line displays suppression of \( T_c \) due to Coulomb interaction, while the brown dot-dashed line displays enhancement of the transition temperature for short-range interactions, see Sec. 1.5.4. The blue solid line corresponds to the static BKT transition. The theory behind the blue line is purely classical. The unknown quantum corrections for stronger disorder are indicated by a question mark. This plot was produced for the exemplary case of usual 2DES with parabolic dispersion. The free parameter was chosen to be \( T_c/\mu = 0.01 \).

Again, \( \Delta(\mathbf{x}) \) is the complex order parameter field, the parameters \( c \) and \( u \) are positive while \( r \) changes sign from positive to negative when \( T_c \) is crossed from above. In the superconducting state the minimum free energy is given by the set of points

\[
|\Delta| = \sqrt{-\frac{r}{4u}} = \Delta(T). \tag{7.8}
\]

Fluctuations around the minimum are parametrized as \( \Delta(\mathbf{x}) = [\Delta(T) + \delta\Delta(\mathbf{x})]e^{i\Theta(\mathbf{x})} \). Expansion of the Ginzburg-Landau functional to second order in real fields \( \Theta \) and \( \delta\Delta \) leads to

\[
\mathcal{F} = \int_x \left[ \frac{c[\Delta(T)]^2}{2T} [\nabla \Theta(\mathbf{x})]^2 + \frac{c}{2T} [\nabla \delta\Delta(\mathbf{x})]^2 - \frac{r}{T} [\delta\Delta(\mathbf{x})]^2 \right] \tag{7.9}
\]

While the Goldstone mode \( \Theta \) is massless, the longitudinal fluctuations are massive with mass set by \( r \sim -\nu(1 - T/T_c) \). Comparison with the U(1) NLσM identifies the parameter \( c \) with the phase rigidity \( c[\Delta(T)]^2/T \sim K \). The textbook result for the correlation length \( \xi \sim \sqrt{c/|r|} \) on which \( \delta\Delta \) decays is \( \xi_{\text{cd}} \sim v_F/\Delta(T) \) in the clean case. In the dirty situation one finds

\[
\xi \sim \frac{l}{L_T} \xi_{\text{cd}} \ll \xi_{\text{cd}}. \tag{7.10}
\]

For later convenience, I here introduced the thermal length \( L_T = \sqrt{v_F/T} \) associated to a temperature \( T \) in the diffusive regime.
7 Superconducting Instability

7.3 Mean-field treatment on the basis of disordered, interacting fermions

7.3.1 Microscopic model

The microscopic Matsubara action under consideration in this chapter is

\[
S = \int_{x,\tau} \bar{\psi} (D_\tau + H) \psi - g \bar{\psi}_\uparrow \psi_\downarrow \bar{\psi}_\downarrow \psi_\uparrow. \tag{7.11}
\]

Here \( g \) is the coupling constant in the Cooper channel with \( g > 0 \) for attraction. Since the interest lies on the superconducting instability, other interaction channels are considered to be less important but will be added later on. The fields \( \psi, \bar{\psi} \) describe spinful fermions, \( H = H_{\text{kin}} + V - \mu \) is some single particle Hamiltonian including kinetic part, disorder \( V(x) \) and chemical potential \( \mu \). Even though the kernel of this action contains long derivatives (\( D_\tau = \partial_\tau - ieA_0 \) and \( \Pi_i = p_i + eA_i \)) I will concentrate on the TR invariant situation without orbital or Zeeman magnetic field. In Fourier transformed Matsubara space\(^4\) Nambu-bispinors are introduced analogously to Chap. 5 (in what follows \( C = i\sigma_y \tau_x \))

\[
\Phi_n = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \bar{\psi}_n^T \\ i\sigma_y \bar{\psi}_n \end{array} \right) \quad \text{and} \quad \bar{\Phi} = (C\Phi)^T. \tag{7.12}
\]

Using the replica trick one can next average over Gaussian white noise disorder with correlator

\[
\langle V(x)V(x') \rangle = \frac{1}{2\pi\nu \tau} \delta(x - x') \tag{7.13}
\]

and decouple the both disorder induced and Cooper interactions:\(^5\)

\[
S = \int_x \bar{\Phi} G^{-1}_M \Phi + \frac{\pi\nu}{8\tau} \text{tr} M^2 + \frac{1}{gT} \sum_{\alpha n} \Delta_{\alpha n}^* \Delta_{\alpha n} \tag{7.14}
\]

where

\[
G^{-1}_M = \left[ \begin{array}{cc} -i\hat{\epsilon} - iq \hat{A}_0^T + H_{\text{kin}}^T - \mu & -\Delta \\ -i\hat{\epsilon} - iq \hat{A}_0 + \sigma_y H_{\text{kin}} \sigma_y - \mu & i \Delta \end{array} \right] - \frac{i}{2\tau} M. \tag{7.15}
\]

The Hubbard–Stratonovich (HS) field \( M \) is a matrix in spin, Nambu, Matsubara and replica spaces, and \( \Delta = \sum_{\alpha n} \Delta_{\alpha n} \hat{J}_{\alpha n} \) where\(^6\) \( \hat{J}_{\alpha n} \) is the projector on replica \( \alpha \). In the infinite dimensional Matsubara space, hatted matrices denote \( \hat{a} = \sum_{\alpha n} a_{\alpha n} \hat{I}_{\alpha n} \) with \( \left( \hat{I}_{\alpha n} \right)_{m n'} = \delta_{n - m', m} P_{\alpha} \).

\(^4\)I use the convention \( \psi = \sqrt{T} \sum_n \psi_n e^{-i\epsilon_n} \) and conjugated for \( \bar{\psi} \). As before by convention matrices \( \sigma_\mu \) live in spin space and \( \tau_\alpha \) in Nambu space.

\(^5\)Note that the Matsubara transformed of bosons (\( \Delta \) and gauge fields) is defined according to \( \Delta(\tau) = \sum_m \Delta_m e^{-i\omega_m \tau} \).

\(^6\)The fermionic Matsubara frequencies are defined as \( \epsilon_n = \pi T (2n + 1) \) and thus the constraint \( n + n' + 1 = m \) corresponds to \( \epsilon_n + \epsilon_{n'} = \omega_m \).
7.3 Mean-field treatment on the basis of disordered, interacting fermions

7.3.2 Saddle point equations and solution

As a next step fermions are integrated out from Eq. (7.14)

\[
S = -\frac{1}{2} \text{Tr} \ln \left[-G_M^T G_M^{-1} \right] + \frac{\pi \nu}{8 \tau} \text{tr} M^2 + \frac{1}{g T} \sum_{\alpha n} \Delta_{\alpha n}^* \Delta_{\alpha n}. \tag{7.16}
\]

The capital Tr symbol includes spatial integration. The aim is to find a mean-field solution which is static and homogenous; thus I only present saddle-point equations for static fields\(^7\)

\[
i \pi \nu M = G_M(\mathbf{x}, \mathbf{x}), \quad \frac{\Delta_{\alpha,0}}{g T} = \frac{1}{2} \text{tr} \left[ G_M(\mathbf{x}, \mathbf{x}) \tau_+ J_{\alpha,0} \right], \quad \frac{\Delta_{\alpha,0}^*}{g T} = -\frac{1}{2} \text{tr} \left[ G_M(\mathbf{x}, \mathbf{x}) \tau_- J_{\alpha,0} \right]. \tag{7.17a}
\]

The matrices \(\tau_{\pm} = (\tau_x \pm i \tau_y)/2\) were introduced. I will prove below the following mean-field solution of Eqs. (7.17)

\[
M_{MF} = \hat{\alpha} \sum_{n \geq 0, \alpha} P_{[n]}^\alpha \frac{|\epsilon_n| |\Delta_{\alpha,0} - i \Delta_{\alpha,0} \tau_+ \Lambda_x + i \Delta_{\alpha,0}^* \tau_- \Lambda_x|}{\sqrt{\epsilon_n^2 + |\Delta_{\alpha,0}|^2}}. \tag{7.18}
\]

Up to possibly different phases of \(\Delta_{\alpha,0}\) it is trivial in replica space. In particular the superconducting gap is the same \(|\Delta_{\alpha,0}| = |\Delta_{\beta,0}| \equiv |\Delta_0|\) in different replicas \(\alpha \neq \beta\). The parameter \(\hat{\alpha}\) takes values \(\hat{\alpha} = 1\) for usual parabolic dispersion and \(\hat{\alpha} = 1/2\) for 3D TI surface states. The projector \(P_{[n]}^\alpha\) projects on a single replica \(\alpha\) and onto a pair of Matsubara frequencies of opposite sign but same magnitude \(\epsilon_n\) and \(-\epsilon_n\). This two-dimensional space will be called \(A\)-space and \(\Lambda_x\) (\(\Lambda_z\)) is the first (third) Pauli matrix in this space (it corresponds to \(J_{\alpha,0} = \sum_{n \geq 0, \alpha} P_{[n]}^\alpha \Lambda_x\)).

Here, I will only show that the mean field self-energy (7.18) solves the gap equation. The proof for the SCBA equation (7.17a) can be found in App. E.2. Insertion of \(M_{MF}\) into Eq. (7.17b) yields

\[
\frac{\Delta_{\alpha,0}}{g T} = \hat{\alpha} \pi \nu \Delta_{\alpha,0} \sum_{n = -\infty}^{\infty} \frac{1}{\sqrt{\epsilon_n^2 + |\Delta_{\alpha,0}|^2}} = \hat{\alpha} \nu \Delta_{\alpha,0} \frac{1}{T} \int_{|\Delta_{\alpha,0}|}^{\lambda} d\epsilon - \frac{\tanh \frac{\epsilon}{2T}}{\sqrt{\epsilon^2 - |\Delta_{\alpha,0}|^2}}. \tag{7.19}
\]

The symbol "\(^{\pm}\)" indicates equality of sum and integral upon appropriate UV regularization at the scale \(\lambda\). This is the standard integral of BCS theory, \(\lambda\) is set by the Debye frequency. Note the absence of \(1/\tau\) in view of Anderson’s theorem [313, 314]. The textbook results for the transition temperature

\[
T_c = \lambda e^{-\frac{1}{\pi \nu}} \tag{7.20}
\]

and related quantities, such as \(\Delta_{\alpha,0}(T)\), can now be readily obtained. For example the DOS in the superconducting state is determined by the following quantity \((n \geq 0)\)

\[
\frac{\text{tr} \sigma_{\tau,rep} G_{MF}(\mathbf{x}, \mathbf{x}; \epsilon_n, \epsilon_n)}{2N_R} = i 2 \pi \nu \hat{\alpha} \frac{\epsilon_n}{\sqrt{\epsilon_n^2 + |\Delta_0|^2}}. \tag{7.21}
\]

\(^7\)Gauge potentials are omitted here.
The analytic continuation \( i\epsilon_n \to \epsilon + i\epsilon \) employing the principal branch of the square root provides \( \sqrt{\epsilon_n^2 + |\Delta_0|^2} \to -i\sqrt{\epsilon^2 - |\Delta_0|^2} \) for \( \epsilon^2 > |\Delta_0|^2 \) [this was also used in Eq. (7.19)]. The standard superconducting DOS

\[
\rho(\epsilon) = 3m \frac{\text{tr}^\sigma,\tau,\alpha \text{Re} \Gamma^{(R)}_{M,F}}{2\pi N_R} = 2\nu \tilde{\alpha} \frac{\epsilon}{\sqrt{\epsilon^2 - |\Delta_0|^2}} \theta(\epsilon^2 - |\Delta_0|^2) \tag{7.22}
\]

consistently reproduces the \( |\Delta_0| \to 0 \) limit both for the 2DES with parabolic dispersion (recall \( \nu \) does not include spin) and 3D TI surface states.

In what follows I choose a gauge in which

\[ \Delta_{n,0} \equiv \Delta > 0 \ \forall \alpha = 1, \ldots, N_R, \]

then the self-energy has the form \( M_{MF} = \tilde{\alpha} \tilde{\Lambda} \) with

\[
\tilde{\Lambda} = \sum_{n \geq 0,\alpha} P'_n \left| \epsilon_n \right| \Lambda_z + \Delta_{\tau_y} \Lambda_x = \begin{pmatrix} 0 & 0 & 0 & \Delta_{\tau_y} & 0 \\ 0 & \frac{\epsilon_1}{\sqrt{\epsilon_1^2 + \Delta^2}} & 0 & 0 & \frac{\Delta_{\tau_y}}{\sqrt{\epsilon_1^2 + \Delta^2}} \\ 0 & 0 & \frac{\epsilon_2}{\sqrt{\epsilon_2^2 + \Delta^2}} & 0 & \frac{\Delta_{\tau_y}}{\sqrt{\epsilon_2^2 + \Delta^2}} \\ 0 & 0 & 0 & \frac{\Delta_{\tau_y}}{\sqrt{\epsilon_2^2 + \Delta^2}} & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}. \tag{7.23}
\]

In the \( \Delta \to 0 \) limit the usual diffusive form is restored for \( \tilde{\Lambda} \to \Lambda = \text{diag}(1, -1) \).

### 7.3.3 Derivation of symmetry broken sigma model

The derivation of the symmetry broken sigma model (SSB NL\( \sigma \)M in the remainder) can be obtained by standard gradient expansion technique, see App. E.3 for the exemplary case of 2DES with parabolic dispersion. A natural, but physically important observation of this procedure follows: For \( \Delta \neq 0 \) the contributions of the diamagnetic term and retarded-retarded/advanced-advanced bubbles to the conductivity tensor do not cancel up. The non-interacting, gauged SSB NL\( \sigma \)M has the form [317–319]

\[
S = \frac{g}{32} \text{Tr}[\tilde{D}_i \tilde{Q}^2] - 2\pi \text{Tr} \left[ \tilde{Q} \left( \frac{\epsilon + e \tilde{A}_0,\tau_z + \Delta J_0 \tau_y}{\sqrt{\epsilon^2}} \right) \right] + \frac{4z}{\pi T} \sum_{m,\alpha} \int_{\mathbb{R}^2} (e \tilde{A}_0)_{\alpha m} (e \tilde{A}_0)_{\alpha - m}. \tag{7.24}
\]

From the direct calculation in the appendix and by comparison with Chap. 5 the bare values of the coupling constants are \( g = g_D \) (the normal state Drude conductance in units \( e^2/h \)) and \( z = \tilde{\alpha} \pi \nu /4 \). The gauge potentials entering the long derivatives \( \tilde{D}_i = \partial_i + ie[A, \tau_z, \cdot] \) contain the Goldstone-boson of SSB and have the following non-trivial structure in Nambu space:

\[
e^{\tilde{A}_0,\tau_z} = \begin{pmatrix} e^{\tilde{A}_0} \tau^T & 0 \\ 0 & e^{\tilde{A}_0} \end{pmatrix} \quad \text{with} \quad (e^{\tilde{A}_0})_{\alpha n} = (e^{A_0} - i\omega \Theta)_{\alpha n}, \tag{7.25a}
\]

\[
e^{\tilde{A},\tau_z} = \begin{pmatrix} e^{\tilde{A}} \tau^T & 0 \\ 0 & e^{\tilde{A}} \end{pmatrix} \quad \text{with} \quad e^{\tilde{A},\alpha n} = (e^{A} - \nabla \Theta)_{\alpha n}. \tag{7.25b}
\]
In contrast to the conventional case, the saddle-point is given by \( \hat{Q} = \hat{A} \), fluctuations are parametrized by \( \hat{S} = S^{-1} \hat{A} \hat{S} \). As usual, \( \hat{S} \) has the property \( S^T \hat{C} \hat{S} = C \). Thus the set \( \{ \hat{S} \} \) is isomorphic to the symplectic group \( \text{Sp}(2\tau \times 2N_M N_R) \) (orthogonal group \( \text{O}(2\tau \times 2N_M N_R) \)) for a TR invariant theory of conventional 2DES (3D TI surface states).\(^8\) In Eq. (7.24) and in the following Eqs. (7.33) and (7.39a) the topological term present for 3D TI surface states is omitted for simplicity. Its effect will be discussed below, Sec. 7.4.4.

### 7.3.4 Non-interacting diffusion

It will be convenient to diagonalize the SSB saddle point \( \bar{\Lambda} = U^\dagger \Lambda U_\Delta \) (7.26) by the unitary rotation matrix \( (\cos \phi_n = \frac{1}{\sqrt{2}} \sqrt{1 + \frac{\varepsilon_n}{\sqrt{\varepsilon_n^2 + \Delta^2}}} ) \)

\[
U_\Delta = \sum_{n \geq 0, \alpha} P_{[n]}^\alpha \begin{pmatrix} \cos \phi_n & \tau_y \sin \phi_n \\ -\tau_y \sin \phi_n & \cos \phi_n \end{pmatrix}_\Lambda.
\] (7.27)

This way the SSB NL\(\sigma\)M field can be expressed as

\[
\hat{Q} = U^\dagger_\Delta q U_\Delta
\] (7.28)

with \( q = s^{-1} \Lambda s \) and \( s = U_\Delta \hat{S} U_\Delta^\dagger \) fulfills \( s^T Cs = C \). Thus the SSB NL\(\sigma\)M field \( q \) field lives on the same manifold as in conventional NL\(\sigma\)Ms.

Employing this rotation to the NL\(\sigma\)M action Eq. (7.24) leads to

\[
S = \frac{g}{32} \text{Tr}[\nabla q]^2 - 2z \text{Tr} [q^2].
\] (7.29)

(For simplicity I omitted gauge potentials and \( U(1) \)-Goldstonebosons.) The notation \( \varepsilon_n = \sqrt{\varepsilon_n^2 + \Delta^2} \) was introduced. Thus the non-interacting diffusive propagator for diffusion and Cooperon fields is

\[
D_k (n_1, n_2) = \left[ k^2 + \frac{16z}{g} (\varepsilon_{n_1} + \varepsilon_{n_2}) \right]^{-1}.
\] (7.30)

Consequently, in a mean-field description the non-interacting diffusion terminates the latest on a scale \( L_\Delta \sim \sqrt{\nu F / \Delta} \).

### 7.3.5 Linear response and crossover to XY-model

Evaluation of the NL\(\sigma\)M, Eq. (7.24) at the level of the saddle-point \( \hat{Q} = \hat{A} \) leads to the following action of extended gauge potentials\(^9\)

\[
S = \frac{4K}{\pi} \sum_{\alpha} \int_x (e\hat{A})_{\alpha m=0} (e\hat{A})_{\alpha m=0} + \sum_{m > 0, \alpha} \sigma (i\omega_m \frac{\omega_m}{T} \int_x (\hat{A})_{\alpha m} (\hat{A})_{\alpha m} + \frac{4z}{\pi T} \sum_{m, \alpha} \int_x (e\hat{A}_0)_{\alpha m} (e\hat{A}_0)_{\alpha m}.
\] (7.31)

\(^8\)It is worth to note that the NL\(\sigma\)M field considered in the present chapter of the main text corresponds to the usual Wigner-Dyson class. One might rather expect a NL\(\sigma\)M of the corresponding Bogoliubov-deGennes class. However, it turns out that a diffusive NL\(\sigma\)M theory in a Bogoliubov-deGennes class can not be defined in the SSB state, see App. E.4.

\(^9\)For simplicity I omit tree level contributions here, they are not important for the present discussion.
The relationship between the stiffness $K$ and the normal state conductance $g$, gap $\Delta$ and temperature $T$ reported in Eq. (7.3) is a direct consequence of this treatment. The fact that $K$ is local (i.e. momentum independent in Fourier space) is the defining property of the “London limit” and related to type-II superconductivity. The dissipative electronic contribution to conductance $\sigma(i\omega_m)$, coupled to non-zero Matsubara harmonics of the gauge potentials is not important in the present discussion and reported for completeness only. Its evaluation leads to the Mattis-Bardeen formula [320] for the optical conductivity in a superconductor.

As noted above, the action of electromagnetic fields, Eq. (7.31), not only determines the optical conductivity, but also formalizes the crossover to the XY-model, i.e. the $U(1)$-NL$\sigma$M which is the theory underlying the BKT transition.

\[
S_{U(1)} = \frac{K}{\pi} \int_x \sum_\alpha (\nabla (2\Theta_\alpha))^2. \tag{7.32}
\]

It is worth to repeat the present convention for the parametrization of the order parameter field: $\Delta_\alpha(x) = \Delta e^{2i\Theta_\alpha,n=0} \equiv \Delta e^{2i\Theta_\alpha}$. Note that because of the last term in Eq. (7.31) all but the zeroth harmonic of $\Theta_\alpha,n$ are gapped and live only on length scales shorter than $L_T \sqrt{(\Delta/2T) \tanh(\Delta/2T)}$.

### 7.4 Beyond mean-field treatment on the basis of the normal state sigma model

In the previous section I presented the microscopic fermionic theory, the coupled SCBA and gap equations and the consequential SSB NL$\sigma$M. Here I would like to rederive the SSB NL$\sigma$M directly from the interacting NL$\sigma$M, Eqs. (1.25).

#### 7.4.1 Saddle-point equations

Upon decoupling of Cooper interaction the action becomes

\[
S = \frac{g}{32} \text{Tr} \left[ (\nabla Q)^2 \right] - 2z \text{Tr} Q \left[ \hat{\epsilon} + i \begin{pmatrix} 0 & -\Delta \\ \Delta^\dagger & 0 \end{pmatrix} \right] - \frac{4z}{\pi \gamma_c T} \sum_{\alpha n} \int_x \Delta^*_{\alpha n} \Delta_{\alpha n} + S^{(\rho)}_{\text{int}} + S^{(\sigma)}_{\text{int}}. \tag{7.33}
\]

Variation with respect to $\Delta^*$ leads to the gap equation

\[
\frac{\Delta_{\alpha,0}}{-\gamma_c T} = \frac{i\pi}{2} \text{tr} \left[ Q \tau^- J_{\alpha,0} \right], \tag{7.34}
\]

which is analogous to Eq. (7.17b) with the sole replacement $\tilde{\alpha} \nu_g \rightarrow -\gamma_c$. As before a solution is $Q = \tilde{\Lambda}$ and the transition temperature

\[
T_c = \lambda e^{-\frac{1}{\gamma_c}}. \tag{7.35}
\]

follows. In the simplest case, the NL$\sigma$M is analyzed at bare level. The diffusive UV cut-off is $\lambda \sim 1/\tau$ and $\gamma_c$ is replaced by $\gamma_c^{(0)}$ which already includes the ballistic renormalization from scales between $\omega_D$ and $1/\tau$. All standard implications for this BCS-like superconductor immediately follow. Accordingly, the microscopic, fermionic treatment displayed in the previous section and the saddle-point treatment from the NL$\sigma$M, Eq. (7.34) are equivalent. Still, the latter is more convenient, since it easily allows to
perform the mean-field analysis at arbitrary scale \( L \gg l \) and to take into account the renormalization of parameters. In this case \( \gamma_c = \gamma_c(y) \) is the running coupling constant evaluated at scale \( L \) (\( y = \ln L/l \)). But which energy scale should be employed for \( \lambda \)?

In general, \( \lambda \) is set by the running scale itself, i.e. by the new UV cut-off after RG. To understand why, consider Eq. (7.35) in the simplest case when \( \gamma_c \) is renormalized only by the standard Cooper-term

\[
\frac{d\gamma_c}{dy} = -2\gamma_c^2 \leftrightarrow \gamma_c(y) = \frac{1}{[\gamma_c(0)]^{-1} + 2y}.
\]

Thus Eq. (7.35) becomes in the exemplary case \( L = L_T \) simply

\[
T_c = \frac{1}{\pi e \gamma_c(0)} = T_c e^{\frac{1}{\gamma_c(0)}}.
\]

Per definition, \( T_c \) is the scale where \( \gamma_c(y) \) diverges. This was already exploited in Sec. 1.5.4.

### 7.4.2 Analysis of length scales

Up to now I analyzed the SSB NL\( \sigma \)M on the bare level. Ultimately, the aim will be to go beyond this mean-field analysis. To this end, I would like to recollect the hierarchy of length scales that was exposed up to now.

On the superconducting saddle point the diffusive and HS-fields entering Eq. (7.33) have to be replaced by

\[
Q \rightarrow \tilde{Q} \equiv U_{\Delta q}^\dagger q U_{\Delta}
\]

\[
\Delta_{\alpha,n} \rightarrow \Delta_{\alpha,0} + \delta \Delta_{\alpha,n}.
\]

According to the Ginzburg-Landau analysis, Sec. 7.2, the correlation length \( \xi \) determines the length-scale beyond which the longitudinal part of the HS-field is frozen out.\(^\text{10}\) Below this length scale both phase fluctuations and longitudinal fluctuations of \( \Delta_{\alpha,n} \) are effectively massless. Re-integration of the auxiliary HS-field \( \delta \Delta_{\alpha,n} \) leads to the NL\( \sigma \)M which again takes the form exposed in Eq. (1.25a) on p. 16

\[
S = S_{\sigma} + S_{\text{int}}^{(\rho)} + S_{\text{int}}^{(\sigma)} + S_{\text{int}}^{(c)},
\]

with

\[
S_{\sigma} = \frac{g}{32} \int_x \text{tr} \left[ (\nabla \tilde{Q})^2 \right] - 2z \int_x \text{tr} \left[ \tilde{Q} \left( \tilde{\epsilon} + \Delta J_0 \right) \right],
\]

\[
S_{\text{int}}^{(\rho)} = \frac{\pi T}{4} \Gamma_\rho \sum_{\alpha,n} \sum_{r=0,3} \int_x \text{tr} \left[ I_{n\tau_0}^\alpha \tilde{Q} \right] \text{tr} \left[ I_{n\tau_0}^\alpha \tilde{Q} \right],
\]

\[
S_{\text{int}}^{(\sigma)} = \frac{\pi T}{4} \Gamma_\sigma \sum_{\alpha,n} \sum_{r=0,3} \sum_{j=1,2,3} \int_x \text{tr} \left[ I_{n\tau_j}^\alpha \tilde{Q} \right] \text{tr} \left[ I_{n\tau_j}^\alpha \tilde{Q} \right],
\]

\[
S_{\text{int}}^{(c)} = \frac{\pi T}{2} \Gamma_c \sum_{\alpha,n} \sum_{r=0,3} \left( - \right)^r \int_x \text{tr} \left[ I_{n\tau_0}^\alpha \tilde{Q} \right] \text{tr} \left[ I_{n\tau_0}^\alpha \tilde{Q} \right].
\]

Apart from the noted replacement \( Q \rightarrow \tilde{Q} \) there are two further modifications as compared to the normal state NL\( \sigma \)M reported in Eq. (1.25):

\(^{10}\)I reconfirmed the parametric dependence of this length scale by direct calculation of the \( \langle \delta \Delta_{\alpha,n} \delta \Delta_{\alpha,n} \rangle \) correlator on the basis of Eqs. (7.33) and (7.38b).
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<table>
<thead>
<tr>
<th>λ_F</th>
<th>l</th>
<th>L_{T_c}</th>
<th>L_T</th>
<th>L_\Delta</th>
<th>\xi</th>
<th>\xi_{BKT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballistic e^-</td>
<td>Free diffusons / Cooperons</td>
<td>Singlet/triplet channel</td>
<td>Longitudinal Higgs field</td>
<td>Phase of Higgs field (Goldstone mode)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.2: Summary of length scales extracted from the mean-field theory. Between the Fermi-wavelength \( \lambda_F \) and the mean free path \( l \) the interplay of electronic excitations and interaction in the Cooper channel ("Higgs"-field) lead to the conventional RG determining the superconducting instability. The length scales \( L_{T_c} \lesssim L_T \ll L_\Delta \) are the diffusive length scales associated via the bare Diffusion coefficient to the energies \( T_c \gtrsim T \gg \Delta \) for temperatures near the transition. Beyond the coherence length \( \xi \) only phase fluctuations of the order parameter field survive and \( \xi_{BKT} \) is the BKT coherence length beyond which phase correlations decay exponentially in the normal phase.

- The replacement \( \hat{\epsilon} \to \hat{\epsilon} + \Delta J_0 \tau_y \) in the frequency term.
- The modified interaction in the Cooper channel. Here the following notation was introduced

\[
\tilde{Q}^{(n)} = \begin{cases} 
\tilde{Q} - \bar{\Lambda}, & \text{if } n = 0, \\
\tilde{Q}, & \text{else}.
\end{cases}
\]

The SSB NLσM action presented here differs from Eq. (7.24) in the following points:

- I omitted gauge potentials for simplicity.
- Since both transversal and longitudinal fluctuations of \( \Delta_{\alpha,n} \) were taken into account, these omitted long derivatives do not contain the gradient of the superconducting phase.

As I already exposed above, apart from \( \xi \) there is a second length-scale \( L_\Delta \) at which free diffusion stops. Also, interacting diffusion propagators in singlet and triplet channel are expected to be gapped the latest on this scale. Note that near the transition the thermal length, which provides a mass to diffusive modes even in the normal state, is much shorter: \( L_T \ll L_\Delta \). The hierarchy of length scales extracted from the mean-field treatment is exposed in Fig. 7.2.\(^\text{11}\)

7.4.3 Strategy and preliminary results

To summarize, in the previous Secs. 7.3.1-7.4.2, a theory of disordered 2D systems at temperatures below the mean-field transition temperature \( T_c \) was developed. The analysis of length scales of the mean-field theory, see Fig. 7.2, implies that there is a stepwise quantum to classical crossover in the following sense. At small length scales \( L \in (l, L_{T_c}) \) the physics is governed by quantum diffusion and described by the NLσM, Eq. (7.39). Subsequently, at intermediate scales, the modes of the diffusive

\(^{11}\)In Fig. 7.2 I omitted the dephasing length \( L_\phi \) for convenience.
quantum theory are gapped in a stepwise fashion (at different length scales). Ultimately, at length scales larger than the coherence length $\xi$, only the static $U(1)$ Goldstone mode remains gapless. Thus, at these large length scales, the system is governed by the classical $U(1)$ model.

In the beginning of this chapter I posed the question, what the correct transition temperature $T_*$ was, when phase fluctuations, vortices and renormalization of both $T_c$ and resistance are taken into account. The theory, which was developed above, can capture all of these effects. It is worthwhile emphasizing, that within this theory the diffusive NL$\sigma$M and the NL$\sigma$M of $U(1)$ Goldstone modes govern the physics on different length scales. In particular, the ultimate long-wavelength behavior is described by the usual $U(1)$ model containing vortex excitations.

The first major result in this project concerns the dependence of the transition temperature $T_*$ on the disorder strength. In view of the separation of length scales explained above, the form of Eq. (7.5) is generally preserved. However, $T_{BCS}$ should be replaced by the actual mean-field transition temperature $T_c$ and the resistance $\sigma_D$ (or, more precisely, the stiffness $K$) by its value where all quantum corrections from length scales less than $\xi$ are incorporated.

The question arises what these renormalized parameters $T_*$ and $K$ actually are. Since the gap $\Delta$ of diffusion modes is negligible as long as one is interested in the physics at length scales below $L_\Delta$ one is tempted to approximate the SSB NL$\sigma$M, Eq. (7.39), by the conventional interacting NL$\sigma$M, Eqs. (1.25) on p. 16. For example, near the transition temperature, this approximation is controlled in $\Delta/T \ll 1$. The conventional NL$\sigma$M can be renormalized in the interval $(l, L_T)$ leading to the RG Eqs. (1.28) for the case of conventional 2DES. The case of 3D TI surface states is captured by the modifications explained in the discussion below Eqs. (1.28).

This scheme is appealing in the following sense: Since the same RG equations are applied to both regions $T \leq T_c$ and $T \geq T_c$ the properties (in particular the critical exponents and the $T_c(t)$ dependence, Fig. 7.1) of the mean field transition are independent from whether the transition is approached from below or from above.

At $L_T$ the Cooper interaction diverges $\gamma_c \to \infty$. To be specific, I would like to analyze this divergence in the exemplary case of Coulomb interaction in the singlet channel and absent interaction in the triplet channel ($\gamma_\rho = -1$, $\gamma_t = 0$). Then the RG equations to leading order in $t$ and $t\gamma_c$ are [see Eqs. (1.28)]

$$\frac{1}{t} \frac{dt}{dy} = t \left[ 2 - \gamma_c \right], \quad (7.40a)$$

$$\frac{d\gamma_c}{dy} = \frac{t}{2} \left[ 1 + \gamma_c \right] - 2\gamma_c^2. \quad (7.40b)$$

The associated RG flow is depicted in Fig. 7.3. Formally, it contains an attractive strong coupling fixed point $(t^*, \gamma_c^*) \to (\infty, -\infty).^{12}$

As explained above, the value of the coupling constants at the scale $L_T$, determine the parameters of the theory at larger length scales [in particular of the $U(1)$ model]. In particular, I want to discuss the consequences of a formally divergent resistance $t$ in the following.

Divergent resistance $t$ raises the question about the correct superconducting coherence length. Determining $\xi$ as in Eq. (7.10) with renormalized conductance implies vanishing coherence length. This

\[12\] As I noted in the footnote 23 on p. 17, the RG equations beyond leading order in $t\gamma_c$ were derived recently by I.S. Burmistrov, I.V. Gornyi and A.D. Mirlin. These new results indicate, that the attractive, superconducting fixed point resides at $(t^*, \gamma_c^*) \to (0, -\infty)$. This seems to be more intuitive from the physical point of view. Nevertheless, the questions about the stiffness $K$ at the lengthscale of the physical coherence length $\xi$ remain. I acknowledge my advisors for sharing their unpublished results with me.
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Figure 7.3: The RG flow associated to Eqs. (7.40) in the reduced plane of resistivity $t$ and Cooper channel coupling constant $\gamma_c$. There are three unstable fixed points (red dots). Further, there are two attractive (strong coupling) fixed points (green dots). They can be formally associated with the insulator ($t \to \infty$ and $\gamma_c = 0$) and the superconductor ($t \to \infty$ and $\gamma_c \to -\infty$). Recall that Eqs. (7.40) are perturbative in $t$ and $t\gamma_c$ and thus controlled only in the gray region. When the flow follows the blue or similar curves, the renormalization of $t$ can be neglected: this was exploited by Finkelstein [98, 115, 116] and leads to the suppression of $T_c$ as given by Eq. (1.34) on p. 21.

means that the $U(1)$ model already occurs on the scale $L_{T_c}$, where $T_c$ is determined as in Sec. 1.5.4. In contrast to the semiclassical estimate reported in Fig. 7.2, this is a much shorter length scale.

The fact that the $U(1)$ model is the correct low-energy theory starting from the length scale $L_{T_c}$ seems to be reasonable from the physical point of view.

On the other hand, the procedure evokes the following question: As mentioned above, a prominent input parameter of the BKT theory is the value of the stiffness $K$ at the scale of the coherence length. If one employed the semiclassical relation $K \propto \Delta^2/t_D$ and simply replaced $t_D \to t^*=\infty$ it would follow that the stiffness is always zero.

Notwithstanding the important achievements of the theory developed in this chapter, it will be a question of major significance how to improve the incorporation of quantum corrections into the parameters of the BKT theory (stiffness and vortex fugacity). In particular, it can be expected that both stiffness and coherence length should be finite at the end of the RG governed by the diffusive NLsM.

The following scenario is conceivable: From the present calculations it is apparent that the stiffness corresponds to a “current-current” correlator of $Q$ fields. However, here the “current” operator has a different tensor structure in Nambu-space than the usual electromagnetic current operator. Actually $K$ is determined by the diffusion constant in the singlet Cooper channel. It may be that, close to the superconducting fixed point, the quantum corrections to the stiffness are different from the conductivity corrections. Field theoretically speaking, the hypothesis relies on the fact that two different operators, which might have the same scaling behavior near one fixed point, can scale differently near another fixed point. Therefore, the conjectured behavior is that $K(L_{T_c})$ is finite and independent of $t(L_{T_c})$.
These improvements of the theory are of direct relevance for the superconducting transition temperature \( T^* \), and might have further implications on other physical observables, such as thermal transport coefficients.

### 7.4.4 Kosterlitz-Thouless transition for topological insulator surface states

The BKT transition separates the phase of tightly bound vortex-antivortex pairs (superconductor) from the vortex plasma (normal phase). As explained in Sec. 1.5.4 the RG treatment of this transition is performed by means of perturbative inclusion of vortex effects into the effective stiffness. In particular, the leading correction stems from a single vortex dipole and thus \( dK^{-1}/dy = z_v^2 \).

Recall that \( z_v \) is the fugacity (Boltzmann weight) of a single vortex. It accounts for the regularized contribution of divergent phase gradient inside the vortex core and is thus determined by length scales much shorter than the coherence length \( \xi \). Physically, this regularization relies on the vanishing order parameter \( \Delta \) at the center of the vortex. In addition, the preceding sections show that fluctuations of the diffusive \( Q \)-matrix on length scales \( (l, L_\Delta) \) will affect the fugacity.\(^{13}\) Beyond a circle of radius \( L_\Delta \) the \( Q \)-matrix will be fixed to the saddle point configuration. Concentrating on class AII and the exposed boundary conditions, the diffusive fluctuations inside the disk \( r \leq L_\Delta \) fall into two topologically distinct sectors containing an even respectively odd number of instantons. I will therefore associate an internal \( \mathbb{Z}_2 \) degree of freedom to each vortex core. Vortices with an even number of instantons in their core have a positive Boltzmann weight \( z_{v,+} \) while those with an odd number of instantons are characterized by a fugacity \( z_{v,-} \). The dominant contribution to \( z_{v,-} \) stems from a single instanton and thus

\[
z_{v,-} \sim \pm e^{-2\pi g z_{v,+}}. \tag{7.41}
\]

Here the upper sign corresponds to a non-topological symplectic metal (NTSM) while the minus sign follows from the \( \mathbb{Z}_2 \) \( \theta \)-term appearing in the NL\( \sigma \)M of 3D TI surface states. Since the logarithmic interaction of vortices is independent of their internal degree of freedom the sole modification of RG equations stems from replacing \( z_v \to z_v^{(\text{tot})} = z_{v,+} + z_{v,-} \) in the RG Eqs. (1.32). Therefore, for the case 3D TI surface states the bare total Boltzmann weight of vortices is reduced as compared to NTSMs. Consequently, the tendency to superconductivity is enhanced.

It is conceivable that the weakening of vortex effects is even stronger and a complete cancellation occurs. In this context, recall the mechanism exposed in Sec. 4.2.4 in the context of the localization problem in chiral classes. Also recall ’t Hooft’s matching condition of anomalies, Sec. 2.3.5: In the SSB phase the Goldstone bosons are forced to produce the same anomaly as the original fermionic excitations at high energies. Therefore, one might expect \( \Theta \)-correlations to be long-ranged.

### 7.4.5 Physical observables

To conclude this chapter I would like to discuss the physical observable which will encode the findings of this project: the temperature and frequency dependence of conductivity. As exposed in Eq. (7.31) there are two contributions: the fermionic, dissipative contribution \( \sigma(\omega) \) and the divergent contribution of the condensate \( \sim K/\omega \).

The dissipative electronic contribution encodes the quantum corrections from length scales where quantum effects are important. Since near the transition temperature the electronic contribution is dominant for \( \omega \gtrsim \Delta^2/T \) \( (\text{i.e. } L_\omega \lesssim \xi) \) the high-frequency \( \omega \gg T \) dependence of conductivity at fixed

\(^{13}\)Here, the length scale \( L_\Delta \) might not necessarily be determined by bare coupling constants of the NL\( \sigma \)M.
temperature directly probes its renormalization in the range \((l, L_T)\). Alternatively, the same effect can be measured in the temperature dependence of conductivity at fixed \(\omega \gtrsim \Delta^2/T\).

The effect of quantum corrections to the stiffness determine the dependence of \(T_s\) on the disorder strength. The dissipative contribution to DC current due to the friction of vortices was calculated in Ref. [321] to be proportional to \(g(\xi_{BKT}/\xi)^2\) in the regime \(T_s < T < T_c\) \((\xi_{BKT} \sim e^{\text{const.}/\sqrt{T-T_c}}\) is the BKT correlation length).
7.5 Summary of chapter 7

This last chapter of the present thesis was devoted to the superconducting instability of disordered 2D systems, including in particular also 3D TI surface states. The main goal was to develop a theory which describes the superconducting transition taking into account the interplay of the following effects:

- interference corrections to resistance,
- renormalization of the interaction amplitude in the Cooper channel due to quantum diffusion and electron-electron interactions,
- the influence of vortex excitations in the $U(1)$ Goldstone modes.

Such a theory was developed in Secs. 7.3 and 7.4. It takes the form of the NL$\sigma$M [317-319] presented in Eq. (7.39). Excitations of this theory are gapped on different length scales. This hierarchy of length scales, see Fig. 7.2, dictates the crossover from the full quantum NL$\sigma$M to the $U(1)$ model: At length scales longer than the superconducting coherence length $\xi$, the effective field theory contains only the field describing the phase fluctuations of the condensate.

Therefore, ultimately, the nature of the superconducting transition is of the BKT type. The effect of quantum diffusion taking place at length scales shorter than $\xi$ enters the BKT theory as follows: The bare coupling constants of the $U(1)$ model, the stiffness $K$ and the fugacity $z_v$, are renormalized by the diffusive RG of the NL$\sigma$M.

The observables under investigation, the AC transport properties and the dependence of the transition temperature on disorder, were addressed in Secs. 7.3.5 and 7.4.5. I also explained in Sec. 7.4.4, why the superconducting instability is favored in 3D TI surface states as compared to a non-topological 2DES of the same universality class.
Conclusions

In the introduction to this thesis I posed a set of six questions to be addressed in the main part of the dissertation. I here would like to return to these questions and summarize the main results achieved in the present work.

After the two reviewing chapters 1 and 2 I returned to question number (i) of the introduction. In Chap. 3 the semiclassical magnetotransport coefficients of 3D TI surface states were derived. First, I concentrated on the Drude approximation which is valid whenever the Zeeman energy is negligible and the quasiparticle picture holds (i.e. for sufficiently long mean free path). Next, I turned to the situation when the Zeeman term is important and leads to the anomalous Hall effect (AHE) [169, 170]. The main result of this chapter is the conductivity tensor as a function of Zeeman energy and orbital magnetic field. It represents a generalization to previous calculations [174] which assumed zero orbital magnetic field. This is particularly important, inasmuch AHE experiments probe the behavior of Hall conductance as a function of orbital magnetic field. It is not only applicable to 3D TI surface states but also to other 2D materials. Finally, the last part of Chap. 3 is devoted to the calculation of the local current density in the regime of well pronounced LLs and semiclassically smooth external potential. The solution to this problem, which describes the physics of guiding center motion, already foresees important aspects of the half-integer QHE discussed later, in Chap. 6.

The following Chap. 4 gave answers to questions (ii) and (iii). It was dedicated to the localization problem of random two-dimensional systems with chiral symmetry. Those occur on the surface of exotic 3D TIs. Graphene with certain type of disorder potential, e.g. bond disorder, also falls into these symmetry classes. According to long-established general arguments [58, 59] quantum localization is avoided in chiral systems. As demonstrated in Chap. 4 these general arguments collapse when topological defects (vortices) are included in the effective field theoretical description of the problem. The interaction between vortex defects then drives the system into the insulating phase. I explained how TI surface states evade this mechanism. Furthermore, I presented recent results on the average DOS of random chiral metals with infinitely strong impurities. It was shown that in this case the divergence of the DOS at the symmetry point of the spectrum strongly differs from the case of weak impurities. These results are in good agreement with newest numerical simulations. Moreover, the effective theory in the presence of strong impurities suggests that vortices can affect the localization physics only in the case of weak impurities.

The longest and possibly most important chapter 5 of this thesis is devoted to question number (iv) on the quantum transport in thin TR invariant 3D TIs. I have presented a thorough study of interference and interaction effects in the surface state conductivity of 3D TI slabs. The electron-electron interaction within and in between the two major surfaces of a slab was taken into account. These two surfaces were in general assumed to be characterized by different carrier densities and scattering rates, and by asymmetric dielectric environment.

Before turning to the field theoretical analysis on the basis of interacting NLoM I presented a perturbative, Altshuler-Aronov-like calculation [73] of conductivity. The perturbative result turned out to be instructive, but insufficient. To gain more insight, the effective interacting field theory was
derived. In this context, non-Abelian bosonization technique was employed. It is worth emphasizing that the presented field theory treats the general situation of potentially strong interactions and thus goes beyond perturbation theory. Hence the Fermi liquid theory of the strongly correlated double layer system in the ballistic and diffusive regime was developed.

The renormalization of the interacting $\text{NL}_{\sigma}$ in the one-loop approximation lead to the RG equations determining the temperature dependence of the conductivities of both surfaces. The RG is controlled by a large conductivity, $k_F l \gg 1$. The calculations are exact in the singlet interaction amplitudes, while contributions due to a repulsive Cooper interaction are parametrically small and can be neglected.

Inspecting the RG equations, I showed that intersurface interaction is relevant in the RG sense and the limiting case of decoupled surfaces is therefore unstable. The rich flow diagram has been analyzed in detail. For fully decoupled surfaces the system flows into an intermediate-coupling fixed point ("interaction-induced criticality") [205]. This point is, however, unstable with respect to the intersurface coupling. The flow is then towards a single attractive fixed point which is "supermetallic" and at which even originally different surfaces have the same transport properties. Typically, this fixed point is reached via a characteristic non-monotonic temperature dependence of conductivity.

The perturbative results of Chap. 5 are equally applicable to weak topological insulator [196, 242] thin films and to non-topological double layer systems with spin-orbit interaction. An extensive discussion of non-perturbative differences was presented. In the end of Chap. 5, I have estimated parameters and presented explicit predictions for the temperature dependence of the conductivity for typical experimental setups based on Bi$_2$Se$_3$ and strained HgTe materials.

The following Chap. 6 was dedicated to the anomalous QHE of Dirac fermions on the surface 3D TIs and thus to question number (v). I explained that the half-integer QHE is a manifestation of fermion number fractionalization [124] and also why the observation of half-integer QH response is not possible in 3D TI transport experiments. Subsequently, I presented a modification of Laughlin's [119, 270] flux insertion argument to the case of 3D TIs. Half-integer Hall conductivity is consistent with gauge invariance, because the contributions of the two major surfaces in the Corbino slab geometry are additive. As a major result of Chap. 6, the unified field theory treating both diffusive matter fields and electromagnetic gauge potentials was derived. In contrast to the case of the integer quantum Hall effect, two different theta angles appear: One of them is associated with the Hall conductance while the other one (it is reminiscent of chiral anomaly) provides a shift of the Khmelnitskii flow diagram [287]. The adjustment of Pruisken's RG-equations [24, 282-284] to the case of Dirac fermions was presented for the situations of non-interacting electrons and of Coulomb interaction. The flow and phase diagrams were discussed in great detail. To this end, the semiclassical conductivity tensor of gapped Dirac fermions in magnetic field derived previously in Chap. 3 was used as starting values of RG. The altered Laughlin-Khmelnitskii levitation scenario [294] of Dirac fermions was presented. I concluded Chap. 6 with an extensive discussion of conditions for experiment and finite size effects.

The last chapter in this thesis was devoted to the superconducting instability of disordered 3D TI surface states and of 2DESs in general. Even though the work presented in this chapter is not yet fully completed, I gave some first answers to question number (vi). In particular, a theory describing the superconducting state in disordered 2D systems was developed. It incorporates both the renormalization of resistivity due to quantum diffusion and vortex excitations leading to the BKT transition. More precisely, the conventional theory of $U(1)$ Goldstone modes is recovered at length scales larger than the superconducting coherence length. Thus, the superconducting transition is of the standard BKT type [112, 113], while quantum diffusion leads to a renormalization of bare parameters. As I explicitly showed, 3D TI surface states have a stronger tendency to superconductivity than non-topological 2DESs of the same universality class.
For future investigation, all directions of research presented in the main part of this thesis deserve further attention. Concerning the semiclassical chapter 3, it would be extremely interesting to include quantum effects into the vortex state calculation. While the conventional approach to quantum localization is perturbative in large conductance, the calculation presented in Chap. 3 relies on smooth scalar potentials and might thus shed light on localization physics from a totally different perspective.

In regard to the localization problem in chiral symmetry classes, it would be of major interest to numerically analyze the analytical predictions made for the metal-insulator transition. A particularly counterintuitive feature is that strong, point-like impurities protect those systems from localization, where it is expected for weak impurities. Therefore, numerical experiments where strong impurities can be gradually introduced on top of weak impurities could illuminate the localization mechanism.

The predicted quantum transport behavior in thin 3D TI films should be scrutinized in experiment. Expected, characteristic features of the conductivity include the non-monotonic temperature behavior and its sensitivity with respect to the carrier density. A comparison of such experimental data with our theoretical predictions would allow one to judge whether the system is in the truly topological phase. From the theoretical side, more efforts are needed to better understand quantum transport in double-layer systems. For example, the metal-insulator transition in double-layer graphene structures [322] is not fully understood yet. In addition, measurements of the transconductance [323] ("Coulomb-drag") are performed on similar setups. Here finite size effects are important at temperatures below 50 Kelvin while theoretical investigations in this mesoscopic regime are still elusive.

In regard to the unconventional QHE, more experimental advances are desirable. In particular, the suggested measurement techniques based on the topological magnetoelectric effect could also be investigated on other QH systems than TIs.

Eventually, in the immediate future, the superconducting problem exposed in Chap. 7 deserves the largest attention. Once a coherent picture for the superconducting transition in disordered 2DESs and 3D TI surface states will be available, it will be interesting to include the effect of a finite magnetic field into the investigation. In addition, it is of prominent relevance to understand how long range inhomogeneities of the superconducting gap will alter the transition.

In conclusion, I can not hide my personal fascination for the research field of quantum transport in topological insulators and for topological states of matter in general. The interplay of disorder, topological protection and electron-electron interaction evokes an extremely diverse multitude of physical effects and phenomena. The realization of abstract concepts from quantum field theory and differential geometry as well as the rapid experimental development and the promising technological applications provide a challenging and appealing scientific arena for ever more physicists all around the world. Topological states of matter, going beyond the old paradigm of spontaneous symmetry breaking, provide yet another, enchanting example of emergent, collective phenomena in many body physics.

Intriguingly, the unique properties of topological insulators are to great extend holographically encoded in the boundary excitations, the bulk states being energetically inaccessible. In this thesis, I took advantage of this fact and concentrated exclusively on the fascinating physics of surface Dirac-fermions, as if the bulk never existed. Alluding to the first sentence of the thesis, I would like to summarize my work using again Wolfgang Pauli’s words.

“Es gibt keinen Gott und Dirac ist Sein Prophet.”
“There is no God and Dirac is His Prophet.”

W. Pauli as reported in Ref. [324].
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2D two dimensions, two dimensional. 31

2DES two dimensional electron system. v, ix, 18, 23, 24, 41, 42, 55, 77, 105, 129, 131, 141–143, 146, 147, 151, 155, 158, 159, 202, 203, 206, 207, 261

AA Altshuler-Aronov. 6, 7, 18, 69, 77, 78, 96, 99, 103

AC Alternating current. ix, 112, 155

AHE anomalous Hall effect. viii, 34, 45, 47, 48, 51, 52, 56, 131–133, 157, 220, 221

AS Atiyah-Singer. 24–26, 30, 32, 43, 54, 55, 126, 133

BCS Bardeen–Cooper–Schrieffer. 142, 145, 148, 261

BEC Bose–Einstein condensation. 142

Bi₂Se₃ Bismuth Selenide. vii, 74, 76, 111, 116, 134, 158

BKT Berezinskii–Kosterlitz–Thouless. 20, 60, 61, 141–143, 148, 150, 152–155, 158

cf. confer. 12, 53, 58

CS Chern–Simons. 24, 32, 33, 38, 39, 118–120, 126

DC Direct current. 80, 82, 91, 154

DOS density of states. viii, 4, 6, 41, 42, 58, 63–68, 73, 81, 106, 125, 145, 146, 157, 202, 203, 267

FL Fermi liquid. 14–17, 75, 76, 84, 86, 87, 92, 234, 237, 238

HgTe Mercury Telluride. vii, 40, 111, 134, 158

HS Hubbard–Stratonovich. 144, 149, 257, 258, 260, 262

IR infrared. 5, 6, 12, 34, 92, 105, 232

LHS left hand side. 51, 93, 135, 218

LL Landau level. vi, 24, 26, 42, 43, 53–56, 117, 123–125, 133, 157, 206, 207, 227

MIT metal-insulator transition. 13, 18, 19, 63, 66, 68, 99–101
**Acronyms**


p. page. 73, 84, 85

**PH** particle-hole. 8, 259, 270

**QED** quantum electrodynamics. 23, 38, 74, 126

**QFT** quantum field theory. vi, 2, 10, 12, 14, 16, 30–32, 38, 40, 78

**QH** quantum Hall. vii, 39, 115, 117–121, 125, 127, 129–140, 158, 159, 243, 251


**QSH** quantum Spin Hall effect. vii, 63

**RG** renormalization group. 2, 12, 13, 17, 18, 20, 21, 60–66, 68–70, 73, 76, 78, 86, 87, 89, 93, 95–105, 111, 125, 128–131, 140, 141, 149–153, 155, 158, 201, 232, 233, 235, 241, 242

**RHS** right hand side. 17, 31, 40, 50, 51, 54, 93, 103, 135, 136, 218

**RPA** random phase approximation. 6, 15, 72, 86, 90, 98, 101, 103, 108, 109, 131, 236–238

s.th. such that. 36

**SCBA** self-consistent Born approximation. 5, 11, 13, 80, 81, 93, 145, 148, 243, 245–247, 261

**SSB** spontaneous symmetry breaking. 11–13, 20, 32–34, 125, 146–151, 153, 258, 267

**TFT** topological field theory. 24, 38, 118


**TKNN** Thouless–Kohmoto–Nightingale–deN–Nij. vi, vii, 24

**TME** topological magnetoelectric effect. 119, 135, 136, 140

**TR** time reversal. vi–viii, 5, 7, 8, 11, 27, 39, 111, 115, 116, 118, 119, 126, 127, 130, 144, 147, 157, 259, 260, 262, 267, 270

**UV** ultraviolet. 12, 21, 34, 40, 54, 80, 81, 87, 91, 93, 129, 145, 148, 149, 232

w/o without. 42

**W AL** weak antilocalization. vii, 5–7, 13, 18, 41, 69, 77, 78, 96, 98, 99, 102, 104, 270
WL weak localization. 5, 18, 45, 270

WZ Wess–Zumino. 32, 35–38, 40, 58, 61, 62, 80–83, 89, 231

WZNW Wess–Zumino–Novikov–Witten. 33, 37, 59, 62, 80, 229, 230
Notation

Throughout this thesis the following conventions are used:

- If not specified otherwise, Gaussian units are used in electrodynamic formulae. However, to express final numerical results the SI units (e.g. Newton, Tesla etc.) are chosen.
- Equally, unless stated differently, the reduced Planck constant, the speed of light and Boltzmann’s constant are set to unity $\hbar = c = k_B = 1$. In these units, the electron charge squares to the fine structure constant $\alpha$.
- Vectors are denoted as bold symbols or by an arrow. Coordinate vectors in real space are typically denoted by $\mathbf{x}$ or $\mathbf{r}$, while momenta are usually labeled by $\mathbf{k}$, $\mathbf{p}$ or $\mathbf{q}$. The norm of a vector $\mathbf{a}$ is written as $|\mathbf{a}| = a$.
- Path integrals (in Matsubara formalism) are computed with the convention $Z = \int \mathcal{D}[\bar{\phi},\phi] \exp(-S[\bar{\phi},\phi])$, where $S[\bar{\phi},\phi]$ is the action.
- The notation $\int_{\tau,x} = \int d^2x \int_0^\beta d\tau$ is sometimes used in this thesis, where, as usual, $\beta = 1/T$ is the inverse temperature.
- In the Chaps. 1.5.2 and 5-7 involving the interacting $\sigma$M I use a convention that $\alpha, \beta \in \{0, N_R\}$ denote replicas and $m, n \in \{-N'_{M}, \ldots, N'_{M} - 1\}$ Matsubara indices.
- Pauli matrices $\sigma_i = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$ denote the (pseudo-)spin of the particles. Note the comments in footnote 19 on p. 41 and in the discussion after Eq. (5.12) on p. 75 according to which the spin $\sigma$ of 3D TI surface states is only approximately equal to physical spin. Pauli matrices in Nambu space are denoted by $\tau_i$ in Chaps. 5 and 7.
- The Levi-Civita symbol in any dimension is denoted by $\epsilon_{i_1 \ldots i_d}$ where $i_j \in \{x_1 \ldots x_d\}$. Per definition $\epsilon_{x_1 \ldots x_d} = 1$. In two dimensions, I also introduce the matrix notation $(\mathbf{\epsilon})_{ij} = \epsilon_{ij}$ to express the projection of the cross product on the $z$-component. The latter is also occasionally denoted by a wedge: $\epsilon_{ij} a_i b_j = \mathbf{a} \wedge \mathbf{b}$.
- In all figures representing RG flow, arrows indicate the flow towards the infrared.
- Spatial dimensionality is denoted by $d$ while space-time dimensionality is denoted by $D$. The distinction between space-time dimensionality and the diffusion coefficient $D$ should be clear from the context.

In what follows a list summarizing the notation employed in this thesis is presented.
\(\alpha\) fine structure constant of QED: \(\alpha^{-1} = 137,035\ldots\) at the scale of the electron mass (and also at all condensed matter scales). 6, 23, 38, 74, 135, 201

\(\Phi_0\) flux quantum \(\Phi_0 = h/c.\) 42, 206

\(\nu\) single particle DOS: 4, 6, 64, 65, 68, 73

\(\tau\) The symbol \(\tau\) (with corresponding indices) denote elastic mean scattering times. 3-5, 202

\(\Omega_\xi\) Berry curvature for massive TI surface states: \(\Omega_\xi = -\frac{mv_0^2}{2}\epsilon_\xi.\) 42, 47, 205

\(\omega_c\) cyclotron frequency of 2DES with parabolic dispersion: \(\omega_c = \frac{|eB|}{mc}.\) 42, 46, 206, 212

\(\Omega_c^{cl.}\) classical cyclotron frequency of TI surface states: \(\Omega_c^{cl.} = \frac{|eBv_0^2|c}{e}.\) 42, 45, 46, 132, 133, 211, 212

\(\Omega_c\) quantum cyclotron frequency of TI surface states: \(\Omega_c = \sqrt{2|eB|v_0^2/c}.\) 42, 123, 134

\(A_\xi\) Berry connection for massive TI surface states: \(A_\xi = (u_{\xi,k}|i\partial_ku_{\xi,k}).\) 48, 205

\(D\) Diffusion coefficient, in \(d\) spatial dimension \(D = v_F^2\tau/d.\) 3, 46, 201

\(\frac{\partial n}{\partial \mu}\) thermodynamic DOS. 6

\(e\) charge \(q = -|e|\) of an electron. 42, 202

\(k_F\) Fermi momentum, occasionally also \(p_F.\) 2, 15, 74

\(l\) mean free path \(l = v_F \tau.\) 2, 3, 5, 15, 60, 71, 85, 93, 129, 150

\(l_B\) magnetic length \(l_B = \sqrt{\frac{\hbar}{|eB|}} \approx 26nm/\sqrt{|B|T}.\) 5, 45, 116, 123, 130

\(M_\infty\) The bulk band gap of topological insulators is \(2M_\infty.\) 27, 28, 32, 70, 110, 116, 122, 134

\(q\) charge of a particle, for electrons \(q = e = -|e|\). As usual \(\Pi = p - qA\) denotes the kinetic momentum, and \(p = -i\nabla\) denotes the operator of canonical momentum. 25, 42, 202

\(v_F\) Fermi velocity. 5, 202
Appendix A

Basic calculations

In this appendix I present some basic calculations which are useful for the entire thesis.

A.1 Basic calculations in the absence of orbital magnetic field

A.1.1 Eigenvalue problem of clean Hamiltonian

2DES with parabolic dispersion

A conventional 2DES has parabolic dispersion $\epsilon(p) = \frac{p^2}{2m}$ and eigenfunctions which are plane waves. The DOS per area and spin is $\nu(E) = \frac{m}{2\pi} \theta(E)$ and the particle density at $T = 0$ and chemical potential $\mu$ is $n(\mu) = \frac{m\mu}{2\pi}$.

3D Ti surface states

The Hamiltonian under consideration is

$$H = v_0 \epsilon_{ij} p_i \sigma_j + mv_0^2 \sigma_z$$

(A.1)

It has energy spectrum $\epsilon_\xi(p) = \xi \epsilon(p) = \pm \sqrt{m^2 v_0^4 + v_0^2 p^2}$, $\xi = \pm 1$ denotes the band index. Sometimes the argument $(p)$ is dropped from the energies $\epsilon_\xi$ and $\epsilon$.

Density of states and particle density

The DOS per area is

$$\nu(E) \equiv \sum_\xi \int (dp) \delta(E - \epsilon_\xi(p)) = \frac{|E|}{2\pi v_0^2} \theta(|E| - |mv_0^2|).$$

(A.2)

By consequence the particle density at $T = 0$ and chemical potential $\mu$ is

$$n(\mu) = n_0 + \int_0^\mu \nu(E) dE = n_0 + \text{sign}(\mu) \frac{\mu^2 - \left(\frac{mv_0^2}{4\pi v_0^2}\right)^2}{\frac{4\pi v_0^2}{}\theta(\mu^2 - (mv_0^2)^2)}$$

(A.3)

$n_0$ is the divergent contribution of the filled hole (“positron”) band. Employing a proper regularization scheme it vanishes as discussed below. (Note that the above formula is valid for arbitrary sign of $\mu$.)
**A. Basic calculations**

**Eigenstates** I switch to momentum representation. At any finite \( p \) one can parametrize \( p = p(\sin \phi, \cos \phi) \) and then

\[
\langle p | H | p' \rangle = \begin{pmatrix}
\frac{mv_0^2}{2\xi_p} & -v_0pe^{i\phi} \\
-v_0pe^{-i\phi} & -\frac{mv_0^2}{2\xi_p}
\end{pmatrix} \langle p | p' \rangle .
\] (A.4)

The eigenfunctions are thus

\[ \psi_{\xi,p}(x) \equiv \langle x | p, \xi \rangle_D = e^{ipr} | u_{\xi,p} \rangle , \] (A.5)

where

\[ | u_{\xi,p} \rangle \equiv \frac{1}{\sqrt{2}} \begin{pmatrix}
\xi \sqrt{1 + \frac{mv_0^2}{2\xi_p}} e^{i\phi/2} \\
-\sqrt{1 - \frac{mv_0^2}{2\xi_p}} e^{-i\phi/2}
\end{pmatrix} . \] (A.6)

Another representation involves the angle \( \theta_p \) defined by \( \cos \theta_p = \frac{mv_0^2}{\sqrt{\xi_p^2e^{2i\phi}}}. \) Then the spinors are

\[
| u_{+,p} \rangle = \begin{pmatrix} \cos(\theta_p/2)e^{i\phi/2}, -\sin(\theta_p/2)e^{-i\phi/2} \end{pmatrix}^T,
| u_{-,p} \rangle = \begin{pmatrix} -\sin(\theta_p/2)e^{i\phi/2}, -\cos(\theta_p/2)e^{-i\phi/2} \end{pmatrix}^T . \] (A.7)

The overlap of two spinors \( | u_{\xi,p} \rangle \) is

\[
\langle u_{\xi',p'} | u_{\xi,p} \rangle = \frac{1}{2} \sqrt{\xi_p} \left[ \frac{mv_0^2}{\xi_p} \left( 1 + \frac{mv_0^2}{\xi_p e^{2\phi}} \right) - \frac{mv_0^2}{\xi_p e^{2\phi}} \right] e^{-i(\phi - \phi')/2} .
\] (A.8)

**Orthonormality**

\[
\int d^2x_D \langle p', \xi' | x \rangle \langle x | p, \xi \rangle_D = \delta_{\xi,\xi'} \delta(p - p') .
\] (A.9)

**Partition of unity** First, I consider each band separately

\[
\int (dp) \langle x' | p, \xi \rangle_D D \langle p, \xi | x \rangle = \int (dp)e^{ip(x'-x)} \begin{pmatrix}
\frac{\xi_p + mv_0^2}{2\xi_p} & -v_0p e^{i\phi} \\
-v_0p e^{-i\phi} & \frac{\xi_p - mv_0^2}{2\xi_p}
\end{pmatrix} .
\] (A.10)

Clearly, upon summation over \( \xi = \pm \) the off diagonal elements drop out, while the diagonal elements provide unity in spin space times delta function in real space.

**A.1.2 The zero chemical potential density \( n_0 \) for topological insulators**

Now one can calculate the contribution to the particle density by the filled hole band \( n_0 \) in the clean case. It is

\[
n_0(x) = \lim_{x' \to x} \int (dp) \text{tr} \langle x | p, \xi = -1 \rangle_D D \langle p, \xi = -1 | x' \rangle = \lim_{x' \to x} \delta(x - x') \equiv 0 .
\] (A.11)

In contrast to the case, when an orbital magnetic field is present (see below, App. A.3.1), there is no anomalous contribution in the thermodynamic limit.
A.2 Berry connection and Berry curvature.

The eigenstates of any hermitian two by two matrix \( H = \vec{d} \cdot \vec{\sigma} \) to eigenvalues \( \epsilon_\xi = \xi |\vec{d}| = \pm d \) are \[ |\xi\rangle = \frac{1}{\sqrt{2d}} \left( \begin{array}{c} d_3 + \xi d \\ d_+ \end{array} \right) \] (A.12)

\( (d_\pm = d_1 \pm id_2) \). For the 2D Dirac Hamiltonian given above \( \vec{d} = (-v_0 k_y, v_0 k_x, mv_0^2) \).

Assume \( \vec{d} = \vec{d}(p_x, p_y) \). The Berry connection \( A_\xi \) is

\[ A_{\xi,i}(p) = i \langle \xi | \partial_{p_i} |\xi\rangle = \frac{\epsilon_{ij}d^2}{2d^3 (d + \xi d_3)} \left[ -\partial_i \left( d + \xi d_3 \right) \partial_j d_1 \partial_j d_2 + \epsilon_{ab}d_3 \partial_i d_3 \partial_j d_\alpha \partial_j d_\beta \right] + \frac{\epsilon_{ij}d^2}{2d^3 (d + \xi d_3)^2} \left[ -\partial_i d_1 \partial_j d_2 \left( d + \xi d_3 \right) \right] + \frac{\epsilon_{ij}d^2}{2d^3 (d + \xi d_3)^2} \left[ -\partial_i d_\alpha \partial_j d_\beta \partial_j d_\gamma \right]. \] (A.13)

\( (a, b = 1, 2) \).

The Berry curvature \( \Omega_\xi \) is

\[ \Omega_\xi = \epsilon_{ij} \partial_i A_{\xi,j} = -\epsilon_{ij} \frac{\epsilon_{ab}d^2 \partial_a \partial_j d_3 \partial_j d_\beta - \left( d^2 - d_3^2 \right) \partial_i d_1 \partial_j d_2 + \epsilon_{ab}d_3 \partial_i d_3 \partial_j d_\alpha \partial_j d_\beta}{2d^3 (d + \xi d_3)} \]

\[ + \frac{\epsilon_{ij}d^2}{2d^3 (d + \xi d_3)^2} \left[ -\partial_i d_1 \partial_j d_2 \left( d + \xi d_3 \right) \right] + \frac{\epsilon_{ij}d^2}{2d^3 (d + \xi d_3)^2} \left[ -\partial_i d_\alpha \partial_j d_\beta \partial_j d_\gamma \right]. \] (A.14)

For the Dirac Hamiltonian, where \( \vec{d} = (-v_0 k_y, v_0 k_x, mv_0^2) \), the expressions are

\[ A_{\xi,i}(p) = \epsilon_{ij}v_0^2 \frac{k_j}{2(\epsilon_\xi^2 + \epsilon_\xi mv_0^2)} \quad \text{and} \quad \Omega_\xi = -\frac{mv_0^4}{2\epsilon_\xi^3}, \] (A.15)

as above \( \epsilon_\xi = \xi \sqrt{v_0^2 p^2 + (mv_0^2)^2} = \xi \). This result coincides with what is reported in Refs. [169] and [325]. Note that \( \Omega_\xi = 0 \) if it holds that \( m = 0 \), as a non-zero prefactor of all three Pauli matrices in the Hamiltonian is needed.
A.3 Landau levels in the presence of orbital magnetic field $\vec{B} = B\hat{e}_z$

As usual $\Pi_{x,y} = p_{x,y} - qA_{x,y}$ denotes the operator of kinetic momentum. It is useful to consider

$$\Pi_{\pm} = \left(\Pi_x \pm i\Pi_y\right),$$  \hspace{1cm} (A.16)

which have the following commutation relation

$$[-i\Pi_-, i\Pi_+] = 2i \left[\Pi_x, \Pi_y\right] = -2q \left[\partial_x, A_y\right] + \left[A_x, \partial_y\right] = -2qB,$$  \hspace{1cm} (A.17)

This way creator and annihilator of the harmonic oscillator can be defined:

- If $qB < 0$ then
  $$b = -\frac{1}{\sqrt{2|qB|}}(-i\Pi_-) \quad \text{and} \quad b^+ = -\frac{1}{\sqrt{2|qB|}}i\Pi_+.$$

- In contrast, if $qB > 0$
  $$b^+ = -\frac{1}{\sqrt{2|qB|}}(-i\Pi_-) \quad \text{and} \quad b = -\frac{1}{\sqrt{2|qB|}}i\Pi_+.$$  \hspace{1cm} (A.19)

In any case:

$$[b, b^+] = 1.$$  \hspace{1cm} (A.20)

**Eigenvalue problem of clean 2DES Hamiltonian**

Written by means of creation and annihilation operators the Hamiltonian is

$$H = \omega_c \left(b^*b + \frac{1}{2}\right).$$  \hspace{1cm} (A.21)

The spectrum is $E_n = \omega_c \left(n + \frac{1}{2}\right)$ where $n \in \mathbb{N}_0$. The usual LL eigenstates are denoted as $|n, k\rangle$, here $k = 1 \ldots BA/\Phi_0$ (A is the area penetrated by the flux). They fulfill $b^*|n, k\rangle = \sqrt{n} |n - 1, k\rangle$ and $b^+|n, k\rangle = \sqrt{n + 1} |n + 1, k\rangle$.

**Eigenvalue problem of clean TI Hamiltonian**

The energy spectrum is

$$E_n = \text{sgn}(n)\sqrt{(mv_0^2)^2 + \Omega_c^2 n^2} \quad \text{for} \quad n \neq 0 \quad \text{and} \quad E_0 = \text{sgn}(qB)mv_0^2.$$  \hspace{1cm} (A.22)

1. Case: $qB < 0$.

Using the ladder operators of the harmonic oscillator the Hamiltonian becomes

$$H = \begin{pmatrix} mv_0^2 & -\Omega_c b \\ -\Omega_c b^+ & -mv_0^2 \end{pmatrix}.$$  \hspace{1cm} (A.23)
The eigenvalue problem can be solved using the eigenfunctions \(|n,k\rangle\) of the 2DES. The eigenspinors are for \(n \neq 0\)

\[
|n,k\rangle_D = \frac{1}{\sqrt{2E_n^2 + 2mv_0^2E_n}} \begin{pmatrix} -mv_0^2 - E_n \\ \Omega_c \sqrt{|n|} |n|,k \end{pmatrix},
\]

while \(|0,k\rangle_D = (0, |0,k\rangle)^T\).

2. Case: \(qB > 0\).

Analogous treatment leads to

\[
H = \begin{pmatrix} mv_0^2 & -\Omega_c b^+ \\ -\Omega_c b & -mv_0^2 \end{pmatrix}.
\]

In this case the eigenfunctions are for non-zero LL

\[
|n,k\rangle_D = \frac{1}{\sqrt{2E_n^2 - 2mv_0^2E_n}} \begin{pmatrix} \Omega_c \sqrt{|n|} |n|,k \\ (mv_0^2 - E_n) |n| - 1, k \end{pmatrix},
\]

and \(|0,k\rangle_D = (|0,k\rangle, 0)^T\).

**Orthonormality and partition of unity.** The orthonormality and the partition of unity for Dirac fermions follow from the partition of unity and orthonormality of \(|n,k\rangle\).

A.3.1 The particle density at zero chemical potential

Analogously to App. A.1.2, I point split regularize the sum over LL with negative index \(n < 0\) [the lower (upper) sign corresponds to the case \(qB < 0\) \((qB > 0)\)].

\[
\lim_{x \to x'} \sum_{k,n<0} \text{tr} \langle x|n,k\rangle_D \langle n,k|x'\rangle = \lim_{x \to x'} \sum_{k,n<0} \left\{ \frac{\langle x||n|,k\rangle \langle |n|,k|x'\rangle + \langle x||n| - 1,k\rangle \langle |n| - 1,k|x'\rangle}{2} \right\}
\]

\[
= -\frac{1}{2} \frac{B}{\Phi_0} + \lim_{x \to x'} \delta(x - x')
\]

The first contribution is a direct consequence of the fully spin polarized zeroth LL. The symbol \(=\) denotes the fact that the term proportional to \(mv_0^2\) vanishes under spatial average. Taking into account the value of the zeroth LL energy the average density at zero temperature and chemical potential turns out to be

\[
\bar{n}_0 = -\text{sign}(qBm) \frac{1}{2} \frac{B}{\Phi_0}.
\]
Appendix B

Semiclassical transport calculations

B.1 Drude transport theory

In this appendix more details are provided for section 3.1 of the main text.

B.1.1 Classical special relativity

The action describing a classical, relativistic particle in (2+1) space-time dimensions is [326, 327]

\[ S = \int_{a}^{b} -mv_{0}ds + \frac{q}{c} \mathbf{A} \cdot d\mathbf{x} - q\phi dt = \int_{a}^{b} -mv_{0}ds - \frac{q}{c} A_{\mu} ds_{\mu} \quad (B.1) \]

I introduced the relativistic line element \( ds^2 = v_{0}^2 dt^2 - dx^2 - dy^2 \) and \( m \), which is the rest mass of the particle. The vector potential transforms like a contravariant vector (indicated by superscripts) and is

\[ A^\mu = (A)^{\mu} = \left( \frac{c}{v_{0}} \phi, A_x, A_y \right) \quad (B.2) \]

Other contravariant vectors are \( \mathbf{a} = (v_{0}t, x, y) \) and the energy momentum vector \( \mathbf{p} = \left( E/v_{0}, p_x, p_y \right) \). All of these vectors are defined by the transformations of the Lorentz group \( L_{v_{0}} \) with limiting speed \( v_{0} \)

\[ \mathbf{a} = \Lambda \mathbf{a}' \quad (B.3) \]

where \( \mathbf{a} \) and \( \mathbf{a}' \) denote the same quantity, but in different reference frames \( K \) and \( K' \). \( \Lambda \) are the elements of the Lorentz group and leave the metric \( \eta = \text{diag}(1, -1, -1) \) invariant. Thus the action (B.1) is invariant under \( L_{v_{0}} \). Note that the inclusion of a Maxwell term would break the symmetry.

Transformation of velocity under boosts

A special importance in special relativity theory is played by boosts. A boost in arbitrary direction is given by

\[ \Lambda_{\text{boost}}(\beta) = \begin{pmatrix} \gamma & \gamma\beta^T \\ \gamma\beta & 1 + \frac{\gamma\beta^T}{\beta^T}\beta \end{pmatrix} \quad (B.4) \]
\[ \beta = (\beta_x, \beta_y) \] is the speed of the boost (in units of \( v_0 \)) and \( \gamma = \frac{1}{\sqrt{1 - \beta^2}} \) as usual. By consequence, if coordinate systems \( K \) and \( K' \) are related by a boost, Eq. (B.3) implies for the respective velocities \( \mathbf{v} \) and \( \mathbf{v}' \) the relation
\[
\mathbf{v} = \frac{dx}{dt} = \frac{\mathbf{v}' + \frac{\gamma - 1}{\beta^2} \mathbf{\beta} \cdot \mathbf{v}'}{\gamma \left(1 + \beta \frac{\mathbf{v}'}{v_0}\right)}. \tag{B.5}
\]

**Transformation of electromagnetic fields under boosts**

The electromagnetic field strength tensor is
\[
F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu = \left(\begin{array}{ccc}
0 & \frac{c}{v_0} E_x & \frac{c}{v_0} E_y \\
-\frac{c}{v_0} E_x & 0 & B \\
-\frac{c}{v_0} E_y & -B & 0
\end{array}\right). \tag{B.6}
\]

As it is defined by means of contravariant \((1 + 2)\) vectors \( \mathbf{x} \) and \( \mathbf{A} \) the additional (large) factors of \( c/v_0 \) appear as compared to the usual situation. Hence, the transformation laws under boosts contain this additional factor and are
\[
\frac{c}{v_0} E_i = \gamma \left[ \frac{c}{v_0} E'_i - \epsilon_{ij} B'_j \beta_j \right] - \frac{\gamma^2}{1 + \gamma} \beta_i \left( \mathbf{\beta} \cdot \frac{c}{v_0} \mathbf{E}' \right), \tag{B.7a}
\]
\[
B = \gamma \left[ B' + \frac{c}{v_0} \epsilon_{ij} \beta_i E'_j \right]. \tag{B.7b}
\]

Assume the fields \( B' \) and \( E' = \left(0, E'_y\right) \) are given in a certain frame \( K' \), e.g. the lab frame. Then

a) if \( B' < \frac{c}{v_0} E'_y \) there is a frame \( K \) which is related by a boost defined by \( \mathbf{\beta} = -\frac{v_0 B'}{cE'_y} \mathbf{e}_x \) in which \( B = 0 \) and \( \mathbf{E} = \left(0, \gamma E'_y \left[1 - \left(\frac{v_0 B}{cE'_y}\right)^2\right]\right) \).

b) if \( B' > \frac{c}{v_0} E'_y \) there is a frame \( K \) which is related by a boost defined by \( \mathbf{\beta} = -\frac{cE'_y}{v_0 B} \mathbf{e}_x \) in which \( \mathbf{E} = 0 \) and \( B = \gamma B' \left[1 - \left(\frac{cE'_y}{v_0 B}\right)^2\right] \).

**Motion of a relativistic particle in EM fields without and with damping**

The equations of motion for the action (B.1) defined above and upon inclusion of friction are
\[
\dot{\mathbf{p}}_i = q \left( \mathbf{E}_i + \epsilon_{ij} \mathbf{v}_j \frac{B}{c} \right) - \frac{1}{\tau_{tr}} \mathbf{p}. \tag{B.8}
\]

The phenomenological momentum relaxation term is non-Hamiltonian and breaks the Lorentz invariance.
Throughout this appendix the following relation will be useful

\[ p = \frac{m v}{\sqrt{1 - \frac{v^2}{v_0^2}}} = \frac{E}{v_0^2} v. \]  

(B.9)

Keeping in mind the condensed matter background, the energy is given by the dispersion relation

\[ E = \xi(p) = \xi \sqrt{m^2 v_0^2 + p^2 v_0^2} \]  

and can also be negative (see Tab. 2.2).

In view of the equation of motion for the energy, the set of differential equations of \( p \) now becomes non-linear. I will restrict myself to several limiting cases. The first two consider the clean situation, the last the steady state solution.

**a) No friction and \( B' < \frac{\xi}{v_0} E_y' \).** The problem can be solved in the frame \( K \) where there is no \( B \)-field (see transformations above). Then

\[ \mathbf{v}(t) = \frac{\mathbf{p}(t)}{E((\mathbf{p}(t)))} v_0^2 \text{ with } \mathbf{p}(t) = q \mathbf{E} t + \mathbf{p}_0. \]  

(B.10)

Boosting back to \( K' \) by means of the inverse of transformation (B.5) leads to

\[ \mathbf{v}'(t) = \frac{\mathbf{v}(t) + (\gamma - 1) v_x(t) \gamma - v_0 \gamma \beta_x}{\gamma [1 - \beta_x v_x(t)/v_0]} \]  

(B.11)

where \( \beta_x = -\frac{v_0 B'}{e E_y'} \). The classical limit \( \mathbf{v}(t)/v_0 \to 0 \) and \( \gamma \to 1 \) is

\[ \mathbf{v}'(t) = \frac{\mathbf{p}(t)}{m} + \mathbf{p}_0 \]  

(B.12)

which corresponds to the classical limit without \( B \)-field. (The regime where there is no cyclotron motion, is the point \( B = 0 \) in the classical case and a larger interval \( 0 < B' < \frac{\xi}{v_0} E_y' \) in the relativistic situation.)

**b) No friction and \( B' > \frac{\xi}{v_0} E_y' \).** In this case one can transform into a different frame \( K \) in which there is no \( E \)-field. In this frame the solution is

\[ \mathbf{v}(t) = v_0 \left( \begin{array}{c} \zeta \sin[\Omega_c(t - t_0)] \\ \cos[\Omega_c(t - t_0)] \end{array} \right). \]  

(B.13)

I introduced \( \zeta = \text{sgn}(BqE) \) and \( \Omega_c = \frac{q v_0 B}{e E_y} \). Transforming back into the lab frame \( K' \) the solution is

\[ \mathbf{v}'(t) = \frac{\mathbf{v}(t) + (\gamma - 1) v_x(t) \gamma - v_0 \gamma \beta_x}{\gamma [1 - \beta_x v_x(t)/v_0]}, \]  

(B.14)

where \( \beta_x = -\frac{e E_y'}{v_0 B'} \). In the limit \( v_x/v_0 \to 0 \) and \( \gamma \to 1 \) the classical cyclotron motion is recovered.
c) With friction, steady state solution. At time scales larger than $\tau_{fr}$ the steady state solution $\dot{p} = 0$ governs the dynamics. It is given by

$$\dot{p} = \frac{q \tau_{fr}}{1 + (\Omega_{cl}^{cl} \tau_{fr})^2} \left( \frac{1}{-\zeta \Omega_{cl}^{cl} \tau_{fr}} \right) E. \tag{B.15}$$

This leads to Eq. (3.4) of the main text. Note the relation $\Omega_{cl}^{cl} / \omega_c = 1/\sqrt{1 + \frac{(\epsilon_0 p)^2}{m v^2}}$, which makes the classical limit apparent (see e.g. Ref. [328] for comparison).

## B.2 Boltzmann treatment of the problem and anomalous Hall effect

In this appendix further details are presented to the calculations presented in Chap. 3.2.

### B.2.1 Derivation of clean equations of motion

I briefly review the derivation of equations of motion (3.7), following Refs. [171] and [172]. Consider a general Hamiltonian

$$H = H (p - qA(r, t)), \tag{B.16}$$

with slow electromagnetic fields (compared to the width of wavepackets, see below) and a gauge in which $A_0 = 0$. The eigenstates of $H_0 = H|_{q=0}$ with eigenenergy $\epsilon_\xi (k)$ are denoted by

$$\psi_{\xi, k}(r) = e^{i r \cdot k} |u_{\xi, k}\rangle. \tag{B.17}$$

As an example see the Dirac Hamiltonian presented in Tab. 2.2. Next define a time dependent wave packet in the presence of external field $A$,

$$\langle r | \Psi_{\xi, k, r_c} (t) \rangle \equiv \Psi_{\xi, k, r_c}(r, t) = e^{i q A(r_c, t) \cdot r} \int (dk) w(k, t) e^{-i \epsilon_\xi(k) t} \psi_{\xi, k}(r). \tag{B.18}$$

It will be useful to write $w(k, t) e^{-i \epsilon_\xi(k) t} = |w(k, t)| e^{-i \gamma_\xi(k, t)}$.

The wave packet is assumed to be strongly peaked in phase space (as compared to the momentum scale associated with the involved energies and spatial scales of external fields). The center coordinates of the wave packet are given by

$$k_c = \langle \Psi_{\xi, k_c, r_c}(t) | p - qA(r_c, t) | \Psi_{\xi, k_c, r_c}(t) \rangle = \int (dk) |w(k, t)|^2 k, \tag{B.19}$$

and

$$r_c = \langle \Psi_{\xi, k_c, r_c}(t) | r | \Psi_{\xi, k_c, r_c}(t) \rangle = \partial_{k_c} \gamma_{\xi}(k_c, t) + A_{\xi}(k_c). \tag{B.20}$$

where $A_{\xi}(k) = \langle u_{\xi}(k)| i \partial_k u_{\xi}(k) \rangle$ represents the Berry connection.

Following Ref. [171], I consider the following Lagrangian

$$L(r_c, \dot{r}_c, k_c, \dot{k}_c, t) = \langle \dot{\Psi}_{\xi, k_c, r_c}(t) | i \partial_t - H | \Psi_{\xi, k_c, r_c}(t) \rangle. \tag{B.21}$$

I first evaluate

$$\langle \Psi_{\xi, k_c, r_c}(t) | H (p - qA(r)) | \Psi_{\xi, k_c, r_c}(t) \rangle = \langle \Psi_{\xi, k_c, r_c}^{(0)}(t) | H \left[ p - q (A(r) - A(r_c)) \right] | \Psi_{\xi, k_c, r_c}^{(0)}(t) \rangle. \tag{B.22}$$
The wavepackets at absent external fields are denoted by \(|\psi_{\xi,k,c}(t)|\). For the linear Dirac operator the result is

\[
\langle \Psi_{\xi,k,c}(t)|H(p - qA(r))|\Psi_{\xi,k,c}(t) \rangle = \epsilon_\xi(k_c) + \mathcal{O}(\frac{\partial^2 A(r_c)}{\partial(r_c)_j} (\langle r_i r_j \rangle \psi^{(0)} - \langle r_i j(r_c)_j \rangle)).
\] (B.23)

Next, I calculate

\[
\langle \Psi_{\xi,k,c}(t)|i\hbar \hat{A}(t)|\Psi_{\xi,k,c}(t) \rangle = \langle \Psi_{\xi,k,c}(t)| - q\hat{A}(r_c,t) r |\Psi_{\xi,k,c}(t) \rangle + \hbar \frac{\partial}{\partial t} \gamma(k_c, t) = - q\hat{A}(r_c,t) r_c + (d \gamma(k_c, t) - \hat{k}_e \partial k_e \gamma(k_c, t)) = - q\hat{A}(r_c,t) r_c - \hat{k}_e \left( r_c - \mathcal{A}(k_c) \right) + \text{total derivatives.}
\] (B.24)

Combining the previous results, it is possible to evaluate the full Lagrangian

\[
L(r_c, \dot{r}_c, \dot{k}_e, \dot{\hat{k}}_e, t) = \hat{r}_e(k_e + qA) + \hat{k}_e \mathcal{A}(k_e) - \epsilon_\xi(k_c) + \text{total derivatives.}
\] (B.25)

This is exactly the same as reported in Eq. (2.17) of Ref. [171]. Thus, I derived Eq. (3.12) of the main text, which leads to the equations of motion discussed in Sec. 3.2.

### B.2.2 Derivation of side jump contributions

Following the original paper [173] I focus on the conduction band for simplicity. The same wave packets, Eq. (B.18), as in the previous section are employed. Consider a scattering event in the presence of slow external field occurring at time \(t = 0\) and position \(r = 0\). The asymptotic form of the center coordinate of the incoming quasiparticle is given by Eq. (B.20), which can be rewritten as

\[
r_c(t)|_{\rightarrow-\infty} = \partial_{k_e} \epsilon(k_c) t + \partial_{k_c} \gamma'(k_c, t) + \mathcal{A}(k_c),
\] (B.26)

where \(\gamma'(k_c, t) = \gamma(k_c, t) - \epsilon(k_c)\).

For a particle which is not subjected to Berry curvature effects, \(\partial_{k_c} \gamma'(k_c, t)\) encodes the effect of electromagnetic potentials and provides the starting value \(r_c(t = 0)\).

In the absence of external fields, we can represent the scattering states in an event \(k' \rightarrow k\) by

\[
\psi'_{\xi,k}(r, t) = \int (dk') C(k', t) e^{-i\xi(k)} \psi_{\xi,k'}(r),
\] (B.27)

and to leading order in Born approximation

\[
C(k', t) = -iV_{k,k'} \int_{\infty}^{t} e^{i[\epsilon(k') - \epsilon(k)]t} dt' + \delta(k - k').
\] (B.28)

Following the general logic exposed above, one can expand the outgoing wave packet also by its outgoing scattering states at absent external fields

\[
\psi'_{\xi,k,c}(r, t) = e^{i\hat{A}(r_c,t)} \int (dk) w(k,t) \psi'_{\xi,k}(r, t).
\] (B.29)
B Semiclassical transport calculations

Clearly, the gauge potential drops out from the calculation of

\[
\lim_{t \to -\infty} \langle \Psi_{\xi,k,c}(t) | r | \Psi_{\xi,k,c}(t) \rangle = \int (dk') |C(k', t)|^2 \left( \partial_{k'} e(k') t + \partial_{k'} \gamma(k', t) + A(k') - (\partial_{k} + \partial_{k'}) \arg(V_{k',k}) \right) \tag{B.30}
\]

Tracing back the asymptotes to \( t = 0 \), and interpreting \(|C(k', t)|^2\) as a scattering probability for a scattering event \( l_1 \to l_2 \) leads to the conclusion, that the asymptotic final state trajectory, and the asymptotic initial state trajectory don’t cross at the scattering center, but a position shifted by

\[
\delta r_{l_2 l_1} = \left. r_{l_2} \right|_{t=0} - \left. r_{l_1} \right|_{t=0}.
\tag{B.31}
\]

From this calculation which is based on Ref. [173], it follows that the side jump is

\[
\delta r_{l_2 l_1} = \langle u_{\xi_2,k_2} | i \partial_{k_2} u_{\xi_2,k_2} \rangle - \langle u_{\xi_1,k_1} | i \partial_{k_1} u_{\xi_1,k_1} \rangle - (\partial_{k_1} + \partial_{k_2}) \arg(V_{l_2,l_1}), \tag{B.32}
\]
even in the presence of smooth, external electromagnetic fields (in Ref. [173] only the \( E \)-field and not the \( B \)-field was considered). This concludes the derivation of Eq. (3.14) of the main text.

B.2.3 Geometrical foundations of Hamiltonian mechanics

In view of the exotic equations of motion (3.7) and (3.18), I briefly review the geometrical foundations of Hamiltonian mechanics (see e.g. Ref. [329]).

**Basic definitions and Poisson bracket.** The basic constituents are a differentiable 2d dimensional manifold \( M \), typically the phase space, and a non-degenerate, closed 2-form \( \omega \). The latter is used to define a vector field \( \Omega_a \) to each 1-form \( a \) by means of the interior product \( i_{\Omega_a} \cdot = \omega(\Omega_a, \cdot) a(\cdot) \) (in particular, one can define a Hamiltonian vector field \( X_f = \Omega_{df} \) for each function \( f : M \to \mathbb{R} \) by setting \( a = df \).

Next define the Poisson brackets

\[
\{ f, g \} := \omega(X_f, X_g) \equiv df \left( X_g \right) = X_g(f).
\tag{B.33}
\]

Their antisymmetry is apparent. Using a chart defined by its coordinates \( \{ \xi_\beta \}_{\beta=1}^{2d} \), the Poisson bracket can be locally represented as follows

\[
\{ f, g \} = \Omega_{dg} \left( \xi^\beta \right) \partial_\beta f = \partial_\gamma g \left( \omega^{-1} \right)^{\gamma\beta} \partial_\beta f. \tag{B.34}
\]

I used the reverse of \( \omega \) defined locally by

\[
\omega(\Omega_a, v) = \omega_{\gamma\delta} \Omega_a(\xi^\gamma) v(\xi^\delta) \overset{\text{def.}}{=} a(\partial_\gamma) v(\xi^\gamma). \tag{B.35}
\]

The following identification holds

\[
\Omega_a(\xi^\beta) = a(\partial_\gamma) \left( \omega^{-1} \right)^{\gamma\beta} \tag{B.36}
\]

In what follows, the notation \( \left( \omega^{-1} \right)^{\gamma\beta} = \Omega_{\beta}^{\gamma} \) will be used.
B.2 Boltzmann treatment of the problem and anomalous Hall effect

Symplectic and Hamiltonian vector fields. Note that, because \( \omega \) is closed, the Lie derivative along a Hamiltonian vector field on \( \omega \) vanishes
\[
\mathcal{L}_{X_f} \omega \equiv (di_{X_f} + i_{X_f}d)\omega = d^2 f = 0.
\] (B.37)
A vector field \( X \) sufficing \( \mathcal{L}_{X} \omega = 0 \) is called symplectic vector field. Thus every \( X_f \) is symplectic. Reversely, given a symplectic vector field \( X \), it follows that \( di_{X} \omega = 0 \), i.e. \( i_{X} \omega \) is a closed form. Provided the 1st cohomology group vanishes \( (H_1(M, \mathbb{R}) = 0 \), this is the case for \( M = \mathbb{R}^{2d} \) every closed 1-form is also exact and it is possible to find a (Hamiltonian) function \( f \) for any symplectic \( X \).

Symplectic flow and equations of motion. The equations of motion are mathematically describing a flow (one parameter group of diffeomorphisms)
\[
\Phi : \mathbb{R} \times M \to M; (t, p) \mapsto \Phi_p(t)
\] (B.38)
along the Hamiltonian vector field \( X_H \) of the (physical) Hamilton function \( H \)
\[
\frac{d\Phi(t)}{dt}(p) = X_H|_p \cdot (B.39)
\]
The boundary condition is \( \Phi_p(t = 0) = p \). Recall the definition of how the tangent vector along a curve acts on a function \( f : M \to \mathbb{R} \)
\[
\frac{d(f \circ \Phi)}{dt}(p) \equiv X_H|_p (f). \] (B.40)
Using the definition of Poisson bracket the textbook representation of the equations of motion is recovered
\[
\frac{d(f \circ \Phi)}{dt} = \{f, H\}. \] (B.41)

Applications to the Anomalous Hall effect. I now apply the abstract Poisson brackets defined by the \((0,2)\) tensor introduced in Eq. (B.34)
\[
\{f, g\} = \Omega P (f, g) = \Omega_{\alpha,\beta}^p \partial_\alpha f \partial_\beta g, \] (B.42)
to the exemplary case of the equations of motion implied by the Berry phase term and side jump contributions, see Eqs. (3.18).

I here use the shorthand notation \( G(\xi) = (1 - \frac{qB\xi}{c}) \frac{\Omega_{\alpha,\beta}^v}{\Omega_{\alpha,\beta}^v} \) to reexpress Eqs. (3.18)
\[
\left( \begin{array}{c}
\dot{\xi} \\
\dot{\xi} \\
\end{array} \right) = \left( \begin{array}{c}
\Omega_{\alpha,\beta}^v \\
\xi(1 + G(\xi)\xi)qB/c \\
\end{array} \right) \left( \begin{array}{c}
-qE \\
\nu \\
\end{array} \right). \] (B.43)

On the other hand, using the definition of Poisson bracket and the equations of motion \( \dot{\xi}_{\alpha} = \{\xi_{\alpha}, H\} \) for a Hamiltonian \( H = \xi_{\xi} (p) + q\Phi (r) \) leads to
\[
\left( \begin{array}{c}
\dot{\xi} \\
\dot{\xi} \\
\end{array} \right)_{\alpha} = \Omega_{\alpha,\beta}^v \partial_\beta H = \left( \begin{array}{c}
\Omega_{\alpha}^v \left( \frac{-qE}{\nu} \right) \\
\end{array} \right)_\alpha. \] (B.44)
B. Semiclassical transport calculations

Here, the matrix notation of the tensor field \((\Omega_P)^{\alpha\beta} = \Omega^{\alpha\beta}_P\) was used.

One might be tempted to identify

\[
\Omega_P = \frac{1}{1 - \Omega qB/c} \left( \begin{array}{cc}
\varepsilon \Omega & 1 + G(\varepsilon) \xi \\
1 & \xi (1 + G(\varepsilon) \xi) \frac{qB}{c}
\end{array} \right). \tag{B.45}
\]

However, this is not a symplectic form and the system is not Hamiltonian with these Poisson brackets (note that \(\{x_i, p_j\} \neq -\{p_j, x_i\}\)). It is Hamiltonian if the side jump contribution is dropped, i.e., \(G(\varepsilon) = 0\), notwithstanding the chosen coordinates \(r, p\) being non-canonical [176]. Therefore, the invariant phase space volume element acquires an additional term [175]

\[
dV = \sqrt{\det \omega_{\alpha\beta}} \prod_\alpha d\xi_\alpha = \left(1 - \frac{q \Omega_B \xi}{c}\right) d^2p d^2x. \tag{B.46}
\]

By consequence, in the Boltzmann equation and the equations determining current the following replacement is to be undertaken:

\[
\sum_{l'} \equiv \int (dp') \left(1 - \frac{q B \Omega_p}{c}\right). \tag{B.47}
\]

In the following I employ polar coordinates determining each momentum \(p\) by modulus of kinetic energy and angle \((\epsilon, \phi)\), with \(\epsilon = \sqrt{\hat{v}_0^2 p^2 + (mv_0^2)^2}\). In this notation

\[
\hat{p} = (\cos \phi, \sin \phi), \quad \hat{\epsilon} = (-\sin \phi, \cos \phi) = -\hat{\epsilon} \hat{p}, \tag{B.48}
\]

and

\[
\nabla_p f_i = \hat{p} \frac{\partial \epsilon}{\partial p} \partial_\epsilon f_i + \hat{\epsilon} \frac{\partial \phi}{p} \partial_\phi f_i = \hat{\epsilon} \frac{\partial \epsilon}{\partial p} \partial_\epsilon f_i + \hat{\epsilon} \phi \partial_\phi f_i. \tag{B.49}
\]

B.2.4 The collision kernel and side step contributions

As explained above, upon a scattering event \(l_1 \rightarrow l_2\) the final state obtains a trajectory, which is shifted as compared to the initial state by

\[
\delta r_{l_1} = \left( r_{l_2}(t = 0) - r_{l_1}(t = 0) \right). \tag{B.50}
\]

If the scattering takes place in an external electric field but no magnetic field, the kinetic energy is no longer conserved, as the potential energy changes at the scattering event [169, 170] by the amount

\[
\Delta \epsilon^{\delta r_{l_1}} = U\left( r_{l_2}\right) - U\left( r_{l_1}\right) = \nabla U \delta r_{l_1} = -qE \delta r_{l_1}. \tag{B.51}
\]

More generally, in the presence of both \(E\) and \(B\) fields, one can say that there is a work to be performed at a scattering event \(l_1 \rightarrow l_2\) with side jump. Energy conservation \(\epsilon_{\text{initial}} = \epsilon_{\text{final}}\) implies

\[
\xi_{l_1} \epsilon(p_{l_1}) = \xi_{l_2} \epsilon(p_{l_2}) - W_{l_1 \rightarrow 2}, \tag{B.52}
\]

where \(W_{l_1 \rightarrow 2} = F \delta r_{l_1}\). A priori it is not clear, whether to use \(F = \hat{p}_{l_1}\) or \(F = \hat{p}_{l_2}\). I will give a definite answer to this question below, in App. B.2.6.

The contribution of out processes \((l \rightarrow l')\) to the collision integral is not altered by \(W_{l \rightarrow l'}\). 
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Contrary, for in processes ($l' \rightarrow l$) energy conservation implies

$$f_{l'} = f \left( \xi, \epsilon - \xi W_{l' \rightarrow l}, \phi' \right) = f_{l'} - \partial_\xi f_{l'} W_{l' \rightarrow l}. \quad (B.53)$$

I expanded the distribution function under the assumption of small work $W_{l' \rightarrow l} = F \delta r_{l'}$, as compared to the chemical potential. As will be found below this assumption is justified, see Eq. (B.86).

### B.2.5 Full Boltzmann equation

The full Boltzmann equation was presented in Sec. 3.2.4 of the main text. Here, I would like to provide further details on the term stemming from the work performed by the magnetic field. It is given by

$$St[f]_{W_B} = - \sum_{l'} \omega_{l'} \partial_\xi f_{l'} \delta r_{l'} \frac{\epsilon v_{qB}}{1 - \frac{qB_0}{c}} - \dot{p}_{sj} \partial_p f$$

$$= - \sum_{l'} \omega_{l'} \partial_\xi f_{l'} \delta r_{l'} \frac{\epsilon v_{qB}}{1 - \frac{qB_0}{c}} - \sum_{l'} \omega_{l'l} \partial_\xi f_{l'} \delta r_{l'l} \frac{\epsilon v^{T}(\xi) qB}{1 - \frac{qB_0}{c}}. \quad (B.54a)$$

I introduced the notation $\dot{p}_{sj}$ to denote the side jump contribution to $p_s$, see the term involving the Levi-Civita symbol in Eq. (3.24). In the last line $\sum_{l'} \omega_{l'} \delta r_{l'l} \propto \epsilon v$ was used and terms $O(\omega_{l'}^2)$ were dropped.

The velocity $\tilde{v}$ is a placeholder for $v^{(\xi)}$ or $v^{(\xi)'}$, because at this point, it is unclear whether $W_{l' \rightarrow l} = p_{l'} r_{l'}$ or $W_{l' \rightarrow l} = \tilde{p}_{l'} \delta r_{l'}$ should be chosen.

Since side jump and skew scattering effects are not accumulated $\omega_{l'} = \omega_{l'l}$ can be assumed in $St[f]_{W_B}$.

### B.2.6 Conservation laws at $E = 0$.

Clearly, at $E = 0$ the following statements hold:

$$\sum_{l'} St[f]_{full} = 0 \quad \text{and} \quad \sum_l \epsilon(p) St[f]_{full} = 0, \quad (B.55)$$

provided

$$\delta r_{l'l} \left( \tilde{v} - v^{(\xi)'} \right) = 0. \quad (B.56)$$

Under the assumption that the side jump $r_{l'l}$ contains only terms proportional to $p - p'$ and $(p + p')p p'$ [see Eqs. (3.14) and (3.15)] it follows that the two solutions $\tilde{v} = -v^{(\xi)}$ and $\tilde{v} = v^{(\xi)'}$ are legitimate. Both possible solutions lead to the same collision integral $St[f]_{full}$ [see again Eq. (B.56)] for the solution $\tilde{v} = -v^{(\xi)}$. I will use $\tilde{v} = -v^{(\xi)}$, then

$$St[f]_{W_B} = - \sum_{l'} \omega_{l'}^{(s)} \delta r_{l'} \frac{\epsilon v^{(\xi)} qB}{1 - \frac{qB_0}{c}} \left( \partial_\xi f_{l'} - \partial_\xi f_{l'} \right). \quad (B.57)$$

This concludes the derivation of the full Boltzmann equation discussed in Sec. 3.2.4 of the main text.
B.2.7 Back to the Boltzmann equation

The Boltzmann equation (3.25) at zero E field is solved by any isotropic function \( f_l = f_0 \). The physical solution is the Fermi-Dirac distribution function. To access the static, homogeneous non-equilibrium distribution function the linear response approximation and the expansion in harmonics will be employed:

\[
 f_l = \sum_n f_n e^{in\phi} \leftrightarrow f_n = \int \frac{d\phi}{2\pi} f_l e^{-in\phi}. \tag{B.58}
\]

**LHS of the kinetic equation.** The LHS of Eq. (3.25) becomes (using \( E^\pm = E_x \pm iE_y \))

\[
 \dot{p}_{\text{clean}} \partial_p f = \sum_n \left\{ e^{i(n+1)\phi} \left[ \frac{\xi v \partial_{\xi} f_n - n f_n/p qE_-}{1 - \frac{qB\Omega c}{e}} \right] \right.
\]

\[
 + e^{i(n-1)\phi} \left[ \frac{\xi v \partial_{\xi} f_n + n f_n/p qE_+}{1 - \frac{qB\Omega c}{e}} \right] \right.
\]

\[
 + e^{in\phi} \left. \frac{\zeta qE\xi e^{in\phi}}{1 - \frac{qB\Omega c}{e}} \right\}. \tag{B.59}
\]

**RHS of kinetic equation: scattering rates.** The RHS contains the contribution of symmetric scattering

\[
 St[f]^{(s)} = -\left(1 - \frac{qB\Omega c}{\xi_e^S} \right) \sum_n \frac{f_n}{\tau_n^{(s)}} e^{in\phi}, \tag{B.60}
\]

with

\[
 \frac{1}{\tau_n^{(s)}} = \int \left( dp' \right) \omega_{p'}^{(s)} \left( 1 - e^{i(n\phi' - \phi)} \right). \tag{B.61}
\]

The first symmetric scattering rate \( \frac{1}{\tau_1^{(s)}} \) is the transport rate \( \frac{1}{\tau_1^{(s)}} = \frac{1}{\tau_e} \).

The skew scattering contribution to the collision term is

\[
 St[f]^{(a)} = -\left(1 - \frac{qB\Omega c}{\xi_e^A} \right) \sum_n i \frac{f_n}{\tau_n^{(a)}} e^{in\phi}. \tag{B.62}
\]

It contains the skew-scattering rates

\[
 \frac{1}{\tau_n^{(a)}} = -i \int \left( dp' \right) \omega_{p'}^{(a)} e^{i(n\phi' - \phi)}. \tag{B.63}
\]

The contribution of work by electrical field without accumulation of skew scattering and side jump is given by
\( \text{St}[f]_{W_E} = -\sum_n \partial_\ell f_n \frac{\Omega_\ell k}{\tau_{s_j}} \frac{iq}{2} \left( e^{i(n+1)\phi} E_- - e^{i(n-1)\phi} E_+ \right) \),  

(B.64)

with \( \tau_{s_j}^{(0)} = \tau_{s_j} \) as defined in Eq. (3.17).

The last contribution is the work by B-field. It reads

\[ \text{St}[f]_{W_B} = \sum_n \partial_\ell f_n e^{in\phi} \left( 1 - \frac{qB\Omega_\ell}{c} \right) \langle \frac{W^{(B)}_{\nu' \to l}}{\tau_{W}(W)} \rangle. \]

(B.65)

I introduced the average power

\[ \langle \frac{W^{(B)}_{\nu' \to l}}{\tau_{W}(W)} \rangle = \int (d\mathbf{p}') \omega_{W} \delta_{W} \frac{e^{i(-\mathbf{v}^{(\xi)} \cdot \mathbf{B})}}{1 - \frac{qB\Omega_\ell}{c}} \left( 1 - e^{in(\phi' - \phi)} \right). \]

(B.66)

The subscript \( _{\nu' \to l} \) will be mostly omitted in the following.

**The Boltzmann equation in linear response.** In the linear response approximation, the Boltzmann equation involves only the 0th and \( (\pm 1) \)st harmonics:

\[ \frac{\tau_{W}(W) m_1}{(1 - \frac{qB\Omega_\ell}{c})^2} \left( -\partial_\ell f_0 \right) \frac{qE_-}{2} = m_2^{-1} f_1 - \partial_\ell f_1 \frac{\langle W^{(B)}_{\nu' \to l} \rangle}{\tau_{W}(W)}. \]

(B.67)

In this equation, I introduced the complex functions \( m_{1,2} = m_{1,2}(\xi) \) with

\[ m_1 = \left[ 1 + i \left( 1 - \frac{qB\Omega_\ell}{c} \right) \frac{\Omega_\ell k}{\tau_{s_j} v_\xi} \right]^{-1}, \]

(B.68a)

\[ m_2 = \left[ 1 + i \left[ \frac{\tau_{W}}{\tau_{a}} - \frac{\zeta c}{\tau_{s_j} \tau_{W}(W)} \left( 1 - \frac{qB\Omega_\ell}{c} \right)^2 \right]^{-1}. \]

(B.68b)

For simplicity, the lighter notation \( \tau_{1}(W) = \tau(W) \), \( \tau_{1}(a) = \tau_{a} \) is used here. The transport time is \( \tau_{s}^{(1)} = \tau_{tr} \).

**B.2.8 Solution of the Boltzmann equation**

**A representation of the delta function.** For the solution of the kinetic equation, the following broadened delta function will be needed.

\[ \tilde{\delta}(\xi, \eta') = \text{sign}(\mathcal{R}[\langle \frac{W^{(B)}_{\nu' \to l}}{\tau(W)} \rangle]) e^{-i \xi \langle \frac{W^{(B)}_{\nu' \to l}}{\tau(W)} \rangle / m_2 \tau_{tr}/\tau(W)} \theta \left( \text{sign}(\mathcal{R}[\langle \frac{W^{(B)}_{\nu' \to l}}{\tau(W)} \rangle]) |\eta' - \xi| \right). \]

(B.69)

As a function of \( \xi \) it is peaked at \( \eta'' \) and asymmetrically exponentially decaying into the direction prescribed by \( \text{sign}(\mathcal{R}[\langle \frac{W^{(B)}_{\nu' \to l}}{\tau(W)} \rangle]) \) (it is assumed, that this quantity is energy independent within a
Figure B.1: The broadened delta function entering the general solution of the kinetic equation. In the inset, the same function is shown in the vicinity of the chemical potential, where it takes the value $|\tau_{tr}(W^{(B)})/\tau(W)|^{-1}$.

Given band $\xi$, see Eq. (B.86) below for the case of Dirac electrons). Below, the Eq. (B.69) is employed to study the AHE, in the regime of applicability $\langle W^{(B)}\rangle/\tau(W)$ is smooth on the scale on which $\tilde{\delta}$ decays, see Fig. B.1.

The broadened delta function leads to the following approximate convolutions for functions $f(\epsilon)$ which are smooth on the scale of $\langle W^{(B)}\rangle$:

$$\int d\epsilon f(\epsilon)\tilde{\delta}(\epsilon,\epsilon') \approx f(\epsilon') - \left(f(\langle W^{(B)}\rangle) m^{2} \tau_{tr}/\tau(W)\right)_{\epsilon''}$$  \hspace{1cm} (B.70)

$$\int d\epsilon f(\epsilon')\tilde{\delta}(\epsilon,\epsilon') \approx f(\epsilon) + \left(f(\langle W^{(B)}\rangle) m^{2} \tau_{tr}/\tau(W)\right)_{\epsilon\epsilon}$$  \hspace{1cm} (B.71)

**General linear response solution** The general linear response solution for Eq. (B.67) is

$$f_{1}(\epsilon) = \int_{-\infty}^{\infty} d\epsilon'' \left\{ \frac{\tau_{tr}}{1 - qB\Omega_{\xi}/c} \xi vm_{1}m_{2} (-\partial_{\epsilon''}f_{0}) \right\}_{\epsilon''} \tilde{\delta}(\epsilon,\epsilon'') \frac{qE_{-}}{2}. \hspace{1cm} (B.72)$$
B.2 Boltzmann treatment of the problem and anomalous Hall effect

Formally, there is also an exponentially growing solution which has been dropped for obvious physical reasons. In the limit $T \gg |\langle W(B) \rangle|$ the approximate solution is

$$f_1(\epsilon_\xi) = \left[ \frac{\tau_{tr}}{1 - \frac{qB\Omega}{e}} \right] \xi v m_1 m_2 \left( -\partial_\xi f_0 \right) \frac{qE_-}{2} + \left[ \langle W(B) \rangle m_2 \tau_{tr}/\tau(W) \right]_{\epsilon_\xi} \partial_\xi \left[ \frac{\tau_{tr}}{1 - \frac{qB\Omega}{e}} \right] \xi v m_1 m_2 \left( -\partial_\xi f_0 \right) \frac{qE_-}{2}.$$  \hspace{1cm} (B.73)

This solution could have also been obtained by iteratively solving Eq. (B.67). In the limit when temperature $T$ is smaller than all other scales we can use the zero temperature solution

$$f_1(\epsilon_\xi) = \delta(\epsilon_\xi, \mu) \left[ \frac{\tau_{tr}}{1 - \frac{qB\Omega}{e}} \right] \xi v m_1 m_2 \left( -\partial_\xi f_0 \right) \frac{qE_-}{2}.$$  \hspace{1cm} (B.74)

When a convolution is performed with a function $f(\epsilon_\xi)$, and $f(\epsilon_\xi)$ is smooth on the scale of the magnetic work (for example the current), then $f_1(\epsilon_\xi)$ will be approximated according to Eq. (B.70). By comparison with Eq. (B.73) we see, that the results for the current in the limits $|\langle W(B) \rangle| \ll T \ll \mu$ and $T \ll |\langle W(B) \rangle| \ll \mu$ coincide.

B.2.9 Conductivity tensor

Here the transport coefficients in the two limits $T = 0$ and $\mu \gg T \gg |\langle W(B) \rangle|$ will be calculated. As explained, they take the same value in both limits.

**Intrinsic contribution.** As explained, the total current density also has a contribution of the filled bands (intrinsic AHE),

$$j^{\text{intr.}} = \sum_l \frac{-\Omega q^2 \epsilon E}{1 - \frac{qB\Omega}{e}} f_{0,l} = \sigma^{\text{intr.}}_{xy} xx \epsilon E,$$  \hspace{1cm} (B.75)

where, as in Refs. [163, 174]

$$\sigma^{\text{intr.}}_{xy} = -\frac{q^2}{4\pi} \left[ \text{sign}(m)\theta(m^2 v_0^4 - \mu^2) + \frac{mv_0^2}{|\mu|} \theta(\mu^2 - m^2 v_0^4) \right].$$  \hspace{1cm} (B.76)

**Non-equilibrium contribution.** The longitudinal and transverse conductivity are

$$\sigma_{xx} = \Re \sigma(\mu) \text{ and } \sigma_{xy} = \Im \sigma(\mu),$$  \hspace{1cm} (B.77)
where the complex function $\sigma(\mu)$ is

$$\sigma(\mu) = \left[ \sigma_{xx}^{(0)} \frac{m_1^2 m_2}{\left(1 - \frac{qB\Omega_\xi}{c}\right)^2} - \partial_\mu \left( \sigma_{xx}^{(0)} \frac{W(B)}{\tau(W)\xi v_{\xi}} m_1 m_2 \right) \frac{v_\xi \tau_1 m_1 m_2}{\left(1 - \frac{qB\Omega_\xi}{c}\right)^2} \right]. \quad (B.78)$$

As in Eq. (3.5), $\sigma_{xx}^{(0)}(\mu)$ denotes the zero field classical longitudinal conductivity.

### B.2.10 Evaluation for Dirac fermions

While the solution given in Eqs. (B.76) – (B.78) is a priori general (not restricted to the situation of Dirac fermions) I now return to the case of 3D TI surface states. The various Fermi surface contributions are

$$m_1 = \left[ 1 + i \left( 1 - \frac{qB\Omega_\xi}{c} \right) \frac{\Omega_\xi k}{\tau_{sj} v_\xi} \right]^{-1} \quad (B.79)$$

The symbol $\approx$ denotes that only the leading order terms $O\left(\frac{mv^2_0}{\mu}, \frac{\Omega_{cl.}^d}{\mu}\right)$ are kept. Note that the imaginary part (the side jump contribution) is small in $1/k_F l$. Next,

$$m_2 = \left[ 1 + i \left( \frac{\tau_1}{\tau_\alpha} - \frac{\zeta \Omega_{cl.}^d \tau_1}{\left(1 - \frac{qB\Omega_\xi}{c}\right)^2} \right) \right]^{-1} \quad (B.80)$$

#### Scattering rates in leading approximation: Short range impurities.

The symmetric scattering matrix element is

$$\omega^{(s)}_{ll'} = 2\pi n_1 V_0^2 \delta(\epsilon_\xi(p) - \epsilon_\xi(p')) \left[ \cos^2 \left( \frac{\phi - \phi'}{2} \right) + \left( \frac{mv_0^2}{\epsilon_\xi} \right)^2 \sin^2 \left( \frac{\phi - \phi'}{2} \right) \right], \quad (B.81)$$
where \( n_i \) and \( V_0 \) are concentration respectively strength of short ranged impurities.

The transport rate evaluated at the chemical potential is given by,

\[
\frac{1}{\tau_{tr}} = \int (dp') \omega^{(s)} \left[ 1 - \cos(\phi' - \phi) \right] = 2\pi n_i V_0^2 \nu \frac{1 + 3 \left( \frac{mv_0^2}{\mu} \right)^2}{4}.
\] (B.82)

According to Ref. [174] the side jump is

\[
\delta r_{ll'} = \Omega \xi (p - p') |\langle u_{\xi, p} | u_{\xi, p'} \rangle|^2,
\] (B.83)

and thus the side jump rate follows to be

\[
\frac{1}{\tau_{sj}} = 2\pi n_i V_0^2 \nu.
\] (B.84)

This is the same as the quantum rate in a normal material (the quantum rate is different for the Dirac problem).

I also refer to Ref. [174] for the skew scattering rate, which is

\[
\frac{1}{\tau_a} = \frac{\pi \nu(\mu)}{2} \left[ \frac{n_i V_0^3 m \left( \mu^2 - m^2 v_0^4 \right)}{2\mu^2} + \frac{(n_i V_0^2)^2 \left( 3m \left( \mu^2 - m^2 v_0^4 \right) \right)}{4\mu^3} \right].
\] (B.85)

Both terms in the square bracket are manifestly beyond Born approximation (the first term involves the third moment of the disorder potential \( V_0^3 \)).

The power provided by the B-field is

\[
\frac{\langle W(B) \rangle}{\tau(W)} = 2\pi n_i V_0^2 \nu \frac{\eta B_0 \xi}{c} \frac{3}{2} \left( -\frac{1}{2} \frac{mv_0^2 \xi \Omega_{cl.c}^l}{\mu} \right).
\] (B.86)

In the case of short range impurities the contribution of \( \langle W(B) \rangle \) to the conductivity can be omitted, since

\[
\frac{\langle W(B) \rangle}{\tau(W)} \approx \frac{\eta B_0^2}{\mu^2} \frac{\tau_{tr}}{\tau_{sj}} \frac{mv_0^2 \xi \Omega_{cl.c}^l}{\mu} \approx 0
\] (B.87)

is beyond leading order in \( \left( \frac{mv_0^2}{\mu}, \frac{\xi \Omega_{cl.c}^l}{\mu} \right) \).

This concludes the derivation of the semiclassical conductivity tensor reported in Eqs. (3.29) of the main text.

### B.3 Vortex states

This semiclassical calculation relies on the “vortex states” introduced in Refs. [178, 179] and reviewed in the main text, Chap. 3.3.
B.3.1 Current operators

The current operators are splitted in the combinations\( j_\pm = j_x \pm i j_y \) with \( j = i e [H_0, r] \) so that

\[
\begin{align*}
    j_+ &= -2 i e v_F \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \\
    j_- &= 2 i e v_F \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}.
\end{align*}
\] (B.88a, b)

By consequence their matrix elements can be expressed by spinor components of \( |n, R\rangle_D \) in the following way

\[
\begin{align*}
    (j_+)_{12} &= -2 i e v_F \langle n_1, R_1, \uparrow | n_2, R_2, \downarrow \rangle, \\
    (j_-)_{12} &= 2 i e v_F \langle n_1, R_1, \downarrow | n_2, R_2, \uparrow \rangle.
\end{align*}
\] (B.89a, b)

For any operator \( O \) the short hand notation \( (O)_{12} \equiv \langle 1 | O | 2 \rangle \) and \( | 1 \rangle = | n_1, R_1 \rangle_D \) will be employed in the following.

B.3.2 Gradient expansion

The central assumption for the semiclassical calculation is that \( V(r) \) is smooth on the scale of the magnetic length. In the vortex state basis we expand its matrix elements in gradients:

\[
(V)_{12} = (V)^{(0)}_{12} + (V)^{(1)}_{12} + \mathcal{O}(\partial^2 V).
\] (B.90)

The zeroth order is \( (c_{12} = \frac{R_2 + R_1}{2}) \)

\[
(V)^{(0)}_{12} = V(c_{12}) \langle 1 | 2 \rangle.
\] (B.91)

The first order is \( (d_{12} = \frac{R_2 - R_1}{2}) \)

\[
(V)^{(1)}_{12} = (V)^{(1,0)}_{12} + (V)^{(1,+)}_{12} + (V)^{(1,-)}_{12},
\] (B.92)

with

\[
\begin{align*}
    (V)^{(1,0)}_{12} &= i \hat{z} \cdot [\nabla V(c_{12}) \times d_{12}] \langle 1 | 2 \rangle, \\
    (V)^{(1,+)}_{12} &= -i \frac{E_{n_1} + E_{n_2}}{2 |e| \Omega_c^2} (j_+)_D \partial_+ V(c_{12}), \\
    (V)^{(1,-)}_{12} &= i \frac{E_{n_1} + E_{n_2}}{2 |e| \Omega_c^2} (j_-)_D \partial_+ V(c_{12}).
\end{align*}
\] (B.93a, b, c)

In the same approximation the Dyson equation for the retarded/advanced single-electron Green’s function is solved and the result in frequency space is

\[
G_{12}^{R/A}(\omega) \approx G_{12}^{(0),R/A}(\omega) + G_{12}^{(1),R/A}(\omega),
\] (B.94)
where, using $\omega^\pm = \omega \pm i0$, I defined:

\[
\begin{align*}
G^{(0),R/A}(\omega) &= \frac{\langle 1|2 \rangle}{\omega^\pm - E_{n_2} - V(R_2)}, \\
G^{(1),R/A}(\omega) &= \left[\frac{\langle V \rangle^{(1)}_{12}}{\omega^\pm - E_{n_1} - V(R_1)} \right] \frac{\langle 1|2 \rangle}{\omega^\pm - E_{n_2} - V(R_2)}.
\end{align*}
\]

### B.3.3 Current density

The basis for the calculation of the current density in arbitrary potential configuration are the general results on vortex states and the semiclassical expansion reported in Ref. [178]. There it was shown, that the fluctuation-dissipation theorem between Keldysh, retarded and advanced Green’s function

\[
G^K = \tanh(\omega/2T) \left( G^R - G^A \right)
\]

holds order by order in gradient expansion even “outside” thermodynamic equilibrium, but assuming stationarity. The proof only relies on the general structure of the Dyson equation. Specifically, a static potential is switched on adiabatically with an equilibrium initial condition. Physically, this corresponds to the situation when the inelastic mean free path is shorter than all other length scales. The non-trivial proof in Ref. [178] in this limit leads to the expected local thermodynamic equilibrium.

Using this result, the current density [see Eq. (3.36)] is the $x_1 \to x_2$ limit of

\[
\langle j_\pm(x_1, x_2) \rangle = \sum_{1,2} \int \frac{d\omega}{2\pi} \text{in}_F(\omega) \left[ G^{R}_{21}(\omega) - G^{A}_{21}(\omega) \right] \text{D} \langle n_1, R_1|j_\pm(x_2)|n_2, R_2 \rangle_D \quad (B.98)
\]

(Here I introduced shorthand notation

\[
\sum_{\pm} = \int \frac{d^2R_1}{2\pi l_B^2} \sum_{n_1=0}^{\infty} \sum_{n_1} \quad (B.99)
\]

I now want quantify the consequences of assumption (ii) exposed in the main text, Sec. 3.3, according to which I restrict myself to the slow current density. As will become clear below, the Fourier transform of the vortex state wave function, Eq. (3.31), is needed:

\[
\langle p|n, R \rangle = \frac{4l_B \pi e^{-ipR}}{\sqrt{2\pi n!}} \left( i \sqrt{2l_B} \left( p_+ + i R_+ \right) \right)^n \exp \left[ \left[ p_- - i R_- \right] / 2l_B^2 \right] \left[ p_+ + i R_+ \right] / 2l_B^2 \right] (B.100)
\]

(Here, $p_\pm = p_x \pm ip_y$ and analogously for $R_\pm$.)

### Contributions of $V^{(0)}_{12}$ and $V^{(1,0)}_{12}$

These contributions vanish in view of assumption (ii). Indeed, in the Fourier transformed current density $J_\pm(q)$ [see Eq. (3.36) and the $x_1 \to x_2$ limit of Eq. (B.98)], $V^{(0)}_{12}$ and $V^{(1,0)}_{12}$ induce terms of
the sort
\[ J_{\pm}(q) \big|_{V_{12}^{(1,0)}} \propto \int (d\mathbf{p}) \langle 2|1 \rangle \langle 1|\mathbf{p} - q \rangle j_{\pm}(\mathbf{p}) \langle 2| \]
\[ \approx e^{-iqR_1} \int (d\mathbf{p}) \langle 2|1 \rangle \langle 1|\mathbf{p} \rangle j_{\pm}(\mathbf{p}) \]
\[ = e^{-iqR_1} \langle 2|1 \rangle (j_{\pm})_{12} = 0. \quad \text{(B.101)} \]

In this expression \( q \) is the slow momentum associated with the macroscopic vector potential \( A_{\pm}(-q) \) and assumption (ii) implies \( \langle 1|\mathbf{p} - q \rangle \approx e^{-iqR_1} \langle 1|\mathbf{p} \rangle \) to zeroth order in \( ql_B \ll 1 \) [see Eq. (B.100)].

For the same reason only \( V_{12}^{(1,\mp)} \) and not \( V_{12}^{(1,\pm)} \) contribute to \( J_{\pm} \).

**Leading contribution**

The leading contribution to the current density is thus

\[ \langle \hat{j}_{\pm}(x_1, x_2) \rangle = \sum_{1,2} \frac{\pm i n_F (E_{n_1} + V(R_1))}{2|e|\Omega_c^2} \frac{E_{n_1} + E_{n_2}}{E_{n_1} - E_{n_2}} \]
\[ \times \left[ \partial_{\pm} V(c_{12}) (j_{\mp})_{21} \langle 1|x_1 \rangle j_{\pm} (x_2|2) + \partial_{\pm} V(c_{12}) (j_{\mp})_{12} \langle 2|x_1 \rangle j_{\pm} (x_2|1) \right]. \quad \text{(B.102)} \]

To further simplify the expression I use relations of the type

\[ \sum_2 \frac{E_{n_1} + E_{n_2}}{E_{n_1} - E_{n_2}} (x_2|2) (j_{\mp})_{21} = - (2|n_1| + 1) j_{\pm} (x_2|1). \quad \text{(B.103)} \]

This leads to

\[ \langle \hat{j}_{\pm}(x_1, x_2) \rangle = \pm i|e|^2 2 \sum_1 n_F (E_{n_1} + V(R_1)) \partial_{\pm} V(R_1) \left[ (1|x_1 \rangle \langle x_2|1) - 2|n_1| (1|x_1 \rangle \sigma_z \langle x_2|1) \right]. \quad \text{(B.104)} \]

The term proportional to \( |n_1| \) again vanishes because of assumption (ii). As for Eq. (B.101), I consider its contribution to the Fourier transformed equal points current density which vanishes in view of

\[ \int (d\mathbf{p}) |n_1| \langle 1|\mathbf{p} - q \rangle \sigma_z (\mathbf{p}|1) \approx 1 \approx |n_1| (1|\sigma_z|1) = 0. \quad \text{(B.105)} \]

Eventually, this leads to Eq. (3.38) of the main text.
Regularizing the divergence

As explained in the main text, the divergence is manifest in the local current density, in the clean limit at zero temperature and at chemical potential just above zero:

\[
X_\pm (x) = \pm i |e| \partial_\pm V (x) \lim_{x' \to x} \frac{1}{2\pi} \int d^2 R \sum_{n \leq 0} D \langle n, R | x \rangle \langle x' | n, R \rangle D.
\]

\[
= \pm i |e| \partial_\pm V (x) \lim_{x' \to x} \frac{1}{2\pi} \int d^2 R \sum_{n \leq 0} \left\{ \langle x'| n, R \rangle \langle n, R | x \rangle + \frac{\eta_n^2 \langle x'| | n - 1, R \rangle \langle n - 1 | R | x \rangle}{1 + |\eta_n|} \right\}
\]

\[
= \pm i |e| \partial_\pm V (x) \lim_{x' \to x} \left[ \frac{l_B^2}{4\pi} \delta (x - x') + \frac{\langle 0 | x', 0, x \rangle}{4\pi} \right].
\]  

(B.106)

In the last step I used the resolution of identity Eq. (3.32) for spin up and spin down components separately: This leads to the delta-function. However, the double weight of spin down component of the zeroth LL generates the second contribution in the angular bracket: This is where half-integer \( \sigma_{xy} \) comes from.

In conclusion, I here presented the details to the calculation of Eqs. (3.40) and (3.41) of the main text.
Appendix C

Interaction effects in 3D topological insulators slabs

This appendix contains details of calculations which, in particular, supplement Chap. 5.

C.1 Non-Abelian bosonization and the topological term

This section is devoted to more detailed calculations concerning non-Abelian bosonization, the gauged WZNW model and the topological term \( S(0) \). For brevity, I omit the surface index \( s \) in this appendix.

C.1.1 Gauged WZNW model

The Wiegmann-Polyakov formula [227] allows the inclusion of smooth \( \phi \) \((2\pi \times 2N_M \times N_R)\) gauge fields \( A_\mu \). A generalization to potentially topological gauge potentials can be found in Refs. [141–144]. The gauged WZNW model is given analogously to the unitary case in Eq. (2.40)

\[
S [O, A_\mu] = -\frac{1}{16\pi} \int_x \text{tr} \left( O^T D_\mu O \right) \left( O^T D_\mu O \right)
\]
\[
+ \frac{i\epsilon_{\mu\nu\rho}}{24\pi} \int_{x,w} \text{tr} \left[ \left( O^T D_\mu O \right) \left( O^T D_\nu O \right) \left( O^T D_\rho O \right) \right]
\]
\[
- \frac{i\epsilon_{\mu\nu\rho}}{16\pi} \int_{x,w} \text{tr} \left[ F_{\mu\nu} \left( O^T D_\rho O + D_\rho OO^T \right) \right],
\]

As in the main text, \( D_\mu = \partial_\mu + [A_\mu, \cdot] \) are long derivatives and \( F_{\mu\nu} = [D_\mu, D_\nu] \) is the field strength. For the purpose of disordered 3D TI one is mostly interested in \( U(1) \) gauge fields \( A_\mu = i\hat{A}^T \frac{1+\tau_y}{2} - i\hat{A} \frac{1-\tau_y}{2} \).

(In this appendix, the electron charge is absorbed into the vector potential.)
To obtain the Wiegmann-Polyakov formula, one can use the following identity [143]

\[
\frac{i}{24\pi} \Gamma [O] = \frac{i}{8\pi} \int_{x,w} \epsilon_{\mu\nu\rho} \partial_\mu \text{tr} \left[ O A_\nu O^T A_\rho + A_\rho \left( O^T \partial_\mu O + \partial_\mu O O^T \right) \right]
\]

\[
+ \frac{i\epsilon_{\mu\nu\rho}}{16\pi} \int_{x,w} \text{tr} \left[ F_{\mu\nu} \left( O^T D_\rho O + D_\rho O O^T \right) \right].
\]

(C.2)

While the last integral in Eq. (C.2) compensates the term (C.1c), the total derivative term yields the Wiegmann-Polyakov formula provided 

\[
A_\mu \text{ is not singular:}
\]

\[
S [O, A_\mu] = S [O] + \frac{1}{8\pi} \int_x \text{tr} \left[ A_\mu \left( O \partial_\mu O^T + O^T \partial_\mu O \right) \right]
\]

\[
+ A_\mu O^T A_\mu O - A_\mu^2 - i\epsilon_{\mu\nu\rho} O A_\nu O^T A_\rho - i\epsilon_{\nu\rho} A_\nu \left( O^T \partial_\mu O + \partial_\mu O O^T \right) \right]
\]

(C.3)

\[
= S [O] + \frac{1}{8\pi} \int_x \text{tr} \left[ A_- \left( O \partial_+ O^T \right) + A_+ \left( O^T \partial_- O \right) + A_+ O^T A_- O - A_+ A_- \right].
\]

(C.4)

Here I have introduced the (anti-)holomorphic combination of gauge potentials \(A_\pm = A_x \pm iA_y\). In the case of topological gauge potentials, the integral over the total derivative yields also a contribution from the Dirac string.

Equation (C.4) is a very powerful result. In particular, it justifies a posteriori the bosonization rules (5.29a) and (5.29b). Also, it follows immediately from expression (C.3) that after disorder-induced symmetry breaking \((O \to Q = Q^T)\) the gauge-field-dependent contributions from the topological term vanish.

Further, one can use Eq. (C.4) to determine the prefactor of the kinetic term in the AI NLσM, Eq. (5.39). As explained in the main text, soft rotations \(O_{\text{soft}}^T O_{\text{soft}}\) of the WZNW fields \(O\) are not affected by disorder induced masses, Eq. (5.33). The effective action for topologically trivial Goldstone modes contains

\[
S_{\text{eff,kin}} [\Phi_\mu] = \frac{1}{8\pi} \int_x \left\langle \text{tr} \left[ \Phi_+ O^T \Phi_- O - \Phi_+ \Phi_- \right] \right\rangle - \frac{1}{2} \left( \left\langle \left( \int_x \text{tr} \left[ \Phi_+ j_- + \Phi_- j_+ \right] \right) \right\rangle \right)^2,
\]

(C.5)

where \(j_\pm\) are the (bosonic) currents, \(\langle \ldots \rangle\) denotes average with respect to the full bosonic theory (including the mass terms) and \(\Phi_\pm = O_{\text{soft}} \partial_\pm O_{\text{soft}}^T\). To the leading order, the average can be calculated close to the saddle point. Exploiting the equivalence of bosonic and fermionic theories one can equally evaluate \(\langle \ldots \rangle\) using the fermionic fields at SCBA level. At \(|\mu|\tau \gg 1\) the major contribution comes from the second line of Eq. (C.5), which, taking the vertex corrections into account, yields the correct prefactor (i.e. the conductivity) of the kinetic term in Eq. (5.39).

### C.1.2 Instanton configuration

I consider the following four dimensional unit vector

\[
a \equiv (a_0, a_1, a_2, a_3) \equiv \frac{1}{|x - x'|^2 + \lambda^2} \left( 2\lambda \left( x - x' \right), |x - x'|^2 - \lambda^2 \right).
\]
where the $1+2$ vector $\vec{x} - \vec{x}' \equiv \left( (1-w)/w, \mathbf{x} - \mathbf{x}' \right)$ contains the extension parameter and the real-space coordinates. It describes a topological excitation at position $\left( 1, x' \right)$ in a three-dimensional base space. With the help of the vector $\mathbf{g}$ one can define the following extended field configuration

$$
\tilde{O}_{\text{inst}} = \begin{pmatrix}
-a_0 \tau_y + a_3 & 0 & a_1 + a_2 \tau_y & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -a_0 \tau_y - a_3 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}.
$$

(C.6)

For $a_0 = 0$, i.e. on the physical space $w = 1$, $\tilde{O}_{\text{inst}}$ is a symmetric matrix and characterizes the two-dimensional instanton. The choice of the extension is arbitrary, but, as has been stressed in the main text, the $\tilde{O}_{\text{inst}}$ field has to leave the diffusive saddle-point manifold for some subinterval $w \in I \subseteq (0, 1)$. For $w \to 0$ the extended field $\tilde{O}_{\text{inst}}$ satisfies the boundary condition $\tilde{O}(\mathbf{x}, w = 0) = \Lambda = \text{const}$.

Now one can insert the instanton configuration into the WZ term. After tracing out the matrix degrees of freedom this leads to

$$
i S^{(\theta)} = \frac{-i}{6\pi} \int_{x,w} \epsilon_{\mu \nu \lambda} \left( \epsilon_{abc} a_\mu a_\nu a_\lambda a_0 - \epsilon_{abd} a_\mu a_\nu a_0 a_\lambda \right) + \epsilon_{cda} a_\mu a_\nu a_0 a_\lambda a_d - \epsilon_{cda} a_\mu a_\nu a_c a_\lambda a_d \right) \\
+ i\pi.
$$

(C.7)

Here the last line is obtained by a straightforward calculation. This completes the proof, that the topological term distinguishes between the trivial and the non-trivial sectors as it acquires the values $0$ and $i\pi \, \text{(mod } 2\pi i\text{)}$, respectively.

C.2 Effect of dielectric environment on Coulomb interaction

C.2.1 Electrostatic potential and single particle effects

As has been stated above the experimental setup consists of a sandwich of (at least) three different dielectrics (see Fig. 5.2). I define the $z$-axis to be perpendicular to the two surfaces. The sandwich consists of the coating material with a dielectric constant $\epsilon_1$ (for $d/2 < z$), the topological insulator film with a dielectric constant $\epsilon_2$ (for $-d/2 \leq z \leq d/2$), and the substrate with a dielectric constant $\epsilon_3$ (for $z < -d/2$). Taking these different dielectric properties into account, I here present the expression for the Coulomb potential which generalizes Eq. (5.4).

By the method of mirror charges, one can derive [212–214] the electrostatic potential induced by a single point charge $e$ located at $(x_0, z_0) = (0, 0, z_0)$ inside the middle region of the sandwich ($z, z_0 \in [-d/2, d/2]$):

$$
\Phi(x, z, z_0) = \frac{e}{\epsilon_2} \left[ \frac{1}{\sqrt{x^2 + (z - z_0)^2}} + r_{23}^{-1} \mathcal{F}(x, d + (z + z_0)) \\
+ r_{21}^{-1} \mathcal{F}(x, d - (z + z_0)) + \mathcal{F}(x, z - z_0) + \mathcal{F}(x, -(z - z_0)) \right],
$$

(C.8)
where
\[ F(x, z) = \sum_{k=1}^{\infty} \frac{(r_{21}r_{23})^k}{\sqrt{x^2 + (z - 2dk)^2}} \] (C.9)

and the ratios
\[ r_{21} \equiv \frac{\epsilon_2 - \epsilon_1}{\epsilon_2 + \epsilon_1}, \quad r_{23} \equiv \frac{\epsilon_2 - \epsilon_3}{\epsilon_2 + \epsilon_3} \]
were introduced. If one of these ratios vanishes, the textbook limit of two dielectric half-planes follows.

Fourier transformation of the \( x \) coordinates yields
\[
\Phi(q, z, z_0) = 2\pi e \left[ e^{-|z-z_0|q} - \frac{e^{-2dq}}{1 - r_{21}r_{23}e^{-2dq}} \left( r_{21} e^{(d+z+z_0)q} + r_{23} e^{(d-z-z_0)q} + 2r_{21}r_{23} \cosh((z - z_0)q) \right) \right].
\] (C.10)

Now the attention is shifted towards 3D TI surface states: the charges are located at a typical distance \( a \sim v_F/M_\infty \) (the penetration depth) from the boundaries \( z = \pm \frac{d}{2} \). The consequences of the general expression (C.10) on the 3D TI surface states are twofold.

First, there is a single particle effect, stemming from the interaction of the charged particles with their own mirror charges. The associated electrostatic energy is incorporated in the chemical potential in the main text and can be expressed as
\[
\Delta \mu_1 = \frac{e}{2} \Phi_{\text{reg}} \left( 0, \frac{d}{2} - a, \frac{d}{2} - a \right)
= \frac{e^2}{4e_2} \left[ \frac{r_{21}}{a} - \frac{r_{21} + r_{21}^{-1} + 2}{d} \ln(1 - r_{21}r_{23}) \right].
\] (C.11)

The analogous shift of the chemical potential at the second surface \( \Delta \mu_2 \) is easily obtained by interchanging \( r_{21} \leftrightarrow r_{23} \). The superscript \( \text{reg} \) indicates that self interaction of the charges is subtracted. In the second term the approximation \( a \ll d \) was exploited. The first term, i.e. the interaction with the nearest mirror charge, is typically the dominating contribution \( \Delta \mu_1 \approx \alpha_{\text{TI}} r_{21}/4M_\infty \).

Second, the electrostatic energy associated with two-particle interaction is the quantity \( U_0 \) entering \( S_{\text{int}} \) in Eq. (5.14). This leads to the interaction parameters analyzed below.

### C.2.2 Interaction parameters

The interaction parameters are obtained by placing a test charge into Eq. (C.10). I will present this effective Coulomb interaction in the surface space. The terms induced by intersurface interaction contain a factor \( \exp(-qd) \) (\( q \) takes values between the IR and UV cutoffs, \( q \in \left[ L_E^{-1}, l^{-1} \right] \)). As a result one has to distinguish between the following two cases.

In the first case the momenta are large \( (qd \gg 1) \) throughout the RG-procedure if \( dL^{-1} > 1 \) or for part of it if \( d \in [l, L] \). Then the two surfaces become decoupled and
\[
U_0 = \frac{2\pi}{q} \begin{pmatrix}
\frac{2}{\epsilon_2 + \epsilon_1} & 0 \\
0 & \frac{2}{\epsilon_2 + \epsilon_3}
\end{pmatrix}.
\] (C.12)
C.3 Clean Fermi liquid

(Here and in all subsequent sections of the present appendix I drop the electron charge, it is formally included into a redefinition of $\epsilon_1, \epsilon_2, \epsilon_3$.)

In the second case the momenta are small $qd \ll 1$. As the interest is in the low-energy theory, only the Fourier transformed terms which are not vanishing in the limit of small transferred momentum $qd \to 0$ are kept. All others are irrelevant in the RG-sense. This way obtain the true long-range Coulomb part is obtained

$$U_C = \frac{2}{\epsilon_1 + \epsilon_3} \frac{2\pi}{qd} \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right).$$  

(C.13)

As expected, it does no longer depend on $\epsilon_2$. The limit under consideration reflects the large-distance behavior in which the dominant part of the electric field lines live in the dielectrics surrounding the film.

There are other contributions which do not vanish in the $qd \to 0$ limit. These are short range interaction amplitudes introduced by the finite thickness of the film:

$$F^{(d)} = -\frac{2\pi}{\epsilon_2} d \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) - \frac{4\pi}{\epsilon_1 + \epsilon_3} d \left[ F_{\text{symm}} \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) + F_M \right].$$  

(C.14)

Here I have defined the scalar

$$F_{\text{symm}} = (\epsilon_2 - \epsilon_1) (\epsilon_2 - \epsilon_3) \left\{ \frac{1}{2\epsilon_2} + \frac{1}{\epsilon_2 (\epsilon_1 + \epsilon_3)} \right\}$$  

(C.15)

and the matrix

$$F_M = \frac{1}{2\epsilon_2^2} \left( \begin{array}{cc} (\epsilon_2 + \epsilon_1)(\epsilon_2 - \epsilon_3) & \epsilon_2^2 - \epsilon_1 \epsilon_3 \\ \epsilon_2^2 - \epsilon_1 \epsilon_3 & (\epsilon_2 + \epsilon_1)(\epsilon_2 - \epsilon_3) \end{array} \right),$$  

(C.16)

which both vanish in the limit of $\epsilon_1 = \epsilon_2 = \epsilon_3$. In summary, for coupled surface one can write

$$U_0 = U_C + F^{(d)}.$$  

The derivation of the above equations includes some subtleties. First, the electric field configuration for a single point charge was derived. Thus, in particular, the metallic surfaces between the dielectrics were disregarded. As in the theory of conventional metals, their effect will be incorporated in the field theoretical description of the model (App. C.3). Second, I used the potential (C.10) derived for charged particles at position $z, z_0$ and then moved them on the surface between the dielectrics from inside of the TI film ($z_0 = \pm d/2 \mp a \approx \pm d/2$ and equally for $z$). This requires that the (macroscopic) electrostatic theory of continuous, homogeneous dielectrics can be applied to electrons located at a distance $a$ from the boundary. This is justified, as the interest is in the long-range behavior of the electric field. Furthermore, for Bi$_2$Se$_3$ it is known that $a$ is of the order of a few nanometers [210, 330], hence one order of magnitude larger than the atomic scale. The estimate presented in Tab. 5.2 indicates even longer penetration depth for for HgTe.

C.3 Clean Fermi liquid

In this appendix I present the formal resummation of scattering amplitudes following references [67, 72, 101]. First the short range (one-Coulomb-line-irreducible) part of the singlet channel (see also Eq. (5.46)) is considered

$$\Gamma_{ss'}^{1-2} = \Gamma_{ss'}^{1} - \Gamma_{ss'}^{2} \delta_{ss'}.$$  

(C.17)

I include the long-range, one-Coulomb-line-reducible, diagrams ($\Gamma^0$) later on.
C.3.1 Resummation of interaction amplitudes

The first step is to single out the subset of particle-hole-section irreducible diagrams $I^{1-2}$. The total interaction amplitude as a matrix in the surface space and in $(2+1)$-momentum space is given by the Dyson equation

$$\Gamma^{1-2}(K) = \Gamma^{1-2} - \Gamma^{1-2} R(K) \Gamma^{1-2}(K)$$

(C.18)

(Matix multiplication includes momentum integral $\int \pi$ and a Matsubara sum $T \sum_n$.)

The matrix

$$[R(K)]_{PP',ss'} = \delta_{ss'} \delta_{PP'} R_{s,P}(K),$$

(C.19)

$$R_{s,P}(K) \equiv G_{s}(P) G_{s}(P+K)$$

(C.20)

describes particle-hole bubbles and in the singlet channel. This matrix is diagonal in both 2+1 momentum and surface space: As explained in the main text, it is sufficient to keep only intrasurface bubbles in the assumed case of uncorrelated disorder. In the presence of generic interaction, the quantity $R_{s,P}(K)$ can be represented as

$$R_{s,P}(K) = R^\omega_{s,P} + \Delta_{s,P}(K)$$

(C.21)

$$= R^q_{s,P} + \tilde{\Delta}_{s,P}(K).$$

(C.22)

Here $R^\omega_{s,P}$ ($R^q_{s,P}$) are called regular (static) part of the bubble. The $\omega$- and $q$-limits are defined in the main text (see Eqs. (5.49) and (5.50)). The singular (dynamic) part of the particle-hole bubble is

$$\Delta_{s,P}(K) = \beta \frac{\omega_{s,P} - i \mathbf{v}_s \cdot \mathbf{q}}{\omega_{s,P} + i \mathbf{v}_s \cdot \mathbf{q}} \delta^{(s)}_{s,P},$$

$$\tilde{\Delta}_{s,P}(K) = \beta \frac{\omega_{s,P} - i \mathbf{v}_s \cdot \mathbf{q}}{\omega_{s,P} + i \mathbf{v}_s \cdot \mathbf{q}} \delta^{(s)}_{s,P}.$$  

(As mentioned in Sec. 1.5.1 the FL residues are reabsorbed into a redefinition of the scattering amplitudes.) From these definitions and Eq. (C.18) one obtains the relations

$$\Gamma^{1-2}(K) = \Gamma^{1-2,\omega} - \Gamma^{1-2}(K) \Delta(K) \Gamma^{1-2,\omega},$$  

(C.23a)

and

$$\Gamma^{1-2}(K) = \Gamma^{1-2,q} - \Gamma^{1-2}(K) \tilde{\Delta}(K) \Gamma^{1-2,q}.$$  

(C.23b)

This formal (re-)expression of the general scattering amplitude will be used to calculate the polarization operator in the next subsection.

C.3.2 Definitions

In order to introduce the long-range Coulomb interaction and to describe its screening I define the following quantities. The bare triangular vertices are obtained in response to an external scalar potential $\phi^{(s)}(\omega_{s}, \mathbf{q})$:

$$\mathbf{v}_0^{(1)} = (1, 0) \quad \text{and} \quad \mathbf{v}_0^{(2)} = (0, 1).$$

(C.24)

The approximation $\langle \mu_s, \mathbf{p} | \mu_s, \mathbf{p} + \mathbf{q} \rangle \approx 1$ is used. In the present notation, bold, underlined quantities are vectors in surface space.
C.3 Clean Fermi liquid

The triangular vertex $T^{(s)}(K)$ renormalized by interaction satisfies
\begin{equation}
T^{(s)}(K) = \Sigma_0^{(s)} - \Sigma_0^{(s)} R(K) \Gamma^{-1}(K).
\end{equation}

The polarization operator is a matrix in the surface space and can be written as
\begin{equation}
\Pi_{ss'}(K) = \Sigma_0^{(s)} R(K) [\Sigma_0^{(s')}]^T - \Sigma_0^{(s)} R(K) \Gamma^{-1}(K) R(K) [\Sigma_0^{(s')}]^T,
\end{equation}
which transforms into
\begin{equation}
\Pi_{ss'}(K) = \Pi_{ss'}(q) + T^{(s),q} \Delta(K) [T^{(s'),q}]^T - T^{(s),q} \Delta(K) \Gamma^{-1}(K) \Delta(K) [T^{(s'),q}]^T,
\end{equation}
\begin{equation}
\Pi_{ss'}(K) = \Pi_{ss'}(\omega) + T^{(s),\omega} \Delta(K) [T^{(s'),\omega}]^T - T^{(s),\omega} \Delta(K) \Gamma^{-1}(K) \Delta(K) [T^{(s'),\omega}]^T.
\end{equation}

Below it will be shown that these equations combined with Ward identities can be used to derive the $\omega$ and $q$ limits of the polarization operator.

C.3.3 Ward identities

First the Ward identities which are due to invariance under separate $U(1)$ rotation of the fermionic fields are investigated. Following the standard procedure one obtains
\begin{equation}
\left( \frac{\partial G^{-1}}{\partial p_0}, 0 \right) = T^{(1),\omega} \quad \text{and} \quad \left( 0, \frac{\partial G^{-1}}{\partial p_0} \right) = T^{(2),\omega}.
\end{equation}

Next, it is exploited that constant external fields can be reabsorbed into a redefinition of the chemical potentials. This leads to
\begin{equation}
\left( \frac{\partial G^{-1}}{\partial \mu_s} + \frac{\partial G^{-1}}{\partial \mu_{s'}} \right) = T^{(s),q}.
\end{equation}

This can be inserted into the $\omega$- and $q$- limits of the polarization operator in order to obtain
\begin{equation}
\Pi_{ss',\omega} = 0 \quad \text{and} \quad \Pi_{ss',q} = - \frac{\partial n_s}{\partial \mu_{s'}} = - \frac{\partial n_{s'}}{\partial \mu_s}.
\end{equation}

The Ward identities (C.29) and (C.30) have very profound consequences. They relate the static triangular vertex and the static polarization operator to derivatives of physical observables with respect to the chemical potential. It is explained in the main text, that for this reason they are not renormalized in the diffusive RG [98].

C.3.4 Screening of the Coulomb interaction

Consider the singular part of the Coulomb interaction [see Eq. (C.13)], i.e.
\begin{equation}
U_0 = \frac{2\pi}{\epsilon_{eff} q} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},
\end{equation}
where $\epsilon_{eff} = (\epsilon_1 + \epsilon_3)/2$ for the most general situation of a dielectric sandwich structure. This matrix has zero determinant, $\det U_0 = 0$. 
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The RPA-screened Coulomb interaction is defined as

\[ U_{\text{scr}}(\omega_m, q) = (1 - U_0\Pi)^{-1} U_0. \]

The static one-Coulomb-line-reducible singlet interaction amplitude is obtained by attaching the (q-limit) triangular vertices to \( U_{\text{scr}}(\omega_m = 0, q) \) from both sides (see Fig. 5.6 in the main text). From the definition in Sec. C.3.2 it follows that \( \Pi^{ss} q = T^{ss} q \nu_q. \) (Note that none of these three quantities is renormalized during RG.) Therefore, one obtains

\[ \Gamma_0 = -\left( \frac{1}{\nu} \right) \Pi^q U_{\text{scr}}(\omega_m = 0, q) \Pi^q \left( \frac{1}{\nu} \right). \]  \hspace{1cm} (C.32)

By means of the orthogonal matrix

\[ O = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \]  \hspace{1cm} (C.33)

one can rotate \( U_{\text{scr}}(\omega_m = 0, q) \) into the basis where \( U_0 \) is diagonal:

\[ O^T U_{\text{scr}}(\omega_m = 0, q) O = \left( 1 - \left( \frac{4\pi}{\epsilon_{\text{eff}} q} 0 \\ 0 0 \right) O^T \Pi^q O \right)^{-1} \left( \begin{array}{cc} 4\pi \epsilon_{\text{eff}} & 0 \\ 0 & 0 \end{array} \right) = \frac{4\pi \epsilon_{\text{eff}}}{q - 2\pi \epsilon_{\text{eff}} \left( \Pi_{11}^q + \Pi_{22}^q + 2\Pi_{12}^q \right)} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}. \]  \hspace{1cm} (C.34)

The denominator in the last line of Eq. (C.34) defines the coupled surface screening length [analogously to Eqs. (5.7), (5.8)].

In the considered parameter range it is legitimate to take the q-limit under the following condition:

\[ \left| \frac{2\pi}{\epsilon_{\text{eff}} \left( \Pi_{11}^q + \Pi_{22}^q + 2\Pi_{12}^q \right)} \right| \gg q. \]  
This leads to

\[ U_{\text{scr}}^q = -O \left( \left[ \hat{e}^q O^T \Pi^q O \hat{e}_1 \right]^{-1} 0 \\ 0 \right) O^T. \]  \hspace{1cm} (C.35)

The q-limit of Eq. (C.32) is

\[ \Gamma_0^q = \left( \frac{1}{\nu} \right) \Pi^q O \hat{e}_1 \otimes \hat{e}_1^T O^T \Pi^q \left( \frac{1}{\nu} \right) \hat{e}_1 \]  \hspace{1cm} (C.36)

Now I multiply by \( \nu O \hat{e}_1 \) from the right side and find

\[ \left[ -\left( \frac{1}{\nu} \right) \Pi^q + \Gamma_0^q \nu \right] O \hat{e}_1 = 0. \]  \hspace{1cm} (C.37)

This matrix equation implies that the surface-space matrix in brackets has to be of zero determinant.
Alternatively, using the $q$-limit of Eq. (C.27b) and (C.32), one can express the bare total interaction amplitude $\Gamma^\rho \equiv \Gamma^0 + \Gamma^{1-2}$ as

$$\nu \Gamma^\rho \nu = -\nu - \frac{\det \Pi^q}{\Pi_{11}^q + \Pi_{22}^q + 2\Pi_{12}^q} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}. \quad (C.38)$$

From Eq. (C.38) the following statement immediately follows:

$$\det [\nu + \nu \Gamma^\rho \nu] = 0. \quad (C.39)$$

This relationship is equivalent to Eq. (C.37).

### C.3.5 Total density-density response

Here I present the analysis of the one-Coulomb-line-reducible (sometimes called “total”) density-density response $\Pi^{\text{RPA}}$. It is defined as

$$\Pi^{\text{RPA}}(K) = \Pi(K) + \Pi(K) U_0(q) \Pi^{\text{RPA}}(K). \quad (C.40)$$

Equation (C.40) implies that $\Pi^{\text{RPA}}$ is obtained a resummation of the RPA-type series, hence the corresponding superscript.

For the present case the aim is to obtain $\Pi^{\text{RPA}}$ in the diffusive regime. The very idea of dirty FL is based on replacing dynamic section $\tilde{\Delta}_{s,p}$ according to the following prescription:

$$\frac{\omega_m}{\omega_m + i\nu_F \cdot q} \rightarrow \frac{\omega_m}{Z_s \omega_m + D_s q^2}, \quad (C.41)$$

with $Z_s = 1$ at the bare level. By using definitions (C.27a) and (C.32), the total density-density response can be written as

$$\Pi^{\text{RPA}}(K) = \left[\Pi^q - \nu \Gamma^0 \nu \right] \left[ 1 + \omega_m \Delta^\Gamma \left[ \Pi^q - \nu \Gamma^0 \nu \right] \right], \quad (C.42)$$

where

$$\Delta^\Gamma \equiv \Delta^\Gamma (\omega_m, q) = \left[ \nu D q^2 + \left( \nu Z + \nu \Gamma^{0+1-2} \right) \omega_m \right]^{-1}. \quad (C.43)$$

These equations are used in the main text (Sec. 5.4.2) to provide a link between the bosonized NL$\sigma$M and the dirty FL theory.

### C.3.6 Bare NL$\sigma$M coupling constants

According to Eqs. (C.34) and (C.38) the bare values of the interaction amplitudes are fully determined by $\nu_1, \nu_2$ and

$$\Pi^q = -\nu (1 + F \nu)^{-1}, \quad (C.44)$$

where

$$F = \begin{pmatrix} F_{11} & F_{12} \\ F_{12} & F_{22} \end{pmatrix}. \quad (C.45)$$
are the FL constants in the density channel(s). It is convenient to express $\nu \Gamma^\rho \nu$ in Eq. (C.38) through $F$ by means of the identity (C.44):

$$\det \Pi^q \pi_{11} + \Pi^q_{22} + 2\Pi^q_{12} = -\frac{1}{\nu_1 + 1/\nu_2 + F_{11} + F_{22} - 2F_{12}}.$$  \hspace{1cm} (C.46)

In App. C.2 I presented the general expression for FL constants $F^{(d)} = \frac{2\pi}{\epsilon_2} df$ induced by the finite thickness of the topological insulator film. Assuming that there is no additional short range interaction one can deduce the bare value of interaction constants for the NL system. This is equivalent to the RPA estimate (valid if $\alpha_{TI} \ll 1$).

From Eqs. (C.15) and (C.16) it is evident that $F_{\text{symm}}$ and $F_{\text{M}}$ do not contribute to the combination $F_{11} + F_{22} - 2F_{12}$. By consequence, the bare value interaction constants in RPA estimate are

$$\gamma_{11} \equiv \left[ \nu \Gamma^\rho \nu \right]_{11} = -1 + \frac{1}{\frac{\alpha_1}{\kappa_2} + 2\kappa_1 d} \hspace{1cm} (C.47a)$$

and

$$\gamma_{22} \equiv \left[ \nu \Gamma^\rho \nu \right]_{22} = -1 + \frac{1}{\frac{\alpha_2}{\kappa_1} + 2\kappa_2 d} \hspace{1cm} (C.47b)$$

In these equations the inverse single surface screening length is denoted by $\kappa_s = \frac{2\pi}{\epsilon_2}$. It is a curious observation, that only $\epsilon_2$ (and not $\epsilon_1$ and $\epsilon_3$) enters these expressions. Recall that $\epsilon_1 + \epsilon_3$, which determined the true long-range expression, were “lost” in the process of overscreening after Eq. (C.34). In view of Eq. (5.66) following from the $F$-invariance, it is not surprising that the coupling constants are equal as long as $\nu_1 = \nu_2$ even in the case of asymmetric dielectric environment.

The general validity of Eqs. (C.47) was overlooked in the publication [154]. Only certain limits were addressed there. The published expressions in these limits are in full agreement with Eqs. (C.47).

C.4 Detailed derivation of RG equations

In this section I present the detailed derivation of the one-loop corrections to conductivity.

Correlator $B_1$

In the one loop approximation one can use $Q = \Lambda + \delta Q$ with $\delta Q = \begin{pmatrix} 0 & q \\ q^T & 0 \end{pmatrix}$. Then one directly singles out the classical contribution in $B_1$, Eq. (5.71) and obtains

$$B_1^q = \sigma_s - \frac{\sigma_s}{4n} \sum_{\mu=0,2} \text{tr} \left( I^n_{\alpha} \hat{\tau}_\mu \delta Q [I^\alpha_{\mu} \hat{\tau}_\mu^T \delta Q - I^\alpha_{\mu} \hat{\tau}_\mu \delta Q] \right). \hspace{1cm} (C.48)$$

In addition, I write $q = \sum_{\nu=0}^3 q^{(\nu)} \hat{\tau}_\nu^T$. When performing the trace in $\tau$-space it turns out that the two diffusion contributions ($\nu = 0, 2$) cancel up. This is a consequence of the opposite sign of $\tau_0$ and $\tau_2$ under transposition. The Cooperons ($\nu = 1, 3$) contribute only to the last term in Eq. (C.48). This
leads to

\[
B_1^s = \sigma_s + \frac{\sigma_s}{4n} \sum_{\nu=1,3} \left\langle \text{tr} I_n^\alpha \left( \begin{array}{cc} 0 & q_\nu \\ q_\nu^T & 0 \end{array} \right) I_n^\alpha \left( \begin{array}{cc} 0 & q_\nu \\ q_\nu^T & 0 \end{array} \right) \right\rangle
= \sigma_s + 2 \int_D s(\omega_n, p). \tag{C.49}
\]

**Correlator B**

The second term \(B_2\), Eq. (5.72), does not contribute on the classical level. Expanding to second order in \(q\) yields the tree level contribution which also vanishes:

\[
\left. B_2^{ss'} \right|_{\text{tree level}} = -\frac{\sigma_s \delta_{ss'}}{4n} \int_{x-x'} e^{ip(x-x')} p^2 D_{ss'}^{c} (p, \omega) = 0. \tag{C.50}
\]

The quartic order in \(q\) provides the one-loop corrections to the correlator \(B_2\). I will first analyze the effect of disorders. Exploitation of the relation \(\left\langle q^{(0)} q^{(0)} \right\rangle = \left\langle q^{(2)} q^{(2)} \right\rangle\), leads to a simplification of the expression for \(B_2\) (** and ◦ denote Wick contractions):

\[
B_2^{(ss')} = -\frac{\sigma_s \sigma'}{8n} \int_{x-x'} \sum_{\mu=x,y} \left[ \text{tr} \left( I_n^\alpha q_\mu T^{T^\alpha} \right)_{s,x} \text{tr} \left( I_n^\alpha q_\mu T^{T^\alpha} \right)_{s',x'} \right. + \text{tr} \left( I_n^\alpha q_\mu T^{T^\alpha} \right)_{s,x} \text{tr} \left( I_n^\alpha q_\mu T^{T^\alpha} \right)_{s',x'} + 2 \text{tr} \left( I_n^\alpha q_\mu T^{T^\alpha} \right)_{s,x} \text{tr} \left( I_n^\alpha q_\mu T^{T^\alpha} \right)_{s',x'} \left. \right]. \tag{C.51}
\]

The Wick contraction produces three types of terms for each of the three terms in (C.51) [see Eq. (5.76)]. First there is the interference term \(D_s D_s\). It contains an additional sum over replicas and hence vanishes in the replica limit. Second, there can be a term \((\Delta D D^c)_{ss'} (\Delta D D^c)_{ss'}\). It vanishes due to its structure in the Matsubara space. The only remaining term is \((\Delta D D^c)_{ss} D_s\) which yields

\[
B_2^{(ss')} = \frac{32\pi T \delta_{ss'}}{\sigma_s n} \int_D p^2 \sum_{n_{12}=0}^{N_M} n_{12} \left[ (\Delta D D^c)_{ss} (\omega_{n_{12}+n}, p) D_s (\omega_{n_{12}+n}, p) - (\Delta D D^c)_{ss} (\omega_{n_{12}+2n}, p) D_s (\omega_{n_{12}+2n}, p) \right]. \tag{C.52}
\]

At this stage it is legitimate to send \(N_M \to \infty\). Furthermore, note that, because disorder is surface uncorrelated, there is no correction to the transconductance \(\sigma_{12}\). Since here the zero temperature limit is considered, Eq. (C.52) becomes

\[
B_2^{(ss')} = \frac{16 \delta_{ss'}}{\sigma_s} \int_D p^2 \int_0^\infty d\omega \left( \Delta D D^c \right)_{ss} (\omega, p) D_s (\omega, p). \tag{C.53}
\]

Now one can use the relation

\[
(\Delta D D^c)_{ss} (\omega, p) D_s (\omega, p) = \Gamma_{ss} D_s^2 (\omega, p) \nabla_s (\omega, p) - \frac{4\omega \Gamma_{12}^2 D_s (\omega, p) \nabla_s (\omega, p)}{\sigma_s \det \left[ (\Delta^c (\omega, p))^{-1} \right]} \tag{C.54}
\]
in order to split Eq. (C.53) into the single surface and intersurface contributions. Recall that \( \bar{s} = 3 - s \) and

\[
\mathcal{D}_s (\omega, \mathbf{p}) = \left[ \mathbf{p}^2 + L^{-2} + 4 \left( z_s + \Gamma_{ss} \right) \omega / \sigma_s \right]^{-1} . \tag{C.55}
\]

The single surface induced correction is given as

\[
B_{2}^{ss'} \bigg|_{\text{single}} = \frac{16 \delta_{ss'} \Gamma_0}{\sigma_s} \int_{\mathbf{p}} \mathbf{p}^2 \int_{0}^{\infty} d\omega \Gamma_{ss} D_s^2 (\omega, \mathbf{p}) \mathcal{D}_s (\omega, \mathbf{p})
\]

\[
= -4 \delta_{ss'} f (\Gamma_{ss}/z_s) \int_{\mathbf{p}} \mathbf{p}^2 D_s^2 (0, \mathbf{p}) . \tag{C.56}
\]

The function

\[
f (x) = 1 - (1 + 1/x) \ln (1 + x)
\]

was already introduced in Sec. 1.5.2. For the intersurface interaction induced term one can separate the poles of \( \left[ \det \left( \mathcal{D}^c_s (\omega, \mathbf{p}) \right) \right]^{-1} \). It yields

\[
B_{2}^{ss'} \bigg|_{\text{inter}} = \frac{64 \delta_{ss'} \Gamma_{12}^2}{\det (\zeta + \Gamma)} \int_{\mathbf{p}} \mathbf{p}^2 D_s (0, \mathbf{p}) \int_{0}^{\infty} d\omega \omega D_s (\omega, \mathbf{p}) \frac{\mathcal{D}_s (\omega, \mathbf{p})}{d_+ - d_-} \sum_{\zeta = \pm} \zeta f_2 \left( \frac{\sigma_s}{z_s}, \frac{\sigma_s (\beta + \Gamma_{ss})}{z_s + \Gamma_{ss}}, d_\zeta \right) \int_{\mathbf{p}} \mathbf{p}^2 D_s^2 (0, \mathbf{p}) , \tag{C.58}
\]

where

\[
d_\pm = \frac{(z_1 \sigma_2 + \sigma_1 z_2)}{2 \det (\zeta + \Gamma)} \left[ \mp \sqrt{1 - \frac{4 \sigma_1 \sigma_2 \det (\zeta + \Gamma)}{(z_1 \sigma_2 + \sigma_1 z_2)^2}} \right] \tag{C.59}
\]

and

\[
f_2 (a, b, c) = 2 \frac{(c - b) a \ln a + (a - c) b \ln b + (b - a) c \ln c}{(b - a) (c - a) (c - b)} . \tag{C.60}
\]

In the case of the long-range Coulomb interaction the condition \( \det (\zeta + \Gamma) = 0 \) holds. Therefore, \( d_- \) diverges and as a consequence \( f_2 \left( \frac{\sigma_s}{z_s}, \frac{\sigma_s (\beta + \Gamma_{ss})}{z_s + \Gamma_{ss}}, d_- \right) \rightarrow 0 \). The contribution due to \( d_+ \) is then, in the exemplary case \( s = 1 \), given as

\[
B_{2}^{11} \bigg|_{\text{inter}} = -4 \left( 1 + \frac{\Gamma_{11}}{z_1} \right) \left[ \ln \left( 1 + \frac{\Gamma_{11}}{z_1} \right) - \ln \left( 1 + \frac{\Gamma_{11} + \sigma_1 (z_2 + \Gamma_{22})}{z_1} \right) \right] \int_{\mathbf{p}} \mathbf{p}^2 D_s^2 (0, \mathbf{p}) \tag{C.61}
\]

Finally, I consider the effect of Cooperons in \( B_2 \). Due to the absence of interaction amplitudes in the Cooper channel all contributions are of the type \( D_s D_s \) and, in analogy with the corresponding diffusion terms, vanish in the replica limit.
C.5 Stability of the fixed plane of equal surfaces

Here the stability of the fixed plane of identical surfaces with respect to small perturbations is discussed. As anticipated, it hosts the overall attractive fixed point of the four dimensional RG flow (see also Sec. 5.5.2) and thus is itself attractive. However, the parameters describing the deviation from equal surfaces ($\delta t = t - 1$ and $\delta \gamma = \gamma_{11} - \gamma_{22}$) flow towards zero in a quite nontrivial manner.

From the general RG equations (5.92) one obtains the equations for small deviations

$$\frac{d}{dy} \begin{pmatrix} \delta t \\ \delta \gamma \end{pmatrix} = M(\gamma) \begin{pmatrix} \delta t \\ \delta \gamma \end{pmatrix},$$

with the $\gamma$-dependent matrix

$$M(\gamma) = -\frac{2}{\pi \sigma} \begin{pmatrix} \frac{(3+4\gamma)G(\gamma)}{(1+2\gamma)^2} & \frac{2G(\gamma)}{(1+2\gamma)^2} \\ -\left(\gamma + \gamma^2\right) & 1 + 2\gamma \end{pmatrix},$$

and $G(\gamma) = -1 - 2\gamma + (2 + 2\gamma) \ln(2 + 2\gamma)$. The eigenvalues of the matrix $M(\gamma)$ are shown in Fig. C.1. They turn out to be complex in most of the interval $\gamma \in [-1, 0]$ (except for a narrow region of very small $\gamma$). This implies a curious oscillatory scale dependence of the difference of conductivities $\delta t = 2(\sigma_1 - \sigma_2)/\sigma$. Although the fixed plane of equal surfaces is repulsive in the regime $\gamma < \gamma_\star \approx -0.64$ one should keep in mind that $\gamma$ itself is subjected to renormalization, flowing towards zero and therefore, the plane of identical surfaces becomes ultimately attractive.

C.6 RG flow for externally screened interaction

If the single layer screening length $\kappa^{-1}$ and the typical length scale $L_E$ (e.g. the thermal length) exceed the distance to the electrostatic gates, the external screening of interactions can no longer be neglected. Effectively, the interactions become short ranged. This implies the breakdown of $\mathcal{F}$-invariance. As a
In contrast to the Coulomb case [Eq. (5.90)], these RG equations cannot be expressed in terms of the parameter $\gamma_{ss} = \Gamma_{ss}/z_s$. Further, it is worthwhile to emphasize that the RG equations for $\Gamma_{ss}$ and $z_s$ are exactly the same as in the Coulomb case. In particular, $\Gamma_{12}$ is not renormalized, since the general arguments exposed in Sec. 5.4.2 hold also in the case of short ranged interactions. I repeat that $0 \leq |\Gamma_{ss}| \leq z_s$ and typically $|\Gamma_{12}| \leq \max_{s=1,2} |\Gamma_{ss}|$.

For sufficiently strong interactions, the RG flow implies localizing behaviour of the conductivities. However, as the RG flow predicts decreasing interaction amplitudes, the system undergoes a crossover to the free-electron weak-antilocalization effect. (Note that also $\Gamma_{12}/z_s$ decreases.) Accordingly, similar to the case of Coulomb interaction, in the case of strong short range interactions a non-monotonic conductivity behavior is predicted. The quantitative difference is the steeper antilocalizing slope in the final stage of the flow.
Appendix D

Half-integer quantum Hall effect

This appendix contains supplementary information regarding Chap. 6.

D.1 Derivation of the NL$\sigma$M describing the half-integer QHE

D.1.1 No net $B$-field: Non-Abelian bosonization.

The first step of the derivation of NL$\sigma$M for the QH problem is to apply non-Abelian bosonization to the system of disordered Dirac fermions which is TR invariant on average but contains a random Zeeman term.

The model under consideration is Eq. (6.20), with the following white noise scalar disorder potential

$$\langle V(x) V(x') \rangle = \frac{1}{\pi \nu \tau_{sc}} \delta(x - x'), \quad (D.1)$$

and a random Zeeman term $H_Z = m \sigma_z$

$$\langle m(x) m(x') \rangle = \frac{1}{\pi \nu \tau_Z} \delta(x - x'). \quad (D.2)$$

After disorder averaging the Matsubara action of our system receives additional contribution

$$S^{\text{dis}} = -\frac{1}{2 \pi \nu} \int_x \left[ \frac{1}{\tau_{sc}} \left( \bar{\psi}(x) \psi(x) \right) \left( \bar{\psi}(x) \psi(x) \right) + \frac{1}{\tau_Z} \left( \bar{\psi}(x) \sigma_z \psi(x) \right) \left( \bar{\psi}(x) \sigma_z \psi(x) \right) \right]. \quad (D.3)$$

**SCBA.** On the mean-field level the fermionic Green’s functions are given by the SCBA. The SCBA equation for the self energy reads

$$\Sigma_n = \frac{-1}{\pi \nu \tau} G_n (x, x). \quad (D.4)$$

Here the scattering rate $1/\tau = 1/\tau_{sc} + 1/\tau_Z$. The solution of Eq. (D.4) is (in the limit $k_F l \gg 1$)

$$\Sigma_n = \frac{i}{2 \tau} \text{sign}(n). \quad (D.5)$$
Non-Abelian bosonization. In order to go beyond the mean-field treatment we derive the NLσM from the fermionic action. We will employ the double cut-off truncation scheme in Matsubara space [106] and use non-Abelian bosonization [86] with the dictionary for the \( \mathbf{U}(2N_M'N_R) \times \mathbf{U}(2N_M'N_R) \) invariant model being [331, 332]

\[
\begin{align*}
\psi^{\uparrow} \otimes \bar{\psi}^{\uparrow} & \leftrightarrow \frac{1}{4 \pi v_F} U^{\uparrow} \partial_{\uparrow} U, \quad \text{(D.6a)} \\
\psi^{\downarrow} \otimes \bar{\psi}^{\uparrow} & \leftrightarrow \frac{1}{4 \pi v_F} U \partial_{\downarrow} U^{\dagger}, \quad \text{(D.6b)} \\
\psi^{\uparrow} \otimes \bar{\psi}^{\dagger} & \leftrightarrow -\lambda U^{\dagger}, \quad \text{(D.6c)} \\
\psi^{\downarrow} \otimes \bar{\psi}^{\dagger} & \leftrightarrow \lambda U. \quad \text{(D.6d)}
\end{align*}
\]

Here \( U \in \mathbf{U}(2N_M'N_R) \) is a unitary matrix field. Typically it is decomposed in a phase (abelian bosonization) and a special unitary part \( U = e^{i \sqrt{\frac{4\pi}{2N_M'N_R}} \Phi} \). The dimensionful constant \( \lambda \) is of the order of the UV-cutoff. In the presence of disorder and a finite chemical potential it turns out to be of the order of the density of states, see below, App. D.1.1.

The kinetic part of the action can now be rewritten as [141–144]

\[
S = \int_x \left( \frac{1}{2} (D_i \Phi)^2 \right) \\
= \int_x \frac{1}{8\pi} \text{Tr} D_i \hat{U} \hat{D}_i \hat{U} \\
+ \int_x \frac{i}{12\pi} \varepsilon_{ijk} \text{Tr} \left( \hat{U} \hat{D}_i \hat{U} \right) \left( \hat{U} \hat{D}_j \hat{U} \right) \left( \hat{U} \hat{D}_k \hat{U} \right) \\
+ \int_x \frac{i}{8\pi} \varepsilon_{ijk} \text{Tr} F_{ij} \left( \hat{U} \hat{D}_k \hat{U} + D_k \hat{U} \hat{U}^{\dagger} \right) \\
\stackrel{=}{=} \int_x \frac{1}{2} (D_i \Phi)^2 \\
+ \int_x \frac{1}{8\pi} \text{Tr} \partial_i \hat{U} \partial_i \hat{U} \\
+ \int_x \frac{i}{12\pi} \varepsilon_{ijk} \text{Tr} \left( \hat{U} \partial_i \hat{U} \right) \left( \hat{U} \partial_j \hat{U} \right) \left( \hat{U} \partial_k \hat{U} \right) \\
+ \int_x \frac{-ie}{4\pi} \text{Tr} \left[ A_\perp \hat{U} \partial_\perp \hat{U} + A_\perp \hat{U} \partial_\perp \hat{U}^{\dagger} \right] \\
+ \int_x \frac{-e^2}{4\pi} \text{Tr} \left[ A_\perp \hat{U} A_+ \hat{U} - A_+ A_- \right]. \quad \text{(D.7)}
\]

Here the symbols \( D_i \) denote long derivatives, \( D_i = \partial_i - ie A_i^{(0)} \) when acting on a scalar field and \( D_i = \partial_i - ie \left[ A_i, \cdot \right] \) when acting on a matrix field. The gauge potentials a priori might denote any \( \mathbf{U}(2N_M'N_R) \) gauge potentials [split in traceless (traceful) components \( A_i \left( A_i^{(0)} \right) \), \( F_{ij} \) is the corresponding field strength tensor. For the problem of disordered Dirac fermions coupled to \( \mathbf{U}(1) \) gauge potentials we will in the end set \( A_i = A_i^0 \) [see Eq. (6.23)]. The symbol \( = \) here denotes equality for all cases when gauge fields are non-topological (recall, that we are interested in situations without net magnetic flux through the spatial plane). The expressions containing integrals over the variable \( w \) involve the extension of
D.1 Derivation of the NLσM describing the half-integer QHE

the base manifold \( [(x, w) \in (\mathbb{R}^2 \cup \{\infty\}, [0, 1])] \). In these terms \( \tilde{U} \) implicitly denotes a different function \( \tilde{U}(x, w) \) which coincides with the physical field on the physical space \( \tilde{U}(x, 0) = \tilde{U}(x) \) while taking a uniform fixed value at \( w = 1 \), e.g. \( \tilde{U}(x, 1) = 1 \).

**Bosonized SCBA.** The SCBA equation (D.4) can be rederived in the bosonic language

\[
\Sigma = \frac{1}{\pi \nu \tau} \langle \psi \otimes \bar{\psi} \rangle_{SCBA}
\leftrightarrow \frac{1}{\pi \nu \tau} \left\langle \left( \begin{array}{c}
-\lambda U^\dagger \\
\frac{1}{4 \pi v_F} U \partial_u U^\dagger
\end{array} \right) \frac{1}{\lambda U} \right\rangle_{SCBA}.
\]

(D.9)

The symbol \( \langle \ldots \rangle_{SCBA} \) denotes self-consistent SCBA average. Equations (D.9) are consistent with the previous solution provided \( U = i \Lambda \) and \( \lambda = \nu \pi / 2 \left( \Lambda_{nn'} = \delta_{nn'} \text{sign}(n) \right) \).

**Bosonized effective action.** We now return to Eq. (D.3). We bosonize both channels of possible soft modes

\[
S_{\text{dis}} \leftrightarrow -\frac{1}{2 \pi \nu \tau_{sc.}} \int_x \left[ \text{tr} \left( \begin{array}{c}
-\lambda U^\dagger \\
\frac{1}{4 \pi v_F} U \partial_u U^\dagger
\end{array} \right) \frac{U^\dagger \partial_u U}{\lambda U} \right] \sigma^2
\]

\[
-\text{tr} \left( \begin{array}{c}
-\lambda U^\dagger \\
\frac{1}{4 \pi v_F} U \partial_u U^\dagger
\end{array} \right) \frac{U^\dagger \partial_u U}{\lambda U} \sigma^2
\]

\[
+ \frac{1}{2 \pi \nu \tau_Z} \int_x \left[ \text{tr} \left( \begin{array}{c}
-\lambda U^\dagger \\
\frac{1}{4 \pi v_F} U \partial_u U^\dagger
\end{array} \right) \frac{U^\dagger \partial_u U}{\lambda U} \right] \sigma^2
\]

\[
-\text{tr} \left( \begin{array}{c}
-\lambda U^\dagger \\
\frac{1}{4 \pi v_F} U \partial_u U^\dagger
\end{array} \right) \frac{U^\dagger \partial_u U}{\lambda U} \sigma^2
\]

\[
= \frac{\lambda^2}{2 \pi \nu} \int_x \left[ \frac{\text{tr} \left( \left( U^\dagger + U \right)^2 \right)}{\tau_{sc.}} - \frac{\left( \text{tr} \left( U^\dagger + U \right) \right)^2}{\tau_Z} \right].
\]

(D.10)

Here, the sign \( \doteq \) indicates that in this formula we omitted the gradient terms which renormalize the kinetic part of the action as well as a constant.
Saddlepoint equations. By infinitesimal left rotation of spatially constant $U$ we determine the saddle point equations for the disorder induced potential

$$0 = \frac{i\lambda^2}{\pi \nu} \left( \frac{U^2 - [U^\dagger]^2}{\tau} + \frac{(U^\dagger - U) \text{tr} [U^\dagger + U]}{\tau_{\text{sc}}} \right) + \frac{(U^\dagger - U) \text{tr} [U^\dagger + U]}{\tau_{Z}}. \quad (D.11)$$

We see that the SCBA solution $U = i\Lambda$ solves the saddle point equation.

Goldstone manifold and field theory. We will now rotate the bosonic fields by slow, small, unitary rotations: $U \rightarrow U^\dagger_{\text{soft}} U_{\text{soft}}$. For the saddle point solution $U = i\Lambda$ these fields equally annihilate the disorder induced mass terms of Eq. (D.10). Thus the effective field theory will be constructed on a saddle point manifold, namely the coset space formed by the $Q = U^\dagger_{\text{soft}} N U_{\text{soft}}$ which is $U(2N_M N_R)/U(N_M N_R) \times U(N_M N_R)$. To derive the effective field theory, Eq. (6.24) of the main text, the following steps are in order: (i) The prefactor of the gradient term is renormalized by integration of the $U$ fields in SCBA approximation.[154] (ii) Upon restriction to the coset space, the Wess-Zumino-Novikov-Witten term in third line from the bottom of Eq. (D.8) becomes the theta term with short derivatives and angle $\theta = \pi \mod 2\pi$. [88, 89] (iii) The last two lines of the same Eq. (D.8) provide the gauge potentials entering the long derivatives of the gradient term. It is an important observation that terms containing $Q^j \partial_{\pm} Q$ and $\epsilon_{ij} \text{tr} A_i Q^j A_j Q$ drop out in view of the hermiticity and unitarity of $Q$. Therefore the theta term has short derivatives. (iv) Frequency and interaction terms were not discussed in this appendix, but can be equally included following Ref. [154]. (v) The subscript $\text{soft}$ is omitted in all other parts of this paper.

D.1.2 Finite net magnetic field: Gradient expansion.

We now turn to the derivation of the NL$\sigma$M describing disordered Dirac fermions in strong magnetic field $(\Omega_c \tau \gg 1)$. The fermionic action on saddle point level is

$$S[\bar{\psi}, \psi] = \int_x \bar{\psi} \left[ -i\dot{\psi} - i\epsilon \Phi + H_0 \left( \mathbf{p} - e \left[ \mathbf{A} + \mathbf{A}^\dagger \right] \right) - \mu - i(\Sigma^R)^\prime Q \right] \psi. \quad (D.12)$$

The SCBA is justified in the center of LLs with large index $|n| \gg 1$. For the present case of Dirac fermions, the imaginary part of retarded self energy $(\Sigma^R)^\prime = 1/2\tau$ is energy dependent and non-trivial (trivial) in spin space for the zeroth (all other) LLs, see e.g. Ref. [247] for more details.

Just as in the previous section we set $Q = U^\dagger \Lambda U$ with slow unitary $(2N_M N_R) \times (2N_M N_R)$ matrix field $U$. Note that at this stage, we assume all sums and traces over Matsubara indices go from negative to positive infinity. Thus $\Lambda$ is an infinite matrix with only diagonal entries $\Lambda_{nn'} = \delta_{nn'} \text{sign}(n)$. In order to obtain finite dimensional $\Lambda$ (and thus $Q$) a second cut-off will be introduced at the end of this section.[106]
In order to perform accurate gradient expansion of the action it is convenient to re-express the
partition function as
\[
Z = \int DQ \int D[\bar{\psi}, \psi] e^{-S[\bar{\psi}, \psi]}
\]
\[
= \int DQ J[U, \hat{\Phi}, \hat{A}_i] \int D[\bar{\psi}', \psi'] e^{-S[\bar{\psi}, \psi']}. \quad (D.13)
\]
Here the rotated fields \( \psi' = U\psi \) and \( \bar{\psi}' = \bar{\psi}U^\dagger \) were introduced at the expense of the Jacobian
\( J[U, \hat{\Phi}, \hat{A}_i] \).

The action for the rotated fermions reads
\[
S[\bar{\psi}', \psi'] = \int_x \bar{\psi}'[-G^{-1} - ie\Phi + J \cdot \hat{A}] \psi'. \quad (D.14)
\]
where we use the notation \( J_i = \delta H_0 / \delta A_i \) and the rotated gauge potentials are
\[
\Phi = \frac{1}{e} U [\hat{\epsilon}, U^\dagger] + U \hat{\Phi} U^\dagger,
\]
\[
\hat{A}_i = -\frac{1}{e} U [-i\partial_i, U^\dagger] + U \hat{A}_i U^\dagger. \quad (D.15)
\]

We denote the SCBA Green’s function by
\[
G_{\alpha\alpha'}^{m\, m'}(x, x') = \left( \left[ i\epsilon_m - H_0 (p - eA) + \mu \right] + i (\Sigma_R)^\prime \text{sign}(\epsilon_m) \right)^{-1} \delta_{\alpha\alpha'}^{m\, m'} \quad (D.16)
\]
As we are working in the limit \( \epsilon_n \ll (\Sigma_R)^\prime \) we will partly drop the frequency dependence below.

We will use the notation \(-G^{-1} = -\bar{G}^{-1} - ie\Phi + J \cdot \hat{A}\). Since we are interested in the topological theta term involving spatial derivatives only, we omit \( \Phi \) in the following \([\Phi \text{ can be gauged out and} \frac{1}{e} U [\hat{\epsilon}, U^\dagger] \text{ produces the frequency term reported in Eq. (6.26)]}\).

Integration of fermions leads to
\[
Z = \int DQ J[U, \hat{\Phi}, \hat{A}_i] e^{-S_{\text{eff}}}, \quad (D.17)
\]
with
\[
S_{\text{eff}} = -\text{Tr ln} \left[ -G^{-1} \right]. \quad (D.18)
\]
Capital \text{Tr} includes also spatial integration. Its expansion (omitting \( \Phi \) and constant) yields
\[
S_{\text{eff}} \approx \text{Tr} \left[ G_0 J_i \hat{A}_i \right] + \frac{1}{2} \text{Tr} \left[ G_0 J_i \hat{A}_i G_0 J_j \hat{A}_j \right]. \quad (D.19)
\]
The RR- and AA-correlators in the term $\mathcal{O}\left(\hat{A}^2\right)$. First, we will disregard the diffusive fields and set $\hat{A} = \hat{\hat{A}}$. Recall that we are working with infinite Matsubara sums. The expansion contains the standard conductivity term

$$\frac{1}{2} \text{Tr} \left[ G_{i} \hat{A}_{i} G_{j} \hat{A}_{j} \right] = e^2 \sum_{m>0,\alpha} \int \ar \left[ m(\hat{A}_i)^{\alpha}_{-m} g_{ij}(m) (\hat{A}_j)^{\alpha}_{m} \right].$$

with

$$g_{ij}(m) = \frac{1}{e^2 \hat{A}_m} \sum_{k} \text{Sp} \left[ J_i \hat{G}_{k+m} J_j \hat{G}_{k} \right].$$

($A$ denotes the sample area. The symbol Sp involves trace in spin and real space only.) The $RR + AA$ contribution to $g_{xx}$ for Dirac fermions is non-zero but negligible as compared to the $RA$ contribution. In contrast, for the transverse DC conductivity we find the standard $g_{xy}^{II}$ contribution:

$$\frac{1}{2} \text{Tr} \left[ G_{i} \hat{A}_{i} G_{j} \hat{A}_{j} \right]^{RR+AA} = e^2 g_{xy}^{II} \sum_{m>0,\alpha} \int \ar \left[ m(\hat{A}_i)^{\alpha}_{-m} (\hat{A}_j)^{\alpha}_{m} \right].$$

(Square brackets in the indices denote antisymmetrization.) Now we return to the full $\hat{A}$ which we write as $\hat{A} = \Delta \hat{A} + \hat{\hat{A}}$. Clearly, $\Delta \hat{A} = \hat{A} - \hat{\hat{A}}$ is a finite $(2N_M N_R) \times (2N_M N_R)$ matrix. We will show that also for the full $\hat{A}$ we have

$$\frac{1}{2} \text{Tr} \left[ G_{i} \Delta \hat{A}_{i} G_{j} \Delta \hat{A}_{j} \right]^{RR+AA} = e^2 g_{xy}^{II} \sum_{m>0,\alpha} \int \ar \left[ m(\hat{A}_i)^{\alpha}_{-m} (\hat{A}_j)^{\alpha}_{m} \right].$$

Indeed, all terms linear or quadratic in $\Delta \hat{A}_i$ involve traces over the finite $(2N_M N_R) \times (2N_M N_R)$ space. All of these finite traces vanish by symmetry, for example

$$\frac{1}{2} \text{Tr} \left[ G_{i} \Delta \hat{A}_{i} G_{j} \Delta \hat{A}_{j} \right]^{RR}$$

$$= \frac{1}{2} \text{Sp} \left[ G_{i}^{R} J_{i}^{R} G_{j}^{R} J_{j}^{R} \right] \text{Tr} \left[ \Delta \hat{A}_{i} \frac{1+\Delta \hat{A}_{i}}{2} \Delta \hat{A}_{j} \frac{1+\Delta \hat{A}_{j}}{2} \right]$$

$$= 0.$$  (D.24)

(In these formulae Tr contains only Matsubara, real space and replica summation.)
The RA-correlator in the term $O\left(\hat{A}^2\right)$. We obtain the standard result:

$$
\frac{1}{2} \text{Tr} \left[ G J_i A_i G J_j A_j \right] \overset{RA}{=} \sum_i \text{Tr} \left[ A_i A_i - A_i A_i A_i \Lambda \right] 
\times \frac{1}{8A} \text{Sp} \left[ G A J_x G R J_x + G R J_x G A J_x \right] 
+ 2 \text{Tr} \left[ \Lambda \left( \hat{A}_x \hat{A}_y - \hat{A}_y \hat{A}_x \right) \right] 
\times \frac{1}{8A} \text{Sp} \left[ G R J_x G A J_y - G A J_x G R J_y \right].
$$

(D.25)

In what follows we use the notation

$$
g_{xx} = \frac{1}{e^2 A} \text{Sp} \left[ G R J_x G A J_x \right],
$$

$$
g_{xy}^{\parallel} = -\frac{1}{2e^2 A} \text{Sp} \left[ G R J_x G A J_y - G A J_x G R J_y \right].
$$

(D.26)

Term of $O\left(\hat{A}^1\right)$. We follow the steps presented in Ref. [333] and use

$$
\frac{\partial}{\partial \mu} \mathcal{G} \left( x, x' \right) = -\int d^2 x'' \mathcal{G} \left( x, x'' \right) \mathcal{G} \left( x'', x' \right)
$$

(D.27)

to rewrite the $O\left(\hat{A}^1\right)$ part of the action as

$$
\text{Tr} \mathcal{G} J \cdot \hat{A} = -\int_{-\infty}^{\mu} d\tilde{\mu} \int_{x, x'} \text{tr} \left[ \mathcal{G} \left( x, x' \right) \mathcal{G} \left( x', x \right) J_i A_i \left( x \right) \right] 
= -\frac{1}{2 B} \int_{-\infty}^{\mu} d\tilde{\mu} r^a G^{R-} \left( 0, 0 \right) \text{Tr} \left[ \epsilon_{ij} \partial_i \hat{A}_j A \right] 
-\frac{1}{2 B} \int_{-\infty}^{\mu} d\tilde{\mu} r^a G^{R+} \left( 0, 0 \right) \text{Tr} \left[ \epsilon_{ij} \partial_i \hat{A}_j \right].
$$

(D.28)

The term $\text{Tr} \left[ \epsilon_{ij} \partial_i \hat{A}_j \right] = 0$ vanishes since it contains commutators of small matrices and the only non-commuting term is $\text{Tr} \hat{A} = 0$ by assumption of purely dynamic gauge fields. In contrast, the $\text{Tr} \left[ \epsilon_{ij} \partial_i \hat{A}_j A \right]$ term plays an important role, its prefactor $\partial n/\partial B$ is related to $g_{xy}^{II}$ by the Smrcka-Streda formula.[127]
Collect all terms. We are now in position to present the full gradient expansion of $S_{\text{eff}}$

$$S_{\text{eff}} = \frac{g_{xx}}{4} \text{Tr} \left[ A_i A_i - A_i \Lambda A_i \Lambda \right] - \frac{g_{xy}}{2} \epsilon_{ij} \text{Tr} \left[ \Lambda \left( A_i A_j \right) \right]$$

$$- \frac{g_{xy}}{2} \epsilon_{ij} \left[ \frac{-i}{\epsilon} \text{Tr} \left[ \partial_i A_j \Lambda \right] + \sum_{m,\alpha} \int_x m(A_i)^{\alpha}_{m}(A_j)^{\alpha}_{-m} \right]. \quad (D.29)$$

In order to rewrite $S_{\text{eff}}$ in a more compact way we will introduce a second cut-off $N'_M$ in Matsubara space [106]. In particular, now also $\hat{A}$ and $\Lambda$ are finite matrices of size $(2N'_M N_R) \times (2N'_M N_R)$. We assume $N'_M / N_M \to \infty$. Then we can use the notation (from now on Tr denotes finite traces)

$$D_i Q \equiv \partial_i Q - i \epsilon \left[ \hat{A}_i, Q \right] = -i e U^\dagger \left[ A_i, \Lambda \right] U \quad \text{(D.30)}$$

to express

$$\text{Tr} D_i Q D_j Q = 2e^2 \text{Tr} \left[ A_i^2 - (A_i \Lambda)^2 \right],$$

$$\epsilon_{ij} \text{Tr} Q D_i Q D_j Q = 4e^2 \epsilon_{ij} \text{Tr} \left[ \Lambda A_i A_j \right]$$

$$- 4e \epsilon_{ij} \left[ \frac{-i}{\epsilon} \text{Tr} \left[ \partial_i A_j \Lambda \right] + \sum_{n,\alpha} \int_x n(A_i)^{\alpha}_{n}(A_j)^{\alpha}_{-n} \right]. \quad \text{(D.31)}$$

Including now the contribution of the Jacobian of the transformation from initial to rotated fermions we find the sigma model action

$$S = \frac{1}{8} \left( g_{xx} \text{Tr} \left[ D_i Q \right]^2 - g_{xy} \epsilon_{ij} \text{Tr} Q D_i Q D_j Q \right) - \ln \mathcal{J} \left( U, \hat{A} \right) \quad \text{(D.32)}$$

It is now time to discuss the Jacobian $\mathcal{J} \left( U, \hat{A} \right)$ in more detail. Generally speaking its precise value depends on the regularization of the functional integral measure of the initial fermionic field theory. The same ambiguity is generally present in the microscopic calculation of $g_{xy}$ due to unbounded spectrum of Dirac fermions. The full answer should however be independent of the regularization. We have learned in Sec. 6.3.1 that one can regularize the fermionic theory in such a manner that the parity symmetry is preserved. In our present problem this does not contradict gauge invariance or any other fundamental principle. Choosing such a regularization we see that $g_{xy}$ vanishes for $B \to 0$. On the other hand, in the $B \to 0$ limit, the action should reproduce the result (6.24). We therefore conclude that the Jacobian

$$- \ln \mathcal{J} \left( U, \hat{A} \right)$$

equals the theta term with short derivatives. This concludes the derivation of Eq. (6.26) of the main text.
D.2 Magnetic mirror charge for a double QH structure

In this appendix we consider the image magnetic monopole effect for a double QH structure (a double domain-wall of $E \cdot B$ states). We consider the setup as in Fig. D.1 and define the following three regions in real space

$\bigodot = \{ r \in \mathbb{R}^3 | 0 < z \}$,

$\bigcirc = \{ r \in \mathbb{R}^3 | -d \leq z \leq 0 \}$,

$\bigcircledast = \{ r \in \mathbb{R}^3 | z < -d \}$.

Region $\bigodot$ might correspond to the 3D TI, its surfaces should be characterized by a QH-state with $\sigma_{xx} = 0$ and definite $\sigma_{xy}$. Equivalently, one can can describe the three regions $a \in \{ \bigodot, \bigcirc, \bigcircledast \}$ by definite bulk $\vartheta_a$. In addition, localized charges might contribute to non-trivial $\epsilon_a$ and $\mu_a$.

D.2.1 Position of the mirror charges

Let $z_0 > 0$ denote the position of the actual charge. We will need the quantity $\tilde{z}_0 = \{ z_0/z_d \} \times 2d$ (curly brackets denote the fractional part of a real number). We have to consider two separate cases

I. Let $z_0 \in \left[ 2kd, (2k + 1)d \right]$ with $k \in \mathbb{N}_0$

We define, according to Fig. D.1, $\Delta z_0 \equiv \tilde{z}_0 < d$.

II. Let $z_0 \in \left[ (2k - 1)d, 2kd \right]$ with $k \in \mathbb{N}$

In this case, by definition and according to Fig. D.1, $\Delta z_0 \equiv 2d - \tilde{z}_0 < d$.

In both cases, the position of (mirror) charges is thus given by (see again Fig. D.1)

$$z_m^\pm \equiv 2md \pm \Delta z_0 \quad (m \in \mathbb{Z}).$$

(D.33)

By convention the defining tuple $(m, s)$ (with $m \in \mathbb{Z}$ and $s = \pm$) are ordered by the order implied of $z_m^s$ (e.g. $(m = 2, s = -) < (m = 2, s = +)$).

Clearly under the following conditions the charges sit in the following regions:

![Figure D.1: Sketch of three different scenarios for the setup discussed in appendix D.2. The left and right scenario correspond to case I, the middle one to case II.](image_url)
\( (m, s) \geq (0, +) \)

\( (m, s) = (0, -) \)

\( (m, s) \leq (-1, +) \)

In case I, the actual charge sits at \( z_0 = z_{n}^{+} \frac{a}{2\pi} \) while for case II \( z_0 = z_{n}^{-} \frac{a}{2\pi} \) follows.

**D.2.2 Solution of the image charge problem for the thin film**

Following Karch [274], we use the unified description in terms of the vector \( (D, 2\alpha B) \) which is connected to \( E \) and \( H \) via

\[
\begin{pmatrix}
D \\
2\alpha B
\end{pmatrix}
= \mathcal{M}
\begin{pmatrix}
2\alpha E \\
H
\end{pmatrix}
\]  

(D.34)

with the matrix \( \mathcal{M} = \frac{2\alpha}{\epsilon} \left( \frac{d^2}{4\pi^2} + \left( \frac{c\alpha}{2\pi} \right)^2 \frac{d^2}{2\pi} \right) \) in each of the three regions \( a \in \{ \{1\}, \{2\}, \{3\} \} \). We make the following Ansatz for the potential \( \Phi = (\Phi_E, 2\alpha \Phi_M) \) with \( (D, 2\alpha B) = -\nabla \Phi \):

\[
\Phi_a = \sum_{n=-\infty}^{\infty} \sum_{s=\pm} \frac{A_n^{(s)}}{|x - z_n^{(s)} e_z|},
\]  

(D.35)

\[
\Phi_a = \sum_{n=-\infty}^{\infty} \sum_{s=\pm} \frac{B_n^{(s)}}{|x - z_n^{(s)} e_z|},
\]  

(D.36)

\[
\Phi_a = \sum_{n=-\infty}^{\infty} \sum_{s=\pm} \frac{C_n^{(s)}}{|x - z_n^{(s)} e_z|}.
\]  

(D.37)

In order to fulfill the Poisson/Laplace equation the series of (mirror) charges (defined each as \( A = (A_E, 2\alpha A_M) \) etc.) has the form

\[
\begin{pmatrix}
B_n^{(s)} \\
C_n^{(s)}
\end{pmatrix}
= \begin{pmatrix}
\cdots, B_1^{+}, B_1^{-}, 0, B_0^{+}, B_0^{-}, \cdots
\end{pmatrix},
\]  

(D.38)

\[
\begin{pmatrix}
B_n^{(s)} \\
C_n^{(s)}
\end{pmatrix}
= \begin{pmatrix}
\cdots, 0, C_0^{+}, C_0^{-}, C_1^{+}, C_1^{-}, \cdots
\end{pmatrix}.
\]  

(D.39)

Further, in case I

\[
\begin{pmatrix}
A_n^{(s)} \\
B_n^{(s)}
\end{pmatrix}
= \begin{pmatrix}
\cdots, A_1^{-}, A_1^{+}, A_0^{-}, A_0^{+}, 0, 0, A_{n}^{+} \left[ \frac{a}{2\pi} \right], 0, \ldots
\end{pmatrix}
\]  

(D.40)

while in case II

\[
\begin{pmatrix}
A_n^{(s)} \\
B_n^{(s)}
\end{pmatrix}
= \begin{pmatrix}
\cdots, A_1^{-}, A_1^{+}, A_0^{-}, A_0^{+}, 0, 0, A_{n}^{-} \left[ \frac{a}{2\pi} \right], 0, \ldots
\end{pmatrix}.
\]  

(D.41)

Clearly \( A_{\frac{n}{2\pi}}^{+} \) and \( A_{\frac{n}{2\pi}}^{-} \) are given by the “bare” (actual) value of the charge \( Q \) placed close to the interface. The color code in the series of charges corresponds to positions in Fig. D.1.
D.2 Magnetic mirror charge for a double QH structure

Derivation of recursion relations

The position of mirror charges is constructed such that a reflection at the interface $\Omega-\Theta$ implies $z^{(s)}_m \rightarrow z^{(-s)}_{-m}$ and at a reflection at the interface $\Theta-\Xi z^{(s)}_m \rightarrow z^{(-s)}_{-(m+1)}$ ($-s = \mp$ for $s = \pm$). Then the continuity of perpendicular components of $(D, 2\alpha B)$ and parallel components of $(2\alpha E, H)$ yields the following infinite series of conditions

$$A^{(s)}_n - A^{(-s)}_{-n} = B^{(s)}_n - B^{(-s)}_{-n}, \quad (D.42a)$$
$$\mathcal{M}^{-1}_1 \left( A^{(s)}_n + A^{(-s)}_{-n} \right) = \mathcal{M}^{-1}_2 \left( B^{(s)}_n + B^{(-s)}_{-n} \right), \quad (D.42b)$$

with $(n, s) \in \Theta$, and

$$B^{(s)}_n - B^{(-s)}_{-(n+1)} = C^{(s)}_n - C^{(-s)}_{-(n+1)}, \quad (D.43a)$$
$$\mathcal{M}^{-1}_2 \left( B^{(s)}_n + B^{(-s)}_{-(n+1)} \right) = \mathcal{M}^{-1}_3 \left( C^{(s)}_n + C^{(-s)}_{-(n+1)} \right), \quad (D.43b)$$

with $(n, s) \in \Theta \cup \Theta$. In this region $C^{(-s)}_{-(n+1)} = 0$ and therefore (D.43a) and (D.43b) lead to

$$0 = \left( 1 + \mathcal{M}_3 \mathcal{M}_2^{-1} \right) B^{(s)}_{-1}, \quad (D.44a)$$
$$\left( 1 - \mathcal{M}_3 \mathcal{M}_2^{-1} \right) B^{(s)}_n = \left( 1 + \mathcal{M}_3 \mathcal{M}_2^{-1} \right) B^{(-s)}_{-(n+1)}, \quad (D.44b)$$

where $(n, s) \in \Theta$. We can plug this knowledge on $B$'s back into (D.42a) and (D.42b) leading to the following final relations:

"Initial conditions":

$$R^{(s)}_{21} A^{(-s)}_0 = R^{(s)}_{21} A^{(-s)}_{-1}, \quad (D.45a)$$
$$R^{+}_{21} A^{+}_{-1} = R^{+}_{21} A^{+}_{1}. \quad (D.45b)$$

"Recursive relations": $(n, s) \in \Theta$

$$R^{(-s)}_{32} R^{(s)}_{21} A^{(-s)}_{-n} + R^{+}_{32} R^{(s)}_{21} A^{(-s)}_{-(n+1)} = R^{+}_{32} R^{+}_{21} A^{(s)}_n + R^{+}_{32} R^{+}_{21} A^{(s)}_{n+1}. \quad (D.46)$$

Here we have defined $R^{\pm}_{ab} = 1 \pm \mathcal{M}_a \mathcal{M}_b^{-1}$. 
Solution of recursion relations

The general solution of these relations for a charge sitting at \( z_{n_0}^{(s_0)} \) is

\[
\begin{align*}
A_{n_0}^{(s_0)} &= Q, \quad \text{(D.47a)} \\
A_n^{(s_0)} &= 0 \quad \forall n \neq n_0, \quad \text{(D.47b)} \\
A_n^{(-s_0)} &= 0 \quad \forall n > -n_0, \quad \text{(D.47c)} \\
A_n^{(-s_0)} &= (R_{21}^+)^{-1} \left( R_{21}^- \right) Q, \quad \text{(D.47d)} \\
A_{-n_0}^{(-s_0)} &= (-1)^{l-1} \left[ (R_{21}^+)^{-1} \left( R_{32}^+ \right)^{-1} \left( R_{32}^- \right) \left( R_{21}^- \right)^l \right] \\
&\times \left[ (R_{21}^-)^{-1} \left( R_{21}^+ \right) - \left( R_{21}^+ \right)^{-1} \left( R_{21}^- \right) \right] Q \quad \forall l \geq 1. \quad \text{(D.47e)}
\end{align*}
\]

Limits and checks

Two simple checks of the correctness of the result are in order.

1. Let \((\epsilon_2, \mu_2, \vartheta_2) = (\epsilon_3, \mu_3, \vartheta_3)\). Then \( R_{23}^- = 0 \). It follows that the only non-trivial mirror-charge is

\[
A_{-n_0}^{(-s_0)} = \left( R_{21}^+ \right)^{-1} \left( R_{21}^- \right) Q \\
= \left( M_1 M_2^{-1} + 1 \right)^{-1} \left( M_1 M_2^{-1} - 1 \right) Q,
\]

in accordance with Ref. [274].

2. Let \((\epsilon_1, \mu_1, \vartheta_1) = (\epsilon_2, \mu_2, \vartheta_2)\). Then \( R_{21}^- = 0 \) and \( R_{21}^+ = 2 \). It follows that the only non-trivial mirror-charge is

\[
A_{-(n_0-1)}^{(-s_0)} = \left( R_{32}^+ \right)^{-1} \left( R_{32}^- \right) Q, \quad \text{(D.49)}
\]

in accordance with the previous limit and Ref. [274].

The Potential and its Fourier transform

We can thus write

\[
\Phi_0(x, z_0) = \frac{1}{|x - z_0 \hat{e}_z|} Q \\
+ \frac{1}{|x + z_0 \hat{e}_z|} \left( R_{21}^+ \right)^{-1} \left( R_{21}^- \right) Q \\
- \sum_{l=1}^{\infty} \frac{\left[ - \left( R_{21}^+ \right)^{-1} \left( R_{32}^+ \right)^{-1} \left( R_{32}^- \right) \left( R_{21}^- \right)^l \right]}{|x + (z_0 + 2ld) \hat{e}_z|} \\
\times \left[ \left( R_{21}^- \right)^{-1} \left( R_{21}^+ \right) - \left( R_{21}^+ \right)^{-1} \left( R_{21}^- \right) \right] Q.
\]
In Fourier space (Fourier transform only with respect to x and y coordinates) \( \Phi_0 \) simplifies

\[
\Phi_0 (q, z, z_0) = \frac{2\pi}{q} \left\{ e^{-|z-z_0|q} + e^{-z+q}T_{\text{eff}} \right\} Q.
\]

We introduced the matrix

\[
T_{\text{eff}} = \left( R_{21}^+ R_{21}^- e^{dq} + R_{32}^- R_{21}^- e^{-dq} \right)^{-1}
\times \left( R_{32}^+ R_{21}^- e^{dq} + R_{32}^- R_{21}^+ e^{-dq} \right).
\] (D.50)

In view of 2D rotational invariance, the potential only depends on \( q = |\vec{q}| \) (In this appendix 2D vectors are denoted by arrows). One can exploit this formula and Fourier transform back to real space

\[
\Phi_0 (x, z_0) = \int_0^\infty dq \frac{q}{2\pi} \Phi_0 (q, z, z_0) J_0 (q \rho)
\]

where \( J_0 (q \rho) \) is the zeroth Bessel function and \( \rho = |\vec{x}| \) is the norm of the 2D component of x perpendicular to \( \hat{e}_z \). This concludes the derivation of Eq. (6.47) of the main text.

**Further limits and checks**

With the help of \( \Phi_0 \) in Fourier space and the matrix \( T_{\text{eff}} \), one can easily check the \( d \to \infty \) and \( d \to 0 \) limits.

First consider \( d \to \infty \). As expected, we obtain a single mirror charge at \( z = -z_0 \) with charge \( (R_{21}^+)^{-1} R_{21}^- Q \).

Now consider \( d \to 0 \). After a bit of algebra exploiting the definition of \( R_{21}^\pm \), we obtain the expected result: a single mirror charge at \( z = -z_0 \) with charge \( (R_{31}^+)^{-1} R_{31}^- Q \). (The same result, as if region \( \oplus \) never existed.)
E
Appendix E
Superconducting instability

This Appendix supplements Chap. 7.

E.1 Symmetry analysis

In this section a detailed symmetry analysis of the model introduced in Eq. (7.11) is presented.

E.1.1 U(1) gauge invariance

For this “symmetry” it is partly convenient to return back to Matsubara time. The HS field is split in modulus and phase $\Delta_\alpha = |\Delta_\alpha|e^{i\Theta_\alpha}$ and

$$
\begin{pmatrix}
0 & -\Delta \\
\Delta^* & 0
\end{pmatrix}_\tau = u_\Theta^\dagger
\begin{pmatrix}
0 & -|\Delta| \\
|\Delta^*| & 0
\end{pmatrix}_\tau u_\Theta,
$$
(E.1)

where $u_\Theta = \sum_\alpha \text{diag}(e^{-i\Theta_\alpha}, e^{i\Theta_\alpha})_\tau P_\alpha$ might be spatially and temporarily dependent.

The same splitting in Matsubara space is

$$
\begin{pmatrix}
0 & -\tilde{\Delta} \\
\tilde{\Delta}^\dagger & 0
\end{pmatrix}_\tau = u_\Theta^\dagger
\begin{pmatrix}
0 & -|\tilde{\Delta}| \\
|\tilde{\Delta}^\dagger| & 0
\end{pmatrix}_\tau u_\Theta.
$$
(E.2)

Thus there is a local (in time and space) $U(1) \otimes \bar{N}_R$ invariance associated with the sequence of angles $\Xi_\alpha$ under transformations\(^1\)

$$
\begin{align*}
\Phi & \rightarrow u_\Xi \Phi, \quad (E.3a) \\
\bar{\Phi} & \rightarrow \bar{\Phi} C u_\Xi^T C^T = \Phi u_\Xi^{-1}, \quad (E.3b)
\end{align*}
$$

together with simultaneous shifts of the phase of the HS fields

$$
\Theta_\alpha \rightarrow \Theta_\alpha - \Xi_\alpha
$$
(E.3c)

\(^1\)It is important to choose $u_\alpha = \sum_\beta \text{diag}(e^{-i\Theta_\alpha}, e^{i\Theta_\alpha})_\tau P_\alpha$ with transposition in the first matrix element, since in the Nambu spinors I paired $\psi_n$ and $\bar{\psi}_n$. 

and a gauge transformation of electromagnetic potentials

$$\left( \begin{array}{cc} \hat{\epsilon} + e\hat{A}_0^T & 0 \\ 0 & \hat{\epsilon} + e\hat{A}_0 \end{array} \right) \tau \rightarrow u\Xi \left( \begin{array}{cc} \hat{\epsilon} + e\hat{A}_0^T & 0 \\ 0 & \hat{\epsilon} + e\hat{A}_0 \end{array} \right) u^{-1} \Xi$$

(E.3d)

$$\left( \begin{array}{cc} -p + e\hat{A}_0^T & 0 \\ 0 & p + e\hat{A} \end{array} \right) \tau \rightarrow u\Xi \left( \begin{array}{cc} -p + e\hat{A}_0^T & 0 \\ 0 & p + e\hat{A} \end{array} \right) u^{-1} \Xi$$

(E.3e)

which is equivalent to

$$e(\hat{A}_0)_\alpha \rightarrow e(\hat{A}_0)_\alpha - i [\epsilon, \Xi] = e(\hat{A}_0)_\alpha - i\omega \Xi,$$

(E.3f)

$$e\hat{A}_\alpha \rightarrow e\hat{A}_\alpha - \nabla \Xi,$$

(E.3g)

(I used $[\hat{e}, \hat{\Xi}]_{mn'} = (\epsilon_n - \epsilon_{n'})\hat{\Xi}_{mn'} = (\omega_{m\Xi m} \hat{I}_\alpha)$.)

### E.1.2 Symmetry analysis of disordered systems

For this type of symmetries I will neglect the term of linear symmetry breaking by the frequency ($\hat{\epsilon}$) term and source fields (external gauge potentials). Also, only a single replica is needed and I will only keep the static channel of the HS field $\Delta_{m=0}$ in which the SSB is expected. In order to treat finite dimensional matrices, one truncates $\hat{J}$ and $\hat{I}$ to be $2N_M' \times 2N_M'$ dimensional in Matsubara space and denotes their finite dimensional counterparts by the same letters $J$ and $I$ but without tilde.

Thus the Hamiltonian under symmetry inspection is

$$\begin{align*}
C^TH_{tot} &= -i\sigma_y \tau_x \begin{pmatrix} H^T & -\Delta_0 \\ \Delta_0^* & \sigma_y H \sigma_y \end{pmatrix} \\ &= -i\sigma_y \tau_x \begin{pmatrix} (C^TH_{tot})^A & (C^TH_{tot})^B \\ (C^TH_{tot})^2 & (C^TH_{tot})^C \end{pmatrix} + \frac{C^TH_{tot}}{2} \frac{\Delta_0^* u_0^i \tau \epsilon y u_0 J_0}{2} \tau - \frac{2}{2} \Delta_0 u_0 \tau_x 
\end{align*}$$

(E.4)

The Hamiltonian $H$ contains both kinetic part, chemical and disorder potentials.

### Classification within the Cartan-Altland-Zirnbauer table.

For this section, I choose a gauge, in which $\Delta_0$ is real.

**Full SU(2)$_\sigma$ symmetry.** One can rewrite $\Phi = \sqrt{2}(-i\tau_0 \chi, \chi^T)$ so that

$$\Phi^T C^T H_{tot} \Phi = \chi \hat{H}_{tot} \chi$$

(E.5)

with

$$\hat{H}_{tot} = \frac{H + H^T}{2} \tau_z + \frac{H - H^T}{2} - \Delta_0 J_0 \tau_x.$$

(E.6)
Thus, the system is particle-hole (PH) invariant \( \hat{H}_{\text{tot}}^T = -\tau_y \hat{H}_{\text{tot}} \tau_y \), with PH symmetry squaring to \(-1\).

In the case \( H = H^T \) the system has additional time reversal (TR) \( \hat{H}_{\text{tot}}^T = \hat{H}_{\text{tot}} \) (squaring to 1) and chiral (ch.) symmetries \( \hat{H}_{\text{tot}} = -\tau_y \hat{H}_{\text{tot}} \tau_y \). Therefore, in the presence (absence) of TR, the system falls into symmetry class CI (C).

**Fully broken spin rotation invariance.** I directly analyze

\[
C^T H_{\text{tot}} = -i \left[ \frac{(H\sigma_y) - (H\sigma_y)^T}{2} \tau_x + \frac{(H\sigma_y) + (H\sigma_y)^T}{2} (i\tau_y) + \Delta_0 J_0 \tau_z (-i\sigma_y) \right]. \tag{E.7}
\]

The system is PH symmetric \((C^T H_{\text{tot}})^T = -C^T H_{\text{tot}}\) with PH squaring to \(+1\). If additionally \(\sigma_y H \sigma_y = H^T\) there is also TR squaring to \(-1\): \((C^T H_{\text{tot}})^T = \tau_y C^T H_{\text{tot}} \tau_y\) and chiral symmetries \(\tau_y C^T H_{\text{tot}} \tau_y = -C^T H_{\text{tot}}\). With (without) TR the system falls into class DIII (BD).

**Absence of pairing field.** Eventually, one can directly analyze \( H \) when the symmetry breaking effect of the \( \Delta \) is neglected. In the case of full \( \text{SU}(2)_\sigma \) symmetry the system falls into class AI (A) with (without) TR symmetry. Contrary, in the situation of fully broken \( \text{SU}(2)_\sigma \) symmetry the system corresponds to class AII (A) with (without) TR symmetry.

**Continuous symmetries in Matsubara-/replica space.**

The discrete symmetries discussed above lead to certain type of continuous symmetries to be analyzed below. Consider rotations of \( \Phi \to T \Phi \) under which \( \Phi \to \Phi C T C^T \) with \( T \) being a small matrix in Matsubara \((2N_M \times 2N_M)\), replica, Nambu and spin spaces. I will use the parametrization

\[
T = u_{\Theta_0}^{-1} \sqrt{\tau_x} O_{J_0} S O_{J_0}^T \sqrt{\tau_x} u_{\Theta_0}, \tag{E.8}
\]

\[
\Rightarrow C T C^T = \sigma_y u_{\Theta_0}^{-1} \sqrt{\tau_x}^{-1} O_{J_0} S O_{J_0}^T \sqrt{\tau_x}^{-1} u_{\Theta_0} \sigma_y, \tag{E.9}
\]

with the matrices

\[
O_{J_0}^T J_0 O_{J_0} = \Lambda_z, \quad \sqrt{\tau_x} = \frac{1 + i \tau_x}{\sqrt{2t}}. \tag{E.10}
\]

This leads to the following table of symmetries, Tab. E.1. (For classes DIII, BD and AII the matrix \( S \) is trivial in spin space, otherwise \( S \) has structure in spin space.)
Cartan-Altland-Zirnbauer symmetry analysis of Hamiltonians taking into account the symmetry breaking by $\Delta$. The first column indicates the presence (✓) or absence (‡) of spin-rotation invariance. In the second column, the properties under TR of the single particle Hamiltonian without HS field $\Delta$ is presented. Next the Cartan-Altland-Zirnbauer class corresponding to the Bogoliubov-deGennes Hamiltonian is displayed. The various terms of Eq. (E.4) dictate the symmetry group of continuous transformations discussed in the main text of Sec. E.1.2 (fourth to seventh column).

<table>
<thead>
<tr>
<th>spin rot.</th>
<th>TR</th>
<th>AZ class</th>
<th>Term in Eq. (E.4)</th>
<th>Conditions on T</th>
<th>Conditions on S</th>
<th>Large group (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>$H = H^T$</td>
<td>CI</td>
<td>$(C^T H_{tot})^A$</td>
<td>$T^T \tau_z \sigma_y T = \tau_z \sigma_y$</td>
<td>$S^T \sigma_y S = \sigma_y$</td>
<td>$Sp(2 \times 2 \times 2 \times N_M N_R)$</td>
</tr>
<tr>
<td>✓</td>
<td>$H \neq H^T$</td>
<td>C</td>
<td>$(C^T H_{tot})^A$</td>
<td>$T^T u_0 \tau_z u_0 \sigma_y J_0 T = u_0 \tau_z u_0 \sigma_y J_0$</td>
<td>$S^T \sigma_y S = \sigma_y$</td>
<td>$Sp(2 \times 2 \times 2 \times N_M N_R)$</td>
</tr>
<tr>
<td>‡</td>
<td>$H = \sigma_y H^T \sigma_y$</td>
<td>DIII</td>
<td>$(C^T H_{tot})^A$</td>
<td>$T^T \tau_z T = \tau_z$</td>
<td>$S^T S = 1$</td>
<td>$O(2 \times 2 \times N_M N_R)$</td>
</tr>
<tr>
<td>‡</td>
<td>$H \neq \sigma_y H^T \sigma_y$</td>
<td>BD</td>
<td>$(C^T H_{tot})^A$</td>
<td>$T^T u_0 \tau_z u_0 J_0 T = u_0 \tau_z u_0 J_0$</td>
<td>$S^T \sigma_y S = \sigma_y$</td>
<td>$O(2 \times 2 \times N_M N_R)$</td>
</tr>
</tbody>
</table>

Table E.2: Cartan-Altland-Zirnbauer symmetry analysis of TR invariant Hamiltonians neglecting the effect of $\Delta$. The notation and ordering of columns is analogous to Tab. E.1.
E.2 Proof of saddle point solution

In this appendix I present the proof that Eq. (7.18) indeed solves the saddle point Eqs. (7.17).

With the Ansatz Eq. (7.18) one can express the Fourier transformed mean-field Green’s function

\[ G(p) = \sum_{n \geq 0, \xi = \pm, \alpha} \frac{\xi_{p,\xi} - (-i|\epsilon_n|\Lambda_z + (-\Delta_{\alpha,0}\tau_+ + \Delta^*_{\alpha,0}\tau_-)\Lambda_x) \left[ 1 + \frac{\tilde{\alpha}}{2\sqrt{\epsilon_n^2 + |\Delta_{\alpha,0}|^2}} \right]}{\epsilon^2_{p,\xi} + \left( \epsilon_n^2 + |\Delta_{\alpha,0}|^2 \right) \left[ 1 + \frac{\tilde{\alpha}}{2\sqrt{\epsilon_n^2 + |\Delta_{\alpha,0}|^2}} \right]^2}. \]  

(E.11)

The sum over \( \xi = \pm \) is present only for the 3D TI case and goes over the two bands of the Dirac model. The symbol \( \xi_{p,\xi} = \zeta \epsilon(p) - \mu \) denotes the dispersion relation counted from the chemical potential, again \( \xi \) appears only for the 3D TI. In this case also non-trivial projectors \( P_\xi = 1/2 + \zeta \sigma_y \hat{p} \wedge \sigma_y/2 \) have to be considered, they are absent for usual 2DES.

With the given mean field self energy \( M_{MF} \) and mean field Green’s function \( G \), the saddle point equation (7.17b) becomes the usual BCS gap equation

\[ \frac{\Delta_{\alpha,0}}{gT} \overset{\text{via } G}{=} \tilde{\alpha} \int_p \frac{2}{\sum_{n \geq 0} \epsilon^2_{p,\xi} + \left( \epsilon_n^2 + |\Delta_{\alpha,0}|^2 \right) \left[ 1 + \frac{\tilde{\alpha}}{2\sqrt{\epsilon_n^2 + |\Delta_{\alpha,0}|^2}} \right]^2} \left[ 1 + \frac{\tilde{\alpha}}{2\sqrt{\epsilon_n^2 + |\Delta_{\alpha,0}|^2}} \right]^2 \Delta_{\alpha,0} \left[ 1 + \frac{\tilde{\alpha}}{2\sqrt{\epsilon_n^2 + |\Delta_{\alpha,0}|^2}} \right] \frac{\Delta_{\alpha,0}}{gT} \overset{\text{via } G}{=} \tilde{\alpha} \pi \nu \sum_n \Delta_{\alpha,0} \frac{\Delta_{\alpha,0}}{gT} \overset{\text{via } G}{=} \tilde{\alpha} \pi \nu \sum_n \Delta_{\alpha,0} \frac{\Delta_{\alpha,0}}{gT} \overset{\text{via } G}{=} \tilde{\alpha} \pi \nu \sum_n \Delta_{\alpha,0} \]  

(E.12)

I kept only the part \( \zeta \) of the spectrum where the Green’s function has a pole near \( \xi_{p,\xi} = 0 \). At the symbol \( \overset{\text{via } G}{=} \) summation and integration were interchanged (this is legitimate under appropriate regularization) and it was used that \( \left[ \mu \right] \) under the assumption of \( \mu \) being the largest scale and \( \nu = \nu(\mu) \)

\[ \int_p \frac{1}{\xi_{p,\xi}^2 + a^2} \approx \int_p \frac{\pi \delta(\xi_{p,\xi})}{|a|} = \frac{\pi \nu}{|a|}. \]  

(E.13)

In the main text the same result is obtained and analyzed by directly employing \( M_{MF} \) (second equal sign in Eq. (7.17b)).

Concerning the SCBA-like equation (7.17a) one finds

\[ i\pi \nu M = \tilde{\alpha} \int_p \sum_{n \geq 0, \alpha} \left( \epsilon_n |\Lambda_z + i(-\Delta_{\alpha,0}\tau_+ + \Delta^*_{\alpha,0}\tau_-)\Lambda_x) \left[ 1 + \frac{\tilde{\alpha}}{2\sqrt{\epsilon_n^2 + |\Delta_{\alpha,0}|^2}} \right] \right) \]  

(E.14)

The \( \delta \)-function in the first line occurs in the asymptotic limit \( \mu/\mathcal{E} \to \infty \), where \( \mathcal{E} \) is the second largest energy scale in the problem (typically \( \mathcal{E} = 1/\tau \)). From this equation the assertion follows.

---

261
E.3 Gradient expansion

Here I present the gradient expansion for the simplest case of parabolic spectrum and without TR breaking. I will keep track of gauge potentials, so that the crossover to the TR broken case will be simple. Transverse modes of both mean-field self-energies $\Delta$ and $M$ are allowed to slowly vary in time and space.

E.3.1 Self energies and notation

The starting point is Eq. (7.16) with the following self-energies

$$
\left( \begin{array}{cc}
0 & -\tilde{\Delta} \\
\tilde{\Delta}^\dagger & 0
\end{array} \right)_\tau = u^\dagger \left( \begin{array}{cc}
0 & -\Delta \\
\Delta^\dagger & 0
\end{array} \right)_\tau u \quad (E.15)
$$

$$
M = \tilde{\alpha}^{-1}u^\dagger \tilde{\Lambda} u \equiv \tilde{\alpha} \tilde{T}^{-1} \tilde{\Lambda} \tilde{T}. \quad (E.16)
$$

The HS-field of Cooper-interaction is denoted by $\tilde{\Delta} = \Delta e^{-2i\Theta}$ where $\Theta$ is the space time dependent transverse mode of the zeroth Matsubara frequency. In particular, $\tilde{\Delta}_{0,0} = [\Delta + \delta \Delta_{0,0}(x)]$, $\Delta \in \mathbb{R}$ contains the homogeneous amplitude of the superconducting gap. Similarly, $\tilde{\alpha} \tilde{\Lambda} = M_{MF}$ is the saddle point self energy for real $\Delta_{0,0} = \Delta > 0 \forall \alpha$. Both $u$ and $T$ are slowly varying in space and time (i.e. they have non-trivial Matsubara structure). The matrix-field $T$ fulfills the symmetries discussed in E.1.2 and is a small matrix (of size $2N_M$) while no cut-off is assumed yet for $\tilde{\Theta} = \sum_{\alpha m} \Theta_{\alpha,m} \hat{I}_{\alpha,m}$ (following Ref. [106], $\hat{I}_n$ is the the infinite dimensional version of $I_n$). Note that $T$ is smooth on the lengthscale $l = v_F \tau$ while $u$ is smooth on the much larger lengthscale of superconducting coherence length. Consequently $T$ respects the symmetries associated with the local, quasi-constant phase and hence according to (E.8) it follows that

$$
\tilde{T} = uT = \sqrt{\tau} O_j \times (\Delta + \mu) u \equiv \tilde{S} u. \quad (E.17)
$$

Therefore, I will use the following two representations of the self energy field

$$
M = \tilde{\alpha} \tilde{Q} = \tilde{\alpha} u^\dagger \tilde{Q} u \quad (E.18)
$$

with $\tilde{Q} = \tilde{T}^{-1} \tilde{\Lambda} \tilde{T}$ and $\tilde{Q} = \tilde{S}^{-1} \tilde{\Lambda} \tilde{S}$.

E.3.2 Rotated Green’s function and expansion of effective action

One can exploit $[\tilde{\epsilon}, \tilde{I}_{\alpha,n}] = \epsilon_n \tilde{I}_{\alpha,n}$ to obtain

$$
G_M^{-1} = \tilde{T}^{-1} \left[ \tilde{T} \left( \begin{array}{cc}
\tilde{\epsilon} - i q \hat{A}_{0,\tau} + \frac{(p + q \hat{A}_{\tau})^2}{2m} - \mu + u^\dagger \left( \begin{array}{cc}
0 & -\tilde{\Delta} \\
\tilde{\Delta}^\dagger & 0
\end{array} \right)_\tau u \left( \begin{array}{cc}
0 & -\Delta \\
\Delta^\dagger & 0
\end{array} \right)_\tau u^\dagger \left( \begin{array}{cc}
0 & -\tilde{\Delta} \\
\tilde{\Delta}^\dagger & 0
\end{array} \right)_\tau u \end{array} \right) \right] \tilde{T}
$$

$$
= \tilde{T}^{-1} \left[ G_A^{-1} - i \hbar \partial \mu \right] + \tilde{T} u^\dagger \left( \begin{array}{cc}
0 & -\Delta \\
\Delta^\dagger & 0
\end{array} \right)_\tau u \tilde{T}^{-1} + \tilde{T} u^\dagger \left( \begin{array}{cc}
0 & -\tilde{\Delta} \\
\tilde{\Delta}^\dagger & 0
\end{array} \right)_\tau, u \neq 0
$$

$$
= \tilde{T}^{-1} \left[ G_A^{-1} - i \hbar \partial \mu \right] + \tilde{T} u^\dagger \left( \begin{array}{cc}
0 & -\Delta \\
\Delta^\dagger & 0
\end{array} \right)_\tau, u \neq 0
$$

$$
+ \left\{ \frac{p}{2m} + \frac{\hbar^2}{2m} \right\} \tilde{T}. \quad (E.19)
$$
Here I introduced matrices

\[
\hat{A}_{0, \tau z} = \begin{pmatrix} \hat{A}_0^T & 0 \\ 0 & \hat{A}_0 \end{pmatrix}_\tau,
\]

(E.20a)

\[
\hat{A}_{\tau z} = \begin{pmatrix} -\hat{A}^T & 0 \\ 0 & \hat{A} \end{pmatrix}_\tau,
\]

(E.20b)
as well as

\[
\hat{A}_0 = q \bar{T} \hat{A}_{0, \tau z} \bar{T}^{-1} + \bar{T} \left[ \hat{\epsilon}, \bar{T}^{-1} \right] = q \bar{S} \hat{A}_{0, \tau z} \bar{S}^{-1} + \bar{S} \left[ \hat{\epsilon}, \bar{S}^{-1} \right],
\]

(E.21a)

\[
\hat{A} = q \bar{T} \hat{A}_{\tau z} \bar{T}^{-1} + \bar{T} \left[ -i \vec{\nabla}, \bar{T}^{-1} \right] = q \bar{S} \hat{A}_{\tau z} \bar{S}^{-1} + \bar{S} \left[ -i \vec{\nabla}, \bar{S}^{-1} \right],
\]

(E.21b)

and

\[
q \hat{A}_{0, \tau z} = \begin{pmatrix} q \hat{A}_0^T - i \hat{\omega} \tilde{\Theta}^T & 0 \\ 0 & q \hat{A}_0 - i \hat{\omega} \tilde{\Theta} \end{pmatrix}_\tau,
\]

(E.22a)

\[
q \hat{A}_{\tau z} = \begin{pmatrix} -q \hat{A}^T + \nabla \hat{\Theta}^T & 0 \\ 0 & q \hat{A} - \nabla \hat{\Theta} \end{pmatrix}_\tau.
\]

(E.22b)

The mean field Green’s function is

\[
G_\Lambda^{-1} = -i \hat{\epsilon} + \xi_p + \begin{pmatrix} 0 & -\Delta \\ \Delta & 0 \end{pmatrix}_\tau \Lambda_x - i \frac{\hat{\omega}}{2 \tau} \Lambda.
\]

(E.23)

The Green’s function will be split in \(^2\)

\[
\left( G_\Lambda \right)_{nn'}(p) = g_n(p) \delta_{nn'} + f_n(p)i \tau \delta_{n, -n'}
\]

(E.24a)

where

\[
g_n(p) = \frac{\xi_p + i \epsilon_n \left[ 1 + \frac{\hat{\alpha}}{2 \tau \sqrt{\epsilon_n^2 + \Delta^2}} \right]}{\xi_p^2 + \left( \epsilon_n^2 + \Delta^2 \right) \left[ 1 + \frac{\hat{\alpha}}{2 \tau \sqrt{\epsilon_n^2 + \Delta^2}} \right]^2},
\]

(E.24b)

\[
f_n(p) = \frac{\Delta \left[ 1 + \frac{\hat{\alpha}}{2 \tau \sqrt{\epsilon_n^2 + \Delta^2}} \right]}{\xi_p^2 + \left( \epsilon_n^2 + \Delta^2 \right) \left[ 1 + \frac{\hat{\alpha}}{2 \tau \sqrt{\epsilon_n^2 + \Delta^2}} \right]^2}.
\]

(E.24c)

\(^2\)For simplicity, I write \(\delta_{n, -n'}\) meaning \(\delta_{n, -n'}\) in this section of the appendix.
The expansion of the “trace-log”-term in Eq. (7.16) yields an effective action to quadratic order in spatial derivatives and frequencies

\[-\frac{1}{2} \text{Tr} \ln \left[ -C^T G_M \right] = \left( \frac{1}{2} \right) \text{Tr} \left[ \mathcal{G}_\Lambda \left[ \frac{\mathbf{\vec{A}}^2}{2m} + B \right] \right] + \left( \frac{1}{4} \right) \text{Tr} \left[ \mathcal{G}_\Lambda \left[ \frac{\{ \mathbf{p}, \mathbf{\vec{A}} \}}{2m} \right] \mathcal{G}_\Lambda \left[ \frac{\{ \mathbf{p}, \mathbf{\vec{A}} \}}{2m} \right] \right] - \left( \frac{1}{4} \right) \text{Tr} \left[ \mathcal{G}_\Lambda \mathbf{A}_0 \mathcal{G}_\Lambda \mathbf{A}_0 \right]. \tag{E.25}\]

### E.3.3 Frequency term and Cooper interaction

The first term to be investigated is

\[S_\eta = -\frac{1}{2} \text{Tr} G_\Lambda B = -\frac{\pi\nu}{2} \text{Tr} \left[ \hat{Q} \left( \hat{\epsilon} + q \hat{A}_{0,\tau} + i \left( \begin{array}{cc} 0 & -\hat{\Delta} \\ \hat{\Delta}^\dagger & 0 \end{array} \right) \tau \right) \right]. \tag{E.26a}\]

\[= -\frac{\pi\nu}{2} \text{Tr} \left[ \hat{Q} \left( \hat{\epsilon} + q \hat{A}_{0,\tau} + i \left( \begin{array}{cc} 0 & -\hat{\Delta} \\ \hat{\Delta}^\dagger & 0 \end{array} \right) \tau \right) \right]. \tag{E.26b}\]

In what follows, I will distinguish between bar-basis, see Eq. (E.26a), and tilde-basis Eq. (E.26b).

### E.3.4 Density response

Since there is already a first time derivative in the action for diffusive fields (see previous paragraph) it is sufficient to restrict oneself here to the gauge fields \(\hat{A}_0\) respectively \(\tilde{A}_0\). For concreteness, I will perform the calculation in the tilde basis, but for the bar basis the same steps occur, so one can replace a tilde by a bar at each step. (At this point I still did not introduce the second Matsubara cut-off).

\[S_{A_0} = -\frac{1}{2} \text{Tr} \left[ \mathcal{G}_\Lambda \mathbf{A}_0 \mathcal{G}_\Lambda \mathbf{A}_0 \right] = -c \times \sum_{\alpha \beta} \int_x (q\tilde{A}_0)_{\alpha \beta} (q\tilde{A}_0)_{\alpha \beta}. \tag{E.27}\]

The following constant (essentially, the \(RR + AA\) polarization bubble) was introduced

\[c = \int_p \sum_n \left[ g^2_n - f^2_n(p) \right]. \tag{E.28}\]

The retarded retarded contribution is

\[c_{RR} = \int_p \sum_{n \geq 0} \frac{\partial}{\partial \mu} g_n \]

\[= \frac{1}{-2\pi i T} \int_p \int_{-\infty}^{\infty} d\epsilon \frac{\partial}{\partial \mu} g^{(R)}(\epsilon, p). \tag{E.29}\]
By consequence I find [using Eq. (7.22)]
\[
c = c_{RR} + c_{RR} = \frac{1}{-8\pi iT} \frac{\partial}{\partial \mu} \int_{p}^{\infty} d\epsilon \rho(\epsilon) \text{tr} \tau_{\sigma} G^{(R-A)}(\epsilon, \mathbf{p})
\]
\[
= -\frac{1}{2T} \frac{\partial}{\partial \mu} \int_{-\infty}^{\infty} d\epsilon \rho(\epsilon) \rho(\epsilon) = -\frac{\nu}{T}.
\]  

(E.30)

E.3.5 Gradient term: paramagnetic contribution

Now I turn the attention to spatial gradients. The paramagnetic contribution is

\[
S^{(\text{para})} = \frac{1}{4} \text{Tr} \left[ G_{\Lambda} \left[ \frac{\{ \mathbf{p}, \mathbf{\tilde{A}} \}}{2m} \right] \right] \]
\[
= \frac{1}{4} \int_{p} \frac{\mathbf{v}^2}{2} \left\{ g_{n}(\mathbf{p}) g_{n+m}(\mathbf{p}) \text{Tr}[\mathbf{\tilde{A}}_{n,n+m} \cdot \mathbf{\tilde{A}}_{n+m,n}] \right\}
\]
\[
+ \frac{1}{4} \int_{p} \frac{\mathbf{v}^2}{2} \left\{ 2g_{n}(\mathbf{p}) f_{n+m}(\mathbf{p}) \text{Tr}[\mathbf{\tilde{A}}_{n,-(n+m)} i\tau_{y} \cdot \mathbf{\tilde{A}}_{n+m,n}] \right\}
\]
\[
+ \frac{1}{4} \int_{p} \frac{\mathbf{v}^2}{2} \left\{ f_{n}(\mathbf{p}) f_{-(n+m)}(\mathbf{p}) \text{Tr}[\mathbf{\tilde{A}}_{n,-(n+m)} i\tau_{y} \cdot \mathbf{\tilde{A}}_{n+m,n} i\tau_{y}] \right\}.
\]  

(E.31)

\( g^2 \): retarded-retarded and advanced-advanced contributions

For the retarded-retarded and advanced-advanced contributions one can omit the \( m \) dependence of fermionic Green’s functions \( g \) and \( f \), since \( m \ll n \). Further, I use

\[
\mathbf{v} g_{n}^{2} = -\partial_{\mathbf{p}} g_{n} + \mathbf{v} f_{n}^{2}.
\]  

(E.32)

Thus,

\[
S_{g^R g^R}^{(\text{para})} = \frac{1}{4} \int_{p} \frac{\mathbf{v}^2}{2} \left\{ g_{n}(\mathbf{p}) g_{n}(\mathbf{p}) \text{Tr}[\mathbf{\tilde{A}}_{n,n+m} \cdot \mathbf{\tilde{A}}_{n+m,n}] \theta(\epsilon_{n} \epsilon_{n+m}) \right\}
\]
\[
= \frac{1}{4} \int_{p} g_{n} \text{Tr} \left[ \frac{\mathbf{\tilde{A}}_{n,n'} \cdot \mathbf{\tilde{A}}_{n'+n}}{2m} \right] \theta(\epsilon_{n} \epsilon_{n'}) + \frac{\mathbf{v}^2}{4} \int_{n} \text{Tr}[\mathbf{\tilde{A}}_{n,n'} \cdot \mathbf{\tilde{A}}_{n'+n} \cdot \mathbf{\tilde{A}}_{n,m} \cdot \mathbf{\tilde{A}}_{m,n}] \theta(\epsilon_{n} \epsilon_{n'}). \]
\]  

(E.33)

\( g^2 \): retarded-advanced contributions

The evaluation of retarded-advanced contributions with the strong scattering limit of Green’s functions

\[
g_{n} \approx \frac{1}{\xi_{\mathbf{p}} - \frac{1}{2\tau} \text{sign}(n) \sqrt{\epsilon_{n}^{2} + \Delta^{2}}}
\]  

(E.34)

leads to

\[
S_{g^R g^A}^{(\text{para})} = \frac{\sigma D}{4} \sqrt{\frac{\epsilon_{n}^{2}}{\epsilon_{n}^{2} + \Delta^{2}}} \sqrt{\frac{\epsilon_{n'}^{2}}{\epsilon_{n'}^{2} + \Delta^{2}}} \text{Tr}[\mathbf{\tilde{A}}_{n,n'} \cdot \mathbf{\tilde{A}}_{n',n}] \theta(-\epsilon_{n} \epsilon_{n'}). \]
\]  

(E.35)
Here
\[ \frac{g_D}{2} = \sigma_D = \int \frac{v^2}{2} \frac{1}{\xi_p^2 + \frac{1}{(2\tau)^2}} = 2\pi v_F x \nu \] (E.36)
is the Drude conductivity per spin of a usual disordered metal.

**gf contribution.** The gf contribution is calculated using the strong scattering limit of the anomalous Green’s function
\[ f_n \approx \frac{\Delta}{\xi_p^2 + \frac{1}{(2\tau)^2}} \] (E.37)
\[ S_{gf}^{(para)} = 2\frac{\sigma_D}{4} i\tau \text{sign}(n) \frac{\Delta}{2\tau(\xi_p^2 + \Delta^2)} \text{Tr}\left[ \left( \tilde{A}_{n,n'} i\tau_y \Lambda_x \cdot \tilde{A}_{n,n'}^\dagger \right)_{nn} \right] \] (E.38)
where I used
\[ \int \frac{v^2}{2} \frac{1}{\xi_p^2 + \frac{1}{(2\tau)^2}} \xi_p - \frac{i}{2\tau} \text{sign}(n) = \sigma_D i\tau \text{sign}(n). \] (E.39)

**ff correlator.** Finally, one needs to evaluate the ff correlator
\[ \int \frac{v^2}{2} \frac{1}{\xi_p^2 + \frac{1}{(2\tau)^2}} = \frac{\sigma_D}{2} \frac{\Delta^2}{\xi_p^2 + \Delta^2}. \] (E.40)

### E.3.6 Gradient term: diamagnetic contribution

The diamagnetic contribution is
\[ S_{diam.} = -\frac{1}{2} \int g_n(p) \text{Tr} \frac{\tilde{A}_{nm}^2}{2m} + f_n \text{Tr} i\tau_y \frac{\tilde{A}_{nm}^2}{2m}. \] (E.41)

### E.3.7 Collection of all terms.

Finally, one collects the diamagnetic and paramagnetic contributions under the following approximations:

- Leading order in bosonic frequency \( m \) for retarded-retarded correlators: In \( \tilde{A}_{n,n+m} \theta(\epsilon_n \epsilon_{n+m}) \) use \( \theta(\epsilon_n \epsilon_{n+m}) \approx 1 + O(m) \)
- As a consequence \( \tilde{A}_{n,-n}^2 \propto \omega_m \omega_{-2n-m} \) contains only large frequencies and is thus to be neglected.

Therefore, the diamagnetic contributions are nearly completely canceled. However, since the system is a superconductor, the retarded-retarded and advanced-advanced contributions of the paramagnetic term do not fully compensate the diamagnetic term, see Eq. (E.33).

Collecting everything I obtain the gradient term
\[ S_{\nabla^2} = \frac{\sigma_D}{8} \text{Tr} \left[ \tilde{A}^2 - \left( \tilde{A} \Lambda \right)^2 \right] = \frac{\sigma_D}{16} \text{Tr} \left| \tilde{D} \tilde{A} \right|^2 = \frac{\sigma_D}{16} \text{Tr} \left| \tilde{D} \tilde{Q} \right|^2. \] (E.42)
I again resorted to tilde and bar bases, where $\tilde{D}_i = \partial_i + ie \left[ \hat{A}_{\tau_z}, \cdot \right]$ and $\bar{D}_i = \partial_i + ie \left[ \hat{A}_{\tau_z}, \cdot \right]$. This concludes the derivation of Eq. (7.24) of the main text.

### E.4 Bogoliubov-deGennes NL$\sigma$M and s-wave superconductivity

In this appendix, I show that the NL$\sigma$M in the case of SSB can not be of Bogoliubov-deGennes type. By this I mean, that the NL$\sigma$M field $\tilde{Q} = S^{-1} \bar{A} \bar{S}$ can not fulfill both conditions on $\tilde{S}$ exposed for classes CI (DIH) in Tab. E.1:

1. TR invariance: $\tilde{S}^T C \tilde{S} = C$,
2. Bogoliubov-deGennes condition: $\tilde{S}^{-1} \tau_y J_0 \tilde{S} = \tau_y J_0$.

This translates to the following conditions for $q = s^{-1} \Delta s$, where $s = U_\Delta \tilde{S} U_\Delta^\dagger$ according to the rotation introduced in Sec. 7.3.4

1. TR invariance: $s^T C s = C$,
2. Bogoliubov-deGennes condition: $s^{-1} U_\Delta \tau_y J_0 U_\Delta^\dagger s = U_\Delta \tau_y J_0 U_\Delta^\dagger$.

The matrix involved in the second condition is

$$U_\Delta \tau_y J_0 U_\Delta^\dagger = \sum_{n \geq 0, \alpha} P_{\alpha}^{n} \left( \begin{array}{cc} \sqrt{\epsilon_n^2 + \Delta^2} & \tau_y \sqrt{\epsilon_n^2 + \Delta^2} \\ \tau_y \sqrt{\epsilon_n^2 + \Delta^2} & -\sqrt{\epsilon_n^2 + \Delta^2} \end{array} \right). \quad (E.43)$$

These conditions can now be investigated at the level of the tangent space. I employ the following parametrization $q \approx \Lambda + W$ (i.e. $s \approx 1 + \Lambda W/2$) with

$$W = \left( \begin{array}{cc} 0 & w \\ \bar{w} & 0 \end{array} \right). \quad (E.44)$$

Then the two conditions correspond to

1. TR invariance: $\bar{w} = -C \bar{w}^T C$,
2. Bogoliubov-deGennes condition: $[\Lambda W, U_\Delta \tau_y J_0 U_\Delta^\dagger s] = 0$.

The last condition implies

$$w_{n_1, n_2} \frac{\Delta}{\sqrt{\epsilon_{n_1}^2 + \Delta^2}} = -\frac{\Delta}{\sqrt{\epsilon_{n_2}^2 + \Delta^2}} w_{n_1, n_2}. \quad (E.45)$$

By consequence, there are two situations: either $\Delta = 0$ and there is no SSB, or $w = 0$ and there is no diffusion.

The physical interpretation for this fact is as follows. Here, an s-wave superconductor is considered and, at the level of the approximations made here, the fermionic spectrum contains a finite gap. The vanishing DOS is reflected by the gap $\Delta$ appearing for all diffusive modes in Eq. (7.30) of the main text. On the other hand, when a Bogoliubov-deGennes type NL$\sigma$M is considered, the $\Delta$-gap is interpreted as a hard constraint. Therefore, in this situation, diffusive modes do not exist.
<table>
<thead>
<tr>
<th></th>
<th>compact symm. manifold of ( \text{NL}<em>\sigma \text{M} (\mathcal{M}</em>\sigma) )</th>
<th>( \pi_1 )</th>
<th>( \pi_2 )</th>
<th>( \pi_3 )</th>
<th>( \text{pert. } \beta(g) )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wigner</strong></td>
<td>( U(N) )</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>(WL)</td>
</tr>
<tr>
<td><strong>Dyson</strong></td>
<td>( U(N) \times U(N) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>WL</td>
</tr>
<tr>
<td><strong>Chiral</strong></td>
<td>( U(N) )</td>
<td>Z</td>
<td>0</td>
<td>Z</td>
<td>( \equiv 0 )</td>
</tr>
<tr>
<td><strong>BDI</strong></td>
<td>( \text{SO}(p+q) )</td>
<td>Z</td>
<td>0</td>
<td>0</td>
<td>( \equiv 0 )</td>
</tr>
<tr>
<td><strong>CII</strong></td>
<td>( \text{Sp}(2p+2q) )</td>
<td>Z</td>
<td>Z</td>
<td>Z</td>
<td>( \equiv 0 )</td>
</tr>
<tr>
<td><strong>Bojo</strong></td>
<td>( \text{SO}(N) )</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>WAL</td>
</tr>
<tr>
<td><strong>bov</strong></td>
<td>( \text{Sp}(2N) )</td>
<td>0</td>
<td>Z</td>
<td>Z</td>
<td>WL</td>
</tr>
<tr>
<td><strong>deGen</strong></td>
<td>( \text{O}(N) )</td>
<td>Z</td>
<td>0</td>
<td>Z</td>
<td>WAL</td>
</tr>
<tr>
<td><strong>nes</strong></td>
<td>( \text{Sp}(2N) )</td>
<td>0</td>
<td>0</td>
<td>Z</td>
<td>WL</td>
</tr>
</tbody>
</table>

Table of symmetry classes of disordered systems. First column: Cartan symbols denoting the ten symmetry classes of Hamiltonians. The corresponding symmetric spaces are given in the fifth column. Second, third and fourth column: absence (0) or presence (+1) of time-reversal, chiral and particle hole symmetry respectively. As explained in Sec. 1.3 the operator realizing time-reversal, \( T \), and charge conjugation, \( CT \), might square to either +1 or −1. Sixth column: the symmetric spaces \( \mathcal{M}_\sigma \) onto which the effective field theory \( \text{NL}_\sigma \text{M} \) maps. Their first, second and third homotopy group \( \pi_d = \pi_d (\mathcal{M}_\sigma) \) are given in the following three columns. Last column: perturbative beta function of dimensionless longitudinal conductance \( \beta(g) \). If the one loop correction vanishes, the two loop correction is given in brackets. WL denotes weak localization, WAL weak anti-localization. Adapted from Refs. [77], [184] and [5].