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Kurzfassung

In Reaktorbrennelementen werden Gitterabstandhalter mit Mischfähnchen verwendet, durch

die der Queraustausch von Masse, Impuls und Energie zwischen den einzelnen Unterkanälen

verstärkt wird. Dadurch wird die Temperaturverteilung innerhalb der Stabbündel gleichmäßiger.

Für die thermo-hydraulische Auslegung von Brennelementen werden von den Herstellerfirmen

Unterkanalanalyseprogramme eingesetzt, welche die Massenstrom- und Temperaturverteilung

im Reaktorkern berechnen können. Diese Unterkanalanalyseprogramme berechnen Unter-

kanal-gemittelte Werte und verwenden empirische Korrelationen, um mikroskopische Effekte,

wie z.B. Wandreibung, turbulente Mischung oder den Wärmeübergang, zu berücksichtigen.

Experimentelle Untersuchungen deuten auf eine starke drallbehaftete Strömung im Nachlauf

eines Mischfähnchengitters hin. In der freien Literatur wurde kein Modell gefunden, das diesen

Dralleffekt auf den Queraustausch berücksichtigt.

Es wurden systematische CFD Untersuchungen in einer 5×5 Stabbündelgeometrie durch-

geführt, die ein Mischfähnchengitter enthält. Die Strömungsbedingungen decken den ein-

phasigen und zweiphasigen Bereich ab mit Dampfanteilen zwischen αg = 0% − 15%. Ein

nicht-lineares k-ε Turbulenzmodell mit kubischen Koeffizienten wurde für die Simulation der

Stabbündel-typischen Strömungsphänomene, wie z.B. Sekundärströmungen und anisotrope

Turbulenz, verwendet. Eine detaillierte Analyse des Impulsgleichgewichts in der Spaltregion

zeigt, dass die Drallströmung in den Unterkanälen aufgrund der Mischfähnchen die Quer-

strömung stark beeinflusst. Basierend auf den Ergebnissen der CFD Simulationen wurde

ein neues Modell entwickelt, das den auf diese Weise erzwungenen Queraustausch vorher-

sagen kann. Dieses Modell wurde in das Unterkanalanalyseprogramm COBRA-FLXTM im-

plementiert, das von AREVA GmbH entwickelt wurde und genutzt wird. Das neue Modell

stellt eine signifikante Verbesserung der Vorhersagen des Queraustauschs und der Massen-

stromverteilung innerhalb eines Stabbündels im Nachlauf eines Mischfähnchengitters dar.
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Abstract

Grid spacers with mixing vanes are used in nuclear fuel assemblies to increase the lateral

cross-flow between sub-channels that homogenizes the temperature distribution within the

fuel rod bundle. For the thermal-hydraulic design of such fuel bundles, sub-channel analysis

codes are used to predict the mass and temperature distribution within the reactor core. These

analysis codes compute sub-channel averaged values and contain empirical correlations to

include the effects of microscopic flow phenomena such as wall friction, turbulent mixing or

heat transfer. Experimental investigations show a strong swirling flow in the vicinity of a mixing

vane spacer. No model was found in open literature that accounts for the swirling flow effect

on the lateral cross-exchange of mass, momentum or energy.

Systematic CFD investigations of the flow in a 5×5 rod bundle geometry containing a single

spacer grid with split-type mixing vanes were performed with single-phase and two-phase

flow conditions and with void fractions ranging between αg = 0%−15%. A cubic non-linear k-ε

turbulence model was used to simulate the typical rod bundle flow effects such as secondary

flow and non-isotropic turbulence. A detailed analysis of the forces and flows in the gap

showed that mixing vane induced swirling flow in the sub-channels strongly affect the inter-

sub-channel cross-flow. A new model was developed based on the CFD simulation results

to predict the forced cross-flow between the sub-channels. This model was implemented into

the sub-channel analysis code COBRA-FLXTM that was developed and is used by AREVA

GmbH. The new model significantly improves the predictions for the cross-flow and mass flow

distribution within the rod bundle in the vicinity of the mixing vane spacer grid.
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Nomenclature

Only the most important symbols that appear several times are explained here. For special

symbols see Nomenclature of the respective equations.

Latin symbol Description Unit

A Cross section m2

cp Specific heat at constant pressure kJ/kgK

C Coefficient -

d Diameter m

F Force N
~g Gravity vector m2/s

G Mass flux kg/m2s

h Enthalpy J/kg

j Superficial velocity m/s

k Turbulent kinetic energy m2/s2

l Length m

ṁ Axial mass flow kg/s

Ṁ Momentum Pa

n Number -

~n Normal vector -

p Rod pitch; perimeter m

P Pressure Pa

Pr Prandtl number -

q′′ Heat flux W/m2

q̇ Specific heat W/kg

r Radius m

Re Reynolds number -

s Gap width m

S Source term -

S i j Strain rate tensor m/s

S c Schmidt number -

t Time s

T Temperature K
~u Velocity vector m/s

v′ Specific volume m3/kg

xix



List of Tables

Latin symbol Description Unit

V Volume m3

w Cross-flow per unit length kg/ms

xe Thermodynamic equilibrium quality -

x f Flow quality -

x, y, z Positions in cartesian coordinate system m

y+ Dimensionless wall distance -

Greek symbol Description Unit

α Volume fraction -

β Thermal expansion coefficient 1/K

γ Mixing vane angle deg

Γ Circulation m2/s

δ Sub-channel centroid distance m

δi j Kronecker Delta -

∆ Difference operator -

ε Blockage ratio -

ε Turbulent dissipation rate m2/s3

η Kolmogorov length scale m

Θ Lateral momentum mapping function -

κ Von Kármán constant -

λ Thermal conductivity W/mK

µ Viscosity Pas

ρ Density kg/m3

σ Surface tension N/m

σD Standard deviation -

τ Stress Pa

ω Specific dissipation 1/s

Ω Vorticity 1/s

Ωi j Rotation rate tensor m/s

Subscripts Description

[ ]ax Axial direction

[ ]b Bubble related

[ ]c Continuous phase

[ ]d Dispersed phase

[ ] f Friction term

[ ]g Gas phase

[ ]grid Grid related
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und der daraus resultierenden Promotion beteiligt waren, insbesondere:

Prof. Dr.-Ing. Xu Cheng, meinem Doktorvater, dessen wertvollen Ratschläge mich stets
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Chapter 1

Introduction

1.1 Motivation

Worldwide growing energy demand The worldwide demand for primary energy will grow

within the next decades. This has mainly two reasons: (1) The total population of the earth

will grow until 2040 up to over 9 billion people1 and (2) the energy consumption per capita will

rise due to increasing industrialization in emerging countries despite the energy-saving efforts

in some industrialized countries. Figure 1.1 shows the outlook of the total primary energy

demands until 2040.

ExxonMobil [28]
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Fig. 1.1: Worldwide primary energy demand - prognosis

1http://esa.un.org/wpp/unpp/panel population.htm, 26.03.2014
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The major part of primary energy will be gained from fossil fuels such as oil, natural gas or

coal. Meanwhile the available reserves of fossil fuels are limited. The strongest increase is

expected in the renewable energy sector, namely hydro-power, wind and solar energy or bio

mass. Nuclear energy is very controversial but its importance will grow worldwide from a total

energy share of 5.55% in 2010 to 8.37% in 2040. Also the reserves of nuclear fuel, such as

uranium, are limited. Reserves are all economically and technically extractable resources.

Resources are all known or suspected and potentially extractable sources. A simple method

to calculate the range of all reserves and resources is to divide the amount of reserves by

the amount of the yearly consumption. This method neglects all changes of reserves and

consumption, but it is a good first order approximation to show the limitation of fossil fuels.

Figure 1.2 shows the range of reserves and resources of uranium, coal, gas and oil based on

the data of 2007. Except coal, all reserves will be exhausted in the following 60 years if the

discovery of new resources and the growth of reserves fits the growth of energy demands.

The energy suppliers are facing therefore following challenges:

1. Secure the energy supply for the growing population

2. Find substitutes for depleting fossil fuels

3. Increase the efficiency of fuel usage, also in nuclear energy

4. Limit the impact on the global climate

Bundesanstalt für Geowissenschaften und Rohstoffe (BGR) [11]
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Fig. 1.2: Worldwide range of fuel reserves (as part of resources) and resources, based on data of 2007

2



1.1. Motivation

The challenge of climate change Due to the usage of fossil fuels, there is an increase of the

carbon dioxide (CO2) concentration in the atmosphere. Compared to the average value in the

pre-industrial age before 1750, until 2012 the average atmospheric concentration raised about

40% from 280 ppm to 392.6 ppm2. It is consensus in the majority of the scientific community

that this high concentration results in an increase of the average global temperature and an

increase of the temperature differences (greenhouse effect). As a result there will be more

extreme weather conditions, rising sea-levels and a loss of agricultural areas3. Although all

relevant effects are not yet completely understood, different scenarios predict an increase of

the average surface temperature between 2 − 6 ◦C along the 21st century4. It is assumed

that human activity is the primary driver of this climatic change. Therefore a 2 ◦C target was

formulated which describes the goal of international climate policy to limit the global warming

up to two degrees compared to the level before the begin of industrialization. One of the main

tasks to achieve this goal is the reduction of CO2 emissions due to the replacement of fossil

fuels by low-carbon fuels such as renewable energies or nuclear fuels.

Expansion of nuclear energy Nuclear power plants emit less CO2, have low fuel cost and

have a high availability. In the year 2014, there are 437 operating nuclear power plants and

72 are under construction5. Furthermore, 174 reactors are planned and 299 are proposed6,

mainly in China, India, Russia and USA. The numbers of new grid connections and new

constructions are growing for years, except after the Fukushima accident in 2011, as Fig. 1.3

shows. Some countries, such as Germany, have decided to shut down all their nuclear power

plants and to focus on renewable energies. Other countries, such as UAE and Belarus, are

currently constructing new nuclear plants and some more countries have plans to construct

new reactors. Most likely the worldwide number of plants will increase. At the same time the

serious accidents of Three Mile Island in 1979, Chernobyl in 1986 and Fukushima in 2011

show that more research has to be done to increase safety and efficiency and to solve the

problem of the final repository of radioactive waste.

Increasing safety and efficiency of nuclear reactors Most of the worldwide operating re-

actors are Light Water Reactors (LWR) which are divided into two groups: Pressurized Water

Reactors (PWR) and Boiling Water Reactors (BWR). The main difference between them is

that the steam in a BWR is directly generated in the primary loop and then led to the turbines.

In a PWR plant the coolant is always subcooled, and the heat is transferred via a steam gen-

erator to a secondary loop which is connected with the turbine. The heat in a nuclear plant is

generated due to the fission reaction in the fuel pellets which contain enriched uranium diox-

ide (UO2). These pellets are enclosed by a cladding tube, the fuel rod (sketched in Fig. 1.4a)

which is about 4 m long. Usually 14×14 up to 18×18 fuel rods (in a PWR, depending on man-

ufacturer) are assembled into fuel rod bundles (Fig. 1.4b) that are supported by grid spacers.

2Blasing [9]
3http://en.wikipedia.org/wiki/Effects of global warming, 26.03.2014
4http://earthobservatory.nasa.gov/Features/GlobalWarming/page5.php, 26.03.2014
5http://www.iaea.org/pris, 26.03.2014
6http://www.world-nuclear.org/info/Facts-and-Figures/World-Nuclear-Power-Reactors-Archive/

Reactor-Archive-August-2014/, 13.10.2014
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http://www.iaea.org/pris

Fig. 1.3: Status changes of nuclear power plants worldwide

The coolant flows in the spaces between the fuel rods that are named sub-channels. In a

BWR, there is a bounding box around the single fuel elements, but not in a PWR. The reactor

core is composed of a few hundred fuel rod bundles (Fig. 1.4c).

(a) Fuel rod (b) Fuel rod bundle with spacers (c) Reactor core

Fig. 1.4: Sketches of assemblies in a Light Water Reactor core

One of the main design criteria for LWR is to avoid boiling crisis. There are two kinds of boiling

crisis: the first is called Departure from Nucleate Boiling (DNB). It happens, if the evaporation

rate at the fuel rod surface is high enough that a vapor film is generated at the rod surface.

The second kind of boiling crisis occurs in an annular flow regime, where a high vapor mass

flux is in the core flow and the liquid covers the rod surface. If the liquid film on the heated

surface disappears locally, then this is called a Dry-out. The heat removal by vapor is much

4
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less effective than by liquid. The danger of a boiling crisis is that the heat transfer declines

sharply and thereby the heat cannot be dissipated. The cladding of the fuel rods can be

destroyed under these circumstances.

Within the reactor core the temperature distribution is not constant. It has the shape of a

Bessel function in the radial direction and of a cosine function in the axial direction which is

the main flow direction of the coolant. One mechanism that helps to remove the heat from

the core center is the inter-sub-channel cross-exchange. Due to lateral transport of mass,

momentum and energy the central sub-channels with the highest temperatures can be cooled

by the surrounding sub-channels. It is one goal in the nuclear energy research to understand

and to improve this cross-exchange.

Advanced design of fuel rod bundles and spacer devices to improve the cross-exchange

between sub-channels For the cross-flow enhancement so-called mixing vanes are at-

tached at the downstream edge of grid spacers and their effects are analyzed with experi-

ments and numerical simulation tools, which can calculate the distribution of the coolant flow

and the temperature depending on the operating conditions. These tools solve a system of

linear equations derived from the Navier-Stokes equations, the continuity condition and the

conservation equation for energy. They are called sub-channel analysis codes, because the

nodalization of the control volumes is based on the individual sub-channels within a rod bun-

dle that are connected with each other via the gaps. The inter-sub-channel cross-exchange

terms serve as sources and sinks in the mass, momentum and energy conservation equation.

Effects that take place on smaller length scales, such as turbulent mixing and heat transfer,

can not be resolved directly and therefore they must be modeled using empirical correlations.

Empirical models are usually obtained from experiments or increasingly from numerical simu-

lations with high-resolution grids. One effect that will be numerically investigated in this work,

is the forced cross-exchange and turbulent mixing induced by mixing vanes on grid-spacers

under single- and two-phase flow conditions.

1.2 State of the art

1.2.1 Experimental investigations

Flow structure of rod bundle flow

The understanding of flow and temperature distribution in a rod bundle during operation is

of great importance for the safety and economical design of nuclear reactors and have been

therefore subject of numerous experimental investigations. Rod bundle flow is characterized

by a high turbulence level. Turbulence describes the velocity fluctuation over time around

a mean value. Turbulence is random, diffusive and dissipative. Reynolds [85] showed that

turbulence can be described by a single dimensionless number that is now known as the

Reynolds number Re. It represents the ratio between inertial forces and viscous forces, see

Eq. 1.1. For a two-phase flow, the Reynolds number can be defined using the two-phase mass

5
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flux and a viscosity of the mixture that can be defined as shown in Eq. 1.2. In a round tube the

flow is fully turbulent, if the Reynolds number becomes Re > 4000. At typical reactor operating

conditions, the Reynolds number is between Re = 400000 . . . 700000. These high turbulent

conditions are enhancing heat transfer and fluid mixing.

Re =
ρul
µ

(1.1)

µ2ph =
ug

u
· µg +

ul

u
· µl (1.2)

Density ρ in kg/m3, velocity u in m/s, characteristic length l in m, dynamic viscosity µ in Pas

In the past, some additional flow phenomena were discovered that occur in rod bundle flow.

Nikuradse [72] discovered secondary flow motions in non-circular channels by evaluating ve-

locity profiles and photographic studies. Secondary flows also occur in sub-channel geome-

tries. Compared to the axial velocity, the secondary flow velocity is very small: ulat/uax < 0.5%7

and it grows with p/d-ratio8. Secondary flow cells, as shown in Fig. 1.5a, were first quanti-

tatively measured by Vonka [128] with a Laser-Doppler-Velocimetry (LDV) system. Reichardt

[83] discovered the non-isotropic behavior of the turbulent fluctuations close to a solid wall.

This means that turbulent quantities are different depending on their direction.

The turbulent structure of a rod bundle flow depends on the Reynolds number Re and the

pitch-to-diameter-ratio p/d9. Levchenko et al. [58] measured a non-uniform distribution of the

wall shear stress τw around the rod perimeter. τw is lower in the gap area and higher in the

open channel area. The maximum wall shear stress was found not to be at the symmetry-

line what is assumed to be an effect of the secondary flow. Rehme [79] showed the strong

anisotropy of turbulence in sub-channel flow. It is increased with decreasing p/d. This was

confirmed by other authors10.

(a) Secondary flow structures (b) Flow pulsation in narrow gaps

Fig. 1.5: Characteristic flow phenomena in sub-channels of fuel rod bundles

With introduction of the modern LDV measurement techniques Rowe et al. [98] measured

velocity profiles of a isothermal water flow in a 3×2.5 rod bundle. A macroscopic flow pulsation

in the gap region of the tightly packed rod bundle was observed. Later, Möller [71] measured

7Trupp and Azad [122]
8Carajilescov [14]
9Eifler and Nijsing [27]

10Hooper [35], Hooper et al. [36], Renksizbulut and Hadaller [84], Krauss [49]
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the frequencies of this flow pulsation and showed their dependency on the p/d-ratio. The flow

pulsation phenomenon, illustrated in Fig. 1.5b, is made responsible for an increasing of the

turbulent mixing rate in tightly-packed rod bundles with p/d < 1.211. Table 1.1 lists an overview

of some experimental works on turbulent rod bundle flow without spacers.

Tab. 1.1: List of selected experimental investigations in rod bundle geometries without spacers

Reference Geometry Fluid Flow conditions Data

Eifler and
Nijsing [27]

interior sub-channel
hexagonal
p/d = 1.025 . . . 1.15

water Re = 13000 . . . 54000 velocity, pressure

Levchenko
et al. [58]

interior sub-channel
hexagonal
p/d = 1.05 . . . 1.2

air Re = 34000 . . . 50000 velocity, wall shear
stress

Rowe et al.
[98]

3×2.5 bundle
square
p/d = 1.125 . . . 1.25

water Re = 50000 . . . 200000 velocity, turbu-
lence intensity

Trupp and
Azad [122]

7-rod bundle
hexagonal
p/d = 1.2 . . . 1.5

air Re = 12000 . . . 84000 velocity, Reynolds
stress, wall shear
stress, friction fac-
tor

Carajilescov
[14]

interior sub-channel
hexagonal
p/d = 1.123

water Re = 7900 . . . 27000 velocity, Reynolds
stress

Rehme [77,
78, 81, 82]

wall sub-channel
p/d = 1.03 . . . 1.4

air Re = 59700 . . . 194000 velocity, wall shear
stress, pressure,
Reynolds stress

Hooper
[35], Hooper
et al. [36]

2×3 bundle
p/d = 1.107 . . . 1.194

air Re = 22600 . . . 207600 velocity, wall shear
stress, Reynolds
stress

Renksizbulut
and
Hadaller
[84]

6-rod bundle
p/d = 1.15

water Re = 500000 velocity, wall shear
stress, turbulence
intensity

Vonka [128] interior sub-channel
hexagonal
p/d = 1.3

air Re = 60000 . . . 175000 velocity

Krauss [49] 37-rod bundle
hexagonal
p/d = 1.03 . . . 1.12

air Re = 38000 . . . 70000
isothermal and heated

velocity, tempera-
ture, wall shear
stress, Reynolds
stress

11Meyer [69]
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Influence of grid spacers

The position of fuel rods in a rod bundle is supported by grid spacers. Those spacers block the

sub-channel flow area partially and induce a large pressure drop that depends on the blockage

ratio ε (Eq. 1.3)12. The developed thermal and hydrodynamic boundary layer is disrupted13

and the turbulence intensity is increased14 by the grid spacers.

ε =
Agrid

A
(1.3)

Projected area in flow direction of the grid Agrid in m2, sub-channel cross section A in m2

Rowe and Angle [96] found a 25% increased cross-mixing-level in a geometry with wart-type

spacers compared to a bare rod bundle, because of the increased turbulence intensity. Rowe

and Chapman [97] report that this increase depends on the Reynolds number. From the down-

stream edge of the grid, turbulence intensity declines rapidly towards a level that is lower than

that in fully developed flow. Subsequently the turbulence intensity increases upon the level of

fully developed flow. This behavior was confirmed by experiments performed by Caraghiaur

[13]. Table 1.2 lists a number of literature references for experimental investigations in rod

bundles with grid spacers.

Tab. 1.2: List of selected experimental investigations with grid spacers

Reference Geometry Fluid Flow conditions Data

Rowe and
Chapman
[97]

3×2.5 bundle
square
p/d = 1.25

water Re = 100000 velocity, turbu-
lence intensity

Rehme
[80]

12-rod bundle
diff. spacers
p/d = 1.39

water Re = 4000 . . . 70000 pressure

Herkenrath
et al. [32]

4×4 bundle
diff. spacers
p/d = 1.3 (PELCO-
S)
p/d = 1.33 (EUROP)

water P = 70 bar (PELCO-S,
EUROP)
P = 160 bar (EUROP)

enthalpy, pressure

Caraghiaur
[13]

24-rod bundle
spacer

water Re = 10000 . . . 50000 velocity, pres-
sure, turbulence
intensity

Influence of mixing vanes on spacers

Spacer grids with mixing vanes are used in commercial nuclear reactors since many years.

Their main purpose is to increase the Critical Heat Flux (CHF), which is one of the most im-

12Rehme [78]
13Holloway et al. [34]
14Caraghiaur [13]
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portant design criteria for water cooled reactors. This type of spacer has a great impact on the

coolant distribution within a rod bundle. In addition to the typical spacer grid effects, the mixing

vanes significantly increase the cross-flow and, as consequence, the enthalpy mixing15.

Rosal et al. [90] showed in experiments with a 3×3 and a 4×4 rod bundle at PWR-conditions

that the presence of mixing vanes increases the DNB-ratio. The DNB-ratio is defined to be the

Critical Heat Flux (CHF) where Departure from Nucleate Boiling (DNB) occurs, divided by the

operational heat flux. A high DNB-ratio means therefore a high safety margin. De Crécy [24]

showed that the positions of the initial DNB are mostly on the central rod in a 5×5 rod bundle, if

no mixing vanes are used. With mixing vanes, this position can be on one of the surrounding

rods as well. This indicates a more homogeneous temperature distribution caused by the

vanes. In most cases the DNB-ratio was increased and only under special conditions with low

mass flow the CHF could be decreased with mixing vanes.

As a result of the investigations a large number of different mixing vane designs was devel-

oped during the recent decades. There are “split-type” mixing vanes16 for the generation of

a large inter-sub-channel cross-flow, “swirl-type” mixing vanes17 for the generation of swirling

flow within the sub-channel to increase the heat transfer from the fuel rods and there are other

kinds of vanes. Figure 1.6 shows the swirl and split vane geometries. There are many differ-

ent shapes of mixing vanes and often, the specific geometric configuration of the vanes are

proprietary.

(a) Split vane type (b) Swirl vane type

Fig. 1.6: Geometry of different mixing vane spacer types

Shen et al. [110] and later Shin and Chang [111] performed experiments with rod bundle flow

to determine the influence of the angle γ of the mixing vane deviation from the axial flow

direction. Shen et al. [110] measured the mixing rates of water in a 4×4 rod bundle, whereas

Shin and Chang [111] investigated the CHF in a 2×2 rod bundle with R134a. It was noted that

there is an optimum angle around γ ≈ 30◦ with a maximum of mixing or a maximum increase

of CHF. Yang et al. [133] and Yang and Chung [132] could measure detailed axial velocity and

15Chung et al. [20]
16Chang et al. [16], sometimes also called “small scale vortex flow mixing vanes” [56]
17sometimes also called “large scale vortex flow mixing vanes” [56]
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turbulence distribution with a LDV system in a 5×5 rod bundle with γ = 22◦ mixing vanes in

water under environmental conditions. The turbulence behind the grid was found to be more

isotropic and with a much higher intensity than before the grid. The region of influence was

extended to 20 hydraulic diameters downstream of the spacer grid. McClusky et al. [65] used

the Particle Image Velocimetry (PIV) method to measure the velocity and vorticity of water flow

in a 5×5 rod bundle. It was shown that the mixing vanes induce a strong swirling flow. The

core of the vortex was initially centered in a sub-channel and traveled towards a rod surface

further downstream. The decay of the angular momentum was compared with a Lamb-Oseen-

Vortex. In a later investigation by McClusky et al. [66] with a different grid a different vortical

structure was found. Two co-rotating vortices were shed from the mixing vane tips which later

merged into one vortex.

Holloway et al. [33] investigated the influence of mixing vane grids on the heat transfer. The

same bundle as by McClusky et al. [66] was used, but with 8 different spacer grids. It was

found that the spacer grids can increase the heat transfer due to an increase of turbulence

intensity. A model that is based on the grid blockage ratio was developed that accounts for the

increased heat transfer. Table 1.3 gives an overview over selected experimental works about

the flow in rod bundles with mixing vane spacers.

A great challenge for experimental investigators is the reproduction of typical reactor operating

conditions with pressures about P = 165 bar and heat fluxes about q′′ = 1 MW/m2. In experi-

mental facilities typically an electrical resistance heating is used. This means high costs and

a large technical effort for the electrical insulation. As shown in Tab. 1.3 some authors use

different fluids such as the refrigerants R134a or R12. With R134a, only ≈ 10 % of the heat

flux and about 20 % of the pressure compared to a water loop is necessary to simulate reactor

operating conditions. Scaling models are further needed to transfer the results from the model

fluid to water. Other authors use environmental conditions with much lower temperatures and

pressures. Only few experimental data are available with a rod bundle geometry and reactor

operating conditions with water or water / vapor. Another challenge is the measurement of

the flow properties. Often, the experimental data are not detailed enough to determine the

specific effect of the mixing vanes alone.

1.2.2 Computational investigations

Experimental facilities are less flexible in operating conditions, test section geometry and they

are expensive. Due to these reasons and because of an increasing quality of flow modeling

and enhanced computational capacity, there is a growing trend to complement experimental

investigations by numerical simulations. While the first numerical investigations were limited

to small flow domains of only a small part of one sub-channel and poor model quality, Li and

Gao [61] were recently able to simulate a full scale 17×17 fuel rod assembly with spacer grids.

The quality and applicability of fluid flow models has increased strongly over the last years.

During the 1970s the k-ε turbulence model was developed by Jones and Launder [43] to pre-

dict the turbulent quantities and it was used by Seale [109] who performed as one of the first

detailed 3D analyses of the turbulence in sub-channel flow. He found that secondary flows

do not contribute significantly to the turbulent mixing. The isotropic k-ε model was not able to

10
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Tab. 1.3: List of selected experimental investigations with mixing vane spacers

Reference Geometry Fluid Flow conditions Data

Rosal et al. [90] 3×3 bundle
d = 12.7 mm
p/d = 1.316

T = 495 . . . 604 K
P = 103 . . . 165 bar
sinusoidal axial heat flux

CHF

Shen et al. [110] 4×4 bundle
p/d = 1.375
γ = 0 . . . 35◦

water Re = 14200 velocity

Yang et al. [133],
Yang and Chung
[132]

5×5 bundle
d = 9.5 mm
p/d = 1.347
γ = 22◦

water T = 298 . . . 303 K velocity, pres-
sure, turbulence

De Crécy [24] 5×5 bundle
d = 9.5 mm
p/d = 1.326

R12 P = 81 . . . 172 bar
G = 980 . . . 5590 kg/m2s

CHF

McClusky et al.
[65, 66], Holloway
et al. [33]

5×5 bundle
d = 9.5 mm
p/d = 1.326
div. grids

water T = 293 K
Re = 28000 . . . 42000

velocity, vorticity,
heat transfer,
pressure

Shin and Chang
[111]

2×2 bundle
d = 9.5 mm
p/d = 1.332
γ =

20 . . . 40◦

R134a P = 14.67 . . . 25.67 bar
G = 1000 . . . 1800 kg/m2

CHF

Chang et al. [16] 5×5 bundle
d = 25.4 mm
p/d = 1.304
γ = 30◦

water Re = 50250
T = 308 K
P = 1 bar

velocity, turbu-
lence intensity

Rubin et al. [100] 5×5 bundle
d = 9.5 mm
p/d = 1.326
γ = 28◦

water P = 48 . . . 165 bar
q′′ = 350 . . . 1500 kW/m2

density, CHF

Dominguez-
Ontiveros et al.
[25]

5×5 bundle water Re = 2000 . . . 16300 velocity

reproduce the experimentally measured high mixing rates18. To overcome this, Seale [109]

proposed the use of anisotropy factors. Due to the insufficiency of the k-ε model in special

flow cases, other models have been developed and applied to rod bundle flow simulations.

Rapley and Gosman [76] used a simplified algebraic Reynolds stress model to simulate sec-

ondary flows. They could outline the importance of secondary flows for the wall shear stress

distribution when they compared their predictions to experimental data.

At the beginning of the history of numerical researches the computational domains were lim-

18Seale [108]
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ited to only one sub-channel or the symmetric part of one sub-channel, using periodic bound-

ary conditions. Karoutas et al. [44] used this method to compare numerical predictions with

previously produced experimental results in a rod bundle with mixing vane spacers. Using the

k-ε turbulence model, he was able to reproduce the swirling flow qualitatively, but the compar-

ison with the experimentally measured axial and lateral velocity profiles showed only a rough

consistency. Due to the use of infinitesimal thin surfaces of the grid spacer, there was an

inaccurate prediction of the pressure drop, because the flow blockage was ignored.

CFD was used further to find optimized mixing vane configurations. In [38] and In et al. [39]

simulated a single sub-channel of one grid span with periodic boundaries. They found a good

agreement of the simulation results compared to the experimental data of Karoutas et al. [44]

and Yang and Chung [132]. The turbulent kinetic energy in the gap region was found to be

under-predicted, because of the isotropic k-ε model. Comparing the swirling flow strength,

the cross-flow and the pressure drop, the optimum angle was found to be γ = 35◦. Similar

investigations were performed by Cui and Kim [23], Kim and Seo [47] and Lee and Choi [56].

Baglietto et al. [6] proposed a modified non-linear k-ε model with additional quadratic coef-

ficients that is able to predict secondary flow patterns in sub-channel flow. This model was

used by Merzari et al. [68] for simulating the flow pulsation in a tightly packed rod bundle with

the unsteady Reynolds averaged Navier-Stokes (URANS) approach.

A great challenge is the correct simulation of swirling flow as it occurs behind mixing vane

spacers. The standard k-ε model fails in this task. The SST k-ω turbulence model of Menter

[67] is recommended by some authors19 to correctly predict the swirling flow and heat transfer.

Detailed experimental data is needed for further investigations. PIV and LDV measurements of

the flow structure behind mixing vane grids, as they were performed by Dominguez-Ontiveros

et al. [25], Chang et al. [16] and others, can be used to benchmark the CFD results. Detailed

experimental data of velocity, turbulence or void fraction distribution in two-phase flow with

swirl under high pressure conditions are still less available in the literature. Table 1.4 shows

an overview over the development and application of CFD-methods to rod bundle flows.

1.2.3 Modeling of inter-sub-channel cross-exchange

The major interest in sub-channel experiments and simulations is devoted to investigate the

pressure losses, the heat transfer and the inter-sub-channel cross-exchange which are very

important for the design of reactor cores. Cross-exchange means the travel of mass, mo-

mentum and energy from one sub-channel into another via the gap. Rogers and Todreas [88]

mention various mixing phenomena in sub-channel flow:

Turbulent Mixing: Due to turbulent fluctuations, there is a lateral movement of fluid

particles. The same mass that is transported over the gap is replaced by an equal mass

from the adjacent sub-channel, so there is no net mass transfer in single-phase flow.

Diversion Cross-flow: A directed flow into lateral direction evolves from a lateral pres-

sure difference. This pressure difference can be induced by a spacer grid with a different
19Tseng et al. [123], Ákos Horváth and Dressel [48]
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Tab. 1.4: List of selected computational investigations with mixing vane spacers

Reference Code Geometry Flow conditions Models Mesh

Karoutas
et al. [44]

CFDS-
Flow3D

single sub-
channel
d = 9.53 mm
p/d = 1.333

Re = 94900
P = 4.83 bar
T = 299.82 K

water
Std. k-ε

infinite thin
spacer

In [38], In
et al. [39]

CFX 4.2 single sub-
channel

Re = 65000 water
Std. k-ε

infinite thin
spacers
y+ =

15 . . . 50

Kim and Seo
[47]

CFX 5.6 d = 9.53 mm
p/d = 1.333

ub = 6.79 m/s

q′′ = 30 kW/m2

water
Std. k-ε

Lee and Choi
[56]

Fluent 17×17 bun-
dle
d = 10.6 mm
p/d = 1.373

Re = 542000
P = 100 bar
T = 315 ◦C

water
RSM

structured
y+ = 200

Alleborn
et al. [1]

STAR-
CD

d = 7.7 mm
l = 0.457 m

P = 138 bar
G =

940 . . . 2650 kg/m2s

two-phase
water
Kurul-
Podowski
bulk boiling

Gandhir and
Hassan [30]

Open-
FOAM

Geometry
used by
Dominguez-
Ontiveros
et al. [25]

Re = 23000 water
RKE, SST

trimmed
hexaeder

Podila et al.
[75]

Fluent
14

Geometry
used by
Chang et al.
[16]

Re = 50250
T = 308 K
P = 1 bar

water
RSM, Std.
k-ε

hybrid
y+ = 30

channel blockage or by different heat fluxes and therefore a different density and void

distribution in the sub-channels. The diversion cross-flow can be calculated from a lat-

eral momentum balance. There is a resistance to diversion cross-flow that comes from

the lateral pressure loss when the flow travels through the gap.

Flow Scattering: An increase of the turbulent mixing caused by the turbulence en-

hancement when flow passes through spacer grids or other channel baffles which break

up streamlines.

Flow Sweeping: An artificially generated amplification of the convective cross-flow.

Flow sweeping can be induced by wire-wrap spacers or by spacer grids with mixing

vanes. This effect plays a major role and is used specifically to strengthen the trans-

verse exchanges.
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Later, Lahey and Moody [50] postulated the Void Drift phenomena, which occurs only under

two-phase flow conditions. It was determined that void tends to travel into regions with a higher

mass flux. All phenomena are summarized in Tab. 1.5 and are further discussed afterwards.

Tab. 1.5: Types of rod bundle mixing phenomena

Natural Artificial

Not directed Turbulent Mixing Flow Scattering

Directed Diversion Cross-flow
Void Drift

Flow Sweeping

Turbulent mixing

Turbulent mixing is described as diffusive transportation process that equalizes gradients of

density, velocity or enthalpy. The molecular diffusion is negligible small compared to the turbu-

lent diffusion. This type of cross-exchange always takes place in a turbulent flow, even under

steady-state conditions. Due to turbulent mixing, there is a mass flow ṁtm,k, a force Ftm,k or

a heat flux Q̇tm,k in each phase k opposite to the direction of the corresponding gradient and

proportional to the exchange Area Ai j, see Eq. 1.4 – 1.6. In single-phase flow under isother-

mal conditions, there is no net transverse mass flow or heat flux, because the density and

enthalpy are constant.

ṁtm,k = Dt
∂ (αkρk)
∂ y

Ai j (1.4)

Ftm,k = νt
∂ (αkρkuk)

∂ y
Ai j (1.5)

Q̇tm,k = at
∂ (αkρkhk)

∂ y
Ai j (1.6)

Diffusion coefficients Dt, νt and at in m2/s, phase k volume fraction α, phase k density ρ in kg/m3, phase

k velocity u in m/s, phase k enthalpy h in J/kg and exchange area Ai j in m2

The relation between the different diffusion coefficients for mass and momentum is expressed

as turbulent Schmidt number S ct (Eq. 1.7) and for energy and momentum as turbulent Prandtl

number Prt (Eq. 1.8). The functional relations for S ct and Prt are not completely understood

and so they are often treated as constant and close to unity. With these two numbers, only

the diffusion coefficient νt remains that needs to be modeled. In CFD, νt is calculated from the

turbulence model. In case of the standard k-ε model it is calculated with Eq. 1.9.
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S ct =
νt

Dt
(1.7)

Prt =
νt

at
(1.8)

νt =
µt

ρ
= Cµ

k2

ε
(1.9)

Diffusion coefficients Dt, νt, at in m2/s, turbulent viscosity µt in Pas, density ρ in kg/m3, turbulent viscosity

coefficient Cµ = 0.09, turbulent kinetic energy k in m2/s2, turbulent dissipation rate ε in m2/s3

In sub-channel codes, there are no turbulence models and the turbulent mixing is considered

by an empirical correlation, where the turbulent diffusion is assumed to be proportional to

the average mass flux G, see Eq. 1.10 that is derived in Rowe and Angle [94]. The lateral

turbulent mixing length ∆y is not known for sure, but [94] showed that it is proportional to the

gap width s. In the past many experiments have been performed to determine the turbulent

mixing coefficient Cβ
20. It was found to be a function of gap width s, the Reynolds number Re

and the flow regime. Some model proposals that can be found in literature are presented in

Tab. 1.6.

νt = Cβ∆y
G
ρm

(1.10)

Turbulent mixing coefficient Cβ, lateral mixing length ∆y in m, average mass flux of two adjacent

channel G in kg/m2s, channel average density ρm in kg/m3

Tab. 1.6: Different models for the single-phase turbulent mixing coefficient

Reference Model

Rowe and Angle [94] CS P
β = 0.0062 · dhyd

s · Re−0.1

Rogers and Rose-
heart [87]

CS P
β = 1

2 · 0.0058 ·
(

s
d

)−1.46
· Re−0.1 ·

[
1 +

(
dhyd, j
dhyd,i

)1.5
]
·

dhyd,i
d

Sadatomi et al. [102] CS P
β = 0.00562 ·

(dhyd
s

)
· Re−0.125

F∗i
+ 0.0018 ·

(
s
d

)−0.52

Rowe and Angle [94] investigated the energy transfer between two connected and heated

channels under several flow conditions. They found that in single-phase flow the mixing rate

is nearly independent from the gap width and only slightly dependent on Reynolds number. In

two-phase flow, there is a dependency on gap width, mass flux and steam quality. The mixing

rate was usually higher in two-phase flow and only smaller for very high void fractions. They

also recognized a flow oscillation, but could not explain this phenomenon. Their proposed

turbulent mixing model (Tab. 1.6) is the base for a number of following models, sometimes

extended by other authors.

Castellana et al. [15] measured sub-channel exit temperatures to determine the turbulent mix-

ing in a 5×5 rod bundle with flow conditions that are similar to reactor operating conditions.

20sometimes also referred as Stanton number S t
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It was found that turbulent mixing is increased with onset of wall boiling and that the mixing

rate grows with increasing steam quality. It is believed that the mutual interaction between

the continuous phase and the vapor bubbles increase the turbulent fluctuations. Faya et al.

[29] considered this effect with a two-phase multiplier ΘT P, according to the model of Beus [8]

(Eq. 1.12).

CT P
β = ΘT P ·CS P

β (1.11)

ΘT P =


1 +

ΘT P(xe=xm)−1
xm

· xe , xe < xm (bubbly and slug flow regime)

1 +
(
ΘT P(xe = xm) − 1

)
·

(
1− x0

xm

)(
xe
xm
−

x0
xm

) , xe ≥ xm (annular flow regime)
(1.12)

x0

xm
= 0.57 · Re0.0417 (1.13)

xm =
0.4 ·

√
ρl · g · dhyd

(
ρl − ρg

)
+ 0.6 ·G

G ·
( √

ρl/ρg + 0.6
) (1.14)

Single-phase turbulent mixing coefficient CS P
β , two-phase mixing multiplier ΘT P, steam quality xe,

Reynolds number Re, liquid phase and vapor phase density ρl and ρg in kg/m3, gravitational accelera-

tion g in m/s2, hydraulic diameter dhyd in m, mass flux G in kg/m2s

Beus [8] model consists of two regions: (1) The bubbly-slug flow region with a linear increase

of the two-phase multiplier with steam quality xe until a maximum at the point xe = xm and

(2) the annular flow region with a hyperbolic decrease of the two-phase multiplier if the steam

quality exceeds the maximum point. Figure 1.7 shows the two-phase multiplier development

with steam quality. The maximum point is assumed to be at the transition from slug flow

to annular flow and is calculated with the correlation from Wallis [130] in Eq. 1.14. Other

investigators found this maximum before this transition somewhere in the slug flow region21.

Fig. 1.7: Two-phase multiplier for turbulent mixing coefficient according to Faya et al. [29]

21Rowe and Angle [96]
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Seale [108] showed with rod bundle experiments in air flow and with different gap-widths

that the measured mixing rates were higher than they could be explained alone by turbulent

diffusion. He also found a slightly decrease of mixing rates with Reynolds number and a strong

increase if the gap-width got smaller. He attributed this to the strong anisotropy of the flow.

Kawahara et al. [45] performed detailed measurements of the mixing rates in air-water flow

through two rectangular channels at different flow regimes. It was confirmed that turbulent

mixing depends strongly on the flow regime. A bubbly flow had similar mixing-rates like a

single-phase flow. In the slug flow regime, the mixing rates became 7-times higher than in

single-phase flow and in annular flow the mixing rates decreased again towards the level

of single-phase flow. Table 1.7 provides an overview over some experimental investigations

about turbulent mixing rates.

Void drift

In sub-channel flow under boiling conditions, there is a formation of small vapor bubbles.

These bubbles are in the flow field subjected to various forces that strive for an equilibrium

state. The bubbles are moved therefore until the equilibrium state is reached. This phe-

nomenon is called void drift.

Van der Ros [124] performed measurements at two connected square-channels with an air-

water mixture under environmental conditions. From the results he concluded that the mixing

of the vapor fraction behaves like a diffusion process, whereas the liquid phase mixing was

dominated by the diversion cross-flow. The cross-mixing of vapor was increased with gap

width and heat flux and decreased with liquid velocity.

A large number of experiments was performed by Sadatomi et al. [101] in two connected

circular channels and by Sadatomi et al. [104] in a 2×3 rod bundle with air-water flow. The

trend was observed that the void fraction is greater in the channels with a greater axial velocity

than in channels with a smaller axial velocity. The void drift phenomenon was also observed

in rod bundle flow experiments by Herkenrath et al. [32] as well as in different geometries such

as eccentric annulus22. It was observed that vapor tends to move to regions of higher velocity,

away from the wall towards the channel center. Lahey and Moody [50] suggested that void

drift is a diffusion process and the driving gradient is the difference between the current and

an equilibrium void distribution in two adjacent sub-channels i and j (Eq. 1.15).

ṁvd,g = Cvd
β

G
ρm
ρg[(α j − αi) − (α j − αi)EQ]Ai j (1.15)

Void drift mixing coefficient Cvd
β , average mass flux G in kg/m2−s, mixture density ρm and gas phase

density ρg in kg/m3, void fraction α, interface area Ai j in m2

Obviously, void drift is not present in single-phase flow. According to Sugawara and Miyamoto

[115] the void drift effect plays a role only in the bubbly and slug flow regime when the vapor

phase is dispersed. In the 3×3 rod bundle experiments by Lahey et al. [51] and the PELCO-

22Lahey et al. [52]
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Tab. 1.7: Selection of experimental investigations on turbulent mixing

Reference Geometry Fluid Flow conditions Data

Rowe and An-
gle [94]

interior sub-channels
p/d = 1.035 . . . 1.149

water Re = 42870 . . . 398160 enthalpy dif-
ference

Roidt et al. [89] interior sub-channel
hexagonal
d = 63.5 mm

air Re = 67900 tracer con-
centration

Castellana
et al. [15]

5×5 bundle
p/d = 1.33

water P = 103 bar
Re = 90000 . . . 490000

enthalpy dif-
ference

Seale [108] wall sub-channels
p/d = 1.1 . . . 1.833

air Re = 34400 . . . 300000 tracer con-
centration

Sadatomi et al.
[102]

two circular channels water environmental condi-
tions
Re = 5000 . . . 66000

tracer con-
centration

Kawahara et al.
[45]

2 square channels air
and
water

environmental condi-
tions

tracer con-
centration

Cheng and
Müller [18]

7-rod bundle
hexagonal
p/d = 1.147
grid spacer
wire wraps

R12 P = 1 . . . 30 bar enthalpy dif-
ference

Sadatomi et al.
[103]

2×3 bundle
p/d = 1.25

air
and
water

environmental condi-
tions

tracer con-
centration

Kawahara et al.
[46]

2 interior sub-
channels
hexagonal
p/d = 1.083

air
and
water

environmental condi-
tions

tracer con-
centration

Ylönen et al.
[134]

5×5 bundle
p/d = 1.36

water isothermal
Re = 8800 . . . 46000

tracer con-
centration

S 4×423 experiments the exit steam quality in the corner sub-channel was much lower than

expected by an energy balance. That shows that the void drift mechanism has a great impact

on the enthalpy distribution.

Some authors use the same value for the diffusion coefficient for Void Drift and Turbulent

Mixing. However, because that are different mechanisms, they can’t always be the same.

Other authors suggest to use different values 24. Hence, there are two unknown terms: the

equilibrium void fraction distribution (α j − αi)EQ and the void drift coefficient Cvd
β that have to

23Herkenrath et al. [32]
24Sato [107], Ninokata et al. [73]
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be modeled. The common approach for the void drift mixing coefficient is to use the product

of a two-phase multiplier function and the single-phase turbulent mixing coefficient.

Levy [59] assumed that the equilibrium void fraction difference is proportional to the mass flux

difference (Eq. 1.16). This model doesn’t account for geometry. Another model was published

by Rowe et al. [99] (Eq. 1.17) which accounts for geometry, but not for mass flow effects.

(αg, j − αg,i)EQ

αg
= CM

G j −Gi

G
(1.16)

(αg, j − αg,i)EQ

αg
= (1 − αg)

 dhyd

dhyd, j
−

dhyd

dhyd,i

 (1.17)

Proportionality constant CM = 1.4, mass flux G in kg/m2s, void fraction αg, hydraulic diameter dhyd in m

Hotta et al. [37] developed a model to account for many hydraulic effects, such as surface

tension, lift force, wall effects and static pressure gradient. It is based on three fundamental

effects that were identified in a large experimental data base including the General Electric

3×325, PELCO-S 4×4, EUROP 4×426 experiments and the experiments accomplished by

Sadatomi et al. [103]. These effects, shown in Eq. 1.18 are:

Fluid dynamic effect: The equilibrium void distribution depends mainly on fluid dynamic

properties such as the gradient of mass flow rate, clustering, collision and deformation

of bubbles. It depends on fluid properties like surface tension, density or viscosity. It can

be expressed as function of the void fraction.

Geometrical effect: Bubble migration is dominated by the surface tension σ and the

local turbulent velocity field near solid boundaries. As consequence, their arrangement

plays a major role for the equilibrium void distribution.

Narrow gap effect: In bubbly flow, the bubbles tend to flow along the center line of each

sub-channel and have a small probability to cross the gap into a neighbor sub-channel.

A different approach for modeling void drift was published by Bellil et al. [7]. He suggested

that the local effect of lift force is the physical origin of the void drift effect. He calculated

the lateral velocity of the bubble from a force balance accounting for the viscous resistance.

The resulting void drift mass flow term is written in equation 1.20 using the relative velocity

between the phases defined in equation 1.21 by a correlation from Wallis [130].

25Lahey et al. [51]
26Herkenrath et al. [32]
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[
(αgρg)i − (αgρg) j

]
EQ

= (1 −CΩ,i j)


Cp,i j

G2
i /ρm,i −G2

j/ρm, j

G2
i /ρm,i + G2

j/ρm, j︸                        ︷︷                        ︸
fluid dynamic effect

−Cs,i j
(σ/db)i − (σ/db) j

(σ/db)i + (σ/db) j︸                       ︷︷                       ︸
geometrical effect


· (αgρg)i + Ωi j

[
(αgρg)i − (αgρg) j

]︸                       ︷︷                       ︸
narrow gap effect

(1.18)

CΩ,i j = 0.5CΩ,0

[
1 − tanh

(
π(αg − αtr)
αg,i − αg, j

)]
(1.19)

Mass flux G in kg/m2s, mixture density ρm and gas phase density ρg in kg/m3, surface tension σ in N/m,

bubble diameter db in m, void fraction αg, Cp, Cs and CΩ,i j are three characteristic parameters that

depend on void fraction and channel geometry and have to be identified experimentally

ṁvd,g = ρg

αi
CLd2

bρl

18µl
ur

ul,i − ul, j

δi j

 Ai j (1.20)

ur = 1.53

ρl − ρg

ρ2
l

σg

0.25

(1.21)

Liquid density ρl and gas phase density ρg in kg/m3, surface tension σ in N/m, void fraction α, lift force

coefficient CL, bubble diameter db in m, liquid dynamic viscosity µl in Pas, phase-pair relative velocity

ur and liquid velocity ul in m/s, gravitational acceleration g in m/s2, interface area Ai j in m2, centroid

distance between sub-channels δi j in m

Pang [74] performed a numerical study on the void drift phenomenon to determine a cor-

relation for the void fraction difference at equilibrium state (α j − αi)EQ and for the void drift

coefficient Cvd
β . He also found a close relationship between the lift force and the void drift.

Diversion cross-flow

The diversion cross-flow velocity can be calculated from a lateral momentum balance. Usually,

the gravity plays no role, because the lateral flow is orthogonal to the gravity vector. The shear

forces within the fluid are small and often neglected. Only the lateral pressure gradient and

the forces on the rod surface in lateral direction need to be considered in the force balance.

The forces on the rod surface act in the opposite direction of the lateral pressure gradient and

can be therefore considered as resistance ∆Pr to cross-flow. The lateral resistance coefficient

Ci j is defined by Eq. 1.22.

∆Pr =
1
2

Ci jρu2
lat (1.22)

Lateral resistance coefficient Ci j, density ρ in kg/m3, lateral velocity ulat in m/s

Tapucu [118] performed measurements of the lateral flow velocity to determine Ci j. He used

two rectangular, parallel channels that were connected by a lateral slot. In single-phase flow
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he noted that Ci j is a function of the ratio of lateral velocity and axial donor channel velocity.

Not many other experimental investigations about this topic were found in the literature. In

sub-channel codes, the lateral resistance coefficient is often assumed to be constant.

Flow scattering

Due to the partial channel blockage by the grid spacer the fluid streamlines are disturbed

and hence the turbulence is increased locally. As consequence, both the turbulent mixing

rate and the pressure drop are increased. If there is a different channel blockage in adjacent

sub-channels and therefore a different pressure drop, this will result in an additional diversion

cross-flow that evolves from the induced lateral pressure gradient.

An approach for modeling the spacer effect is suggested by Avramova [5]. It uses multiplier

functions Θtm,grid and Θvd,grid for turbulent mixing and void drift respectively. The multiplier

functions depend on the axial position z behind a grid spacer, the blockage ratio ε and the

mixing vane angle γ. Figure 1.8 shows qualitatively what is expected for the distribution of the

multiplier functions, according to experimental data. The magnitude is expected shortly behind

the downstream edge of the spacer grid and then it decreases exponentially. The magnitude

increases with the angle of the mixing vanes and with the blockage ratio of the spacer grid.

Cgrid
β = Θtm,grid(z, γ, ε) ·Cβ (1.23)

Csp,vd
β = Θvd,grid(z, γ, ε) ·Cvd

β (1.24)

Mixing rate multiplier function for grid spacers Θtm,grid and Θvd,grid, axial position z in m, mixing vane

angle γ in deg, spacer blockage ratio ε, turbulent mixing coefficient Cβ and void drift coefficient Cvd
β

Avramova [5]

Θtm,sp

Θvd,sp

z
zsp,1 zsp,2 zsp,N...

1.0

γ1

γ2

γ1> γ2 

Fig. 1.8: Qualitative trend of locally increased cross-exchange due to spacer grids

Flow sweeping

Flow Sweeping means a convective flow between two connected sub-channels that is induced

artificially by geometrical features such as wire wraps or mixing vanes at the downstream edge
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of grid spacers. Therefore it is also denoted as forced cross-flow sometimes. Physically it can

be distinguished between two effects of mixing vanes:

Sweeping of a fraction of flow into the adjacent sub-channel due to flow guidance and

therefore an introduction of a lateral pressure force on the surface of the mixing vane

Creation of a swirling flow within the sub-channel that results in a high lateral velocity

component in the sub-channel center

Avramova [5] has shown that the diffusive effect (enhanced turbulent mixing) and the convec-

tive effect (flow sweeping) of grid spacers with mixing vanes have to be modeled separately.

While the diffusive effect is integrated in the spacer grid multiplier function Θsp, the convective

effect requires an additional model. The approach of Avramova [5] is to model the lateral mo-

mentum transfer due to mixing vanes with the lateral cross-flow velocity ulat that is gained by

means of CFD simulations (Eq. 1.25). It was found that this cross-flow velocity can change its

direction depending on the axial position behind the spacer grid. This is due to a movement

of the vortex created by the mixing vanes within the channel.

İmv = C2
gridu2

ax,iρm,iAi j (1.25)

Cgrid =
uCFD

lat

uCFD
ax

(1.26)

Lateral velocity coefficient from CFD simulations Cgrid, axial velocity uax and lateral velocity ulat in m/s,

density ρ in kg/m3, lateral cross-exchange area Ai j in m2

1.2.4 Concluding remarks

The flow in rod bundles has been investigated experimentally for many decades. In recent

years, there is a trend to numerical flow simulations. This method provides more detailed

results and an easier handling of different geometries or operating conditions, but it is only

as good as the models used in those simulations. A comparison of the CFD results with

experimental data for validation is therefore essential. In two-phase flow of water-vapor under

high pressure conditions less experimental data are available. As consequence, the CFD

models used for these conditions are of limited reliability. The following flow phenomena could

be discovered experimentally and reproduced by CFD simulations:

The turbulence is strongly anisotropic in rod bundle flow. Special turbulence models

have to be used to account for this anisotropy, such as Reynolds stress models or non-

linear k-ε models.

In non-circular channels, there are secondary flows that influence the wall shear stress

distribution. Secondary flows can be predicted with non-isotropic turbulence models.
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In a tight bundle configuration with p/d < 1.2 periodic, large scale flow pulsations in the

gap area can occur that influence the turbulent mixing.

Turbulence is a diffusional mixing process. In two-phase flow, there is a strong depen-

dency on the flow regime that is determined from the void fraction.

Spacer grids increase the pressure drop due to channel blockage and increase the

turbulent intensity downstream due to flow redistribution. This can enhance the heat

transfer.

Mixing vanes induce a strong swirling flow that increases the cross-flow.

In two-phase flow the void was found to travel towards regions of higher mass flux.

Sub-channel codes contain several empirical correlations to consider those effects. In the lit-

erature no correlation was found to consider the swirling flow effect on inter-sub-channel mix-

ing. The empirical models used in sub-channel analysis tools need parameters that depend

strongly on the specific geometry and flow conditions and have to be determined experimen-

tally or by means of CFD simulations.

1.3 Aim and structure of this work

This work is aimed to improve the understanding of the Flow Sweeping effect in rod bundle flow

with mixing vane spacers. Therefore a detailed investigation of the cross-flow in the vicinity

of such spacers by means of CFD simulations both for single and two-phase flow conditions

at BWR and PWR pressure level will be performed. The key parameters of geometry and

flow conditions that have an impact on the cross-flow development shall be examined and a

model will be developed to predict the cross-flow. This model will be applied to a sub-channel

analysis code for a validation with experimental data. Furthermore the CFD simulation method

is documented in order to derive empirical model coefficients as input parameters for sub-

channel codes. This work is concerned with following tasks, depicted in Fig. 1.9:

1. Verification of the CFD simulation model setup by comparison with experimental data

2. Systematical investigation of the influence of split-type mixing vane spacers on the

cross-flow and turbulent mixing under single-phase and two-phase flow conditions by

means of CFD simulations with the tool STAR-CCM+® 9.02.005

3. Postulate a new model to consider the forced cross-flow in the sub-channel-analysis tool

COBRA-FLXTM based on the CFD simulation results

4. Development of a method for determination of model coefficients from CFD results,

which can be used as input for COBRA-FLXTM

5. Validation of the COBRA-FLXTM predictions including the newly proposed model
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Fig. 1.9: Main tasks of this work

The theoretical backgrounds of the models used in STAR-CCM+® 9.02.005 and in COBRA-

FLXTM will be given in chapter 2. In chapter 3 a detailed description of the CFD simulation

setup and the simulation results is given. The derivation of the new forced cross-flow model

and its implementation into the COBRA-FLXTMsource code is discussed in chapter 4. There

is also a comparison of the predictions by the new and the previous version with experimental

data. Chapter 5 provides a summary and an outlook on work that can be done in the future to

enhance the proposed model approach.
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Chapter 2

Theoretical backgrounds of fluid flow
modeling and simulation

This chapter is dealing with the mathematical formulation of fluid flow. First, a set of equations

is presented that describes the coolant flow behavior. Afterwards, the numerical approaches

for the solution of this set of equations are shown. Some of these numerical approaches

require additional closure equations, which are explained in detail on the example of the sim-

ulation programs used in this work.

2.1 Mathematical model of fluid flow

The fluid is assumed to be a continuous Newtonian fluid. In Newtonian fluids the shear stress

τ is proportional to the shear rate S i j. The proportionality factor is called the dynamic viscosity

µ, see Eq. 2.1. For simplicity an in-compressible fluid is assumed which means mathematically

that ∇ · ~u = 0.

τ = µ · S i j (2.1)

S i j =

(
∂ ui

∂ x j
+
∂ u j

∂ xi

)
(2.2)

Dynamic viscosity µ in Pas, shear rate S i j in s−1, velocity u in m/s, length x in m

The fluid is considered in a control volume shown in Fig. 2.1. The fluid can pass over the

boundaries of the control volume. Its behavior is described in terms of three conservation

equations: the conservation of mass, momentum and energy. These equations are based on

the 1st law of thermodynamics and Newtons 2nd law. They are discussed for single-phase and

two-phase conditions in the following sections.
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2.1. Mathematical model of fluid flow

Fig. 2.1: Control volume for conservation equations

2.1.1 Single-phase flow

In single-phase flow, the whole control volume is occupied by only one continuous fluid either

completely as liquid or completely as evaporated phase.

Mass conservation equation

The mass conservation equation postulates that the rate of temporal change of mass in a

control volume equals the sum of in-coming and out-going mass flows. With the previous

mentioned assumptions, the mathematical expression of this law is given for a Cartesian co-

ordinate system in Eq. 2.3 for compressible and in Eq. 2.4 for in-compressible fluids. In the

following, only in-compressible fluids will be considered.

∂ ρ

∂ t
+
∂ ρ · ux

∂ x
+
∂ ρ · uy

∂ y
+
∂ ρ · uz

∂ z
= 0 (2.3)

∂ ux

∂ x
+
∂ uy

∂ y
+
∂ uz

∂ z
= ∇~u = 0 (2.4)

Density ρ in kg/m3, time t in s, velocity u in m/s, length x, y and z in m

Momentum conservation equation

The momentum conservation equation describes the motion of a Newtonian fluid. For the

three directions in space, the equations were formulated by Claude Louis Marie Henri Navier

and George Gabriel Stokes and are known therefore as the Navier-Stokes equations. The

change of momentum in space and time equals the sum of forces acting on the bounding

surfaces of the control volume and on the mass of the control volume. The forces considered

are the pressure forces and the shear forces as well as body forces, such as the gravitational

force. The formulation of the Navier-Stokes equations in a Cartesian coordinate system is

given in Eq. 2.5 – 2.7. The Navier-Stokes equations are non-linear partial differential equations
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2.1. Mathematical model of fluid flow

due to the convective acceleration term. Currently, there is no analytic solution found and

these equations have to be solved numerically.

ρ ·

(
∂ ux

∂ t
+ ux ·

∂ ux

∂ x
+ uy ·

∂ ux

∂ y
+ uz ·

∂ ux

∂ z

)
= −

∂ P
∂ x

+ µ

(
∂ 2ux

∂ x2 +
∂ 2ux

∂ y2 +
∂ 2ux

∂ z2

)
+ FV,x (2.5)

ρ ·

(
∂ uy

∂ t
+ ux ·

∂ uy

∂ x
+ uy ·

∂ uy

∂ y
+ uz ·

∂ uy

∂ z

)
= −

∂ P
∂ y

+ µ

∂ 2uy

∂ x2 +
∂ 2uy

∂ y2 +
∂ 2uy

∂ z2

 + FV,y (2.6)

ρ ·

(
∂ uz

∂ t
+ ux ·

∂ uz

∂ x
+ uy ·

∂ uz

∂ y
+ uz ·

∂ uz

∂ z

)
= −

∂ P
∂ z

+ µ

(
∂ 2uz

∂ x2 +
∂ 2uz

∂ y2 +
∂ 2uz

∂ z2

)
+ FV,z (2.7)

Density ρ in kg/m3, time t in s, velocity u in m/s, pressure P in Pa, dynamic viscosity µ in Pas, volumetric

force FV in N/m3, length x, y and z in m

Energy conservation equation

Equation 2.8 shows the thermal enthalpy conservation equation for laminar flow. The change

of thermal enthalpy is caused by the convective mass fluxes over the boundaries of the control

volume that carry enthalpy with them. Other sources or sinks are the heat fluxes over solid

boundaries, a volumetric heat source q̇s in the inner volume or viscous dissipation Φe. The

dissipation function Φe in Eq. 2.9 means physically the conversion of friction losses into ther-

mal energy. It contains only quadratic terms which are always positive, so this is an irreversible

process.

ρ ·

(
∂ h
∂ t

+ ux ·
∂ h
∂ x

+ uy ·
∂ h
∂ y

+ uz ·
∂ h
∂ z

)
=

(
∂ P
∂ t

+ ux ·
∂ P
∂ x

+ uy ·
∂ P
∂ y

+ uz ·
∂ P
∂ z

)
+

[
∂

∂ x

(
λ ·

∂T
∂ x

)
+
∂

∂ y

(
λ ·

∂T
∂ y

)
+
∂

∂ z

(
λ ·

∂T
∂ z

)]
+ ρ · q̇s + µ · Φe

(2.8)

Φe = 2 ·

(∂ ux

∂ x

)2

+

(
∂ uy

∂ y

)2

+

(
∂ uz

∂ z

)2
+

(
∂ uy

∂ x
+
∂ ux

∂ y

)2

+

(
∂ uz

∂ y
+
∂ uy

∂ z

)2

+

(
∂ ux

∂ z
+
∂ uz

∂ x

)2

−
2
3
·

(
∂ ux

∂ x
+
∂ uy

∂ y
+
∂ uz

∂ z

)2

(2.9)

Density ρ in kg/m3, time t in s, velocity u in m/s, enthalpy h in J/kg, pressure P in Pa, dynamic viscosity µ

in Pas, temperature T in K, thermal conductivity λ in W/mK, energy source q̇s in W/kg, length x, y and z
in m
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2.1. Mathematical model of fluid flow

2.1.2 Two-phase flow

In two-phase flow, both the liquid (index l) and the gas phase (index g) occupy the control vol-

ume at the same time. The description of two-phase flow is more complex than the modeling

of single-phase flow. According to the different possible phase distributions which are divided

into several flow regimes, there are different modeling approaches. In this subsection, the dif-

ferent flow regimes in vertical two-phase flow are presented and afterwards the corresponding

conservation equations.

Flow regimes

The different two-phase flow regimes can be determined using the superficial velocities jg and

jl (Eq. 2.10 and 2.11) that depend on the void fraction (Eq. 2.12) and the phase velocities. The

flow regime transition is very complex and depends on several parameters. In the literature,

different transition criteria were defined. Figure 2.2 shows the transition criteria developed by

Taitel et al. [117] and Mishima and Ishii [70] for round tubes arranged in a flow regime map.

For rod bundle geometries, the transition criteria were defined by Venkateswararao et al. [126].

Figure 2.3 shows the most mentioned flow regimes which are:

Bubbly flow: At low gas volume fraction (= void fraction), the gas phase is dispersed

into small bubbles. The bubble shape and bubble size distribution depends on the par-

ticular flow condition.

Slug flow: At raised void fractions, large Taylor-bubbles appear that are separated by

liquid slugs. Large pressure oscillations can be caused by slug flow.

Churn turbulent flow: After a further increase of void fraction, the slug flow becomes

unstable and turns into a turbulent churn flow.

Annular flow: At very high gas flows, the pipe wall is covered by a liquid film, whereas

the gas phase is located in the channel center.

Droplet flow: The liquid film is completely evaporated and the remaining liquid phase

is dispersed into small droplets.

jg = αgug (2.10)

jl = (1 − αg)ul (2.11)

αg =
Vg

Vg + Vl
(2.12)

Volume occupied by liquid Vl and gas Vg in m3, liquid and gas velocity ul and ug in m/s
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Fig. 2.2: Flow regime map for vertical upward flow in a circular channel
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Fig. 2.3: Flow and heat transfer regimes in vertical upward flow in a circular channel
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2.1. Mathematical model of fluid flow

Two-fluid model

The two-fluid model is the most general model for the description of two-phase flow. It provides

conservation equations for each phase. Both phases share the same pressure field, i.e. Pg =

Pl = P. The phases can exchange mass, momentum and energy between each other. These

exchange terms will occur as source terms in the conservation equations. For the mass

conservation equation of both phases they are noted as S ρ in Eq. 2.13 and 2.14:

∂

∂ t
(αgρgA) + ∇(αgρg~ugA) = S ρ,g (2.13)

∂

∂ t

[
(1 − αg)ρlA

]
+ ∇

[
(1 − αg)ρl~ulA

]
= S ρ,l (2.14)

Time t in s, void fraction αg, density ρ in kg/m3, area A in m2, velocity vector ~u in m/s, mass flow source

term S ρ in kg/s

In the momentum conservation equations that are written in Eq. 2.15 and 2.16, the momentum

transfer due to phase-change is denoted as S Ṁ. Additional shear stress terms occur on the

phase interface due to an inter-phase momentum transfer.

∂

∂ t
(αgρg~ugA) + ∇(αgρg~ug~ugA) = −αg∇PA − τw,gAw,g

− τi,lAi j − αgρg~gA + S Ṁ,g

(2.15)

∂

∂ t

[
(1 − αg)ρl~ulA

]
+ ∇

[
(1 − αg)ρl~ul~ulA

]
= −(1 − αg)∇PA − τw,lAw,l

− τi,gAi j − (1 − αg)ρl~gA + S Ṁ,l

(2.16)

Time t in s, void fraction αg, density ρ in kg/m3, area A in m2, velocity vector ~u in m/s, pressure P, solid

shear stress τw and shear stress on phase interface τi in Pa, area of solid surface Aw and phase

interface area Ai j in m2, gravity vector ~g in m/s2, momentum source term S Ṁ in N

The energy conservation equation is not further discussed here. Obviously, the separated

formulation of the two-fluid model contains more unknown terms than the single-phase model

and more unknown terms than available equations. Closure relations are required for those

unknown terms that depend on flow regime. The number of unknowns can be decreased if

the mixture equations of the two-fluid model is used. Therefore a formulation for the density of

the mixture ρm and the mass flow of the mixture ṁm is given in Eq. 2.17 and 2.18.

ρm = αgρg + (1 − αg)ρl (2.17)

ṁm =
[
αgρgug + (1 − αg)ρlul

]
· A (2.18)

x f =
αgρgug

αgρgug + (1 − αg) · ρlul
(2.19)

Void fraction αg, density ρ in kg/m3, velocity u in m/s, area A in m2
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2.2. Numerical solution methods

The mass conservation equation for the two-phase mixture is the sum of Eq. 2.13 and 2.14

with the formulations of the mixture density for mass and the mixture mass flow. Dividing

through the flow area A would yield:

∂

∂ t
ρm +

1
A
∇ṁm = 0 (2.20)

Density ρ in kg/m3, area A in m2, mass flow ṁ in kg/s

The two-phase mixture formulation of the momentum equation is the sum of the phase mo-

mentum equations. The two-phase mixture momentum density (Eq. 2.23) is denoted as spe-

cific volume v′. Because of the summation the phase interchange terms disappear. This

yields:

∂ ṁm

∂ t
+ ∇v′

ṁ2
m

A
= −∇PA − τwAw − ρm~gA (2.21)

v′ =
1
ρm,i

(2.22)

ρm,i =

 x2
f

αgρg
+

(1 − x f )2

(1 − αg)ρl


−1

(2.23)

Time t in s, mass flow of the mixture ṁm in kg/s, specific volume v′ in m3/kg, area A in m2, pressure P
and wall shear stress τw in Pa, gravity ~g in m/s2, flow quality x f , void fraction αg, density ρ in kg/m3

In the next sections, the general numerical solution methods are discussed and the closure

relations of the numerical tools used in this work are presented in particular.

2.2 Numerical solution methods

With the previously mentioned sets of conservation equations the flow behaviour can be sim-

ulated within a defined flow domain and with given boundary conditions. According to the

desired grade of accuracy and the available computational capacity, different numerical so-

lution methods can be applied that are discussed in this section. Figure 2.4 compares the

different solution methods in the dimensions accuracy and efficiency. A high efficiency means

here a low computational effort to gain the solution of the flow problem.

2.2.1 Direct Numerical Simulation (DNS)

The DNS is the most exact way of numerical simulation. It works without averaging or model

approximations and resolves all motions in the fluid down to the smallest length scales. The

results of a DNS simulation are considered as equivalent to experimental results with the

advantage of a high spatial and temporal resolution of flow parameters. Only approximation

errors, arising from differentiation, exist. The solution domain has to be as large as the largest
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2.2. Numerical solution methods

Fig. 2.4: Resolution and accuracy of different numerical solution approaches

possible turbulent structure. This size is usually determined by the geometric length scale

l. For a full resolution of the dissipation effect, the maximum distance between grid cells is

determined by the smallest turbulent length scale which can be estimated by the Kolmogorov

length scale η. The number of cells n needed for the computational grid is then proportional

to l/η (Eq. 2.24).

n ≈
l
η

(2.24)

η =

(
ν3

ε

)1/4

(2.25)

ε ≈
u′3

l
(2.26)

Rel =
u′l
ν

(2.27)

n ∝ Re3/4
l (2.28)

Geometric length scale l in m, Kolmogorov length scale η in m, kinematic viscosity ν in m2/s, turbulent

dissipation rate ε in m2/s3, velocity fluctuation u′ in m/s

The Reynolds number Rel in Eq. 2.27 is defined with the velocity fluctuation u′ and is therefore

about 1 − 5 % compared to the Reynolds number with the common definition using the mean

velocity. Nevertheless, in all three dimensions the total number of cells correlates with Re9/4
l

(isotropic turbulence) and so the DNS is practically applicable only for small regions at low

Reynolds numbers and less turbulence and it is mostly used for academic purposes.

2.2.2 Large Eddy Simulation (LES)

Turbulent flows contain a large continuous spectrum of velocity and pressure fluctuations,

shown in Fig. 2.5. The large scale turbulent eddies carry the most of the energy and are

essential for the transport of conservation variables. The effect of the small-scale turbulent

eddies is mostly dissipation. Smagorinsky [112] proposed to simulate only the large scale
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2.2. Numerical solution methods

eddies directly and to use a subgrid-scale turbulence model to capture the effect of the small

eddies. It is therefore a compromise between more accurate DNS and more effective RANS

method. Mathematically, LES means a low pass filtering of the conservation equations by a

filter function which eliminates the small scales of turbulence. Only the large turbulence scales

are resolved. Figure 2.5 shows the application range of the subgrid-scale turbulence models

within the turbulent spectrum in LES, compared to the RANS and DNS method.

DNS

LES

RANS

calculated

modeled

calculated modeled

Fig. 2.5: Turbulent spectrum and application of turbulence models

2.2.3 Reynolds Averaged Navier-Stokes (RANS)

For engineering applications the full resolution in time and space of turbulent eddies is usually

not necessary. Often, only the mean values are interesting. Therefore, the Navier-Stokes

equations are time-averaged by the Reynolds-averaging method over a sufficiently large time

intervall. The velocity u can be described by the time-mean value u and the fluctuation u′, see

Eq. 2.29 and Fig. 2.6. When applying this method to the velocity correlations within the Navier-

Stokes equations, Eq. 2.30 shows that additional correlation terms appear that represent the

effects of the turbulent fluctuations and that have to be modeled by a turbulence model. Here

a constant density is assumed.

u(x, t) = u(x) + u′(x, t) (2.29)

ρuxuy = ρ(ux + u′x)(uy + u′y) = ρuxuy + ρu′xu′y︸︷︷︸
Reynolds stress

(2.30)

Time average velocity u and velocity fluctuation u′ in m/s, density ρ in kg/m3

2.2.4 Detached Eddy Simulation (DES)

In a Detached Eddy Simulation, the flow region is divided into two regions: a near-wall region

and an open-flow region. In the near wall region, the RANS-method is applied and in the
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2.3. Description of STAR-CCM+® 9.02.005

open-flow region the LES method is used. DES is therefore a hybrid version from LES and

RANS. The DES uses the Spalart-Allmaras turbulence model.

Fig. 2.6: Time averaged velocity within a fluctuating velocity field

Two major groups of turbulence models exist: (1) The Eddy Viscosity Models (EVM), assum-

ing isotropic turbulence and (2) Reynolds Stress turbulence Models (RSM), providing a more

detailed description of the Reynolds stress terms. More details on turbulence models are

given in the section about STAR-CCM+® 9.02.005.

2.3 Description of STAR-CCM+® 9.02.005

STAR-CCM+® 9.02.005 is a commercial CFD software package distributed by CD-adapco. It

is based on its predecessor STAR-CD but with a new object oriented client-server architecture.

It provides a graphical user interface with complete meshing, modeling and visualization envi-

ronment. It provides equations for the LES, DES and RANS approach, approximated by the

Finite Volume Method (FVM). In the following, the RANS approach of STAR-CCM+® 9.02.005

will be presented and its closure relations will be discussed. Afterwards, the meshing models

and solution scheme of STAR-CCM+® 9.02.005 will be introduced.

2.3.1 Basic conservation equations

The two-fluid formulation of the RANS equations used in STAR-CCM+® 9.02.005 is given for

phase i in Eq. 2.31 for the mass conservation and in Eq. 2.32 for the momentum conservation.

Equation 2.31 contains a source term for the interphase mass transfer rate ṁi j that appears

also in the momentum equation. This term represents the phase change of mass due to

boiling or condensation. Equation 2.32 contains an additional source term for the interphase

momentum transfer Ṁi j which appears because of the phase interactions. The turbulent shear

stress tensor τt appears due to the Reynolds averaging. The closure relations for the last two

mentioned terms are discussed in the following section. The STAR-CCM+® 9.02.005 version

of the energy equation was not used in this work and will not be presented here.
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∂

∂ t
αiρi + ∇ · αiρi~ui = ṁi j (2.31)

∂

∂ t
αiρi~ui + ∇ · (αiρi~ui~ui) = −αi∇P + αiρi~g

+ ∇
[
αi · (τi + τt,i)

]
+ Ṁi j + ṁi j~u j − ṁ ji~ui

(2.32)

∑
i

αi = 1 (2.33)

Time t in s, volume fraction of phase i αi, density ρ in kg/m3, velocity vector ~u in m/s, volumetric inter-

phase mass transfer rate ṁi j in kg/m3s, pressure P in Pa, gravity vector ~g in m/s2, viscous shear stress

τ and turbulent shear stress τt in Pas, interphase momentum transfer Ṁi j in kg/m2s2

2.3.2 Closure relations

The set of equations to be solved is not closed, because there are more unknown terms

than available equations. Additional relations have to be found for modeling the turbulent

stress tensor τt and the inter-phase momentum transfer Ṁi j. STAR-CCM+® 9.02.005 usually

provides a small selection of models to be used as closure relations and the user can select

the most appropriate for the specific flow case. In the following subsections, only the closure

relations that were selected for this work are presented.

Turbulence modeling

STAR-CCM+® 9.02.005 offers several turbulence models, each appropriate for special flow

cases. The turbulence model has to be selected in conjunction with the wall treatment. Ba-

sically, two kinds of meshes can be distinguished: (1) The low-y+-mesh with a full resolution

of the hydrodynamic boundary layer at smooth walls and (2) the high-y+-mesh that uses wall

functions. Table 2.1 gives an overview over available models for the RANS approach in STAR-

CCM+® 9.02.005. Some models will be presented more in detail.

The standard k-ε model was developed in the 1970s by Launder and Spalding [54] who

used the Boussinesq-approximation to compute the Reynolds stresses (Eq. 2.34). This ap-

proach assumes an isotropic distribution of turbulence. It produces good results in fully-

developed turbulent pipe flow in regions that are far away from a solid wall. In the following

years, this model has become established as the standard for industrial applications. Several

enhancements were added over time. The realizability option (Eq. 2.36) prevents an overesti-

mation of the turbulent viscosity in stagnation points1, e.g. in spacer grids.

1Durbin [26]
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Tab. 2.1: Turbulence models available in STAR-CCM+® 9.02.005

Model
family

Model Wall
treatment

Flow
conditions

Flow condition

k-ε standard high-y+ single and
two-phase

circular pipe flow far away from
no-slip walls

standard
low-Re

low, all-y+ single-
phase

viscous sub-layer

standard
two-layer

all-y+ single and
two-phase

circular pipe flow with wall

AKN low-Re low, all-y+ single-
phase

compact heat exchangers

V2F low, all-y+ single-
phase

heat transfer, skin friction and
flow separation

Elliptic
Blending

low, all-y+ single-
phase

More accuate than standard k-
ε, more stable than SST

realizable high-y+ single and
two-phase

more accurate than standard
k-ε

realizable
two-layer

all-y+ single and
two-phase

k-ω standard low, high
and all-y+

single-
phase

boundary layers under ad-
verse pressure gradients

SST low, high
and all-y+

single-
phase

Spalart-
Allmaras

standard low, all-y+ single-
phase

attached boundary layers and
flows with mild separation

High-Re high-y+ single-
phase

Used for DES

Reynolds
stress

linear pres-
sure strain

high-y+ single and
two-phase

Anisotropic turbulent flows in
non-circular channels

linear pres-
sure strain
two-layer

all-y+ single and
two-phase

quadratic
pressure
strain

high-y+ single and
two-phase

Turbulence
response

Issa two-phase Dispersed phase in two-phase
flow with low void fraction

Tchen two-phase
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−ρu′iu
′
j = µtS i j −

2
3
ρkδi j (2.34)

µt = Cµ · ρ · k · tt (2.35)

tt = min
[
max

(
k
ε
,

√
µ

ρ · ε

)
,

2
CT S i j

]
(2.36)

Density ρ in kg/m3, Reynolds stress u′iu
′
j in m2/s2, turbulent viscosity µt and dynamic viscosity µ in Pas,

shear rate S i j in s−1, turbulent kinetic energy k in m2/s2, Kronecker delta δi j, coefficient Cµ = 0.09,

turbulent time scale tt in s, turbulent dissipation rate ε in m2/s3, time scale coefficient CT = 0.6

In Equation 2.37 and 2.38 the two-phase formulation of the k-ε model is given. In case of a

single-phase flow, the volume fraction of the liquid phase becomes αl = 1 and of the vapor

phase αg = 0 and there is also no mass exchange between the phases, e.g. mi j = m ji = 0.

∂

∂ t

∫
V
αiρk · dV +

∫
A
αiρk~u · dA =

∫
A
αi

(
µ +

µt

σk

)
∇k · dA

+

∫
V
αi

[
Gk + Gb − ρ(ε + YM) + S k

]
i · dV

+
∑
i, j

(ṁi jk j − ṁ jiki)

(2.37)

∂

∂ t

∫
V
αiρε · dV +

∫
A
αiρε~u · dA =

∫
A
αi

(
µ +

µt

σε

)
∇ε · dA

+

∫
V
αi

1
Tt

[
Cε1(Gk + Cε3Gb) −Cε2ρε + S ε

]
i · dV

+
∑
i, j

(ṁi jε j − ṁ jiεi)

(2.38)

Time t in s, phase i volume fraction α, density ρ in kg/m3, turb. kinetic energy k in m2/s2, turb. dissipation

rate ε in m2/s3, volume V in m3, velocity vector ~u in m/s, area A in m2, dynamic viscosity µ and turbulent

viscosity µt in Pas, model coefficients σk = 1.0, σε = 1.3, Cε1 = 1.44, Cε2 = 1.92, production terms

Gk and Gb defined in Eq. 2.39 and 2.40, dilatation dissipation YM in m2/s3 (Eq. 2.41), source terms S k

and S ε in kg/ms3 (Eq. 2.42 – 2.43), mass change due to phase transformation ṁi j in kg/m3s

The turbulent production Gk describes the generation of turbulence due to the presence

of velocity gradients and shear stress. In in-compressible fluids it is computed with

Eq. 2.39.

The buoyancy production Gb occurs in flows with a temperature gradient and is com-

puted with Eq. 2.40.

The dilatation dissipation YM plays a role in compressible flows. According to the model

of Sarkar and Balakrishnan [106], the dilatation dissipation is computed by Eq. 2.41.

The Particle induced turbulence source terms occur in bubbly two-phase flows or in

multi-component flows. It was experimentally observed that bubbles can induce an
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additional turbulent kinetic energy in the continuous phase resulting from the phase-

velocity difference. It can be modeled as source term S k for Eq. 2.37 and S ε in Eq. 2.38

according to the model of Troshko and Hassan [121].

Gk = µt ·
∂ ui

∂ x j
· S i j (2.39)

Gb = βt
µt

Prt
(∇T · ~g) (2.40)

YM =
CMkε

c2 (2.41)

S k = Fi j
D · (u j − ui) (2.42)

S ε =
CpitS k

tb
(2.43)

tb =
2 ·Ci j

V M · db

3 ·Ci j
D · |u j − ui|

(2.44)

Turbulent viscosity µt in Pas, velocity u in m/s, length x in m, shear rate S i j in s−1, thermal expansion

coefficient βt, turbulent Prandtl number Prt, temperature T in K, gravity vector ~g in m/s2, CM = 2, turb.

kinetic energy k in m2/s2, turb. dissipation rate ε in m2/s3, speed of sound c in m/s, drag force F i j
D in

N (Eq. 2.80), phase velocities u in m/s, calibration constant Cpit = 0.45, bubble pseudo-turbulence

dissipation relaxation time tb in s, virtual mass coefficient Ci j
V M (Eq. 2.94), bubble diameter db in m,

drag force coefficient Ci j
D (Eq. 2.80)

Reynolds Stress Models (RSM) provide a transport equation (Eq. 2.45) for each of the

unique components of the Reynolds stress tensor τt. Therefore they account for the turbu-

lence anisotropy and produce the most accurate predictions of the turbulence field. For the

computation of the turbulent dissipation rate, the same transport equation as in the k-ε model

is used (Eq. 2.38). Overall seven additional equations have to be solved that requires much

more computational cost compared to the two-equation k-ε model. Equation 2.45 is formu-

lated for the single-phase case. The Reynolds stress models of Speziale et al. [114] (SSG)

and Gibson and Launder [31] (GL) that are available in STAR-CCM+® 9.02.005. They differ

mainly in modeling the pressure strain term Φr, but this is not discussed here in detail.

∂

∂ t

∫
V
ρu′iu

′
j · dV +

∫
A
ρu′iu

′
ju · dA =

∫
A

Dr · dA

+

∫
V

[
Gk + Gb −

2
3
ρδi j(ε + YM) + Φr + S r

]
· dV

(2.45)

Dr =

(
µ +

µt

σr

)
∇u′iu

′
j (2.46)

Time t in s, density ρ in kg/m3, volume V in m3, area A in m2, Reynolds stress diffusion Dr in kg/s3,

dynamic viscosity µ and turbulent viscosity µt in Pas, turbulent Schmidt number σr = 0.82, production

terms Gk and Gb defined in Eq. 2.39 – 2.40, turbulent dissipation rate ε in m2/s3, dilatation dissipation

YM in m2/s3 (Eq. 2.41), pressure strain Φr in kg/ms3, source term S r in kg/ms3
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The SST k-ω model is an alternative two-equation eddy viscosity model that solves trans-

port equations for the turbulent kinetic energy k (Eq. 2.49) and the specific dissipation rate ω

(Eq. 2.50). The original k-ω model was formulated by Wilcox [131]. It gives better results than

the k-ε model in the near-wall region, but in regions far from the wall it is less accurate. To

overcome this, Menter [67] proposed to use a blending function as function of the wall distance

y. The model uses a cross-diffusion term Dω far from walls, but not near the wall. This ap-

proach blends virtually a k-ε model in the far-field with a k-ω model near the wall. The relation

for turbulent viscosity µt is given in Eq. 2.47 with a modified turbulent time scale tt in Eq. 2.48.

µt = ρktt (2.47)

tt = min


1
ω
,

0.31

S i j · tanh
{[

max
(

2
√

k
0.09ωyw

,
500µ
ρy2

wω

)]2
}
 (2.48)

Density ρ in kg/m3, turbulent kinetic energy k in m2/s2, turbulent time scale tt in s, specific dissipation

rate ω in s−1, shear rate S i j in s−1, wall distance yw in m, dynamic viscosity µ in Pas

The transport equation for the turbulent kinetic energy k in Eq. 2.49 is similar to that of the k-ε

model. It is shown here for the single-phase case. Additional terms, such as dilatation dissi-

pation, vortex-stretching modification or free-shear modification are not included in Eq. 2.49

and 2.50 for simplicity.

∂

∂ t

∫
V
ρk · dV +

∫
A
ρk~u · dA =

∫
A

(µ + µtσk)∇k · dA

+

∫
V

(Gk − 0.09 · ρωk + S k) · dV
(2.49)

∂

∂ t

∫
V
ρω · dV +

∫
A
ρω~u · dA =

∫
A

(µ + µtσω)∇ω · dA

+

∫
V

(Gω −Cβρω
2 + Dω + Sω) · dV

(2.50)

Time t in s, density ρ in kg/m3, turbulent kinetic energy k in m2/s2, specific dissipation rate ω in s−1,

volume V in m3, velocity vector ~u in m/s, area A in m2, dynamic viscosity µ and turbulent viscosity µt

in Pas, model coefficients σk, σω, Cβ (Eq. 2.55), production terms Gk (Eq. 2.39) and Gω (Eq. 2.51),

cross derivative Dω (Eq. 2.52), source terms S k in kg/ms3 and S ω in kg/m3s2

The production term for the specific dissipation Gω for in-compressible fluids and the cross-

derivative are defined in Eq. 2.51 and 2.52. The latter is calculated with the blending function

F1 (Eq. 2.53) that depends on the wall distance y.
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Gω = ρ · γωS 2
i j (2.51)

Dω = 2 · (1 − F1) · ρσω,2
1
ω
∇k · ∇ω (2.52)

F1 = tanh


min

max
 √

k
0.09ωyw

,
500µ
ρy2

wω

 , 2k
y2

w ·CD,ω

4 (2.53)

CD,ω = max
(

1
ω
∇k · ∇ω, 10−20

)
(2.54)

Density ρ in kg/m3, blending coefficient γω (Eq. 2.55), shear rate S i j in s−1, blending function F1, model

coefficient σω,2 = 0.856, specific dissipation rate ω in s−1, turbulent kinetic energy k in m2/s2, wall

distance yw in m, dynamic viscosity µ in Pas

The model coefficients in Eq. 2.49 – 2.51 have different values in the near-wall region and in

the far-field and they are also calculated by the blending function F1. Each coefficient φ is

calculated by Eq. 2.55.

φ = F1 · φ1 + (1 − F1) · φ2 (2.55)

Blending function F1 (Eq. 2.53), coefficients for each region Cβ,1 = 0.075, Cβ,2 = 0.0828, σk,1 = 0.85,

σk,2 = 1.0, σω,1 = 0.5, σω,2 = 0.856, γω,1 ≈ 0.5532, γω,2 ≈ 0.4404

A non-linear k-ε model accounts for turbulence anisotropy. Lien et al. [62] constituted a

non-linear extension for the standard k-ε model by adding quadratic and cubic functions of

the strain and rotation rate tensors to the Boussinesq approximation (Eq. 2.34). Compared

to a full Reynolds stress model, much computational effort can be saved, but the used model

coefficients are strictly empirical and do not directly represent the physical background.

−ρu′iu
′
j = µtS i j −

2
3
ρkδi j −C1 · µt

k
ε
·

(
S ikS k j −

1
3
δi jS ikS k j

)
−C2 · µt

k
ε
·

(
ΩikS k j −

1
3
δi jΩikS k j

)
−C3 · µt

k
ε
·

(
ΩikΩk j −

1
3
δi jΩikΩk j

)
−C4 · µt

k2

ε2 ·
[
(S ikS k j) ·Ωik + Ωk j · (S ikS k j)

]
−C5 · µt

k2

ε2 ·
(
S ikS k j −ΩikΩk j

)
· S i j

(2.56)

Turbulent viscosity µt in Pas, shear rate S i j and rotation rate Ωi j in s−1, density ρ in kg/m3, turbulent

kinetic energy k in m2/s2, turbulent dissipation rate ε in m2/s3, Kronecker delta δi j

The coefficients used in this equations are given in Eq. 2.57 – 2.62. The variable Cµ in Eq. 2.57

replaces the constant value in Eq. 2.35 for the turbulent viscosity. The non-linear model co-
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efficients were adopted for sub-channel flow by Baglietto et al. [6] to predict secondary flow

patterns and a proper wall shear stress distribution, according to experimental data.

Cµ =
Ca0

Ca1 + Ca2 · S NL + Ca3 ·ΩNL
(2.57)

C1 =
CNL1

(CNL6 + CNL7 · S NL) ·Cµ
(2.58)

C2 =
CNL2

(CNL6 + CNL7 · S NL) ·Cµ
(2.59)

C3 =
CNL3

(CNL6 + CNL7 · S NL) ·Cµ
(2.60)

C4 = CNL4 ·C2
µ (2.61)

C5 = CNL5 ·C2
µ (2.62)

S NL =
k
ε
·

√
1
2
· S i jS i j (2.63)

ΩNL =
k
ε
·

√
1
2
·Ωi jΩi j (2.64)

Model coefficients CNL1 = 0.8, CNL2 = 11.0, CNL3 = 4.5, CNL4 = −10.0, CNL5 = −2.0, CNL6 = 1000.0,

CNL7 = 1.0, Ca0 = 0.667, Ca1 = 3.9, Ca2 = 1.0, Ca3 = 0.0, turbulent kinetic energy k in m2/s2, turbulent

dissipation rate ε in m2/s3, shear rate S i j and rotation rate Ωi j in s−1

A turbulence response model is used in dispersed two-phase flow with low void fraction.

The model of Issa and Oliveira [40] couples the turbulence field of dispersed phase to the

turbulence field of the continuous phase by the turbulence response coefficient Ct that is de-

fined as the ratio of the dispersed phase velocity fluctuations to the continuous phase velocity

fluctuations. The dispersed phase turbulence parameters are calculated with Eq. 2.65 – 2.68.

µt,d =
ρd

ρl
·C2

t · µt,c (2.65)

Ct =
u′d
u′c

(2.66)

kd = C2
t · kc (2.67)

εd = C2
t · εc (2.68)

Index d = dispersed phase, index c = continuous phase, density ρ in kg/m3, turbulence response

coefficient Ct =, velocity fluctuation u′ in m/s, turbulent viscosity µt in Pa, turbulent kinetic energy k in
m2/s2, turbulent dissipation rate ε in m2/s3
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Wall functions

Von Kármán [127] proposed that the average velocity of a turbulent flow at a certain point is

proportional to the logarithm of the distance from that point to the wall. This is known as the

law of the wall (Eq. 2.69). In the viscous sub-layer in the region 0 < y+ ≤ 5 the shear stress is

dominant and the velocity is proportional to the wall distance.

u+ =

y+ , 0 < y+ ≤ 5 (viscous sublayer)

1
κ · ln(y+) + C+ , y+ > 30 (log-law-region)

(2.69)

Von Kármán constant κ = 0.41, wall function constant C+ = 5.0, dimensionless wall distance y+

(Eq. 2.71)

With this assumption it is possible to model the velocity gradient in those regions without

applying a full mesh resolution in this region. The law of the wall is valid for fully developed

turbulent flow that is mainly parallel to a hydraulically smooth wall. The velocity gradient in

stagnation flow cannot be predicted by this model. Figure 2.7 shows the velocity distribution

as function of the wall distance.

u+ =
u
uτ

(2.70)

y+ =
ywuτρ
µ

(2.71)

uτ =

√
τw

ρ
(2.72)

τw = µ

(
∂ u
∂ yw

)
yw=0

(2.73)

Velocity u and friction velocity uτ in m/s, wall distance yw in m, density ρ in kg/m3, dynamic viscosity µ

in Pas, wall shear stress τw in Pa

Fig. 2.7: Dimensionless velocity u+ as function of the wall distance y+
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Interaction length scale

The interaction length scale represents the size of bubbles in dispersed two-phase flows in

terms of the Sauter mean diameter dS (Eq. 2.74). In STAR-CCM+® 9.02.005 the S -γ [63]

model is used that solves a transport equation to compute the interfacial area density S 2

(Eq. 2.75). There are additional models to compute the breakup and coalescence source

terms in Eq. 2.75. The source term due to mass transfer S m occurs only in boiling flows.

dS =
6αg

πS 2
(2.74)

∂ ρ2/3S 2

∂ t
+ ∇ · (αgS 2~ug) = ρ2/3 · (S br + S co + S m) (2.75)

Void fraction αg, density ρ in kg/m3, time t in s, gas velocity vector ~ug in m/s, source terms for bubble

breakup S br, coalescence S c0 and mass transfer S m in m/s

Inter-phase momentum transfer

The momentum transfer Ṁi j in Eq. 2.32 between the phases is modeled as the sum of different

volumetric forces, as shown in Eq. 2.76. The forces have different physical meanings and are

discussed in the following paragraphs. These are the drag force Fi j
D, the turbulent dispersion

force Fi j
T D, the virtual mass force Fi j

V M, the lift force Fi j
L and the wall lubrication force Fi j

WL.

Ṁi j = Fi j
D + Fi j

T D + Fi j
V M + Fi j

L + Fi j
WL (2.76)

Drag force F i j
D, turbulent dispersion force F i j

T D, virtual mass force F i j
V M , lift force F i j

L , wall lubrication

force F i j
WL in N/m3

In the bubbly flow regime the flow conditions can be described by several dimensionless num-

bers. The bubble Reynolds number Reb (Eq. 2.77) describes the drag of bubbles of size db.

The Morton number Mo (Eq. 2.78) is used to determine the transition between Reynolds de-

pendent behavior and surface tension dominated behavior. The Eötvös number Eo (Eq. 2.79)

describes the shape and drag of deformed bubbles.

Reb =
ρcurdb

µc
(2.77)

Mo =
~g · µ4

c

ρc · σ3 (2.78)

Eo =
~g · (ρl − ρg) · d2

b

σ
(2.79)

Continuous phase density ρc in kg/m3, bubble diameter db in m, continuous phase dynamic viscosity

µc in Pas, relative velocity ur in m/s, surface tension σ in N/m, gravitational acceleration ~g in m/s2
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The drag force on a bubble or particle arises from the relative velocity between the two

phases. The drag force model of Bozzano and Dente [10] (Eq. 2.81) was selected, because

it covers a wide range of bubbly flow regimes and bubble shapes. It can be used for highly

viscous flows and also for low and high pressure water systems.

Fi j
D =

3
4

Ci j
Dρc|u j − ui|(u j − ui)

αc · αd

db
(2.80)

Ci j
D = fD ·

(
a

R0

)2

(2.81)

fD =

(
48
Reb

)
·

1 + 12Mo1/3

1 + 36Mo1/3 + 0.9 ·
Eo3/2

1.4 · (1 + 30Mo1/6) + Eo3/2 (2.82)(
a

R0

)2

=
10 · (1 + 1.3Mo1/6) + 3.1 · Eo

10 · (1 + 1.3Mo1/6) + Eo
(2.83)

Drag force coefficient Ci j
D, continuous phase density ρc in kg/m3, phase velocity u in m/s, continuous

phase volume fraction αc, bubble diameter db in m, bubble Reynolds number Reb (Eq. 2.77), Morton

number Mo (Eq. 2.78), Eötvös number Eo (Eq. 2.79)

The equilibrium between drag force and buoyancy force results in a terminal velocity:

u2
t,∞ =

4 · ∆ρ · ~g · db

3 · ρc ·C
i j
D

(2.84)

Phase pair density difference ∆ρ and continuous phase density ρc in kg/m3, gravitational acceleration

~g in m/s2, bubble diameter db in m, drag force coefficient Ci j
D (Eq. 2.81)

Drag correction terms are used to reproduce experimental terminal velocities correctly as a

function of bubble concentration. In a bubble swarm, there are mutual interactions between

the bubbles and the continuous phase. According to Richardson and Zaki [86], the main effect

of increased bubble concentration is hindering. The terminal velocity decreases faster than

would be expected from buoyancy reduction. This effect is captured by a correction factor αn
c

(Eq. 2.85). The original model is modified in STAR-CCM+® 9.02.005 to gain exact continuity

between the Reynolds number ranges (Eq. 2.86).

ut

ut,∞
= αn

c (2.85)

n = max


min

4.65

min(4.35 · Re−0.03
∞ , 4.45 · Re−0.1

∞ )

2.39

(2.86)

Re∞ =
Reb

max(αc, 0.34)
(2.87)

Terminal velocity ut in m/s, drag correction exponent n, single bubble Reynolds number Re∞, bubble

Reynolds number Reb, continuous phase volume fraction αc
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The turbulent dispersion force redistributes non-uniformities in phase concentrations due

to turbulent fluctuations. It is therefore directed into all directions. The turbulence dispersion

arises from the Reynolds averaging of the laminar drag force formulation. A derivation for

Eq. 2.88 is given in Burns et al. [12]. This force is usually modeled separately from the drag

force. In STAR-CCM+® 9.02.005, the turbulent dispersion force is modeled with a effective

turbulent Prandtl number σα that signifies the ratio of momentum diffusivity over the volume

fraction diffusivity due to continuous phase velocity fluctuations.

Fi j
T D =

µt,c

ρcσα
·

(
∇αd

αd
−
∇αc

αc

)
(2.88)

σα =
1(

1 +
τR
τT

)
·

(
1 +

ρc·C
i j
V M

ρd+ρc·C
i j
V M

) (2.89)

τR =
ρdαd

CD
cd

·

(
1 +

ρc

ρd
·Ci j

V M

)
(2.90)

τT = Cµ ·
kc

εc
(2.91)

Index c = continuous phase, index d = dispersed phase, turbulent viscosity µt in Pas, density ρ in kg/m3,

turbulent Prandtl number for volume fraction σα, volume fraction α, particle relaxation time τR and

eddy viscosity time scale τT in s, virtual mass coefficient Ci j
V M (Eq. 2.94), coefficients CD

cd, Cµ = 0.09,

turbulent kinetic energy k in m2/s2, turbulent dissipation rate ε in m2/s3

The virtual mass force is an additional resistance on a particle that is accelerated because

the surrounding continuous phase is also accelerated due to the no-slip condition at the phase

interface. This force can influence the trajectory of bubbles in swirling flow. Auton et al.

[4] suggested that the virtual mass force is proportional to the difference of the acceleration

between the two phases (Eq. 2.92). The virtual mass coefficient Ci j
V M is either constant for a

spherical particle (Eq. 2.94) or a function of the dispersed phase volume fraction, as proposed

by Zuber [136] (Eq. 2.95).

Fi j
V M = Ci j

V M · ρcαd(~a j − ~ai) (2.92)

~ak =

(
D~u
Dt

)
k

(2.93)

Ci j
V M = 0.5 (2.94)

Ci j
V M = 0.5 ·

1 + 2αd

1 − αd
(2.95)

Virtual mass coefficient Ci j
V M , continuous phase density ρc in kg/m3, dispersed phase volume fraction

αd, acceleration ~a in m/s2, velocity ~u in m/s, time t in s
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The lift force is working on a bubble perpendicular to the relative velocity, if the continuous

phase is swirling or non-uniform. It is defined by Auton et al. [4] to be proportional to the cross

product of the phase relative velocity ~ur with the continuous phase velocity curl (Eq. 2.96). The

lift force coefficient can be set to Ci j
L = 0.25, following Lance and Bateille [53]. The lift force

model of Tomiyama et al. [119] accounts for the bubble size and distortion, which is described

by the Eötvös number Eo and was therefore selected for this work.

Fi j
L = Ci j

L · αdρc[~ur × (∇ × ~uc)] (2.96)

Ci j
L =


0.288 · tanh [0.121 ·max(Reb, 7.374)] , Eod < 4

0.00105 · Eo3
d − 0.0159 · Eo2

d − 0.0204 · Eod + 0.474 , 4 ≤ Eod ≤ 10.7

−0.27 , 10.7 < Eod

(2.97)

Eod = Eo ×
(

1
1 + 0.163 · Eo0.757

)−2/3

(2.98)

Lift coefficient Ci j
L , continuous phase density ρc in kg/m3, dispersed phase volume fraction αd, con-

tinuous phase velocity ~u and phase relative velocity ~ur in m/s, Eötvös number Eo, bubble Reynolds

number Reb

The wall lubrication force prevents bubbles from touching the wall. Antal et al. [2] proposed

that the bubbles close to the wall experience a force from the fluid flowing asymmetrically

around the bubble, so it is similar to lift force, but only present in the near-wall region.

Fi j
WL = −Ci j

WL · yw · αd · ρc ·
~u2

r,p

db
· ~n (2.99)

~ur,p = ~ur − (~ur · ~n) · ~n (2.100)

Ci j
WL = max

[
Cw1 +

(
Cw2

yw

)
· db, 0

]
(2.101)

Wall lubrication coefficient Ci j
WL, wall distance yw in m, dispersed phase volume fraction αd, continu-

ous phase density ρc in kg/m3, phase pair relative velocity ~ur and relative velocity parallel to the wall ~ur,p

in m/s, bubble diameter db in m, wall normal vector ~n, model coefficients Cw1 = −0.01 and Cw2 = 0.05

2.3.3 Meshing

For the numerical solution the fluid region has to be divided into discrete control volumes.

This step is commonly called “meshing”. STAR-CCM+® 9.02.005 offers different types of

meshing models, listed in Tab. 2.2. All models produce unstructured meshes of the fluid

region. This has the advantage that mesh generation is automated, controlled only by a

couple of parameters. The drawback compared to a manual mesh generation is that there is

less accessibility to the individual mesh node distribution.
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Tab. 2.2: Meshing models in STAR-CCM+® 9.02.005

Model Description Example

Surface Meshing Models

Surface
Remesher

Discretization of the surface of a flow region by
triangular elements

Surface Wrapper Mapping of the integral volume within a surface
shell

Volume Meshing Models

Tetrahedral Mesh Fills the control volume with tetrahedral cells

Polyhedral Mesh Fills the control volume with polygonal cells

Advancing Layer
Mesh

Creates a layer of prismatic cells growing from
solid surfaces and fills the remaining volume
with polygonal cells

Trimmer Mesh Creates a mesh of hexagonal cells that are
trimmed by the boundaries of the region

Special Models for Volume Mesh

Prism-Layer Mesh Creates layers of prismatic cells orthogonal to
a wall boundary

Extruder Mesh The shape of the mesh on a boundary can
be extruded to a specified length with a user-
defined node distribution

A good mesh is essential for a good convergence of the solution and a good reliability of the

results. Therefore the mesh has to match two requirements: (1) A sufficient resolution and

(2) a good quality. In CFD, next to the model errors that can occur in RANS-simulations, the

discretization of the fluid region is the major error source. The required mesh resolution is

correlated to the flow conditions and the set of model equations used in the simulation. In

DNS simulations, the mesh resolution has to be fine enough to cover the whole turbulence

length scale spectrum. Also in RANS simulations the results will vary with mesh resolution, if

the mesh is not fine enough to resolve large gradients of velocity or temperature. For regions

close to a solid surface, wall functions can be used for a reduction of required resolution. The

mesh resolution is limited by the computational capacity and the optimum mesh cell size with

low discretization errors has to be found iteratively.

The mesh quality will influence the stability of the calculation. It can be described by various

criteria that are listed below. STAR-CCM+® 9.02.005 offers a mesh diagnostics tool and

47



2.4. Description of COBRA-FLXTM

quality indicators to calculate and to visualize the mesh quality. For poor surface meshes a

repair tool is included which can manually fix some meshing errors. Poor volume meshes can

be fixed only by changing the meshing parameters and re-running the mesh generation. The

mesh quality has to be checked before the simulation run. Often, large residuals remain in

cells of poor quality.

Negative volume cells: A mesh containing negative volume cells would be invalid and

no simulation can be run. Negative volume cells must not exist in a valid mesh.

Cell skewness angle: Angle between face normal and connection between cell cen-

troids. It should not be larger than 85 ◦.

Face validity: The ideal value is 1 if the face normals pointing outward of cell centroid.

If some face normals pointing towards the cell centroid, then the face validity is smaller

than 1.

Volume change: The ratio of the volume of two neighbor cells should not be smaller

than 10−6. A perfect value would be 1 if both cells have the same size.

Cell quality: Criterion that evaluates the relative geometric distribution of cell centroids

of the neighbor cells and of cell face orientation. Flat cells with non-orthogonal faces

would have a low cell quality, whereas a value of 1 would be perfect.

2.4 Description of COBRA-FLXTM

COBRA-FLXTM is a thermal-hydraulic analysis and design program based on COBRA 3CP

and developed by AREVA GmbH2. It is used for the thermal-hydraulic design of PWRs. It

calculates the local DNB-ratio in a fuel pin. Within AREVA it is the standard tool for evalua-

tion of thermal-hydraulic experiments. It provides a steady state and transient full core and

sub-channel analysis with flexible geometry specifications and is able to calculate cross-flow

effects and pressure drops. There is a choice of different correlations for turbulent mixing,

friction factor or CHF that can be selected by the user.

The first version of COBRA (Coolant Boiling in Rod Arrays) was developed in the 1960s within

a cooperative programme between the USA and Canada for the development of heavy water

reactors. It was later extended and sold to other institutions where the code was further

developed. Table 2.3 shows the development path from the first version towards COBRA-

FLXTM. Within this path, many other developments branched off that are not shown here.

2.4.1 Basic conservation equations

The fluid in COBRA-FLXTM is considered as single component two-phase mixture of liquid and

vapor in thermodynamic equilibrium. Variations of fluid and flow properties across the flow

2Leberig et al. [55]
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Tab. 2.3: Historical development of COBRA-FLXTM

Year Version Institution Reference

1967 COBRA Batelle Northwest Lab. Rowe and Angle [95]

1970 COBRA-II Batelle Northwest Lab. Rowe [91]

1971 COBRA-III Batelle Northwest Lab. Rowe [92]

1973 COBRA-III C Batelle Northwest Lab. Rowe [93]

1980 COBRA-III C / MIT MIT Loomis and Hinkle [64]

1981 COBRA-III C / MIT-2 MIT Jackson and Todreas [41]

1986 COBRA 3-CP Siemens / KWU Veloso and Mistelberger [125]

2009 COBRA-FLX AREVA Leberig et al. [55]

channel normal to the mean flow direction are neglected. The effects of these microscopic

phenomena are considered by empirical correlations for the friction factor, heat transfer or

turbulent mixing. The mean flow direction is the axial direction parallel to the rod walls and the

lateral velocity components are assumed to be small. Considering the magnitude of the axial

velocity uz component to be of order 1 and the magnitude of the lateral velocity components

ux and uy to be of order δ and assuming that δ � 1, the velocity correlation term ux · uy in

the momentum conservation equation is considered as δ2 and is therefore neglected as being

very small. As consequence, the momentum conservation equation system is reduced to

only two equations accounting for the axial and the lateral momentum. The axial component

of the velocity will be denoted therefore as uax and the lateral component as ulat. The local

composition of the fluid is described by the space averaged volume fraction αg, defined in

Eq. 2.12.

The following conservation equations for mass, momentum and energy will be given in their

final discretized form as they are used in COBRA-FLXTM. These equations are derived from

the standard conservation equations (Eq. 2.4, 2.5–2.7 and 2.8) including additional assump-

tions that will be listed in this section. The Navier-Stokes equations are averaged by the

sub-channel geometry approach and applied to a control volume shown in Fig. 2.8.

The bounding surfaces are the rod surfaces and the imaginary fluid-fluid interfaces in the gap

area. The sub-channels can exchange mass, momentum or energy over these fluid interfaces

in the gap. The terms in the basic conservation equations will be therefore integrated over the

whole control volume. The Gauß theorem (Eq. 2.102) is used to transform the spatial gradients

in these equations. The resulting integration over the bounding surfaces of the control volume

gives the transport of the flow properties into and out of the control volume.

∫
V
∇ΦdV =

∮
A

Φ · ~ndA (2.102)

Volume V in m3, fluid property Φ, area A in m2, surface normal vector ~n
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Fig. 2.8: Sub-channel control volumes with main geometric parameters

Mass conservation equation

Applying the volume averaging and the Gauß theorem to the mass conservation equation and

considering the lateral cross-flow through the gap area Alat yields:

∂

∂ t

∫
V
ρdV +

∮
Aax

ρ
(
uax · ~n

)
dAax +

∮
Alat

ρ
(
ulat · ~n

)
dAlat = 0 (2.103)

Time t in s, volume V in m3, density ρ in kg/m3, area A in m2, velocity u in m/s, surface normal vector ~n

The fluid is considered as single-component two-phase mixture. Both phases share the same

pressure and velocity field. The mixture density is defined in Eq. 2.104. The flow components

considered are the axial mass flow ṁ and the sum of all lateral cross-flows through the gaps,

denoted as w (Eq. 2.106). A sign convention ek is used for each gap to determine the direction

of the cross-flow, according to the sub-channel numbering used in COBRA-FLXTM. Performing

the integrations in Eq. 2.103, substituting the mass flow and cross-flow terms, dividing by the

axial node distance ∆z and taking the limit as ∆z approaches zero, yields the differential form

of the mass conservation equation used in COBRA-FLXTM, shown in Eq. 2.107.

ρm = αg · ρg + (1 − αg) · ρl (2.104)

ṁ = ρmuaxA (2.105)

w = ρmulat s (2.106)

A
∂

∂ t
ρm +

∂

∂ z
ṁ +

∑
k

ekw = 0 (2.107)

Axial sub-channel cross section A in m2, time t in s, void fraction αg, density of the gas phase ρg and

the liquid phase ρl in kg/m3, axial direction z in m, axial mass flow ṁ in kg/s, sign convention ek, lateral

cross-flow w in kg/ms, axial velocity uax and lateral velocity ulat in m/s, gap width s in m
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2.4. Description of COBRA-FLXTM

Axial momentum equation

The derivation of the COBRA-FLXTM formulation of the axial momentum balance equation

follows the same steps as the mass conservation equation. The local instantaneous Navier-

Stokes equation for a two-phase mixture is presented in Eq. 2.21 with ṁ = ρ~uA. In the sub-

channel approach, this formulation is averaged over the sub-channel control volume. The

Gauß theorem is used to transform the volume integrals of the spatial gradients into surface

integrals. This step gives the transport over the bounding surfaces:

∂

∂ t

∫
V
ρ~udV +

∫
A
ρ~u(~u~n)dA = −

∫
A

P~ndA −
∫

Arod

τ~ndArod +

∫
V
ρ~gdV (2.108)

Time t in s, volume V in m3, sub-channel cross-section A in m2, velocity vector ~u in m/s, two-phase

specific volume for momentum v′ in m3/kg, surface normal vector ~n, pressure P in Pa, shear stress τ

in Pa, density ρ in kg/m3, gravity vector ~g in m/s2

The axial component of Eq. 2.108 is developed performing the integrations and using the

following assumptions:

The volume integral of the transient term is:

∂

∂ t

∫
V
ρ~udV = A∆z

∂

∂ t
ρuax (2.109)

Time t in s, volume V in m3, sub-channel cross-section A in m2, density ρ in kg/m3, velocity u in m/s,

axial node distance ∆z in m

The momentum flux in the axial direction, accounting for axial and lateral convection, is:∫
A
ρ~u(~u~n)dA =

[(
ρu2

axA
)
z+∆z
−

(
ρu2

axA
)
z

]
+

∑
k

ekρuaxulat s∆z (2.110)

Density ρ in kg/m3, velocity u in m/s, sub-channel cross-section A in m2, axial node distance ∆z and gap

width s in m, sign convention for cross-flow ek

The pressure forces on the bounding surfaces in axial direction are:∫
A

P~ndA = A (Pz+∆z − Pz) (2.111)

Sub-channel cross-section A in m2, pressure P in Pa, surface normal vector ~n, axial node distance

∆z in m

Gravity is the only significant body force term. The volume integral of the body force is:∫
V
ρ~gdV = −Aρ∆zgcos(Θ) (2.112)

Volume V in m3, density ρ in kg/m3, gravity vector ~g in m/s2, sub-channel cross-section A in m2, axial

node distance ∆z in m, angle between rod bundle and gravity vector Θ
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Viscous shear stresses between fluid elements are assumed to be small compared to

the shear stress on solid surfaces and are therefore neglected. Only the turbulent shear

stresses between the fluid interfaces in the gaps are considered. They are modeled

using an empirical expression for the turbulent fluctuation mass flow per unit length w′

that is scaled with the axial velocity difference of two connected sub-channels i and j:∫
A f luid

τt~ndA f luid = −Ct∆z
∑

k

w′∆uax (2.113)

∆uax =

( ṁ
ρmA

)
i
−

(
ṁ
ρmA

)
j

 (2.114)

w′ = Cβ · s ·G (2.115)

G =
1
2
·

[( ṁ
A

)
i
+

( ṁ
A

)
j

]
(2.116)

Area of the gaps A f luid and axial sub-channel cross section A in m2, turbulent shear stress τt in Pa,

surface normal vector ~n, local velocity gradient coefficient Ct, axial node distance ∆z in m, turbulent

mixing mass flow per unit length w′ in kg/ms, axial velocity difference ∆uax in m/s, mixture density ρm in
kg/m3, axial mass flow ṁ in kg/s, turbulent mixing coefficient Cβ, average mass flux G in kg/m2s, wetted

perimeter pw in m

The shear stress on solid surfaces is modeled with the lumped parameter C f and Cd

represents the effects of local changes in the flow channel geometry. The two-phase

friction is modeled using a multiplier function C2
φ for the single-phase wall friction coeffi-

cient: ∫
Arod

τ~ndArod = −
1
2

C f C2
φ∆z

dhyd
+ Cd

 · ρu2
axA (2.117)

Area of rod surfaces Arod in m2, viscous shear stress τ in Pa, surface normal vector ~n, single-phase

wall friction coefficient C f , two-phase friction multiplier C2
φ, local loss coefficient Cd, hydraulic diameter

dhyd in m, density ρ in kg/m3

Putting Eq. 2.109 – 2.117 into Eq. 2.108, dividing by ∆z and taking the limit as ∆z approaches

zero yields:

A
∂

∂ t
ρuax +

∂

∂ z
ρu2

axA +
∑

k

ekρuaxulat s = −A
∂

∂ z
P −

1
2

C f C2
φ

dhyd
+

Cd

∆z

 · ρu2
axA

−Ct

∑
k

w′
( ṁ
ρmA

)
i
−

(
ṁ
ρmA

)
j

 − Aρgcos(Θ)

(2.118)

Time t in s, sub-channel cross-section A in m2, velocity u in m/s, single-phase wall friction coefficient

C f , two-phase friction multiplier C2
φ, local loss coefficient Cd, hydraulic diameter dhyd and gap width s

in m, density ρ in kg/m3, sign convention ek, pressure P in Pa, velocity gradient coefficient Ct, turbulent

mixing w′ in kg/ms (Eq. 2.115), gravitational acceleration g in m/s2, angle of sub-channel to gravitational

direction Θ in ◦

The formulation of the two-phase momentum flux is further modified by substitution of the

two-phase momentum formulations given in Eq. 2.119 and 2.120. Then, the product rule is
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2.4. Description of COBRA-FLXTM

applied to the convection term and the derivative of the mass flow is substituted by the mass

conservation equation (Eq. 2.107):

ρu2
axA =

ṁ2v′

A
(2.119)

ρuaxulat s =
ṁwv′

A
(2.120)

∂

∂ z
ρu2

axA =
∂

∂ z

(
ṁ2v′

A

)
(2.121)

= ṁ2 ∂

∂ z

(
v′

A

)
+ 2ṁ

v′

A
∂

∂ z
ṁ (2.122)

= ṁ2 ∂

∂ z

(
v′

A

)
− 2uaxA

∂

∂ t
ρm − 2uax

∑
k

ekw (2.123)

uax = ṁ
v′

A
(2.124)

Density ρ in kg/m3, velocity u in m/s, cross-section A in m2, gap width s in m, mass flow ṁ in kg/s, time

t in s, sign convention ek, diversion cross-flow w in kg/ms (Eq. 2.106), two-phase specific volume for

momentum v′ in m3/kg (Eq. 2.22)

Putting Eq. 2.123 into Eq. 2.118 would give the final form of the axial momentum balance

equation in the differential form that is used in COBRA-FLXTM. It contains already the em-

pirical modeling approaches that are accounting for the shear stress on solid surfaces, the

turbulent mixing and two-phase pressure drop. These correlations contain model coefficients

that need additional closure relations. The turbulent mixing term w′ is responsible for carrying

momentum between the sub-channels i and j.

∂

∂ t
ṁ − 2uaxA

∂ ρm

∂ t
− 2u∗ax

∑
k

ekw +
∑

ek
ṁ
A

wv′ =

−A
∂ P
∂ z
−

1
2
·

 C f

dhyd
·

C2
φ

ρl
+

Cd

∆z
v′
 · ṁ2

A
− ṁ2 ∂

∂ z
v′

A

−Ct ·
∑

k

w′
( ṁ
ρmA

)
i
−

(
ṁ
ρmA

)
j

 − Aρmgcos(Θ)

(2.125)

Time t in s, mass flow ṁ in kg/s, axial velocity uax in m/s, axial sub-channel cross section A in m2,

mixture density ρm and liquid density ρl in kg/m3, sign convention ek, diversion cross-flow w in kg/ms

(Eq. 2.106), specific volume v′ in m3/kg (Eq. 2.22), axial direction z in m, pressure P in Pa, friction

coefficient C f , hydraulic diameter dhyd in m, two-phase friction coefficient Cφ, local loss coefficient Cd,

velocity gradient coefficient Ct, turbulent mixing w′ in kg/ms (Eq. 2.115), gravitational acceleration g in
m/s2, angle of sub-channel to gravitational direction Θ in ◦
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Lateral momentum equation

The control volume for the lateral component of Eq. 2.108 is different as for the axial compo-

nent as Fig. 2.9 shows. The differences to the assumptions of the axial momentum balance

are:

The time derivative is integrated as follows:

∂

∂ t

∫
V
ρ~udV = sl∆z

∂

∂ t
ρulat (2.126)

Time t in s, volume V in m3, density ρ in kg/m3, velocity u in m/s, axial node distance ∆z, gap width s
and lateral length of control volume l in m

The lateral momentum is zero at the sub-channel centers, i.e. there is no lateral mo-

mentum flux over the side control sections and only the axial component is considered.

The axial velocity is the mean value of the two adjacent sub-channels i and j:∫
A
ρ~u(~u~n)dA =

[(
ρulatu∗ax

)
z+∆z −

(
ρulatu∗ax

)
z

]
· sl (2.127)

u∗ax =
1
2
·
(
uax,i + uax, j

)
(2.128)

Density ρ in kg/m3, velocity u in m/s, sub-channel cross-section A in m2, axial node distance ∆z, gap

width s and lateral length l in m

The pressure forces on the bounding surfaces in lateral direction are the sub-channel

averaged pressures of the adjacent sub-channels i and j:∫
A

P~ndA = −
(
P j − Pi

)
· s∆z (2.129)

Sub-channel cross-section A in m2, pressure P in Pa, surface normal vector ~n, axial node distance

∆z and gap width s in m

The lateral resistance coefficient represents all form drag and viscous shear stress

caused by the rod geometry ∫
Arod

τ~ndArod = −
1
2

Ci jρu2
lat s∆z (2.130)

Area of rod surfaces Arod in m2, viscous shear stress τ in Pa, surface normal vector ~n, cross-flow

resistance coefficient Ci j, density ρ in kg/m3, lateral velocity ulat in m/s, axial node distance ∆z and gap

width s in m

The turbulent shear stress in lateral direction and the viscous drag on fluid interfaces is

neglected

Gravity is neglected as it is assumed to be perpendicular to the lateral direction
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Fig. 2.9: Control volume for lateral momentum conservation equation in COBRA-FLXTM

Putting Eq. 2.126 – 2.130 into Eq. 2.108, dividing by l·∆z and taking the limit as ∆z approaches

zero yields:

s
∂

∂ t
ρulat + s

∂

∂ z
(ρulatu∗ax) = −

(
P j − Pi

)
·

s
l
−

1
2

Ci j
s
l
ρu2

lat (2.131)

Time t in s, gap width s and lateral length l in m, average axial velocity in gap u∗ax and lateral velocity

ulat in m/s, pressure P in Pa, lateral resistance coefficient Ci j, density ρ in kg/m3

Substitution of the lateral velocity by the diversion cross-flow w (Eq. 2.106) yields the final

COBRA-FLXTM formulation of the lateral momentum balance:

∂

∂ t
w +

∂

∂ z
wu∗ax = −

(
P j − Pi

)
·

s
l
−

1
2

Ci j
s
l

w|w|
ρ∗s2 (2.132)

Time t in s, diversion cross-flow w in kg/ms, axial direction z in m, average axial velocity in gap u∗ax in
m/s, gap width s in m, centroid distance l between sub-channels i and j in m, pressure P in Pa, lateral

resistance coefficient Ci j, mixture density from donor sub-channel ρ∗m in kg/m3

Energy conservation equation

The energy conservation equation in COBRA-FLXTM is given in Eq. 2.133. It uses the flowing

enthalpy hm formulation for the mixture instead of the static enthalpy formulation ĥ. The relation

between the two formulations is given by the correlation of Tong [120] in Eq. 2.136. The main

assumptions for the energy conservation equation are:

Viscous dissipation is neglected

The kinetic and potential energy is small compared to the internal thermal energy

Work done by the body forces and shear stresses is small compared to the surface heat

transfer and convective energy transport

Heat conduction through the fluid surface is assumed small compared to convective

energy transport and heat transfer from solid surfaces
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Aaxρm ·
∂ hm

∂ t
− Aax∆hlg ·

∂Ψ

∂ t
+ ṁ ·

∂ hm

∂ z
+

∑
k

ekwhm =∑
m

φm(1 −Cq)q′ +
∑

m

Cqφmq′ −
∑

k

w′(hm,i − hm, j)
(2.133)

Time t in s, diversion cross-flow w in kg/ms, axial direction z in m, mixture density ρm in kg/m3, flowing

mixture enthalpy hm in J/kg, heat of vaporization at saturated conditions ∆hlg in J/kg, Tong factor Ψ

(Eq. 2.136), mass flow ṁ in kg/s, sign convention ek, fraction of rod perimeter φm facing the sub-

channel, fraction of the rod power generated directly in the coolant Cq, local linear heating rate q′ in
W/m, turbulent mixing w′ in kg/ms

ĥ =
1
ρm
·
[
αgρghg + (1 − αg) · ρlhl

]
(2.134)

hm = xehg + (1 − xe)hl (2.135)

Ψ =
ρm

∆hlg
· (hm − ĥ) (2.136)

Mixture density ρm, gas density ρg and liquid density ρl in kg/m3, void fraction αg, gas phase enthalpy

hg and liquid phase enthalpy hl in J/kg, thermal equilibrium quality xe, heat of vaporization ∆hlg in J/kg,

flowing mixture enthalpy hm and static enthalpy ĥ in J/kg

2.4.2 Closure relations

Material properties

The material properties are calculated from the industrial standard IAPWS-IF97 water and

steam property table published by Wagner and Kruse [129].

Single-phase wall friction coefficent C f

The single-phase wall friction factor for turbulent flow is used to model the viscous shear stress

on the rod surfaces parallel to the main flow direction. It is formulated as exponential function

of Reynolds number, see Eq. 2.137. As alternative, the Lehmann [57] correlation can be

used to compute the wall friction factor as function of the surface roughness. Optionally, also

entrance effects (Szablewski [116] correction) or wall viscosity corrections can be used.

C f = A · ReB + C (2.137)

Reynolds number Re, empirical model coefficients A, B and C
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Two-phase wall friction multiplier Cφ

Different options for the definition of the two-phase friction multiplier Cφ are available in COBRA-

FLXTM. As standard, the homogeneous model in Eq. 2.138 is used in COBRA-FLXTM.

Cφ =
ρl

ρm
for xe > 0 (2.138)

Liquid phase density ρl and mixture density ρm in kg/m3, thermal equilibrium quality xe

Spacer drag coefficient Cd

The spacer drag coefficient has to be determined from experimental data or CFD simulations.

It can be given optionally as constant or as function of Reynolds number. It has to be provided

for each spacer type in every single sub-channel, because of the different blockage ratios.

Lateral resistance coefficient Ci j

The lateral resistance coefficient can be regarded as constant value. The standard value is

Ci j = 0.5. No empirical correlation can be selected in COBRA-FLXTM and this value has to be

guessed or determined from experimental data.

Turbulent mixing coefficient Cβ

For single phase flows, Cβ is assumed to be constant or a function of Reynolds number. An

additional model is implemented in COBRA-FLXTM to account for an axially variable mixing as

it occurs in the wake of spacer grids. For two-phase flow, the Beus [8] model can be used or

a table with two-phase mixing coefficients can be provided.

Heat transfer coefficient

Several heat transfer correlations are implemented into COBRA-FLXTM. They are selected

accounting for different criteria such as the flowing quality and the wall temperature. They are

not further discussed here since the heat transfer is not an object of this work.

Void fraction αg

COBRA-FLXTM uses different correlations for the sub-cooled boiling and the bulk boiling

regime. The quality xd, at which bubble departure occurs, is computed by the Saha and

Zuber [105] correlation, given in Eq. 2.139. The Zuber et al. [137] model is used further to re-

late the flowing quality x f to the thermal equilibrium quality xe, see Eq. 2.141. For bulk boiling,

the Chexal et al. [19] model is used that predicts the void fraction. The model formulation is

given in Eq. 2.142. The undefined parameters in Eq. 2.142 are explained in [19].
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2.4. Description of COBRA-FLXTM

xd =


−0.0022 · q′′dhydcp

λ , Pe < 70000
−154· q

′′

G
∆hlg

, Pe > 70000
(2.139)

Pe =
dhyd ·G · cp

λ
(2.140)

x f = xe − xd ·

[
1 − tanh

(
1 −

xe

xd

)]
(2.141)

α =
x f

C0 ·
(
x f + (1 − x f ) ·

ρg
ρl

)
+

Vg jρg
G

(2.142)

Heat flux q′′ in W/m2, hydraulic diameter dhyd in m, specific heat cp of liquid phase in J/kgK, thermal

conductivity λ of liquid phase in W/mK, mass flux G in kg/m2s, heat of vaporization ∆hlg in J/kg, Péclet

number Pe, gas phase density ρg and liquid phase density ρl in kg/m3, thermal equilibrium quality xe,

flowing quality x f , model coefficients C0 and Vg j from [19]

2.4.3 Meshing

The control volume in COBRA-FLXTM is based on the sub-channel concept. The approach

is to divide the rod bundle cross-section into flow sub-channels and to divide the length into

finite increments. The result is a set of control volumes that represent the flow region of

the rod bundle. The conservation equations are discretized by a first-order Finite Difference

Method (FDM). Local geometry features are not resolved in this approach and the sub-channel

geometry is described by the hydraulic diameter dhyd and the wetted perimeter pw.
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Fig. 2.10: Lateral nodalization in COBRA-FLXTM

Figure 2.10 shows an example for lateral nodalization in COBRA-FLXTM. For the nodalization

an index number i is assigned to each sub-channel and the axial nodes are numbered by index

j arbitrarily. The convention for lateral direction is positive for growing i-indices and negative

for decreasing i-indices. There are also gap numbers assigned. Each gap k has two adjacent

sub-channels m(k) and n(k).
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Chapter 3

CFD simulations of the rod bundle
flow

The results of this work are mainly based on the CFD-RANS simulations of rod bundle two-

phase flows. The predictions of this method are based on a number of closure relations with

empirical coefficients that were fitted to special boundary conditions. Therefore a calibration

of the model coefficients to the desired boundary conditions has to be done and this needs

to be validated against available experimental data. A validation exercise for single-phase rod

bundle flow is presented in this chapter. Following that, a description of the simulation model

is given with details for the geometry, the meshing parameters, the physical modeling and

boundary conditions. In the end of this chapter, the CFD simulation results are presented.

3.1 Re-calculation of experimental investigations

In the open literature, the available experimental data for two-phase rod bundle flows at PWR

pressure level with mixing vane spacers is very limited and often dedicated to the validation of

sub-channel codes1. Detailed measurement data of the hydraulic effects of mixing vane spac-

ers was found only for single-phase flow conditions at ambient pressure level. Therefore the

CFD simulation results are compared with the data of the MATiS-H benchmark test published

by Smith et al. [113] that provides detailed results for the velocity and turbulence field gained

by LDV measurements. The main concepts of the simulation model that will be used for this

work are examined for their influence on the solution. One of these concepts is the division

of the simulation region into a plurality of sub-channel regions connected to each other by in-

terface boundaries. Another concept is the choice of tabulated values as boundary conditions

to provide a realistic distribution of the velocity and turbulence field at the edge of the solution

domain. In addition, various types of meshing models are examined and the predictions of

different turbulence models are compared with the experimental results.

The experimental test section was a 5×5 rod bundle scaled 2.6 times larger than a typical PWR

bundle for a better accessibility for the optical measurements. The working fluid was single-

1De Crécy [24]
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3.1. Re-calculation of experimental investigations

Tab. 3.1: MATiS-H geometrical specifications and flow conditions

Geometry Operating Conditions

Rod diameter d = 24.4 mm Fluid water

Rod pitch p = 33.12 mm Pressure P = 1.569 bar

Hydraulic diameter of bundle dhyd = 24.27 mm Temperature T = 35 ◦C

Grid blockage ratio εint = 0.4 Bulk velocity ub = 1.5 m/s

phase water. The geometrical and operational conditions are listed in Tab. 3.1. As shown in

Fig. 3.1, the test section contains a spacer grid upstream from the measurement section A-A.

Two different types of mixing vane spacers were used in the experiments: (1) Split-type and

(2) swirl-type mixing vane spacers. The following comparison with CFD results are made only

with the split-type spacer. The spacer grid was axially movable to obtain different distances

from the measurement section A-A.

Smith et al. [113]

Fig. 3.1: Specifications of the MATiS-H test section

The CFD simulation model consists of a short inflow section upstream of the spacer grid and a

downstream outflow section that contains the line probes for comparison with the experimental

data. The position of these lines are shown in Fig. 3.2. The CAD model of the spacer grid

contains the grid surfaces and the mixing vanes but not such geometrical details as springs

or dimples. They were omitted in order to avoid a contact between the grid and the rod wall

boundaries what could cause a worse mesh quality. In the following, several simulations were

carried out to determine the influences of the inlet boundary conditions, the meshing model,

interfaces and the turbulence model. The meshing parameters, except the mesh model, were

kept constant using a base size of lbase = 1 mm and 4 prism layers at the wall in order to obtain

a y+ ≈ 30. Wall functions were used for the prediction of the velocity profile in the near-wall

region. All simulations were calculated as steady state cases.
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3.1. Re-calculation of experimental investigations

Fig. 3.2: CFD simulation model for the MATiS-H experiment

3.1.1 Influence of inlet boundary conditions

In the first step, the influence of the inlet boundary conditions was investigated. Three simu-

lations were performed with (1) constant velocity profile, (2) periodic boundary conditions in

axial direction and (3) a fully developed velocity profile at the inlet. The simulation results of

the lateral velocity component ux/ub in Fig. 3.3 show that the influence of the three different

methods for the boundary conditions is small. A good agreement with experimental data was

achieved for all cases, whereas the case with periodic boundaries seems to have a slightly

larger deviation than the other two cases.

Fig. 3.3: Influence of boundary conditions at line 0.5p / 0.5dhyd
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3.1. Re-calculation of experimental investigations

3.1.2 Influence of the meshing model

For the next step, two different meshes were created: (1) A polyhedral mesh, shown in

Fig. 3.4a and (2) a trimmed mesh of hexaedras, shown in Fig. 3.4b. The mesh parameters for

the cell size and for the prism layers were the same in both simulations. The cell numbers in

case of the polyhedral mesh were about 6.3 M and in case of the trimmed mesh about 6.0 M.

(a) Polyhedral mesh (b) Trimmed mesh

Fig. 3.4: Different volume meshing models and cell quality in an interior sub-channel

The CPU time per iteration step was 103.56 s in case of the polyhedral mesh and 77.78 s in

case of the trimmed mesh. Convergence was achieved within 800 iteration steps with the

polyhedral mesh and 1000 iteration steps with the trimmed mesh. The residuals are smaller

and less oscillating in case of the trimmed mesh. This may be the consequence of the better

mesh quality in case of the trimmed mesh. The results in Fig. 3.5 show that the trimmed mesh

could produce a slightly better prediction of the lateral velocity component uy/ub.

Fig. 3.5: Comparison of different meshing models at line 0.5p / 0.5dhyd
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3.1. Re-calculation of experimental investigations

3.1.3 Influence of a splitted geometry with interface connections

This work is concerned with the model development for sub-channel analysis. Therefore the

sub-channel averaged data of the CFD simulation results are of main interest. For this pur-

pose, it is convenient to logically define the individual sub-channel regions within the com-

putational domain. These individual regions are connected by internal interfaces with each

other. In this step, it is investigated, if this approach will produce deviations in the results.

Two simulations were performed: (1) Computational domain with one single region without

interfaces and (2) computational domain with individual sub-channel regions, connected by

internal interface boundaries. All other settings were the same for both simulations.

Fig. 3.6: Influence of interfaces at line 0.5p / 0.5dhyd. Wall at x/p = 2.5

The results in Fig. 3.6 show that almost no deviations between the two approaches occur.

Only very small differences can be seen in the distribution of the axial velocity uz/ub next to an

interface boundary at x/p = 1 and x/p = 2. Generally, there is an over-prediction of the axial

velocity peaks in the interior channels of the bundle for all cases.

3.1.4 Influence of the turbulence model

In the next step, the influence of the turbulence model was investigated. The purpose of

turbulence models is to predict the elements of the turbulent shear stress tensor resulting

from the turbulent velocity fluctuations in the RANS equations. The predictions of four different

models that are available in STAR-CCM+® 9.02.005 were compared:

Realizable k-ε model with two-layer formulation and y+ = 1.5

Non-linear cubic k-ε model with y+ > 30.0 and wall functions
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3.1. Re-calculation of experimental investigations

SST k-ω model with y+ > 30.0 and wall functions

SSG Reynolds Stress model with y+ > 30.0 and wall functions

Fig. 3.7: Influence of turbulence model at line 0.5p / 4dhyd.

In Figure 3.7 the axial velocity fluctuation u′z/ub from the experiment is plotted together with the

simulation results. The formulation for the velocity fluctuation of the CFD data is different for

the isotropic and non-isotropic turbulence models. In case of the SSG and the non-linear k-ε

model, the square-root of the Reynolds stress
√

u′zu′z/ub is used and in case of the SST and

Realizable k-ε model, the turbulent kinetic energy
√

2/3k/ub is used. The results in Fig. 3.7

show that the turbulence intensity in axial direction is generally under-predicted by nearly all

turbulence models. The peaks of turbulence intensity in the center positions of the interior

channels at x/p = 0.5 and x/p = 1.5 due to the swirling flow are only captured by the non-

linear cubic k-ε model. In case of the Realizable k-ε model, no improvement can be seen due

to a better resolution of the wall boundary layer, so wall functions might be sufficient.

3.1.5 Conclusions of validation exercise

The mixing vane spacer dominates the mass flow distribution so there is only a little

influence of the inflow parameter distribution. Following that, the simulation of only one

span without information about the upstream flow can produce sufficiently good results.

The simulation results are virtually the same for the case of a splitted domain compared

to a single domain. Therefore the splitted domain approach will be used for the next

simulations what will simplify the evaluation process.

The trimmed mesh with hexahedral cells achieves smaller residuals and the simulation
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3.2. Description of the CFD simulation model

results are a little closer to the experimental values compared to the polyhedral mesh.

Also the computing time is shorter in case of the trimmed mesh.

All turbulence models fail to predict the mean turbulence intensity downstream of the

grid spacer. The peak of turbulence intensity in the vortex center at x/p = 0.5 is only

qualitatively predicted by the non-linear cubic k-ε turbulence model. This model will be

used for subsequent simulations in conjunction with wall-functions.

3.2 Description of the CFD simulation model

3.2.1 Geometry

This work is aimed to derive a new model for the flow sweeping caused by mixing vane spacers

for the application in sub-channel codes. This new model needs to be validated with exper-

imental data. Therefore the geometry of the NUPEC PSBT benchmark published by Rubin

et al. [100] is applied to the CFD simulation model for the investigation of the hydraulic effects.

The measured void fraction data of these experiments can be used as an indirect validation.

The vapor generation and void distribution is, among others, a function of the distribution of

mass flux and the mass flux distribution is a hydraulic effect that is strongly influenced by

the mixing vanes. Within this publication, a detailed description of the geometry, the boundary

conditions and the measurement results is given and all those parameters are within the range

of LWR conditions.

Fig. 3.8: Geometrical configuration of the CFD simulation model

The comparison of CFD results and the MATiS-H experimental data has shown that the sim-

ulation of one section of the rod bundle containing only one spacer and using periodic bound-
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3.2. Description of the CFD simulation model

aries can give sufficiently accurate results. The same setup was used for the simulation model

of the NUPEC PSBT geometry and it is shown in Fig. 3.8. The rod diameter d = 9.5 mm and

rod pitch p = 12.6 mm are typical for PWRs. The experimental facility of [100] used a solid

bounding box of width b around the rod bundle, which is more typical for BWRs. This configu-

ration yields different shapes of the sub-channels. A CAD model of the rod bundle containing

the spacer grid was created with the bundle length lgeom. During the meshing process, the inlet

section was extruded to the length lin and the outlet section was extruded to the length lout.

The angle of the mixing vane relative to the mean flow direction γ was constant. The values

for the geometry parameters are given in Tab. 3.2.

Tab. 3.2: Bundle parameter values

Parameter Value

Rod diameter d = 9.5 mm

Rod pitch p = 12.6 mm

Interior gap width si = 3.1 mm

Wall gap width sw = 2.5 mm

Bundle width b = 64.9 mm

Spacer thickness tgrid = 0.5 mm

Mixing vane angle γ = 28 ◦

Spacer length lgrid = 55.88 mm

CAD geometry length lgeom = 75 mm

Inlet extrusion length lin = 100 mm

Outlet extrusion length lout = 600 mm

For the simulations, two different kinds of spacers were used: (1) A simple spacer without

mixing vanes, shown in Fig. 3.9a and (2) a spacer with mixing vanes, shown in Fig. 3.9b.

Both spacers have the same thickness tgrid and axial length lgrid, but in case of the simple

spacer, an additional symmetry plane was introduced to reduce the size of the computational

domain. That means that, with the simple spacer, one quarter of the whole bundle section

was simulated and one half of the section in case of the mixing vane spacer. Additional

geometrical features, such as springs and dimples on the spacer were omitted to obtain a

better mesh quality as it was done for the MATiS-H geometry. The orientation of the mixing

vanes is shown in Fig. 3.8.

Figure 3.8 also shows the convention for the numbering of sub-channels, gaps and rods.

This numbering is used both for STAR-CCM+® 9.02.005 as well as for COBRA-FLXTM. The

CFD simulation model is split into separated regions, each representing a single sub-channel.

The regions are connected with each other by internal interface boundaries that represent

the gaps. This configuration enables the automated analysis of the simulation results on the

base of clearly defined sub-channel regions. Considering the shape of the sub-channel cross-

sections it can be distinguished between corner, wall and interior sub-channels. The gap width
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3.2. Description of the CFD simulation model

(a) 90◦ symmetry of the simple
spacer

(b) 180◦ symmetry of the mixing vane
spacer

Fig. 3.9: Geometrical features of the grid spacers and cut along the symmetry planes

sw between wall sub-channels is different from the gap width si between interior sub-channels.

The values for the sub-channel parameters of cross-section area A, heated perimeter ph,

wetted perimeter pw, hydraulic diameter dhyd and the blockage ratios ε of the simple spacer

and the mixing vane spacer for the three sub-channel types are given in Tab. 3.3.

Tab. 3.3: Sub-channel parameter values

Channel A ph pw dhyd εsimple εmv

Corner 34.84 mm2 7.46 mm 21.96 mm 6.35 mm 0.16 0.39

Wall 55.91 mm2 14.92 mm 27.52 mm 8.13 mm 0.16 0.31

Interior 87.88 mm2 29.85 mm 29.85 mm 11.78 mm 0.14 0.34

3.2.2 Computational mesh

Since the geometric scale and the flow conditions of the simulation model designated for this

work differ from the MATiS-H experiment, a complete mesh dependency study was performed

for the geometry described above. STAR-CCM+® 9.02.005 provides an automatic meshing

tool where the geometry and the mesh parameters have to be specified. In the first step, the

meshing tool generates a surface mesh which is a discretized representation of the simulation

model surface. In the second step, the mesh for the inner volume is created using a trimmed

hexahedral mesh with prismatic cell layers next to solid surfaces. In order to find appropriate

meshing parameters, two conflicting requirements must be met: (1) The accuracy of results

should be high and it increases with mesh resolution and (2) the computational effort should

be low, but it also increases with mesh resolution.

At first, the influence of the radial cell size was investigated. Therefore, three meshes were
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3.2. Description of the CFD simulation model

Fig. 3.10: Detail of mesh: Different cell size applied to the simulation

created with different values for the parameter of the surface mesh base size lbase = 5 mm

(Mesh A), 1 mm (Mesh B) and 0.1 mm (Mesh C). The value for the relative minimum size was

set to lmin = 10 % and for the relative target size to ltarget = 200 % of the base size. That

means that the actual cell size could vary between this range to fit the mesh to the geometry.

The volume mesh was derived from the surface mesh and therefore the edge length of the

volume mesh cells could be determined only indirect by those parameters. The cell sizes of

the volume meshes are shown in Fig. 3.10.

Only a small section of an interior sub-channel with periodic boundaries was simulated. The

bulk velocity of the single-phase water flow was set to ub = 9 m/s as it was expected for the sub-

channel with the highest mass flux and the highest Reynolds number with Re = 929000 within

the range of the planned boundary conditions. This case had the highest velocity gradients

and required therefore the finest mesh resolution. All cases had four layers of prismatic cells

with a distance to the wall of the first mesh node of ∆lwall = 0.08 mm. This resulted in a

dimensionless wall distance of y+ ≈ 300. With this mesh, the minimum y+ values were greater

than 15 even for the smallest Re that was expected within the desired range of boundary

conditions. So wall functions could be applied in all subsequent simulations.

The result of the radial cell size study is plotted in Fig. 3.11 and shows that there is only a

small influence of the radial cell size on the interpolated axial velocity profile on the line shown

in Fig. 3.10. In the case of mesh A with the base size lbase = 5 mm, the axial velocity is

slightly smaller in the channel center compared to the other two cases. A base size value of

lbase = 1 mm will produce a mesh with a sufficient resolution. There are no significant changes

in the axial velocity profile if the cell size is further decreased.

At next, the influence of the axial cell size lax is investigated. Three simulations of a single

sub-channel containing a spacer with mixing vanes were performed with the same extrusion

length lout = 0.6 m and different values for the number of extrusion layers. Additionally, in

one case a geometric progression of the extrusion layer length was applied with a finer mesh

resolution behind the spacer. The ratio of the last extrusion layer length to the first one was

ln/l1 = 4.0. Following cases were simulated:

1. Mesh D: Axial cell size lax = 3 mm and constant node distribution.

2. Mesh E: Axial cell size lax = 1.5 mm and constant node distribution.
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3.2. Description of the CFD simulation model

Fig. 3.11: Mesh size study: Radial distribution of axial velocity (single-phase)

3. Mesh F: Axial cell size lax = 1 mm and constant node distribution.

4. Mesh G: Same node number as in mesh D but with progressive cell length. The last cell

is four times larger than the first one.

Fig. 3.12: Mesh size study: Axial distribution of radial velocity (single-phase)

The result of the axial cell size study is plotted in Fig. 3.12 and shows the axial distribution

of lateral velocity on the center line of the gap behind the mixing vane spacer. In the case
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3.2. Description of the CFD simulation model

of mesh D a different lateral velocity distribution was predicted compared to the other cases.

A significant improvement can be obtained if a geometric progression of the cell lengths is

used. This will produce nearly the same results as with an increased number of cells in axial

direction.

The mesh for the whole simulation model was created with the parameters found in the mesh

dependency study. It contains 2 M cells in case of the simple spacer geometry and 5.8 M cells

in case of the mixing vane spacer geometry. It meets following quality criteria:

There are no negative volume cells within the mesh continuum

The maximum cell skewness angle is 85.0 ◦.

All cell faces have a face validity of 1. This means that the face normal vectors pointing

outward of cell centroid. If some face normal vectors pointing towards the cell centroid,

then the face validity is smaller than 1.

The minimum volume change is 1.03·10−3. This is the ratio of the volume of two neighbor

cells. A perfect value would be 1 if both cells have the same size.

3.2.3 Physical modeling

All of the 3D-RANS simulations were run under steady state conditions. For the two-phase

flow simulations, an Euler-Euler two-fluid model was chosen. The turbulence of the liquid

phase was modeled by the non-linear cubic k-ε model that is defined in Eq. 2.56 and was

adapted by Baglietto et al. [6] for the application in rod bundle geometries with the coefficients

given in Eq. 2.57 – 2.62. This model is able to predict secondary flows in non-circular channels

and the prediction of the turbulence intensity at swirling flow in the vicinity of the mixing vane

spacer grid of the MATiS-H experiment was better than the standard k-ε or the SST turbulence

model, although it showed also large deviations. Compared to a Reynolds stress model, it

saves much computational time. Wall functions were used to predict the velocity and turbulent

quantities in the near wall region.

The turbulence of the dispersed phase was modeled using the turbulence response model by

Issa and Oliveira [40], because at low void fractions under high pressure the bubble diameter

is very small and therefore the turbulence field of the dispersed phase is strongly determined

by the turbulence of the continuous phase. The model equations were shown in Eq. 2.65 –

2.68. The bubble diameters were influenced by coalescence and breakup effects that were

modeled using the S -γ [63] model in Eq. 2.75. The gravity vector ~g was in negative axial

direction.

The inter-phase momentum transfer was modeled using the drag force model of Bozzano

and Dente [10] that can be applied to high pressure conditions. A drag correction model of

Richardson and Zaki [86] was used to account for the effects of bubble swarms. The lift force

that acts perpendicular to the flow direction was modeled using the model of Tomiyama et al.

[119], because it is sensitive to the bubble size. The wall lubrication force was computed using

the model of Antal et al. [2]. The models applied to the CFD simulations are listed in Tab. 3.4.
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3.2. Description of the CFD simulation model

No wall boiling was simulated in order to avoid a superposition of the hydraulic effects with the

heat transfer and evaporation effects.

Tab. 3.4: Modeling of physical effects in the simulation model

Effect Model

Turbulence of the liquid phase Baglietto et al. [6]

Gravity ~g(x, y, z) = (0.0, 0.0,−9.81) m/s2

models only for two-phase flow simulations

Turbulence of the dispersed phase Issa and Oliveira [40]

Bubble coalescence and breakup S/γ model (Lo and Zhang [63])

Drag force Bozzano and Dente [10], Richardson and Zaki [86]

Turbulent dispersion force Burns et al. [12]

Lift force Tomiyama et al. [119]

Wall lubrication force Antal et al. [2]

3.2.4 Boundary conditions

A wide range of boundary conditions was applied to the simulation model to cover the BWR

and PWR operating range. Therefore two different pressure levels, five levels of mass flux

and four levels of void fraction were applied. With the two different spacer geometries, a total

number of 80 simulations were performed. The average void fraction was limited to αg = 15%

in order to obtain a bubbly flow regime with a homogeneous distribution of both phases. With

larger void fractions, different flow regimes, such as slug flow or annular flow, can be expected.

These flow regimes are characterized by a pronounced phase interface and should be better

simulated using the VOF method which was not used in this work.

The temperature of the fluids was set to the corresponding saturation temperature for each

pressure level, so both phases can exist simultaneously. The no-slip walls were smooth and

set as adiabatic, because the modeling of wall boiling was omitted and this work. Therefore

the material properties could be assumed to be constant. The range of boundary conditions

and the material properties used are shown in Tab. 3.5. The boundary conditions cover a

Reynolds number range between Re = 80000 . . . 680000 and a thermal equilibrium quality

between xe = 0.0 . . . 0.038 as Fig. 3.13 shows.

Tables containing data for phase velocity, turbulent quantities and void fraction were applied

to the inlet boundaries. In order to obtain these data, simulations were performed in a rod

bundle geometry without a spacer but with periodic boundaries in axial direction. This method

provides a mass flow and void distribution of a fully developed rod bundle flow and ensures

that the redistribution of flow quantities downstream of the grid spacer is only the effect of the

spacer itself, but not because of the different sub-channel shapes.
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3.2. Description of the CFD simulation model

Tab. 3.5: Material properties and boundary conditions

Property Symbol Unit Value

Pressure P bar 80 175

Temperature T K 568.16 627.82

Surface tension σ N/m 0.015507 0.0028039

Liquid density ρl kg/m3 722.2 554.66

Vapor density ρg kg/m3 42.507 126.12

Liquid viscosity µl Pas 8.7766 · 10−5 6.3466 · 10−5

Vapor viscosity µg Pas 1.9397 · 10−5 2.4595 · 10−5

Void fraction αg − 0.0, 0.05, 0.1, 0.15

Mass flux G kg/m2s 700, 1500, 2500, 3500, 4500

Heat flux q′′ kW/m2 0.0

Fig. 3.13: Range of boundary conditions applied to the simulation model

3.2.5 Solver settings and convergence

In STAR-CCM+® 9.02.005, the SIMPLE algorithm is used to solve the discretized basic equa-

tions. The gradients are computed by the Hybrid-Gauss-Least-Square method. The dis-

cretization of the convection terms were 1st order for the volume fraction and 2nd order for

the velocity and turbulence terms. Secondary gradients were included to the diffusion terms.

The simulation was assumed to be converged, if the residuals remained constant and have

dropped by three orders of magnitude compared to the average value of the first five iterations

and if the continuity condition for both the water and vapor phase was fulfilled.
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(a) Single-phase (b) Two-phase

Fig. 3.14: Residuals of iteration steps during convergence

In the single-phase flow simulations, convergence was achieved mainly after 1000 iteration

steps as Fig. 3.14a shows. The largest residual remains in the turbulent dissipation equation,

but with an order of 10−4, it satisfies the convergence criterion. In the two-phase flow sim-

ulations, a larger fluctuation of the residuals compared to single-phase flow can be seen in

Fig. 3.14b. The largest residuals remain in the turbulent dissipation equation for water and the

interfacial area concentration equation (S2) for the vapor phase.The residuals decrease until

2000 iteration steps what is twice as long as in single-phase flow.

3.3 Post-processing using JAVA macros

After convergence of the simulation runs, the results were evaluated for each individual sub-

channel and for each gap. Therefore, several axial positions were defined and the flow param-

eters shown in Tab. 3.6 were averaged over the whole sub-channel cross-section or the gap

section between two axial positions respectively. Those averaged results were written into two

text files for further evaluation. The first of these text files had the same format as the COBRA-

FLXTM output files and, in this way, the results of both codes could be compared easily. The

second text file contained the averaged flow parameters and additional parameters, such as

model coefficients. These values could be used to describe the Flow Sweeping effect or to

derive the input parameters for the empirical models in COBRA-FLXTM.

Because of the large amount of data, the evaluation of the CFD results was done by using a

JAVA macro. The steps of the evaluation algorithm are shown in Fig. 3.15. This macro was

applicable both to single-phase and two-phase simulations using the different formulations of

the flow parameters shown in Tab. 3.6 that were equivalent to the COBRA-FLXTM formulations.

It was self-adapted to the geometry and the computational mesh, so it could be used for

arbitrary rod bundle configurations.
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Tab. 3.6: Field function formulations in STAR-CCM+® 9.02.005

Function Symb. Unit Single-Phase Two-Phase

Void fraction αg − 0.0 αg

Pressure P Pa Pstat

Density ρm kg/m3 ρ αgρg + (1 − αg)ρl

Mass flux G kg/m2s ρuax αgρgug + (1 − αg)ρlul

Flow quality x f − 0.0 αgρgug
αgρgug+(1−αg)ρlul

Specific volume v′ m3/kg 1
ρ

x2
f

αgρg
+

(1−x f )2

(1−αg)ρl

Dynamic Viscosity µ Pas µ µl

Turbulent Viscosity µt Pas µt µt,l

Hydraulic Diameter dhyd m 4A
Pw

Reynolds number Re −
Gdhyd
µl

Lateral Momentum Ṁlat Pa ρ(u2
x + u2

y) 1
v′ ·

[(
αgug,x + (1 − αg)ul,x

)2
+(

αgug,y + (1 − αg)ul,y
)2

]
Turbulent mixing Cβ −

µt

ltG

Diversion cross-flow w kg/ms 1
∆z ·

∫
ρulat sdz 1

∆z ·
∫

[αgρgug,lat +(1−αg)ρlul,lat s]dz

All results obtained from the simulations are documented in the following section. The plots

showing the axial development of a flow parameter represent the averaged values of a par-

ticular sub-channel or a particular gap on the y-axis and the normalized axial position on the

x-axis wherein the hydraulic diameter dhyd of the current sub-channel was used for normaliza-

tion. The plots showing the radial distribution of a flow parameter always show the smoothed

distributed results from CFD.

3.4 Results of the CFD simulations

3.4.1 Pressure distribution

Figure 3.16 shows the axial static pressure distribution within an interior sub-channel with

different spacer types and with different void fractions. Both phases share the same pressure

field. The pressure decreases monotonically from the inlet to the outlet with a constant rate,

except when the flow passes the spacer region. In this region, the pressure drop is strongly

increased with a higher pressure drop for the mixing vane spacer than for the simple spacer.

This is due to the higher blockage of the sub-channel flow area by the mixing vane spacer

with εmv = 0.34 rather than εsimple = 0.14 for the simple spacer. The presence of a vapor
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Fig. 3.15: Flowchart of evaluation macro

fraction increases the overall pressure loss. In the region between 0 − 10 hydraulic diameters

downstream of the mixing vane grid, the pressure loss is smaller than in the remainder of the

channel. This is assumed to be the result of a strong swirling flow that is caused by the mixing

vanes. Vortices are formed around a center of low static pressure. This low pressure area

vanishes when the swirl flow intensity is decreasing.

The overall pressure loss is the sum of different effects (Eq. 3.1): (1) An acceleration pressure

loss ∆Pa because of area and density changes. In single-phase flow, this part is zero outside

of the spacer region due to constant channel cross-sections and a constant density. In the

two-phase flow cases, the density changes only with a change of void fraction. Due to the

isothermal conditions, the void fraction is redistributed by the grid spacer. (2) A hydro-static

pressure loss ∆Pg due to gravity. In single-phase flow this part has the same values in all

sub-channels due to constant density. In the two-phase flow cases, the density depends on

the void fraction of the sub-channels. (3) The friction and local loss ∆P f and ∆Pd due to solid

boundaries and blockages and the viscosity of the fluid. These parts are investigated herein

afterwards. (4) The transfer of momentum to other sub-channels because of cross-flow or

turbulent mixing also influences the pressure balance of a sub-channel.
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3.4. Results of the CFD simulations

Fig. 3.16: Axial development of pressure drop in interior channel at different void fractions with P =

175 bar and G = 4500 kg/m2s

∆P =
∑

k

Pk = ∆Pa + ∆Pg + ∆P f + ∆Pd + ∆Pt + ∆Pc f (3.1)

Pressure drop due to acceleration ∆Pa, gravity ∆Pg, wall friction ∆P f , spacer drag ∆Pd, turbulent

mixing ∆Pt, diversion cross-flow ∆Pc f in Pa

Wall friction factor for single-phase flow

The pressure loss due to wall friction on the rod surfaces can be described by a wall friction

coefficient2 C f , defined in Eq. 3.2. The friction pressure loss ∆P f was computed from CFD by

evaluating the wall shear stress in axial direction exerted on the fluid by the rod surface bound-

aries of each sub-channel, see Eq. 3.3. The axial distribution of the wall friction coefficient is

not constant, but influenced by the spacer grid as shown in Fig. 3.17. This results from the

disturbance of the velocity field and the breakup of the hydrodynamic boundary layer due to

the spacer grid. The section that is influenced by the spacer grid is much longer in case of the

mixing vane spacer than in case of the simple spacer. The higher friction coefficient behind

the mixing vane spacer is due to a lower Reynolds number.

In order to obtain a correlation for the wall friction coefficient for each sub-channel, aver-

aged values of C f results were used. Only regions far away from a grid spacer that show

a constant value for C f were considered for the averaging to exclude the spacer influence.

Figure 3.18 shows the results for different sub-channel types as function of Reynolds number.

The wall friction factor is higher with a greater hydraulic diameter and decreases with increas-

2also called Darcy friction factor
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Fig. 3.17: Axial distribution of the wall friction coefficient in an interior channel with different spacers
and with P = 175 bar, G = 4500 kg/m2s and α = 0%

ing Reynolds number with a constant slope. The results show a good agreement with the

correlation developed by Cheng and Todreas [17] (Eq. 3.4) for interior channels of a square

array with p/d = 1.326 and fully turbulent single-phase flow.

C f =
2∆P f dhyd

∆zρu2
z

(3.2)

∆P f =
τw,rod · Arod

Aax
(3.3)

C f = 0.153 · Re−0.18 (3.4)

Friction pressure loss ∆P f in Pa, hydraulic diameter dhyd and axial length of evaluation section ∆z in

m, density ρ in kg/m3, average axial velocity in sub-channel uz in m/s, wall shear stress on rod surface

τw,rod in Pa, rod surface area Arod and sub-channel cross-section Aax in m2, Reynolds number Re

The method that was used for the evaluation of the wall friction factor from the CFD results

were only applicable for single-phase flow cases in STAR-CCM+® 9.02.005. Therefore the

two-phase wall friction was not subject of the current investigations.

Spacer loss coefficient

The pressure loss due to drag forces on the spacer grid can be described by the spacer loss

coefficient Cd that is defined in Eq. 3.5. There are two methods to evaluate the local pressure

loss ∆Pd from the CFD results. In the first method (Eq. 3.6), the local pressure loss is the

difference between the overall pressure drop between two axial positions ∆P, the frictional
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Fig. 3.18: Single-phase flow wall friction coefficient for different sub-channel types

pressure drop ∆P f (Eq. 3.3) and the gravitational pressure drop ∆Pg (Eq. 3.7). This would

be valid in case of flow in a single pipe. In rod bundle flow, there is an interconnection with

adjacent sub-channels with a convective cross-flow and also a turbulent mixing over the length

∆z that change the axial momentum. Furthermore, the frictional pressure drop ∆P f is not

constant in the spacer region, but it is affected by the spacer itself and also by the cross-flow.

Therefore, a second method was developed, shown in Eq. 3.8. This method integrates the

wall shear stress and the pressure in axial direction over the grid spacer surface and relates

this value to the sub-channel cross-section. This method neglects spacer effects such as a

local acceleration and the breakup of streamlines that happen in the flow because it considers

only the forces on the spacer surface.

Cd =
2∆Pd

ρu2
z

(3.5)

∆P(1)
d = ∆P − ∆P f − ∆Pg (3.6)

∆Pg = ρg∆z (3.7)

∆P(2)
d =

∮
Agrid

(
τw,grid + Pgrid

)
dAgrid

Aax
(3.8)

Local pressure loss due to channel blockage ∆Pd in Pa, density ρ in kg/m3, average axial velocity in

sub-channel uz in m/s

Figure 3.19 shows the results for different sub-channel types as a function of Reynolds num-

ber. The drag coefficient differs between the sub-channel types because of the different block-
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age ratio. For Re < 200000, there is a strong increase of the drag coefficient with decreasing

Reynolds number, whereas for Re ≥ 200000 the slope of decreasing drag coefficient is much

smaller. The results for pressure loss coefficients can be used as input parameters for a

COBRA-FLXTM simulation.

Fig. 3.19: Single-phase flow spacer drag coefficient for different sub-channel types

3.4.2 Velocity distribution

Some details for the influence of mixing vanes on the velocity field are plotted in Fig. 3.20. This

figure shows the three velocity components along a line in an interior sub-channel along differ-

ent axial positions. Due to the mass flow redistribution between the individual sub-channels,

the axial velocity and therefore the local Reynolds number changes with the axial position.

Due to this reason, the results were normalized with the bulk velocity of the whole bundle,

ub = G/ρ = 8.11 m/s that is constant over the whole bundle length outside of the spacer re-

gion. Because of this, the normalized axial velocity at 10 dhyd is lower than at −10 dhyd, which

is a result of the mass flow redistribution, as Fig. 3.20a shows. The axial velocity profile at

10 dhyd upstream of the spacer has the shape of a fully developed velocity profile. Due to the

two mixing vanes in the interior channel, the axial velocity profile has a symmetrical shape

with two peaks traveling from the wall towards the channel center between 0.5 dhyd and 1 dhyd

downstream of the spacer. After 10 dhyd downstream of the spacer, the axial velocity profile

approaches again the shape of the fully developed flow but is still asymmetrical.

The radial velocity components, which are almost zero before the grid, have also a symmetrical

shape behind the grid and reveal a strong swirling flow. Later, the radial velocity components

become asymmetrical at 10dhyd behind the grid. Here the velocity field seems to be not longer

dominated by the swirling flow.

79



3.4. Results of the CFD simulations

(a) Axial velocity profile

(b) Radial velocity profile in x-direction

(c) Radial velocity profile in y-direction

Fig. 3.20: Velocity profiles in an interior sub-channel at P = 175 bar, G = 4500 kg/m2s and α = 0%
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Mass flux in sub-channels

The mass flux distribution within sub-channels is remarkably affected by the mixing vanes.

Figure 3.21 shows the relative mass flux in the two simulated corner channels. The Mass

flux is plotted in relation to the bundle averaged mass flux. The difference between the two

channels is a mixing vane in Channel 1 (CH 1), whereas Channel 6 (CH 6) has no mixing

vane. Before the grid, both channels have nearly the same mass flux that is about 75% of

the bundle average mass flux. Due to the blockage of the vane, the mass flux in CH 1 drops

strongly down to 55% and in CH 6 the mass flux rises. After a distance of 48p downstream

from the grid the mass fluxes have not reached the same value as it was before the grid.

Figure 3.21 also shows the influence of Reynolds number. With a higher average mass flux

through the rod bundle, the relative mass flux in corner channels is higher.

Fig. 3.21: Axial development of mass flux in corner channels with different Reynolds numbers and
αg = 0%

The interior channels have a higher relative mass flux compared to the corner channels, de-

pending on their position within the rod bundle. Channel 8 (CH 8) is neighbored by two other

interior channels and two wall channels and has a lower relative mass flux than channel 15

(CH 15) that is neighbored by four interior channels and is located in the center of the bundle.

The effect of mixing vanes is that the relative mass flux in the interior channels decreases,

after a short region of increase directly behind the grid, see Fig. 3.22.

The mass flux drops faster in CH 8, whereas the mass flux level in CH 15 is maintained by the

surrounding interior channels until the . After a long distance the mass flux still not reached

the fully developed values what shows the great impact of the mixing vane spacer. The inflow

profile for a subsequent spacer would be therefore influenced, depending on the distance

between two spacers.
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Fig. 3.22: Axial development of mass flux in interior channels with different void fractions and G =

4430 kg/m2s

The dashed curves in Fig. 3.22 show that the axial development of the mixture mass flux (de-

fined in Tab. 3.6) also depends on the void fraction. For the understanding of the development

of the axial mass flux a closer view to the cross-flows through the gaps is necessary.

Cross-flows through the gaps

The sign convention for the cross-flow is positive, if it flows from the channel with lower or-

dering number into the channel with higher ordering number and negative vice versa. The

channel numbers are defined as shown in Fig. 3.8. As Figure 3.23 shows, the cross-flow ve-

locity ulat in the case of the simple spacer in gap 14 is very small compared to the cross-flow

with mixing vane spacers. In the latter case, the peak of cross-flow is located about 3 hydraulic

diameters behind the grid edge and is about 20% of the mean axial velocity. The direction is

determined by the orientation of the mixing vane. As can be seen in Fig. 3.23, the axial de-

velopment of cross-flow is different in each gap. In gap 14, there is a change of cross-flow

direction, whereas in gap 16 the direction does not change. That might be a consequence of

the different position of those gaps within the rod bundle. The dashed curve in Fig. 3.23 shows

the void fraction influence. After the position of the maximum, the magnitude of cross-flow in

case of αg = 15% is smaller than in the single-phase case. That shows that the presence

of void decreases the cross-flow velocity what explains the different mass flux distributions in

Fig. 3.22.
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Fig. 3.23: Axial development of cross-flow through different gaps with P = 175 bar and G = 4500 kg/m2s

Lateral velocity in sub-channel center

The most significant feature of mixing vanes is the generation of a strong lateral velocity com-

ponent in the sub-channel flow. Figures 3.24 – 3.27 show the distribution of lateral velocity

vectors at different axial positions for the mixing vane and the simple spacer. Upstream of

the spacer position, in both cases the flow is undisturbed and contains secondary flow cells

(Fig. 3.24b and 3.24a). The magnitude of secondary flow is in the order of 1% of the axial

flow velocity. One hydraulic diameter downstream of the top of the spacer grid significant dif-

ferences between the spacer types can be observed. In case of the simple spacer, the flow

structure is only slightly disturbed and the lateral velocity is increased but without showing any

regular flow pattern (Fig. 3.25a). In case of the mixing vane spacer, a strong swirling flow is

created at the tip of each mixing vane. In the interior sub-channels with two mixing vanes, the

two vortices form together a large vortex with an elliptic shape. In the gap regions, there are

smaller vortices that are also formed by the mixing vanes (Fig. 3.25b). These flow patterns

are also observed experimentally3. At z/ddhyd = 5 downstream of the mixing vane spacer,

the two vortices in the interior sub-channels merge together forming a circular vortex and the

vortex center is traveling towards the rod surfaces in some cases (Fig. 3.26b), whereas after

the simple spacer the secondary flow cells are redeveloping (Fig. 3.26a). At z/ddhyd = 20, the

lateral flow field is completely recovered (Fig. 3.27a), but in case of the mixing vane spacer,

still a large lateral velocity component exists, but without a regular pattern since the vortices

vanished completely (Fig. 3.27b).

3Conner et al. [22]
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(a) Simple spacer

(b) Mixing vane spacer

Fig. 3.24: Lateral velocity distribution at P = 175 bar, G = 4500 kg/m2s, α = 0%, z/dhyd = −10
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(a) Simple spacer

(b) Mixing vane spacer

Fig. 3.25: Lateral velocity distribution at P = 175 bar, G = 4500 kg/m2s, α = 0%, z/dhyd = 1
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(a) Simple spacer

(b) Mixing vane spacer

Fig. 3.26: Lateral velocity distribution at P = 175 bar, G = 4500 kg/m2s, α = 0%, z/dhyd = 5
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(a) Simple spacer

(b) Mixing vane spacer

Fig. 3.27: Lateral velocity distribution at P = 175 bar, G = 4500 kg/m2s, α = 0%, z/dhyd = 20
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For the quantification of the swirling flow, a formulation has to be found. In literature, the

swirling flow is often described by the circulation Γ4 (Eq. 3.9) or the angular momentum Ω5

(Eq. 3.10). If the surface integral of these formulations cover the whole sub-channel, then the

result would be distorted by the counter-rotating small vortices close to the gap that can be

seen in Fig. 3.25b. Therefore the integration should be done only for the main central vortex

area, but here the vortex radius~r and the vortex center position has to be known that can move

within the sub-channel as it can be seen in Fig. 3.26b. Because of those limitations, a different

and simple definition for the lateral momentum was chosen for this work that represents the

sum of all lateral velocity components, see Eq. 3.11. This formulation can be integrated over

the whole sub-channel area.

Γ =
1
A

∫
A

(
∂ uy

∂ x
−
∂ ux

∂ y

)
dA (3.9)

Ω =
1
A

∫
A
~rxy × ~ulatdA (3.10)

Ṁlat =
1
A

∫
A
ρ ·

(
u2

x + u2
y

)
dA (3.11)

Area A in m2, velocity u in m/s, position x and y and radius to vortex center ~r in m, density ρ in kg/m3

In the following, the axial distribution of the lateral momentum is described using the formu-

lation of Eq. 3.11. Figure 3.28 shows the different development of the lateral flow in different

sub-channels and with different Reynolds numbers. It can be seen that the magnitude of the

initial lateral flow at z/dhyd = 0 is nearly independent from Reynolds number but depends on

the blockage of the mixing vane in the sub-channel. The swirling flow induced by the mixing

vanes is the major contribution to the lateral momentum and so the curves in Fig. 3.28 de-

crease monotonically with the vortices. Except in the case of wall channels that have a short

section of increasing lateral momentum between z/dhyd = 5 . . . 10. Far away from the spacer

the lateral momentum approaches a value above zero because there are still secondary flows.

In case of the simple spacer only a very small amount of lateral momentum is generated that

decays quickly.

3.4.3 Void distribution

Upstream of the lattice at z/dhyd = −10, the void fraction is distributed radially with a nearly

uniform profile and a small peak in the channel center (Fig. 3.29). After the mixing vane

spacer, the void is concentrated in the regions of low pressure in the center of the vortices that

are formed by the mixing vanes. This results in a double void peak at z/dhyd = 0.5 and later in

a single void peak at z/dhyd = 1 around the sub-channel center position. The void distribution

remains almost symmetrical. Further downstream, the vortex center moves away from the

sub-channel center and the void profile is not symmetrical at z/dhyd = 10.

4Smith et al. [113]
5Ylönen [135]

88



3.4. Results of the CFD simulations

Fig. 3.28: Axial development of lateral velocity in different sub-channel types with different Reynolds
numbers for a single-phase flow case

Fig. 3.29: Radial void fraction profiles in interior channel at different axial positions with αg = 10% and
Re = 878000

Contour plots of the development of radial void distribution are shown in Fig. 3.30 – 3.33.

The vortex centers can be clearly identified by the high void concentrations. As the vorticity

decreases faster in the wall and corner channels, large void pockets remain only in the interior

channels. At z/dhyd = 5, also the shape of the vortex has changed from elliptical to circular

(Fig. 3.32). At z/dhyd = 20, the vortices disappeared and no regular pattern of the void fraction
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distribution can be identified. It seems that the void fraction close to the rod surface has

increased. That might be a consequence of the lift force model used and of the small bubble

sizes in high pressure flows. The lift force model of Tomiyama et al. [119] tends to drive small

bubbles towards the wall and large bubbles towards the channel center.

The axial distribution of void fraction is different in each sub-channel. For a rough overview,

averaged values are shown in Fig. 3.34. The bundle averaged void fraction drops sharply

directly before the spacer grid and increases in the vicinity behind the spacer. After an axial

distance of about 10dhyd, the bundle average void fraction has again the same value as in fully

developed flow. The non-uniformity of the axial void distribution around the spacer position

occurs because of a different slip ratio between the liquid and gas velocities when the flow is

accelerated due to the channel blockage. Another effect of the mixing vane spacer is a strong

redistribution of void fraction between the sub-channels. The void fractions of corner and wall

channels decrease and in interior channels they increase. The void redistribution process

seems to be slow and is not completed after a distance of 48 dhyd behind the spacer.

The average bubble sizes upstream of the grid, computed by the S -γ model, were about

dS = 0.4 mm in case of the 80 bar pressure level and about dS = 0.13 mm at 175 bar. The

spacer notably reduces the bubble sizes. At z/dhyd = 0.5 behind the spacer the Sauter mean

diameter of the bubbles was reduced to dS = 0.16 mm at P = 80 bar and dS = 0.05 mm at

P = 175 bar, respectively. This reduction of bubble size causes an increase of the interaction

area density. As consequence, the drag force is increased, slowing down the vapor phase.

This increased the void fraction behind the spacer.

3.4.4 Turbulent mixing in single-phase flow

Turbulent mixing is known as a transport process which is caused by the lateral velocity fluc-

tuation in the gap between two sub-channels. In this way, mass, momentum or energy can be

transported in lateral direction. This process has a diffusive character. For the description of

this process, a diffusion coefficient and a gradient of the transportable flow variable is required.

In the case of turbulent mixing of momentum in a transverse direction related on the gap area,

the change of momentum in axial direction can be regarded as a turbulent shear force Tt.

In COBRA-FLXTM the turbulent momentum exchange is modeled within the axial momentum

conservation equation (Eq. 2.125) with the turbulent mixing coefficient Cβ and the difference

of the sub-channel-averaged axial velocity between two adjacent sub-channels i and j, see

Eq. 3.12. Rowe and Angle [94] derived a model for Cβ (shown in Tab. 1.6) by comparing

measured and calculated sub-channel exit enthalpies.

TCOBRA
t

∆z
= w′ ·

( ṁ
ρmAax

)
i
−

(
ṁ

ρmAax

)
j

 =

w′︷︸︸︷
CβGs ·∆uax (3.12)

Turbulent fluctuating mass velocity w′ in kg/ms, axial mass flow ṁ in kg/s, mixture density ρm in kg/m3,

sub-channel cross-section Aax in m2, turbulent mixing coefficient Cβ, average mass flux of adjacent

sub-channels G in kg/m2s (Eq. 2.116), gap width s and axial node distance ∆z in m, average axial

velocity difference ∆uax in m/s
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(a) jl = 1.247 m/s, jg = 0.066 m/s

(b) jl = 7.8 m/s, jg = 1.376 m/s

Fig. 3.30: Radial void distribution with mixing vane spacer at P = 175 bar, z/dhyd = −10
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(a) jl = 1.247 m/s, jg = 0.066 m/s

(b) jl = 7.8 m/s, jg = 1.376 m/s

Fig. 3.31: Radial void distribution with mixing vane spacer at P = 175 bar, z/dhyd = 1
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(a) jl = 1.247 m/s, jg = 0.066 m/s

(b) jl = 7.8 m/s, jg = 1.376 m/s

Fig. 3.32: Radial void distribution with mixing vane spacer at P = 175 bar, z/dhyd = 5
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(a) jl = 1.247 m/s, jg = 0.066 m/s

(b) jl = 7.8 m/s, jg = 1.376 m/s

Fig. 3.33: Radial void distribution with mixing vane spacer at P = 175 bar, z/dhyd = 20
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Fig. 3.34: Axial void distributions in different sub-channels at P = 175 bar and G = 4500 kg/m2s

In STAR-CCM+® 9.02.005 the turbulent shear stress in the gap is based on the correlation of

the velocity fluctuations in lateral direction u′lat and axial direction u′ax. Together with the density,

these terms are called Reynolds stresses. These are calculated using a turbulence model. In

case of an eddy viscosity model, the Reynolds stresses are approximated by the turbulent

viscosity µt and the shear strain rate, see Eq. 3.13. If the shear strain rate is approximated

by the local axial velocity difference over the turbulent length scale lt an expression for the

turbulent mixing coefficient Cβ can be derived by setting TCOBRA
t = TCFD

t , see Eq. 3.14. This

expression can be separated into the two components of the velocity fluctuation coefficient

Cβ∗ and the velocity difference ratio Ct.

TCFD
t

s∆z
= ρu′latu

′
ax ≈ µt ·


∂ uax

∂ x
+

≈0︷︸︸︷
∂ ulat

∂ z

 ≈ µt ·
∆uax

lt
(3.13)

Cβ =
µt

ltG︸︷︷︸
Cβ∗

·
∆uax

∆uax︸︷︷︸
Ct

(3.14)

lt = Cµ
k3/2

ε
(3.15)

Density ρ in kg/m3, velocity fluctuation u′ and axial velocity difference ∆uax in m/s, turbulent viscosity

µt in Pas, turbulent mixing coefficient Cβ, averaged mass flux G in kg/m2s, gap width s, axial node

distance ∆z and turbulent length scale lt in m, Cµ = 0.09, turbulent kinetic energy k in m2/s2, turbulent

dissipation rate ε in m2/s3

In Equation 3.14, ∆uax is the difference between the averaged axial velocities of the adjacent

sub-channels as they are used in COBRA-FLXTM and ∆uax is the difference of the local axial
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3.4. Results of the CFD simulations

velocities over the distance lt as it can be resolved in CFD. The turbulent length scale lt can be

estimated by Eq. 3.15. This length would be in the order of 10−5 m. Since the computational

mesh in the gap area was too coarse for this distance, the length was set to lt = 1 mm. Thereby

it was ensured to use different mesh cells when evaluating ∆uax from the CFD results.

The coefficient Cβ∗ represents the turbulent velocity fluctuations in the transverse direction.

The velocity fluctuations are influenced by the grid spacer what is shown in Fig. 3.35. The

turbulent fluctuation C∗β is decreased within the spacer grid and strongly increased behind

the grid due to the redistribution of flow. In the gap between a corner and a wall channel, the

turbulent fluctuation grows until a peak value C∗β,max and then decreases exponentially towards

the fully developed value as it is far away from the grid. There is a single peak in case of the

simple spacer, but there are two peaks in case of the mixing vane spacer.

Fig. 3.35: Axial distribution of turbulent fluctuation term with presence of a spacer grid for the gap
between a corner and a wall channel at P = 175 bar and G = 4500 kg/m2s

The average values of Cβ∗ from the last axial positions without the influence of the spacer

were evaluated to investigate the influence of Reynolds number. The results are compared

in Fig. 3.36 with correlations from the literature. Compared to the correlations of Rowe and

Angle [96] and Rogers and Roseheart [87], there is a good agreement for the turbulent fluctu-

ation between two interior channels. The turbulent fluctuation decreases slightly with growing

Reynolds number and it is different in each gap type, i.e. it is higher with a larger gap width

and it is higher, if the two connected channels have different hydraulic diameters.

The turbulent fluctuation of the liquid phase is affected by the vapor phase. For bubbly flow

with αg ≤ 0.15, the turbulent fluctuation term has a linear increase with rising void fraction,

as Fig. 3.37 shows for the gap between two interior channels. The linear dependency can be

expressed by Eq. 3.16. For the evaluation of CT P
β∗ in the two-phase flow simulations, only the

values of the liquid phase were considered.
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Fig. 3.36: Single-phase flow turbulent mixing coefficient compared to literature correlations

Fig. 3.37: Turbulent mixing coefficient as function of void fraction

CT P
β∗ = CS P

β∗ · (1 + αg) ; 0 ≤ αg < 0.15 (3.16)

Single-phase turbulent mixing coefficient CS P
β∗ , volume fraction of vapor αg

The turbulent shear stress in a gap is determined not only by the turbulent fluctuation but also

by the effective velocity difference in range of the turbulent eddies. In turbulent flows, there

is always a turbulent fluctuation but if there are no differences between the axial velocities
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3.4. Results of the CFD simulations

there would be no momentum transfer due to the turbulent mixing. Within the rough nodal-

ization of the sub-channel analysis codes the local velocity gradients cannot be resolved and

the average axial velocity difference ∆uax is used instead to compute the turbulent momentum

transfer. The missing information about the local difference ∆uax can be provided by the veloc-

ity difference ratio Ct that was defined in Eq. 3.14. CFD resolves the velocity profile through

the sub-channel and usually the ratio of the velocity differences is Ct < 1. The value of Ct

depends strongly on the geometry and flow conditions through the adjacent sub-channels, so

Ct is different for each gap and has a different dependency on Reynolds number. Figure 3.38

shows that the velocity difference ratio for different gaps in undisturbed, fully developed turbu-

lent flow has only a small dependency on Reynolds number.

Fig. 3.38: Velocity difference ratio for different gaps as function of Reynolds number in single-phase
flow

The axial development of the velocity difference ratio Ct is greatly different for the simple

and for the mixing vane spacer. Due to the superposition with a strong convective flow, the

velocity difference in the gap can have a different sign than the sub-channel averaged velocity

difference, resulting in Ct < 0. This is sometimes the case in the vicinity of the mixing vane

spacer grid. The simple spacer has only a small effect of the velocity difference in the gap. As

consequence, the turbulent shear stress in the gap has not only a different magnitude but also

a different direction depending on the spacer geometry.

For proper modeling of the turbulent momentum transfer through the gap in the vicinity of a

mixing vane spacer grid the effect of a variable turbulent velocity fluctuation and the effect of a

variable local velocity difference has to be taken into account. Meanwhile the magnitude of the

resulting turbulent momentum exchange is very small compared to the momentum exchange

due to the convective cross-flow in this region. Only in the case of the simple spacer and

far away from spacer grids the role of the turbulent mixing is more significant. Therefore the

model development in the next chapter will focus on the convective cross-flow effects.
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Chapter 4

New model for forced cross-flow in
COBRA-FLXTM

The effect of an artificial cross-flow that has a preferred direction is called “Flow Sweeping”. It

is usually induced by mixing vanes on spacer grids or wire wraps around rods to maintain the

gap spacing. This effect needs a special modeling in COBRA-FLXTM because the scale of the

geometric features are not resolved within the rough nodalization of the sub-channels.

4.1 Current COBRA-FLXTM model

In COBRA-FLXTM, the lateral cross-flow per unit length is denoted as w (Eq. 4.1). It is com-

puted using a momentum balance equation for the lateral direction that was introduced in

Eq. 2.132. A detailed derivation of this equation from the local instantaneous Navier-Stokes

equations is given in section 2.4.1. This equation considers the lateral pressure gradient be-

tween two adjacent sub-channels i and j as driving force for the cross-flow. It also considers

an additional resisting force that accounts for the pressure drop due to form drag and shear

stress across the gap. The control volume for this equation is placed in the gap region and has

the dimensions s (gap width) and l in lateral direction and ∆z in axial direction. The definition

for l is arbitrary. It can be the sub-channel centroid distance, but the ratio s/l can actually be

chosen by the user. It is shown in Fig. 4.1. The parameters of the bottom side of the control

volume are indicated with “1” and the parameters of the top side are indicated with “2”. The

indices for the left and the right side of the control volume are “i” and “ j”.

w = ρulat s (4.1)

Density ρ in kg/m3, lateral velocity ulat in m/s, gap width s in m

Only the lateral momentum that is transported by the axial flow through the top and bottom

sections of this control volume is considered. It is assumed that a lateral velocity component

exists only directly in the gap and that the lateral velocity component is zero in the sub-channel
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4.1. Current COBRA-FLXTM model

Fig. 4.1: Definition of control volume for the lateral momentum conservation equation in COBRA-FLXTM

central regions. Furthermore, no gravity is considered because the lateral flow direction is

defined to be orthogonal to the gravity vector. The turbulent shear stress τt is neglected. The

pressure on the side control sections is assumed to be equal to the sub-channel average

pressure. This yields an expression for the cross-flow w that is shown in Eq. 4.2, which

represents the finite difference approximation of Eq. 2.132 under stationary conditions. The

axial velocity in the gap control volume is computed by Eq. 2.128 as the mean value of the

adjacent sub-channels.

w2 =
w1u∗ax,1 −

(
P j − Pi

)
· ∆z · s

l

u∗ax,2 +
Ci j |w|∆z

2ρ∗s2 ·
s
l

(4.2)

Lateral cross-flow per unit length w at bottom and top axial node 1 and 2 in kg/ms, axial velocity u∗ax

in m/s, gap width s, sub-channel centroid distance l and axial length of control volume ∆z in m, sub-

channel averaged pressure P in Pa, density of donor sub-channel ρ∗ in kg/m3

The cross-flow resistance is denoted further as τi j and it is modeled in COBRA-FLXTM with

the lateral momentum in the gap and an empirical coefficient Ci j, as shown in Eq. 4.3. This

term lumps all effects of the rod geometry such as pressure losses and shear stresses on the

rod surfaces within the gap area. The cross-flow resistance coefficient is by default Ci j = 0.5.

τCOBRA
i j =

Ci j|w|w
2ρs2 (4.3)

Resistance coefficient Ci j, cross-flow per unit length w in kg/ms, density ρ in kg/m3, gap width s in m

In case of a forced cross-flow, Eq. 4.2 is replaced by Eq. 4.4 for the node that follows the axial

position of the spacer downstream edge to compute w. For all subsequent nodes Eq. 4.2 is

solved again. The empirical coefficient C f c is user-input and the sign determines the direction

of the cross-flow. The major drawback of this model approach is that C f c has to be determined

experimentally or by means of CFD simulations for each geometrical configuration and each

flow condition separately. The effect of a cross-flow reversion further downstream of the grid

that is observed in some cases of the CFD simulations can not be predicted by this model.
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4.2. New proposal

wz=zgrid = C f c
ṁ∗

∆z
(4.4)

Cross-flow coefficient C f c, mass flow in donor sub-channel ṁ∗ in kg/s, axial node length ∆z in m

4.2 New proposal

For the formulation of an advanced model approach, the flow situation in the gap region is

analyzed in detail based on the CFD results. Therefore a different control volume was defined

around the gap between two rods and two sub-channels as shown in Fig. 4.2. The momentum

balance for this control volume is computed using a volume averaged RANS-equation for the

lateral direction. For the evaluation, the governing equations are derived in the following steps.

First, a general RANS equation for the two-phase mixture is shown in Eq. 4.5. Due to the

mixture formulation, no inter-phase momentum transfer needs to be considered.

∂

∂ t

(
αlρl~ul + αgρg ~ug

)
+ ∇ ·

(
αlρl~ul~ul + αgρg ~ug ~ug

)
=

−∇
(
αlPl + αgPg

)
+ ~g

(
αlρl + αgρg

)
+ ∇

[
αl

(
τl + τt,l

)
+ αg

(
τg + τt,g

)] (4.5)

Time t in s, volume fraction α, liquid phase l and gas phase g, density ρ in kg/m3, velocity vector ~u in
m/s, gravity vector g in m/s2, pressure P, viscous shear stress τ and turbulent shear stress τt in Pa

In the second step, following assumptions were applied to the basic equation: (1) The flow is

stationary and therefore the temporal derivative term is zero. (2) The void fraction is constantly

distributed within the whole control volume and there is no phase transition. (3) The flow is

in-compressible and the density is constant. (4) The lateral flow is directed by the gap and

the velocity component normal to the gap direction is neglected. (5) The gravity vector has

only a component in axial direction. (6) Both phases have the same pressure. (7) Only the

viscous shear stress of the liquid phase on the rod walls is considered. (8) Only the turbulent

normal stress is considered. (9) The vapor phase is considered as laminar and only the

turbulent stress of the liquid phase is taken into account. With these assumptions and after

application of the product rule and the continuity condition, the RANS equation becomes for

the x-direction:

lateral convection︷                                        ︸︸                                        ︷
∂

∂ x

(
αlρlul,latul,lat + αgρgug,latug,lat

)
+

axial convection︷                                        ︸︸                                        ︷
∂

∂ z

(
αlρlul,latul,ax + αgρgug,latug,ax

)
=

−
∂ P
∂ x︸︷︷︸

lateral pressure

+
∂

∂ x
[
αl

(
τl + τt,l

)]︸               ︷︷               ︸
shear stress

(4.6)

Volume fraction α, liquid phase l and gas phase g, density ρ in kg/m3, velocity u in m/s, pressure P,

viscous shear stress τ and turbulent shear stress τt in Pa, direction x and z in m
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4.2. New proposal

In the third step, a volume average operation is performed over the control volume shown in

Fig. 4.2. Then, the Gauß theorem is used that equals the volume integral of a spatial derivative

of a vector with the surface integral of the scalar product of the vector and the surface normal

vector. The general expression is written in Eq. 2.102. Furthermore, the lateral velocity of the

two-phase mixture is denoted as ulat. Together with the mixture density ρm from Eq. 2.17, the

equation can be written as:

∮
Alat

(
ρmu2

lat

)
~nlatdAlat +

∮
Aax

(ρmulatuax)~naxdAax =

−

∮
Alat

P~nlatdAlat −

∮
Arod

P~nroddArod +

∮
Arod

αlτl~nroddArod +

∮
Alat

αlτt,l~nlatdAlat

(4.7)

Volume fraction α, area A in m, surface normal vector ~n, liquid phase l and gas phase g, density ρ in
kg/m3, velocity u in m/s, pressure P, viscous shear stress τ and turbulent shear stress τt in Pa

Fig. 4.2: Definition of control volume for the lateral momentum equation in STAR-CCM+® 9.02.005

In the next step, the surface integrals were evaluated for the control volume bounding surfaces.

The surfaces of the control volume were defined as Aax = p · d − π
4 d2 for the surfaces on the

bottom and top side in axial direction, Alat = p · ∆z for the surfaces on the right and left side

in lateral direction and Arod = d · ∆z for the rod surfaces. The axial span of the control volume

∆z was fitted to the distance of the CFD mesh nodes and the position of the control volume

was moved axially along the gap through the simulation domain in order to evaluate the axial

development of the terms of Eq. 4.8. They were evaluated both for the simulation results of

the simple spacer and the mixing vane spacer to determine the effect of the mixing vanes.

lateral convection︷                             ︸︸                             ︷(
ρmu2

latAlat
)

j
−

(
ρmu2

latAlat
)
i
+

axial convection︷                                      ︸︸                                      ︷
(ρmulatuaxAax)2 − (ρmulatuaxAax)1 =

(PAlat)i − (PAlat) j︸                 ︷︷                 ︸
lateral pressure difference

− PArod − τrodArod︸               ︷︷               ︸
forces on rod

+
(
αlτt,lAlat

)
j −

(
αlτt,lAlat

)
i︸                          ︷︷                          ︸

turbulent stress

(4.8)

Mixture density ρm in kg/m3, lateral velocity ulat and axial velocity uax in m/s, area A in m2, pressure P,

volume fraction of liquid phase αl, lateral shear stress on rod surface τrod and lateral turbulent shear

stress τt in Pa
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The most significant force in lateral direction is the pressure difference between the sub-

channels that is shown for the simple spacer and the mixing vane spacer simulations in Fig. 4.3

for a typical gap between two interior channels by the solid line. After the spacer downstream

edge that is marked with position z/dhyd = 0, there is only a small increase of lateral pressure

difference in case of the simple spacer, resulting from a different pressure drop due to slightly

different axial velocities. The range of this spacer influenced section is not longer than 5 dhyd.

In case of the mixing vane spacer, the magnitude of the lateral pressure difference is much

higher. The sign of the lateral pressure difference can change along the axial direction and

the range of the spacer influenced section is up to 20 dhyd long, as shown in Fig. 4.3.

Fig. 4.3: Lateral pressure difference in a gap between two interior channels with different spacer types,
P = 175 bar, G = 4500 kg/m2s and α = 0%

The evaluation of laterally transported lateral momentum shows a similar picture in Fig. 4.4.

In case of the simulation with the simple spacer, the lateral convection term is virtually zero at

all positions. This supports the assumption of COBRA-FLXTM that there is no lateral velocity

component outside of the near gap region. In case of the mixing vane spacer, the lateral

momentum convection is very strong within a range of 20 dhyd behind the spacer. The reason

for this large magnitude is the swirling flow in the sub-channel centers that is induced by

the mixing vanes. The lateral momentum convection through the side control sections has a

significant effect on the axial development of the cross-flow velocity and is responsible for the

reversion of flow direction that was observed in some cases.

To connect the COBRA-FLXTM lateral momentum balance equation in Eq. 4.2 with the balance

equation that was developed for the CFD control volume in Eq. 4.8, an expression for the

lateral resistance force τi j is developed that represents the effects of the rod geometry. It

includes the pressure and shear stress in the lateral direction on the rod surface Arod. This

expression is shown in Eq. 4.9.
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Fig. 4.4: Lateral convection of lateral momentum through the gap control volume with different spacer
types, P = 175 bar, G = 4500 kg/m2s and α = 0%

τCFD
i j =

(
Pi − P j

)
−

1
Alat
·
[
(PAlat)i − (PAlat) j

]
+

1
Arod

· (P + τrod) Arod (4.9)

Sub-channel averaged Pressure P, local pressure P and lateral shear stress on rod surface τrod in

Pa, area A in m2, axial length of control volume ∆z and rod diameter d in m

The CFD results gained with Eq. 4.9 are compared with the predictions of the model used in

COBRA-FLXTM in Eq. 4.3 in Fig. 4.5. There is an acceptable agreement between the model

predictions and the CFD results. A better model for the cross-flow resistance in the vicinity

of the grid spacer is not urgently required. The CFD results for the lateral turbulent shear

stresses τt in Fig. 4.5 are small compared to τi j and can be neglected.

The main conclusion from Fig. 4.4 is that the lateral momentum convection in lateral direction

cannot be neglected in case of a mixing vane spacer. Hence a new term S c f (Eq. 4.10) is

added to the COBRA-FLXTM lateral momentum balance equation that represents the lateral

momentum convection in lateral direction as consequence of the swirling flow induced by

the mixing vanes. The newly proposed equation for computing the cross-flow w is shown in

Eq. 4.11. If this equation is directed to S c f , it can be evaluated from the CFD results.

The term S c f acts as a source term for the forced cross-flow (Flow Sweeping) induced by the

mixing vanes. It cannot be computed by COBRA-FLXTM because there is no definition for a

lateral momentum balance in the sub-channels with connections to the adjacent sub-channels.

So this term has to be provided by an empirical correlation. Two different methods have been

developed, how to provide this input information to a COBRA-FLXTM simulation.
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turbulent shear stress

Fig. 4.5: Lateral cross-flow resistance force in gap with P = 175 bar, G = 4500 kg/m2s and α = 0%

S c f =
(
ρmu2

lat

)
j
−

(
ρmu2

lat

)
i

(4.10)

w2 =
w1u∗ax,1 −

(
P j − Pi + S c f

)
· ∆z · s

l

u∗ax,2 +
Ci j |w|∆z

2ρ∗s2 ·
s
l

(4.11)

Mixture density ρm in kg/m3, lateral cross-flow per unit length w in kg/ms, axial velocity uax and lateral

velocity ulat in m/s, gap width s, lateral length of control volume l and axial length of control volume ∆z
in m, sub-channel averaged pressure P and source term S c f in Pa, lateral resistance coefficient Ci j

4.2.1 Method A: Use input data file gained from CFD simulation

In the first method, the values for S c f are evaluated from the CFD results using Eq. 4.11.

Then they are related to the axial momentum ρu2
ax to gain the dimensionless coefficient Cc f

(Eq. 4.12). These results are stored in an ASCII file for each gap. The axial length of the whole

evaluation section behind the spacer can be as long as the distance between two spacers in

the bundle, minimum 20 hydraulic diameters. This is the zone with a significant contribution of

the lateral momentum convection to the cross-flow, as Fig. 4.4 shows. Usually, a sub-channel

code uses a coarser axial nodalization than a CFD code. In this case, COBRA-FLXTM can

use an integral term of all CFD values between two of its axial nodes.

S A
c f = Cc f · ρu2

ax (4.12)

Forced cross-flow coefficient Cc f , density ρ in kg/m3, axial velocity uax in m/s
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Fig. 4.6: The cross-flow source term S c f is computed from the CFD results and stored in a geometry-
specific data file that is used as input by COBRA-FLXTM

With this approach, a CFD simulation has to be performed for each individual spacer geome-

try to create a specific input data file. In COBRA-FLXTM, the corresponding input file can be

selected for each spacer type to provide the input information for the Flow Sweeping effect

(Fig. 4.6). Method A is valid for a wide range of operating conditions, because the dimension-

less Cc f values do not change with Reynolds number. It is also valid for a small amount of

void fraction with αg < 15%.

4.2.2 Method B: Modeling of the lateral momentum

With this method, the forced cross-flow should be computed only from the parameters of the

flow and from the geometry of the mixing vane spacer. Therefore, the lateral momentum

in each sub-channel is predicted by an empirical correlation and mapped to the gaps by a

distribution function Θ. The cross-flow source term S c f is then the difference of the mapped

lateral momentum of the adjacent sub-channels (Eq. 4.13). In the following, the modeling of

the lateral momentum in the sub-channels and after that the mapping to the gaps is discussed.

S B
c f = Θ j ·

(
ρu2

lat

)
j
− Θi ·

(
ρu2

lat

)
i

(4.13)

Lateral momentum mapping function Θ, density ρ in kg/m3, lateral velocity ulat in m/s

The lateral momentum in the sub-channels is evaluated from the CFD results using a surface

integral over the sub-channel cross-section Aax (Eq. 4.14). The axial development of the lateral

momentum behind the mixing vane spacer downstream edge is maintained by the swirling

flow but contains also other lateral flow velocities, such as secondary flows. The swirling flow

development can be described by an exponential decay function (Eq. 4.17). This function

contains two parameters: (1) the initial lateral momentum coefficient Clat and (2) the lateral

momentum decay coefficient Cdec. The CFD results of the lateral momentum in an interior

channel is compared with the model predictions in Fig. 4.7. The CFD results vary around the

value predicted by the model. In the first section with z/dhyd ≤ 20 these deviations arise from

the mutual interchange of lateral momentum between the sub-channels through the gaps.

In the following section with z/dhyd > 20 the CFD results are always higher than the model

predictions, which is due to secondary flows. These differences will be defined as additional

lateral momentum and are symbolized by the function Mlv. It will not be further investigated in
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this work and therefore neglected by assuming Mlv = 0.

The initial lateral momentum coefficient Clat depends on the blockage ratio of the mixing vane

in the sub-channel flow area and is independent from Reynolds number (Eq. 4.18). The decay

coefficient Cdec depends on the Reynolds number. If Equation 4.17 is solved to compute Cdec,

the axial distribution of this parameter is nearly constant in the region between 5 ≤ z−zgrid
dhyd

< 20

in an interior sub-channel, as Fig. 4.8 shows. During the first 5 dhyd after the spacer, there is

the region of the double vortex that has a stronger decay than the region of the single vortex.

The average value of Cdec in this region depends on the Reynolds number with the power of

−0.0652. The remaining coefficient Cd1 in Eq. 4.19 depends on the geometry.

(
ρu2

lat

)CFD
=

1
Aax

∫
Aax

v′
(
G2

x + G2
y

)
dAax (4.14)

Gx = αgρgug,x + (1 − αh)ρlul,x (4.15)

Gy = αgρgug,y + (1 − αh)ρlul,y (4.16)(
ρu2

lat

)Model
=

1
2

Clat · exp
(
−Cdec ·

z − zgrid

dhyd

)
· v′G2

ax + Mlv (4.17)

Density ρ in kg/m3, lateral velocity ulat, lateral velocity components ux and uy in m/s, specific volume v′ in
m3/kg, Mass flux G in kg/m2s, sub-channel cross-section A in m2, lateral momentum coefficient Clat and

decay coefficient Cdec, axial position z and hydraulic diameter dhyd in m, void fraction αg, additional

momentum Mlv in Pa

Fig. 4.7: Predictions of model for lateral momentum compared with CFD results with P = 175 bar,
G = 4500 kg/m2s and α = 0%
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Fig. 4.8: Decay coefficient Cd1 of swirling flow in interior sub-channel

Clat =
nvane · Avane · sin(γ)

Aax
(4.18)

Cdec = Cd1 · Re−0.0652 (4.19)

Number of vanes in sub-channel nvane, area of vane Avane and sub-channel cross-section Aax in m2,

mixing vane angle γ in ◦, Reynolds number Re

The lateral momentum in Eq. 4.14 is defined as the density times the sum of the square of

the two lateral velocity components in the x and y direction. Due to the arrangement of the

mixing vanes, the lateral velocity components do not have the same values in both directions

directly behind the mixing vane tips. There is a preferred direction, which is pretended by the

orientation of the mixing vanes (Fig. 4.9a and 4.9b). Due to the swirling flow, this distribution

changes over the axial direction. Further downstream, the lateral momentum is more evenly

distributed on both directions (Fig. 4.9c and 4.9d).

Due to these reasons, a mapping function Θ has been developed to account for the preferred

direction of the lateral momentum due to the vane arrangement and the swirling flow. The

definition is given in Eq. 4.20. The physical meaning of Θ is the ratio of one lateral velocity

component to the sum of both lateral velocity components. If the mixing vane is directed

towards the gap, the distribution is described by Θma j (Eq. 4.22) and if the mixing vane is

directed away from the gap, it is described by Θmin (see Fig. 4.9). Both functions are not

independent from each other (Eq. 4.23). The parameters used in Eq. 4.22 depend on the

geometry but not on the flow conditions. The CFD results of the axial development of Θma j

and Θmin are plotted for an interior channel in Fig. 4.10. Here only the values that were within

a radius of r = 0.025 m around the vortex center were considered.
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(a) |ux| at z/dhyd = 0 (b) |uy| at z/dhyd = 0

(c) |ux| at z/dhyd = 5 (d) |uy| at z/dhyd = 5

Fig. 4.9: Lateral velocity distribution in interior channel with mixing vanes at two different axial positions
behind the grid for single-phase flow conditions

ΘCFD
i, j =


u2

x
u2

x+u2
y

if gap is oriented in x-direction

u2
y

u2
x+u2

y
if gap is oriented in y-direction

(4.20)

ΘModel
i, j =

Θma j if vane is directed towards the gap

Θmin if vane is directed away from the gap
(4.21)

Θma j = max
(
0.2; 1.0 −

z − zgrid

6 · dhyd

)
(4.22)

Θmin = 1 − Θma j (4.23)

Lateral velocity components ux and uy in m/s, lateral momentum distribution function Θ, axial position

z and hydraulic diameter dhyd in m
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Fig. 4.10: Lateral momentum distribution due to swirling flow

Figure 4.11 shows the CFD results for the cross-flow source term S c f that is used for Method

A (solid line) compared to the predictions of the model proposed by method B (dash-dotted

line, Eq. 4.13). These results show the axial distribution of the forced cross-flow caused by

the mixing vanes and the swirling flow for a gap between two interior channels.

Fig. 4.11: Forced cross-flow source term evaluated from CFD and prediction of model in Eq. 4.13

The initial direction of this term is determined by the orientation of the mixing vanes but the fur-

ther axial development is influenced by the swirling flow that causes a change of the direction

of the forced cross-flow. There is a good agreement between the two curves for this gap. The
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deviations are probably the effect of the additional lateral momentum Mlv in the sub-channels

that require further modeling to improve the predictions.

4.2.3 Verification

The source code of COBRA-FLXTM was modified in order to include the newly proposed mod-

els for the simulation runs. Each model requires different inputs. The old Flow Sweeping

model needs the coefficient C f c for each gap that can be estimated from the CFD results. The

input for method A of the new model is a data file that contains values for S c f for each gap

on several axial positions. The input for method B are geometry parameters that describe the

mixing vane geometry.

After the implementation, the predictions with the new model were checked against CFD re-

sults. Therefore the simulation case of the mixing vane spacer geometry with P = 175 bar,

Tin = 627.82 K, G = 4500 kg/m2s, q′′ = 0 kW/m2 and αg = 0% was selected. An input file

for method A was created from this simulation and the other simulation parameters, such as

spacer drag coefficients, wall friction factors and turbulent mixing coefficients were derived

from this simulation. Table 4.1 shows the input parameters for the COBRA-FLXTM simulation.

Tab. 4.1: Input parameters for COBRA-FLXTM verification run with new models

Parameter Value

Material properties IAPWS IF-97

Mixing vane angle γ 28◦

Mixing vane area Avane 0.231 cm2

Grid position zgrid/L 0.2182

Cross-flow resistance coeff. Ci j 0.5

Turbulent mixing coeff. Cβ 0.0055Re−0.075

Sub-channel parameter Corner Wall Interior

Wall friction coeff. C f 0.167Re−0.19 0.153Re−0.182 0.142Re−0.174

Spacer drag coeff. 1.4 0.82 0.65

Swirl decay param. Cd1 0.54 0.57 0.37

Some examples for the results of the different flow sweeping models are shown in Fig. 4.12 –

4.14. The axial distribution of pressure drop in the corner sub-channel is shown in Fig. 4.12.

Compared to the CFD results, the simulation with the new flow sweeping models provides a

better prediction of the pressure distribution in the vicinity of the spacer grid that is strongly

affected by the cross-flow. The pressure field has an important impact on the lateral cross-flow

calculation and its correct prediction is therefore very important.

The predictions for the axial development of the mass flux in the corner sub-channel are

plotted in Fig. 4.13. Due to the mixing vane, there is a strong decay of mass flux in the vicinity

of the grid. Further downstream, the mass flux recovers to the level as it was before the grid.
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4.2. New proposal

Fig. 4.12: Predictions of COBRA-FLXTM for the pressure drop within the corner sub-channel with dif-
ferent models for the forced cross-flow (P = 175 bar, G = 4500 kg/m2s and α = 0%)

Fig. 4.13: Predictions of COBRA-FLXTM for the mass flux within the corner sub-channel with different
models for the forced cross-flow (P = 175 bar, G = 4500 kg/m2s and α = 0%)

This strong decay is captured by the new proposal for the flow sweeping model, whereas the

old version shows large deviations from the CFD results. Also the predictions of method B are

not satisfying. Method B is developed for the forced cross-flow between two interior channels.

In a corner channel that is neighbored by two wall channels, there is a different behavior of

the swirling flow that is not included yet in this version.
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4.2. New proposal

Fig. 4.14: Predictions of COBRA-FLXTM for the cross-flow between two interior channels with different
forced cross-flow models (P = 175 bar, G = 4500 kg/m2s and α = 0%)

Figure 4.14 shows the predictions of COBRA-FLXTM for the cross-flow in a typical gap between

two interior channels. Obviously, the old model fails to predict the change of cross-flow direc-

tion in the vicinity of the grid that results from the swirling flow in the adjacent sub-channels.

Both of the new model versions are able to predict this effect and as consequence, COBRA-

FLXTM is able to compute a better prediction for the cross-flows in the gaps and the mass

flows in the sub-channels. The agreement of method A is better than of method B, because

method A provides direct CFD input for this specific geometry for the forced cross-flow source

term. The reason for the small differences can be explained with a slightly different pressure

distribution in COBRA-FLXTM. Method B can be applied to many more spacer geometries due

to its parametrization but this advantage is paid with a slightly greater inaccuracy.

For a judgment of the overall performance of the new model approaches, the mass flux pre-

dictions of COBRA-FLXTM for all sub-channels on a plane with an axial distance of z/dhyd = 20

behind the mixing vane spacer were compared to the CFD results. After this distance, the

major part of the spacer influenced section should be included in the results. Figure 4.15

shows the percentage of the sub-channel averaged mass flux deviations of the both proposed

new methods and the old version of the Flow Sweeping model. It is shown that the deviations

range from < 1% up to 15% of the mass flux that was predicted by CFD. Generally, the mass

flux is over-predicted in the interior channels 8 – 11 and 14 – 17 and under-predicted in the

wall and corner channels. Apparently method A performs best, this means, the deviations are

the smallest, except for the wall channels 7 and 12.
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Fig. 4.15: Deviation of COBRA-FLXTM mass flux predictions with different Flow Sweeping models
(P = 175 bar, G = 4500 kg/m2s and α = 0%)

4.2.4 Validation

As a validation case, a series of tests of the NUPEC PSBT benchmark published by Rubin

et al. [100] was selected. It contains specifications for several test series for steady state and

transient conditions. For this report, the steady state test series 5 and 8 including 105 data

points were simulated with COBRA-FLXTM. The operating conditions for these test series

ranged for the pressure from P = 48 . . . 165 bar, for the mass flux from G = 550 . . . 4200 kg/m2s,

for the bundle inlet temperature from Tin = 150 . . . 320 ◦C and for the heat flux from q′′ =

375 . . . 1200 kW/m2. The geometrical specifications are given in Tab. 4.2. Data were sampled

on three planes at the axial positions z1 = 221.6 cm, z2 = 266.9 cm and z3 = 317.7 cm, aver-

aged over the four central sub-channels of the 5×5 rod bundle (Fig. 4.16). These data are void

fractions computed from the density of the flow that was measured with a gamma-ray trans-

mission method. A direct conclusion about the quality of the new Flow Sweeping model is

thereby not possible because the models for steam generation and distribution are of greater

importance. However, an important parameter in steam generation is the mass flow distribu-

tion within the rod bundle and, due to the new model, there should be visible changes in the

void distribution.

The 5×5 rod bundle was maintained by three different kinds of spacer grids, namely simple

spacers, non-mixing vane spacers and mixing vane spacers that were assembled in alter-

nately order with the rods. Details of the spacer geometries are given by Rubin et al. [100].

The effect of mixing vanes on the mass flow distribution is integrally included in the mea-

surement results of the void fraction. For the prediction of the void fraction, the Levy [60]

sub-cooled void correlation and the Chexal et al. [19] bulk-void correlation was used. The
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Fig. 4.16: Geometry of NUPEC PSBT 5×5

0.94

1.106

0.94 0.94 0.94 0.94

0.94

0.94

0.94

0.94 0.94 0.94 0.94 0.94

0.94

0.94

0.941.106

1.106 1.106

1.106 1.106 1.106

1.106

1.106

relative average
rod power

sampling plane

w

p

d

Tab. 4.2: NUPEC PSBT 5×5 geometry data

Parameter Value

d 9.5 mm

p 12.6 mm

pw 7.25 mm

lh 365.8 cm

Zuber et al. [137] model was used to compute the flowing quality x f from the thermal equilib-

rium quality xe. The two-phase friction multiplier was computed using the model of Jones [42].

The material properties were taken from the IAPWS-IF97 property table given by Wagner and

Kruse [129]. For the validation, three simulations with different Flow Sweeping modeling were

performed for the entire test series: (1) Without model for the forced cross-flow, (2) with the

old version of the forced cross-flow model given in Eq. 4.4 and (3) with the new version of the

forced cross-flow model using method A (Eq. 4.12). The comparison of the results are made

on two different evaluation planes located at different axial positions at z2 and z3 of the rod

bundle. For these planes, the averaged void fractions of the four central sub-channels were

measured experimentally. The results are shown in Fig. 4.17a and 4.17b.
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Fig. 4.17: COBRA-FLXTM predictions with new Flow Sweeping model compared to the old approach

In terms of the standard deviation σD, defined in Eq. 4.24, there is a slight improvement of the

prediction for the averaged void fraction in the four central sub-channels of the bundle with the

new model, compared to the old model or the simulations without a Flow Sweeping model, as

shown in Tab. 4.3. The standard deviation of the experimental results due to measurement

inaccuracies are specified with σD = 4 . . . 5% in [100]. The improvement results from a better

prediction of the mass flow distribution that is affected by the new model. Obviously, the
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results from the simulations with the old model for Flow Sweeping are even worse than the

simulations without model.

σD =

√√
1

n − 1
·

n∑
i=1

(
αCOBRA

i − αEXP
i

)2
(4.24)

Number of experimental results n, void fraction data α

Tab. 4.3: Standard deviation σD of simulation results with different Flow Sweeping models compared
to experimental data

Plane Without model Old model New model

z2 0.08 0.086 0.08

z3 0.081 0.091 0.078

It should be considered that the results shown in Fig. 4.17a and 4.17b include also data for

high void fractions. At high void fractions, different flow regimes can be established, such

as slug flow (0.15 < α ≤ 0.5) or annular flow (0.5 < α < 1). These flow regimes were

not investigated in this work by means of CFD simulations and therefore the validity range

of the newly proposed model is limited to the parameter range that was used for this work.

Nevertheless also for high void fractions an improvement of the prediction accuracy can be

observed. This indicates that the mechanisms that are responsible for the Flow Sweeping are

still in effect at high void fractions.

mixing vane spacer

simple spacer

Fig. 4.18: Predictions of COBRA-FLXTM for the cross-flow between two interior sub-channels (P =

175 bar, G = 4500 kg/m2s and α = 0%)

For the test case number 5.1121 (P = 164 bar, Tin = 590 K, G = 4156 kg/m2s, q′′ = 1096 kW/m2),

there are detailed results of the COBRA-FLXTM simulations given for the axial development

of the cross-flow. Along the bundle axis, there are alternately simple spacers and mixing

vane spacers, indicated by different vertical lines in Fig. 4.18. After the mixing vane spacer,

there is a strong increase of the cross-flow, determined by the vane. Later, the cross-flow
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turns to the opposite direction. This effect of cross-flow reversion is not captured by the old

model, it predicts the cross-flow always to be directed into the same direction. Without a Flow

Sweeping model, the cross-flows are computed only with the pressure difference. In this case,

the magnitude of the cross-flow is very small compared to the simulations with Flow Sweeping

model.

Due to the strong cross-flow, the mass flux in the interior channels is strongly increased com-

pared to the simulation without Flow Sweeping model. In other sub-channels it is decreased

therefore. According to the experimental results, the void fractions on the lower plane z1 and

the middle plane z2 are zero and, because of the heating, α(z3) = 17.9% on the upper plane.

Due to the different mass flows, the predicted void generation is also different in the three

simulations. As result, the average void fractions on the evaluation sections are closer to the

experimental data in case of the new model compared to the simulations without cross-flow

model or with the old model.
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Chapter 5

Summary and Outlook

COBRA-FLXTM is used by AREVA GmbH for thermal-hydraulic design of nuclear reactor

cores. Here, a precise prediction of the cross-exchange of mass, momentum and energy

between the sub-channels is necessary to calculate the mass flow and temperature distri-

bution within the fuel assembly. In the sub-channel analysis program COBRA-FLXTM, the

cross-exchange mechanisms “Turbulent Mixing” and “Diversion Cross-flow” are considered.

Due to a spacer grid, such as those typically used in fuel assemblies, there are additional

cross-exchange mechanisms which have a strong influence on the mass flow and tempera-

ture distribution. Because of the blockage of the flow channel, there is a change in the velocity

distribution within the channel. Therefore additional turbulence is created which can increase

the cross-exchange in the wake of a spacer grid. This effect is called “Flow Scattering”. In

modern lattice geometries, often so-called mixing vanes are used. These are shaped to de-

flect a fraction of the axial mass flow in the transverse direction and thus produce a forced

convection into adjacent sub-channels. This effect is called “Flow Sweeping”. Furthermore,

the mixing vanes generate a strong vortex flow inside of a sub-channel. These phenomena

must be taken into account in the calculation of the cross-exchange.

Until now, the possibilities of COBRA-FLXTM to include these phenomena in the calculations

are very limited. The Flow Sweeping could be approximately calculated if the proportion of the

axial mass flow, which is deflected by the mixing vanes, is directly determined as the cross-

flow. For this reason, the lateral momentum conservation equation used by COBRA-FLXTM is

replaced at the calculation node behind the spacer position by another equation. This method

is not sufficient to determine the axial development of the cross-flow.

The objective of this work was to investigate the possibilities of the high-resolution, numerical

3D-CFD tool STAR-CCM+® 9.02.005 for the analysis of these cross-exchange phenomena. In

this case, the wake flow of a grid spacer was studied in detail among several reactor operating

conditions in a single-phase water and two-phase water-vapor flow. As a result, guidelines

should be developed for the setup of a CFD simulation model for this purpose and how the

simulation results can be evaluated in order to use the obtained data as input parameters for

COBRA-FLXTM simulations. In addition, the cross-exchange should be systematically exam-

ined in the wake of a grid spacer. Based on the CFD data, a model shall be proposed to

compute the Flow Sweeping effect.
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As geometry for the CFD simulation model PWR-typical dimensions were chosen with a rod

diameter of d = 9.5 mm and a rod pitch p = 12.6 mm for the bundle that is consisted of

a square array of 5×5 fuel rods. The decreased number of fuel rods, compared to 17×17

bundles in the reality, can be explained with the limited computing capacity, so the simulation

model has been reduced to its essential characteristics. The axial length of the bundle was

therefore lB = 77.5 cm. This length contained a grid spacer with a short inflow section and a

long outflow section for evaluating the simulation results. Two different grid geometries were

used with the difference that one grid has mixing vanes and the other one does not. This

allowed to explicitly show the influence of the mixing vanes. As operating conditions, two

different pressure levels with P1 = 80 bar and P2 = 175 bar were selected. The temperature

was set as the respective saturation temperature of water at each pressure level so that both

phases can coexist simultaneously. This corresponds to temperatures of T1 = 568.16 K at

pressure level P1 and T2 = 627.82 K at pressure level P2. As a result of these conditions, the

material properties were considered as constant and the temperature was set to be isotherm.

Accordingly, the walls were assumed as adiabatic. The influence of a heated fluid has been

omitted in order not to superimpose the cross-exchange phenomena by boiling phenomena.

These processes can be reproduced only inaccurately by current CFD programs anyway. The

considered mass flux was five-fold between G = 700 . . . 4500 kg/m2s. In the two-phase flow

simulations, the velocities of the water and vapor phases at the inlet boundary were chosen

in order to obtain a 4-stage void fraction between αg = 0% (single phase) and αg = 15%.

Under these conditions, it is ensured that a bubbly flow regime is established, where a uniform

distribution of the two phases within the flow area can be assumed.

For the spatial differentiation of the individual sub-channels of the rod bundle, the simulation

area was divided into a plurality of regions that are connected by interface boundaries. This

approach has enabled the the evaluation of simulation results in the individual sub-channels

separately from each other without overlap or different sized sub-channels caused by the spa-

tial extent of the computational grid cells. As inlet boundary condition data tables were used

with the data of a fully developed flow. These data were obtained from previous simulations

with bundle geometries without spacers and with periodic boundary conditions in the axial

direction. This ensured a realistic and well-defined inflow of the spacer grid.

At first, a selection was made from the available models in the CFD program STAR-CCM+®

9.02.005 with which the expected flow phenomena could be simulated. In the two-phase simu-

lations, an Euler-Euler two-fluid model has been used. The turbulence of the continuous phase

was simulated using a cubic non-linear k-ε model and the turbulence of the dispersed phase

was calculated with a turbulence response model that depends on the turbulence parameters

of the continuous phase. The inter-phase momentum transfer was calculated using models for

the Drag Force, Lift Force, Turbulence Dispersion Force and Wall Lubrication Force. The bub-

ble sizes were determined by the S-Gamma model. The predictions of the used models in the

considered parameter range were checked by different validation exercises. For this purpose,

after a comprehensive literature study, experimental data were selected. It has been found

that there is an acute shortage of highly qualitative and quantitative measurements of cross-

exchange under the desired operating conditions. Therefore, the used models can be carefully
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considered as validated. Nevertheless, it has been shown that the mass flow distribution, the

vorticity and the vortex structure of the simulations agrees very well qualitatively with experi-

mental measurements. The concept of a separated simulation region affects equally marginal

the simulation results, such as the choice of boundary condition formulation or limitation of the

simulation domain to a single span of a rod bundle with one spacer grid.

At next, a grid study was performed. STAR-CCM+® 9.02.005 provides several models that

define the kind of meshing of the simulation region. The cell size and mesh quality can be

adjusted by several parameters. These parameters were optimized in several simulations

regarding mesh quality, mesh independence of results and computational effort. As meshing

model a trimmed hexahedral mesh was chosen. In this mesh type, adjacent cells are similar in

size and most cell faces are orthogonal to each other. This ensures a high mesh quality. Solid

walls are approximated by a number of layers of prismatic cells which are orthogonal to the

wall surface. Thereby strong gradients occurring near the wall can be reflected better. The wall

distance is chosen so that there are dimensionless wall distances in the range 15 < y+ ≤ 200

among the bandwidth of the flow conditions. Wall functions are used therefore to model the

velocity profile in the wall-adjacent mesh-layer.

The simulation results include data for pressure drop across the grid, the pressure loss due

to wall friction, the cross-flow velocity, the turbulent fluctuating velocity in the gap, the veloc-

ity gradient in the gap, the distribution of the void fraction and the lateral momentum in the

sub-channels. The pressure drop across the grid depends on the blockage ratio and on the

Reynolds number. The greater the blockage of the flow passage by the spacer, the higher

the pressure drop. With increasing Reynolds number, the pressure loss coefficient, however,

falls. This behavior is also reflected in the wall friction coefficient, which depends also on the

hydraulic diameter. The cross-flow velocity in the case of the grid with mixing vanes is much

stronger than with the simple spacer. The direction is specified directly behind the grid by the

alignment of the mixing vanes, but it can be reversed along the axial direction under certain

conditions. The turbulent fluctuation velocity in the gap rises sharply behind the spacer and

then decreases exponentially. Wherein the mixing vane spacer, this effect is more pronounced

than with the simple grid. Thus, fluctuations with several peaks may occur. The velocity dif-

ference in the gap depends on many factors and is very different from the difference of the

sub-channel averaged velocities. In the wake of the grid, their ratio may even reverse. The

void is accumulated in areas of lower pressure. In the vortex centers, there is a higher void

fraction as outside of the vortices. Directly behind the spacers the void fraction is also higher

than further downstream. Due to the mixing vanes, a strong lateral velocity component is gen-

erated in the wake of the grid which decays exponentially and greatly influences the cross-flow

in its axial development. As the highlights of this work, following results were obtained:

On the basis of extensive CFD simulation results, a model has been proposed to calcu-

late the forced cross-flow induced by mixing vanes (Flow Sweeping).

An additional source term was introduced into the lateral momentum balance equation

of COBRA-FLXTM. This term is determined by the geometry of the mixing vane and the

lateral momentum in the adjacent sub-channels.
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Two methods have been proposed how to quantify the new source term:

– Method A: Dimensionless values for the source term are evaluated from the CFD

results and stored in an ASCII file to be used as input data for COBRA-FLXTM. This

record is geometry-specific, so appropriate simulations have to be performed for

each grid type. It has been described how the CFD simulations are to be evaluated

in order to obtain these data.

– Method B: The source term is evaluated from the lateral momentum of the adjacent

sub-channels of a gap, that is induced by the mixing vanes. A mapping function

was developed to consider the non-isotropic distribution of lateral momentum due

to the mixing vane orientation and the rotation of the flow.

The new model is applicable to high Reynolds number flows with void fractions of αg ≤

15% and split-type mixing vane spacer geometries.

The verification of the COBRA-FLXTM implementation of the model shows that a very

good agreement can be obtained with the CFD results. With this new model, COBRA-

FLXTM is able to qualitatively and quantitatively predict better the axial profile of the

transverse mass flow with forced cross flow as with the old version of the model.

Validation calculations based on experimental data for the void fraction averaged over

the four central channels of a 5×5 rod bundle show an improvement in predictive accu-

racy over the old model.

In the next steps, the validation of the new model should be extended for the desired operating

conditions based on explicit measurement data for mass flow distribution or the transverse flow

rate. The necessary data were not available for this work. For the practical applicability of the

newly proposed model, a further investigation of the numerical stability and accuracy, even at

low spatial resolution of the flow area by the sub-channel program, is still required.
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