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Introduction

The scientist does not study nature because it is useful; he studies it because
he delights in it, and he delights in it because it is beautiful.
— Henri Poincaré

Indeed, nature is beautiful!l And as scientists it is our goal to reveal its beauty
by understanding it. Particle physicists are able to take the deepest look into the
architecture of nature. For this purpose huge machines are built reproducing the
conditions only a blink of an eye after the Big Bang — the beginning of our universe.
At the Large Hadron Collider (LHC) near Geneva particles with a tremendous
amount of energy are brought to collision. To record the debris of such collisions
large detectors like the CMS experiment are placed around the interaction points.
The data recorded by these detectors helps to find out what our world is made of.
The start of the Large Hadron Collider in 2010, and its terrific performance since
then, took our understanding of the universe to the next level.

The most accurate theory characterizing the subatomic universe to date is the
standard model of particle physics (SM). Developed in the 1960s, it unifies the
explanation of three fundamental forces: The strong, the weak and the electromag-
netic force. The SM successfully describes elementary particles — fermions, which
are the building blocks of matter, and gauge bosons, that are the mediators of the
forces — and their interactions. As of today all particles predicted by the standard
model have been discovered. But for a long time there was one missing piece of the
puzzle left: the Higgs boson.

This beauty of nature was revealed in 2012, when the ATLAS and CMS collab-
orations announced the observation of a new boson with a mass of 125 GeV that
is comparable with the mass of Xenon atoms. The discovery depicts the greatest
success of the LHC so far. In the meantime, many measurements were performed
and so far no deviations in the properties of the Higgs boson with respect to the SM
predictions are found. This SM-like Higgs boson is proof for the Higgs mechanisnﬂ
that was predicted already in 1968 by Robert Brout, Francois Engler, Peter Higgs
and others. The Higgs mechanism is the simplest theory to explain the massiveness
of elementary particles via the concept of electroweak symmetry breaking. A scalar
Higgs field is introduced by the theory that couples to the masses of elementary
particles. The Higgs boson itself is the quantum of the field.

According to theory the Higgs boson decays in ~60% of all cases into a bottom
quark pair. However, this decay channel has not yet been observed due to the
large amount of background processes with similar signatures in the detector. One

! Higgs mechanism is the usual shortened form of the Brout-Englert-Higgs (BEH) mechanism
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possible way out is the investigation of the decay in distinct Higgs boson production
modes. The most sensitive channel in the search for H — bb decays is the Higgs
boson production in association with either a W or a Z boson. When the W or Z
bosons are required to decay leptonically, the background contributions are strongly
reduced. In this production mode — and in others like the vector boson fusion or the
associated production with top quark pairs — the ATLAS and CMS collaborations
make huge efforts and already highly optimized analyses are published.

Another interesting production mode is the production of the Higgs boson in as-
sociation with single top quarks (tHq). As the heaviest known elementary particle,
the top quark supposedly holds an important position in the electroweak symme-
try breaking mechanism. The tHq production provides a unique opportunity to
investigate the couplings of the Higgs boson to fermions and bosons, and to test
possible new physics contributions. One the one hand, the channel is sensitive to
the relative phase of the couplings to fermions and bosons and thus any deviation
to its prediction by the standard model can be observed. On the other hand, yet
unobserved processes beyond the standard model could contribute to this channel.
Both scenarios would be visible in an excess of signal-like events in data.

It is known that the standard model cannot be the Theory of Everything. With
the data that is available so far, two of the main goals of the LHC era are testing
the SM predictions with ever increasing precision and searching for yet unknown
physics. The same goals hold for this thesis. First, it is tried to improve the
search sensitivity for H — bb decays in the WH channel by employing advanced
reconstruction methods for jets. Second, the unique tHq production mode with
H — bb decays is investigated for the first time to find possible deviations from the
standard model predictions. Both analyses exploit the full dataset of proton-proton
collisions at a center-of-mass energy of /s = 8 TeV recorded by the CMS detector.

The thesis starts with the theoretical introduction to the standard model in Chap-
ter [1 The focus lies on the properties and the production modes of the Higgs bo-
son. A dedicated section covers the tHq production channel and the reasons for its
uniqueness.

In Chapter [ the extensive experimental setup needed to produce and identify
heavy elementary particles like the Higgs boson is introduced. First, the acceleration
chain at the LHC is outlined. Furthermore, the CMS experiment and the different
detector parts are described.

Chapter [3|reviews the techniques used for the simulation of collision events which
are compared to the recorded events in data. Moreover, the dedicated reconstruction
techniques interpreting the raw electronic signals in the detector as physics objects
are described. In this chapter also the different jet reconstruction algorithms are
introduced that play a special role in the further analyses.

The confrontation of data and simulated events depends on several statistical
tests. In addition, the use of multivariate tools is important to discriminate signal
from background processes. Both facets are discussed in Chapter [dl The principles
of Boosted Decision Trees and Neural Networks are described in detail.
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The aim of the analysis described in Chapter [5]is to improve the search sensitivity
for H — bb decays at the CMS experiment. With this in mind the effect of including
jet substructure information in the WH channel is investigated. The substructure
information is extracted using a dedicated subjet/filter jet algorithm proposed by
theorists. A novel filter jet energy regression technique is introduced. In order to
quantify the improvements a cross check to the published CMS analysis is carried
out and compared to the improved analysis using substructure information. For the
first time the full statistical inference of using jet substructure in the W({v)H(bb)
channel with the full 8 TeV dataset is presented.

Chapter[f]reviews the search for the associated Higgs boson production with single
top quarks. The analysis is optimized for an anomalous Higgs boson coupling to
fermions. Different multivariate analysis tool are used for the reconstruction of the
final state and the discrimination of signal and background events. Upper limits on
this exceptional production mode with H — bb decays are evaluated for the first
time at the LHC.

The findings of both analyses are discussed in the concluding chapter. Further-
more, the prospects of both production modes with the restart of the LHC in 2015
with increased energy are presented.
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1. Theoretical introduction

Since many decades the standard model of particle physics is the most accurate
theory describing elementary particles and their interactions. It has passed a vast
amount of experimental tests with flying colors. The experimental observations of
the bottom quark in 1977 [1], the top quark in 1995 [2,13] and the tau neutrino in
2000 [4] were already major achievements of the theory. The most recent success
story is the discovery of the Higgs boson by the ATLAS and CMS collaborations 5|
6).

Regardless of all these achievements, the SM cannot be the Theory of Everything;
a desired hypothetical theory describing all physical aspects of the universe in one
single framework. So far, all attempts to include a description of the fundamental
force of gravitationE] have failed. Moreover, the SM provides no explanation of dark
matter and dark energy. For both there are strong cosmological evidences. That
is why several modifications of the SM — so-called theories beyond the standard
model (BSM) — exist providing possible answers to the open questions of nature.

This chapter presents an overview of the standard model, the fundamental par-
ticles and their interactions. Due to the extensive framework of the SM the mathe-
matical introduction is left to textbooks (e.g. [8,(9]) or up-to-date reviews (e.g. [10]).
The second part of this chapter is dedicated to the Higgs boson, its main production
modes at the LHC and the different Higgs boson decay channels. Furthermore, the
discovery of the Higgs boson is discussed. A dedicated section on the unique Higgs
boson production in association with single top quarks is provided at the end of the
chapter.

1.1. The standard model of particle physics

The standard model of particle physics (SM) is the unified knowledge of the elec-
troweak theory [11H14] and quantum chromodynamics (QCD) [15-18| and success-
fully describes the building blocks of matter, represented by fermions, and their
interactions mediated by gauge bosons. The framework is formulated as a relativis-
tic quantum field theory and is able to describe continuous systems with an infinite
number of degrees of freedom. Mathematical functions known as Lagrangian den-
sities constitute the dynamics of physical systems. The Lagrangians of the SM are
introduced, such that they are invariant under local transformations based on the
groups SU(3) x SU(2) xU(1). Noether’s theorem [19] predicts a conserved quantity
for every symmetry of a physical system. The symmetry under transformations

! Gravitation is satisfactorily expressed by Einstein’s theory of General Relativity |7].



1. Theoretical introduction

based on the SU(3) group, connected to the strong force, leads to color charge. In-
variance under SU(2) x U(1) group transformations, linked to the electromagnetic
and weak forces, yields the conserved quantities of weak isospin (T5) and the electric
charge.

The fundamental particles and their properties are discussed in the following. For
the sake of convenience, the convention & = ¢ = 1 is used throughout the thesis.

1.1.1. Fundamental particles

In addition to the quantities color charge, weak isospin and electric charge, every
particle has a quantum number known as spin. Bosons carry integer spin and
follow Bose-Einstein statistics, thus an unlimited number of bosons can have the
same energy state. In contrast to this fermions have half-integer spin and obey
Fermi-Dirac statistics and the Pauli exclusion principle. Consequently, two fermions
cannot share the same quantum state.

Gauge bosons

In the SM the quanta of the gauge fields of the electromagnetic, strong and weak
forces are represented by gauge bosons all carrying a spin of s = 1. Table
summarizes the gauge boson and their properties.

Table 1.1.: Fundamental forces and the corresponding gauge bosons in the standard model.
The electric charge and masses of the bosons are listed. For gluons the mass of zero is
taken from theory predictions. All other values are taken from [10|. Furthermore, the
interaction range of each force is given.

Electric

Force Mediator Mass Range
charge |e]
electromagnetic  photon (y) < 10718eV — infinite
strong 8 gluons (g) — - ~107%m
weak W bosons  80.39 GeV +1

~ 10—18
weak 7 boson 91.19 GeV — ~ 107 m

Gluons are the mediators of the strong force. The interactions between gluons
and particles carrying color charge are described within the framework of QCD. The
color charge can have the states red, green and blue or the corresponding anticolors.
The gluon itself possesses a superposition of one unit of color charge and one unit
of anticolor charge, and therefore is affected by the strong force as well. In total
eight linearly independent kinds of color states are possible for gluons. The strong
running coupling « increases with decreasing energy. This gives rise to two unique
features of the strong force, confinement and asymptotic freedom of quarks, both
discussed later in the section.
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Table 1.2.: The fermions of the standard model grouped into generations. For each fermion
the electric charge is given in units of e. The abbreviations r,g,b indicate the color
charges red, green and blue, respectively. The heaviest fermion is the top quark with a
mass of 173.2 GeV [28] (direct measurements). The bottom quark as the second heaviest
fermion is ~ 40 times lighter (my, = 4.2 GeV).

Fermions Generation  Electric olor Weak
1 2 3 charge isospin (713)

Ve Vup Vi 0 0 +1/2

Leptons LT 1 0 12

u ¢t +2/3  rgb +1/2

Quarks 4 0 i3 reb ~1/2

The mediators of the electromagnetic force are photons. Photons are massless
and carry no electric charge. Quantum electrodynamics (QED) [20-27] describes
the interactions between photons and electrically charged particles. A consequence
of the electromagnetic force is the forming of atoms, which are bound states of
electrons and nuclei.

The mediators of the weak force are the electrically neutral Z boson and two
charged W bosons (W¥) carrying an electric charge of either +1e or —1e, with
the elementary charge of e ~ 1.602-107'° C. The Z and W bosons are massive, in
contrast to photons and gluons, and this restricts the range of the weak force to
sub-nuclear scales. An example in which weak interactions take place is the 8 decay
of a radioactive nuclei.

The electroweak theory accomplished the combination of QED and the theory of
the weak force as a unified theory. The theory describes the mediators of the unified
electroweak force as four massless gauge bosons. This seems to be in conflict with
the observed masses of the Z and W bosons. The Higgs mechanism, described in the
succeeding section, solves this problem by introducing the concept of electroweak
symmetry breaking (EWSB).

Fermions

The fermions of the standard model can be classified into quarks and leptons. They
are further ordered into three generations, each of which consists of two quarks —
one up-type and one down-type quark — and two leptons — one with an electric
charge and one electrically neutral neutrino. The difference between the particles
of one generation compared to their partners from another generation lies in their
masses. The three generations of fermions in the standard model are summarized
in table In the standard model for every fermion there is a corresponding
antiparticle, which has the same mass but opposite charges.

Quarks are attributed with color charge, weak isospin and electric charge. There-
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fore, they interact via the strong, the weak and the electromagnetic force. The
up, charm and top quarks, summarized as up-type quarks, carry an electric charge
of —|—§e. Their corresponding down-type partners, the down, strange and bottom
quarks, have an electric charge of —%e. Quarks possess one unit of color, and
antiquarks are attributed with one unit of anticolor. A bound state of quarks is
color-neutral when it consists of three quarks with different color charges, or one
quark and one antiquark attributed with a matching color-anticolor pair.

Quarks cannot exist as free particles. The energy between two quarks increases
with their distance, so there are two limiting cases. For short distances quarks are
quasi-free particles as the gluon field strength is very small. This phenomenon is
called asymptotic freedom of quarks. As opposed to this, when two quarks are
separated, the energy increases until it is large enough to produce a new quark-
antiquark pair. This effect is known as confinement and is the reason why only
color-neutral bound states of quarks, called hadrons, exist. Hadrons consisting of
a quark and an antiquark, e.g. pions or kaons, are called mesons. Baryons are
hadrons with three quarks as constituents, like protons or neutrons. Protons play
an important role in nature, as they are the only hadrons which are considered
stable. So far no experimental evidence for proton decays has been found.

Leptons on the other hand carry no color charge. The charged leptons of each
generation, i.e. electrons, muons and taus, carry an electric charge of —le. They
interact via the electromagnetic and the weak force. Neutrinos, the weak isospin
partners of the charged leptons, do not carry electric charge, and thus interact
exclusively via the weak force. In the SM neutrinos are assumed to be massless.
However, direct observations of neutrino oscillations (e.g. [29]) indicate that neu-
trinos carry mass. There are various extensions of the standard model trying to
include a neutrino mass generation mechanism [30].

1.1.2. The Higgs mechanism

Within the mathematical framework of the SM all particles have to be massless, as
introducing a mass term to the Lagrangians would violate local gauge symmetry.
Especially, the observed high masses of the W and Z bosons, seems to be in conflict
with this. Based on the work of Anderson, Brout, Englert, Guralnik, Hagen, Higgs
and Kibble the Higgs mechanism |31-33] was developed to explain the masses of W
and Z bosons via spontaneous breaking of electroweak symmetry.

The mechanism introduces a complex scalar field ¢ coupling to the mass of par-
ticles, the Higgs field. The field is chosen such that it only affects the SU(2) group
symmetry from the electroweak theory, as the photons should remain masslessﬂ.
The effective potential of the Higgs field has a local extremum at ¢ = 0, but has an
infinite number of global minima at |¢| > 0 that represent the vacuum. This is often
referred to as Mexican hat potential. At high energies the gauge bosons are located
at ¢ = 0 and the local gauge symmetry of the standard model is conserved. At

2The unbroken /(1) part — the electric charge group — is defined by the combination of generators
Q = T3 +Y/2, where T3 is the weak isospin and Y denotes the weak hypercharge.
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—— Tm(¢)

Re(¢)

Figure 1.1.: Sketch of the effective potential of the Higgs field adopted from [34]. At high
energies particles are located at ¢ = 0 and do not interact with the Higgs field (A).
The cylindrical symmetry of the system is conserved. At lower energies this symmetry
is spontaneously broken, as the state of particle chooses one distinct minimum of the
potential (B).

lower energies the symmetry is spontaneously broken by choosing a distinct ground
state, as illustrated in Figure

For the introduced field four degrees of freedom are postulated. According to the
Goldstone theorem [35,36| for every broken symmetry there is a massless Goldstone
boson, ergo four Goldstone bosons are expected. The Higgs mechanism explains
how three Goldstone bosons are absorbed by the W, W~ and Z bosons, giving
them masses and thus longitudinal polarization states. The missing forth degree of
freedom predicted the existence of a massive spin-zero particle. The discovery of a
massive Higgs boson announced in 2012 is proof to this theory and led to the Nobel
Price in Physics 2013 for Peter Higgs and Frangois Englert. The prize was awarded

“for the theoretical discovery of a mechanism that contributes to our under-
standing of the origin of mass of subatomic particles, and which recently was
confirmed through the discovery of the predicted fundamental particle, by the
ATLAS and CMS experiments at CERN’s Large Hadron Collider” |37).

The introduced Higgs field is also used to explain the masses of leptons and
quarks. The masses of leptons are generated via Yukawa couplings between the
Higgs field and the lepton fields. The Yukawa couplings are introduced such that
only electrically charged leptons interact with the Higgs field. Neutrinos remain
massless.

To explain the masses of quarks Yukawa couplings can be used in a similar but
more complex way. The definition is more complicated, as the quark’s weak eigen-
states are not equal to their mass eigenstates. The transformations between the
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weak eigenstates, denoted with ¢, to the mass eigenstates can be described via the
Cabibbo-Kobayashi-Maskawa (CKM) matrix |38}39]

’ d/> Vad Vas Vi ’ d> ‘ d>
SV [ = | Vea Ves Ve | | Is) | = Vexu | [s) | - (1.1)
b') Via Vis Vin/) \|b) Ib)

The CKM matrix has to be unitary, as all transition probabilities sum up to one.
The squared absolute values of the matrix elements \tiqj |2 are proportional to the
electroweak transition probability from q; into q;. The elements are experimentally
accessible via weak decay rates of mesons and baryons or cross section measure-
ments, e.g. from single top quark production [40]. The most recent review by the
Particle Data Group [10] quotes following values:

0.97427 +0.00014  0.22536 + 0.00061 0.00355 4 0.00015
Vekn = | 0.22522 4+ 0.00061  0.97343 +0.00015  0.0414 +0.0012 | . (1.2)
0.00886 000053 0.040510501  0.99914 4 0.00005

The values are results of a global fit taking all available measurements and theoret-
ical constraints into account. From the fact that the diagonal elements are much
larger than the off-diagonal elements it can be deduced that flavor transitions inside
one generation are preferred. For instance, given |Vip| ~ 1 and |Vid|, |Vis| < |Vibl
the heaviest quark, the top quark, decays with a probability of roughly 100% into
a bottom quark and a W boson.

1.1.3. Cross section calculation

The quantum field theory provides the tools to calculate the probability for the tran-
sition of an initial state |¢) into a final state |f). Following the S-matrix formalism,
the transition amplitude A is given by

A= (fIli). (13)

Here, the matrix S denotes the time-evolution operator in quantum mechanics.
From a time-dependent perturbative analysis of (f|S|i) using the Dyson series |41]
the matrix elements M; are calculated.

Following Fermi’s golden rule [42] the cross section o for a process i — f in a
given part of the phase space II is proportional to the square of the matrix elements

dojp ~ |Myl?-dII. (1.4)

Technically, the calculation of cross section results in the calculation of the matrix
elements. The order of the perturbative calculation used for the Dyson series de-
termines the order of precision for the cross section. The more orders taken into
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e e~ e e

Figure 1.2.: Leading-order Feynman diagrams for Mgller scattering. The lines and vertices
represent mathematical terms for the calculation of the cross sections, in which all pos-
sible diagrams need to be summed. Throughout this thesis time is evolving from left to
right.

account, the more precise are the theoretical predictions. Nonetheless, the cross
sections applied in this thesis are mostly based on next-to-leading (NLO) or next-
to-next-to-leading order (NNLO) calculations as the complexity of computation
increases greatly with every order.

For the Dyson series itself all possible transitions from |i) to |f) have to be
summed. Feynman diagrams provide graphical representations for these transitions.
An example of electron-electron scattering, also known as Mgller scattering 43|, is
given in Figure[I.2] Here, all possible Feynman diagrams at leading-order precision
are presented. Each line and vertex represents a mathematical term following the
Feynman rules. The vectors in Figure for instance, represent the space-time
propagation of the electrons. The internal photon is the mediator of the interaction
and introduces a propagator term to the calculation. The vertices are the integration
coordinates and enter the calculation with a term proportional to the corresponding
coupling constants. Each vertex yields four-momentum conservation. It should be
noted that a particle interaction is only symbolized by the sum of all Feynman
diagrams. For the sake of convenience, usually one representative Feynman diagram
at leading-order is depicted to characterize a process.

At the Large Hadron Collider, as the name suggests, hadrons are brought to col-
lision at high energies. Hadrons are composite objects, built from valence quarks,
defining their quantum numbers, a sea of virtual quarks surrounding them and
gluons binding them together. When accelerated the hadron’s momentum is dis-
tributed over all of its partons. The data used in this thesis was recorded in proton-
proton collisions. In order to compute the theoretical predictions, the proton’s
substructure needs to be taken into account. A factorization ansatz |44] is chosen
for the calculation of cross sections, via

Tpp—sx (LR, HF) = Z/dxidxjfi(xiaMF)fj(xjaMF)(}inX(l’iyxjaMFaHR)~ (1.5)
4.

Here, 6;j_.x is the cross section for the process ij — X which can be calculated
perturbatively via the ansatz in Equation ((1.4). The interacting partons are de-
noted with ¢ and j, and f; indicates their respective parton distribution function
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(PDF). The PDF f;(x) represents the probability to find a particle of type i car-
rying the momentum fraction x in the proton. These functions are extracted from
deep-inelastic scattering measurements. In Section an exemplary PDF param-
eterization is depicted. The PDFs depend on the factorization scale pp, that is
introduced to separate short and long range interactions. The partonic cross sec-
tion has an explicit dependence on the renormalization scale pr, the scale at which
the running coupling «; is calculated. The choice of both parameters, pr and pg,
is arbitrary to some extend. Often they are set to the typical momentum transfer
Q)? depending on the process.

1.2. The Higgs boson

The Higgs boson has been the only left missing particle in the SM for a long time.
As it is the particle associated to the Higgs field generating particle’s masses, the
discovery of the Higgs boson in 2012 was also proof of the Higgs mechanism.

This section covers the main Higgs boson production modes at the LHC. Fur-
thermore, its decay channels and properties are discussed.

1.2.1. Higgs boson production channels at the LHC

There are many different production modes for Higgs bosons at the LHC. The
four major channels are depicted in Figure [1.3] sorted by their cross sections. The
associated Higgs boson production with single top quarks, which is investigated in
Chapter [6] is discussed in a dedicated section afterwards.

qv

(b) Vector boson fusion

g

(c) Higgsstrahlung (d) Associated production with
tt pairs

Figure 1.3.: Representative LO Feynman diagrams for the four main Higgs boson produc-
tion.



1.2. The Higgs boson

The gluon fusion process, as depicted in Figure [1.3(a)} is the dominant produc-
tion mode for the Higgs boson at the LHC. As the Higgs boson couples exclusively
to massive particles a direct coupling to the massless gluons is not possible. There-
fore, the production takes place via virtual quark triangle loops. The coupling is
proportional to the masses of the quarks, so a top quark loop is the dominant mode.
This production mode is very clean, as at leading-order no additional particles are
expected in the final state.

The vector boson fusion shown in Figure has the second largest cross section
that is already one order of magnitude smaller compared to the gluon fusion. Here,
the Higgs boson is produced via the fusion of two vector bosons. For that either two
W bosons with opposite electromagnetic charges are radiated and change the flavor
of the initial state quarks, or two Z bosons are emitted from two initial quarks.
This channel has a specific topology with two forward light jets that are exploited
to discriminate the signal process from background contributions.

The Higgs boson production in association with a vector boson is depicted in
Figure . In this process, two initial state quarks produce a virtual W or Z
boson, that radiates a Higgs boson. The process, often referred to as Higgsstrahlung,
is the search channel in the analysis described in Chapter o] and its characteristics
will be discussed further there. The cross section is even lower compared two the
above mentioned processes.

Another production mode is represented by the radiation of a Higgs boson from a
high energetic top quark pair, as shown in Figure In this interesting channel,
the magnitude of the Higgs boson coupling to top quarks can be accessed. In the
analysis described in Chapter [6] this production mode is considered as background.

Figure summarizes the cross sections of the different production channels.

1.2.2. Higgs boson decay modes

With the observation of the Higgs boson and the determination of the boson’s mass,
it is possible to predict its decay branching ratios. In Figure [I.5] these branching
ratios are shown as a function of the mass of the Higgs boson. The Higgs boson
decays predominantly into a pair of bottom quarks. For the fermionic decay chan-
nels H — bb is followed by H — 7t and H — c¢. The decay into two top quarks
is kinematically forbidden. The dominant bosonic decay modes are H - WW and
H — gg. However, the decays into ZZ and y7y are due to their signatures the most
sensitive channels in the search for the Higgs boson. The process H — yvy is only
possible via top quark or W boson loops. Furthermore, it should be noted that the
Higgs boson decay into two vector boson requires one of the vector bosons to be
virtual.

1.2.3. Higgs boson observation and properties

The most recent publications from the ATLAS and CMS collaborations [47,/48] —
the culmination of many years of hard work — leave little doubt for the discovered
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Figure 1.4.: Standard model Higgs boson production cross sections for different modes
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respect to other well-known processes at the LHC, like the production of W bosons or
top quark pairs.
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1.2. The Higgs boson

Table 1.3.: Expected and observed significances for most sensitive Higgs boson decay modes
at CMS [48]. The bosonic channels H — yy, H — ZZ and H — WW are observed. For
fermionic decays of the Higgs boson there is evidence in the H — 77 channel.

Significance (myg = 125 GeV)
Channel  Expected 0] Observed [o]

H— vy 5.3 5.6
H— 77 6.3 6.5
H—-WW 5.4 4.7
H— 1t 3.9 3.8
H — bb 2.6 2.0

boson being the searched-for Higgs boson. The updated and combined measure-
ments all report properties which are in good agreement with the SM predictions.

Table summarizes the search significances in the CMS effort, divided into
decay channels. The table shows that the H — ZZ and H — vy analyses observe
individual significances over 50, which is sufficient to claim a discovery. Further-
more, the observed significance of H — WW decays is close to 50, so an observation
will be claimed in the near future. In the fermionic sector there is evidence (> 30) in
the H — 17t decay channel. The table also reveals that despite the large branching
ratio H — bb decays have not been observed yet. The measured cross sections of
Higgs boson production are consistent with the standard model predictions. Fur-
thermore, the spin J and parity P favor the SM expectation of J© = 07. In
Figure the signal strengths are depicted for the separate decay channels.

In the H — ZZ — 000 [49] and H — vy [50] channels a good invariant mass
resolution can be achieved. For the former the invariant mass distribution with a

visible excess in data at 125 GeV is shown in Figure [1.6(b)l The combined results
determine the mass of the Higgs boson to be

my = 125.027025 (stat.) T515 (sys.) CMS [4§].

The ATLAS collaboration performed a similar measurement and reports a Higgs
boson mass of

my = 125.5+ 0.2 (stat.)T0g (sys.) ATLAS [47].

Within the uncertainties, the masses found in both experiments agree with each
other. The combination of both measurements yields myg = 125.09 +0.24 GeV [51].
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Figure 1.6.: Signal strengths for the most sensitive Higgs boson decay modes [48] in@and
my; invariant mass distribution of the H — ZZ search [49] in @ The measured cross
sections are compatible with the standard model predictions in all channels. In the left
diagram the excess in data at my; = 126 GeV is covered by the Higgs boson signal (red
histogram).

1.3. Higgs boson production in association with single
top quarks

The Higgs boson production in association with a single top quark (tHq) is unique.
In this channel, it is possible to study the Higgs boson couplings to fermions ggqt
and vector bosons ggww, and in particular their relative phase. It is convenient
to normalize the investigated coupling to their SM predictions and generalize the
couplings for fermions and vector bosons

Ke = gHtt/gIS{% and Ky = gHWW/gIS{%IVW. (1.6)

After a short foray into the single top quark production, the possibilities for probing
these parameters of the standard model with the tHq production will be discussed.

Single top quarks are produced via the electroweak interaction. Three different
production modes can be distinguished: s-channel production, ¢-channel production
and tW-channel production. For each of the production modes in Figure the
representative LO Feynman diagrams are depicted. Top quarks decay in almost
100% of all cases into a b quark and a W boson. At the LHC, single top quark pro-
duction has been observed in the ¢-channel [52| and the tW-channel [53]. Evidence
of the s-channel production mode has only been observed at Tevatron [54].

The main channel for the tHq process is via single top t-channel production. The
Higgs boson is radiated either from the single top quark or the W boson. The two
representative Feynman diagrams are provided in Figure [1.8

12



1.3. Higgs boson production in association with single top quarks

q b d q b W b W-
W b
W t
a t b t 8 t g t
(a) s-channel (b) t-channel (c) tW-channel

Figure 1.7.: Representative Feynman diagrams for single top quark production. The cross
section for the ¢-channel is the highest of the three modes.

Figure 1.8.: Representative Feynman diagrams for Higgs boson production in association
with single top quarks.

These two diagrams interfere with each other. The production amplitude is cal-
culated in [55] as

A= 5% [(h’if — ) S A (LG8, &) + (/W AW 8 4 (265 — Hv)m”;fv) B(%,¢; ftagb)] - (L.7)

Mw v

Here, s and t are the Mandelstam variables. A and B are functions depending on
the azimuthal angle ¢ and a specific spinor basis &, &,.

The main feature of Equation is the term proportional to (k¢ — ky) high-
lighted in green. By construction, in the standard model k¢ and xy are equal to +1
and the term cancels out. The resulting cross sectionf] of

o(pp — tHq)sm = 18287052 fb (1.8)

is tiny with respect to other production modes, as depicted in Figure [I.4]
However, any deviation of k¢ or ky with respect to SM prediction would lead to
an enhanced cross section of tHq production. The values are already constrained
by several measurements from the ATLAS and CMS collaborations. The allowed
regions for s and Ky are shown in Figure [I.9] separately for different Higgs boson
decay modes [48/56]. Most of the decay channels are only sensitive to the magnitude
of the couplings. Only the decay H — ~7y is sensitive to their relative phase due to
the interference between the diagrams with W bosons or top quarks in the loops.
While the standard model prediction is strongly favored by the measurements, the
solution k¢ is not yet excluded. The constraints in Figure assume only standard

3Calculated for proton-proton collisions at /s = 8 TeV (see next chapter).
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Figure 1.9.: Constraints on k¢ and ky from ATLAS I@land CMS measurements I@I
The allowed regions for the values are shown separately for the different Higgs boson
decay modes.

model contribution to the total width of the Higgs boson. As shown in [57], when
allowing for BSM contributions in the Higgs boson decays, the k¢ = —1 scenario
is still tolerated. For x = —1 the tHq production cross section would be 13 times

enhanced, i.e.
o(pp — tHq)wee—1 = 233.8755 b (1.9)

Another aspect making tHq production even more interesting is its sensitivity to
new physics. At high energy scales diagrams with flavor-changing neutral currents
(FCNC) involving top quarks and Higgs bosons with tHu or tHc vertices could
contribute to the tHq cross section . Two representative Feynman diagrams
for this process, that are suppressed in the SM, are depicted in Figure A
possible enhancement of the tHq cross section could also arise from the production
of a hypothetical heavy top partner t’. The t’ decays via t’ — tH, as depicted in
Figure , and would mimic the standard model tHq production signature [59].

Direct searches for tHq production are carried out in the H — yy , H — bb
and the H - WW decay channels by the CMS collaboration. The H — yy
analysis observes an upper limit of 4.1 times the predicted cross section with k¢ = —1
that coincides with the expected upper limit. The H — WW analysis reports an
observed (expected) upper limit of 6.7 (5.0) times the expectation with xkf = —1.
It should be noted that the H — vy analysis exploits an additional cross section
enhancement by a factor of 2.4 due to the interference of top quark and W boson
loops in the decay. The search for tHq production in the H — bb decay channel is
one of the main objectives of this thesis and presented in Chapter [6]

14



1.3. Higgs boson production in association with single top quarks

Ue — R -- === - H
(a) FCNC processes with tHu or tHc vertices

q q

b
(b) Heavy top quark partner t’

Figure 1.10.: Possible Feynman diagrams beyond the standard model contributing to tHq
production. The crossed out vertices are in the two diagrams in [@] are suppressed in
the standard model. The double line in @ indicates a hypothetical top quark partner
that is predicted in some new physics models.
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2. Experimental setup

The nature surrounding us is primarily comprised of up quarks, down quarks and
electrons. Only from these three first-generation fermions matter is built. On
earth, heavier particles from the second or third generation are produced naturally
only in high energetic collisions in the atmosphere. However, all second and third
generation particles decay eventually to their partners from the first generation. To
test the full set of elementary particles of the Standard Model and to possibly find
new particles large machines are necessary providing high energetic collisions under
laboratory conditions.

According to Einstein’s mass-energy equivalence E = m - c? [63] large center-of-
mass energies /s are needed to produce heavy particles as the Higgs boson or the
top quark. In modern colliders particles are accelerated to unprecedented energies.
The collider with the largest center-of-mass energy is the Large Hadron Collider
(LHC) |64] at the European Organization for Nuclear Research (CERN) center in
Geneva, Switzerland. For the most part of the year, the LHC is devoted to provide
proton-proton collisions at a high center-of-mass energy.

To record the particles produced in such proton-proton collisions dedicated de-
tectors are needed. The data analyzed in this thesis has been recorded by the CMS
detector, one of the most complex apparatuses built by mankind.

The following sections give an overview of the main parts of the LHC accelera-
tion chain as well as a detailed description of the CMS detector. In addition, the
computing structure responsible for processing and distributing the huge amount
of provided data is addressed.

2.1. The Large Hadron Collider

The LHC main ring has been installed in a 26.7km long ring tunnel, which lies
45m — 170 m below surface. For colliding protons two separate systems are needed
for directing two counter rotating proton beams around the ring. To save space
the two beam pipes share a common magnetic and cooling system. The ring itself
is not a perfect circle, but consists of eight straight sections and eight arcs as
illustrated in Figure The protons are guided by 1232 superconducting dipole
magnets providing a magnetic field up to 8.33 T through the ring. In addition, 392
quadrupole magnets govern the focusing of the beams.

Before the protons enter the LHC main ring, they are pre-accelerated step-by-
step. The acceleration chain at CERN is schematically illustrated in Figure [2.1
By applying high voltage of 90kV, protons are extracted from a hydrogen source.
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Figure 2.1.: Accelerator chain at CERN, taken from . Before entering the LHC main
ring, the protons provided by the proton source are pre-accelerated by the radio frequency
quadrupole (RFQ), the LINAC2, the proton synchrotron booster (PSB), the proton
synchrotron (PS) and the super proton synchrotron (SPS). Two counter rotating proton
beams are accomplished by two different transfers lines TI2 and TI8. At eight possible
collision points P1—P8 the protons beams can be crossed. The four main detectors at
the LHC are ATLAS at Point 1 (P1), ALICE at P2, CMS at P5, and LHCb at P8. The
drawing is not to scale.

At first the protons enter the radio frequency quadrupole, which carries out three
tasks. By using resonant microwave cavities it accelerates the protons further,
focuses them, and groups the protons into bunches. Subsequently, the bunches
enter the LINAC2, a linear accelerator. Hereafter, the protons have an energy of
50MeV. Their energy is further increased to 450 GeV by the proton synchrotron
(PS) and the super proton synchrotron (SPS). After this step the proton bunches
are divided into two beams. Via two different transfer lines the two beams are
brought in opposite directions to the main ring, where the proton bunches reach
their final energy. In 2012 the final energy has been 4TeV per beam, leading to
collisions with a center-of-mass energy of /s = 8 TeV.

The LHC main ring provides eight points, where the proton beams can be brought
to collisions. The instantaneous luminosity L is the measure of the rate of data that
is produced. The larger L is, the more collisions can be recorded, and the greater
the chance that something new is observed. For two colliding proton bunches a and

b L is defined as
NaNb

L=f-
! drogoy’

(2.1)
where N, and N, are the number of protons per bunch and f denotes the beam
rotation frequency. The transverse sizes of both bunches o, and o, are simplified
assuming Gaussian shapes. Moreover, in Equation (2.1]) the crossing angle of the
beams is not taken into account. Considering L, for a given process p the interaction
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Figure 2.2.: Luminosity profile at the LHC in 2012 for proton-proton collisions at a center-
of-mass energy of /s = 8 TeV, taken from [66]. The peak luminosity per day delivered
from the LHC is depicted (left). Furthermore, the integrated luminosity over time (right)
is given. The blue histogram shows the integrated luminosity provided by the LHC, and
the yellow histogram indicates Lj,; recorded by CMS. The recorded integrated luminosity
is corrected for downtime of the CMS trigger system, which is introduced in Sectionl@

rate IV, is given via

Ny=o0,-L. (2.2)

Here, o, indicates the production cross section of the process. Figure @ shows the
luminosity profile of the full data taking period at /s = 8 TeV in the year 2012.
In the diagram on the left the peak luminosity per day is shown. The maximum
luminosity seen at the CMS detector of 7.7Hz/nb is the world record for hadron
colliders. The diagram on the right depicts the increasing integrated luminosity
Liny = [ Ldt over time. In 2012 data corresponding to an integrated luminosity
of 23.3fb™! has been provided by the LHC. Due to dead time of the CMS trigger
system described in Section [2.2.4] and other problems during operations the amount
of stored data is slightly lower. After a two-year shutdown, the LHC will restart
operation with higher energies than ever before in 2015. Proton-proton collision
with center-of-mass energies of /s = 13 TeV and /s = 14 TeV are scheduled.

In the end, it is the debris from the collisions that is tracked in the four main
detectors at LHC: ALICE, ATLAS, LHCb, and CMS. The ALICE (A Large Ion
Collider Experiment) detector [67] is tailored towards recording heavy ion collision
data and is located at P1. The LHCD detector |68] at P8 is specialized to study
rare decays of hadrons containing b and ¢ quarks. The two multipurpose detectors
ATLAS (A Toroidal LHC ApparatuS) [69] and CMS (Compact Muon Solenoid),
located at P1 and P5, respectively, are designed to probe the standard model with
high precision and to search for new physics beyond the standard model. In the fol-
lowing section, the focus lies on the CMS experiment and its different subdetectors.
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Figure 2.3.: Illustrative overview of CMS detector layout adapted from . The beam
pipe is surrounded successively by the tracking system, the electromagnetic calorimeter
and hadron calorimeter. These parts are located in the volume of the superconducting
solenoid. The gas-ionizing muon chambers are found outside the solenoid embedded
in the steel return yoke. The modular structure with several barrel segments and two
endcaps facilitates maintenance and inspection of the detector parts.

2.2. The Compact Muon Solenoid detector

The Compact Muon Solenoid (CMS) apparatus is located in a cavern 100m be-
low surface at Point 5. Designed to detect the full ensemble of secondary objects
arising in proton-proton collisions, the detector with a length of 21.6 m, a diameter
of 14.6 m is built hermetically around the beam pipe. The dimensions make the
CMS experiment more compact compared to its counterpart, the ATLAS detector.
However, with a weight of about 14000t the CMS detector is twice as heavy as
ATLAS.

An overview of the detector’s characteristic onion-like layout is shown in Fig-
ure [2.3] Successively, the tracking system, the electromagnetic calorimeter, the
hadron calorimeter and the superconducting solenoid encompass the beam pipe.
The solenoid with an internal diameter of 6 m provides a homogeneous magnetic
field of 3.8 T parallel to the beam pipe. The muon system is located outside the
solenoid embedded in the steel return yoke.

The CMS experiment is designed to cover large phase spaces. Furthermore, the
different subdetector systems aim to identify muons with an excellent momentum
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resolution, to reconstruct charged particles with an excellent momentum and po-
sition resolution allowing for b tagging (see next chapter), as well as an excellent
electromagnetic energy resolution.

Conventionally, the CMS detector is described by a right-handed coordinate sys-
tem centered at the nominal interaction point. The x and the y axes are directed
to the center of the LHC main ring and to the sky, respectively. Consequently, the
z axis points counterclockwise along the main ring. The azimuthal angle ¢ and the
radius r are measured in the x — y plane. The polar angle 6 is given with respect
to the z axis. Geometrical positions are described with z, r and ¢. Generally, for
angles with respect to the beam pipe the pseudorapidity n = — In(tan 6/2) is used.

In the following insights into the different subdetectors are provided and the CMS
trigger system and the computing structure are introduced. A much more detailed
description of the different parts of the CMS experiment is given in |71].

2.2.1. Tracking system

The innermost subdetector surrounding the beam pipe is the tracking system [72]
with a length of 5.8 m and a diameter of 2.5 m. Its purpose is the accurate recording
of the bent trajectories of charged particles due to the magnetic field. This allows for
the reconstruction of the particles’ momenta as well as the sign of their electromag-
netic charge. Additionally, high precision trajectories facilitate the reconstruction
of vertices, as explained in Section

During nominal LHC operation, in the order of 1000 charged particles per collision
per bunch crossing are expected. Therefore, a high granularity and fast response
time is required. On the other hand, as the tracker constitutes the innermost layer,
it is subject to severe radiation. To address all these requirements, the compo-
nents of choice are semiconducting silicon detectors. Traversing charged particles
cause electron-hole pairs in these detectors, and the resulting electric signals can be
measured. The read-out is performed by dedicated radiation hard sensors.

Figure[2.4)gives an overview of the tracking system. It consists of two subsystems,
a silicon pixel and a silicon strip detector, covering in total the region with |n| < 2.5.
The support tube environing the tracking system, which ensures the detector’s
working temperature of —20°C, is not displayed.

Silicon pixel detector

The silicon pixel tracker has an active area of 1 m?. It consists of three barrel layers
with a length of 53 cm and two endcap disks. The 1440 modules contain 66 million
pixels providing high granularity. Each pixel has a size of 100 x 150 um. Up to
three space points per charged particle are obtained at radii of 4.4cm, 7.3 cm and
10.2 cm, with a resolution of 10 pm in the r — ¢ plane and 15 um in z direction.
The high granularity allows for the reconstruction of secondary vertices that are
needed for the identification of jets stemming from b quarks (see Section .
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Figure 2.4.: Overview of the CMS tracking system, taken from . The pixel detector
environs the interaction point (black dot). The strip detector is partitioned into tracker
inner barrel (TIB), tracker outer barrel (TOB), tracker inner disk (TID) and tracker
endcaps (TEC). The detector modules (single line) and stereo modules (double lines)
are shown.

Silicon strip detector

The strip detector system with 15148 modules encloses the pixel detector at radii
between 20 cm and 116 cm from the beam pipe. In this region, the particle flux is
reduced, so less expensive silicon strips are applied. Overall there are around 9.6
million readout channels yielding an active area of 200m?. The component itself is
divided into tracker inner barrel, tracker outer barrel, tracker inner disk and tracker
endcaps. The tracker inner barrel provides four layers of silicon sensors and the
tracker outer barrel six layers. In total, the barrel segments equip each charged
particle with up to ten r — ¢ measurements with a single point resolution between
30 um and 50 um. The tracker inner disks consist of three layers and the tracker
endcaps are equipped with additional nine layers. So, the endcap part of the silicon
strip detector adds up to 12 additional z — ¢ measurements with a resolution of
30 pm.

As depicted in Figure[2.4]stereo modules are added in all detector parts to provide
measurements of the missing coordinates, i.e. z in the barrel and r in the endcap
parts. These modules consist of two tilted strip sensors aligned back-to-back. The
resolution for the additional coordinates ranges between 230 um and 530 pm.

2.2.2. Calorimetry system

The second layer environing the tracker is the calorimetry system, that aims to
absorb electrons, photons and hadrons in order to measure their energies. It is built
up by two subdetectors: The electromagnetic calorimeter (ECAL) and the
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Figure 2.5.: CMS calorimetry and muon systems, adapted from with modification. The
sketch represents the longitudinal view in one quarter of the detector. The tracking sys-
tem is encompassed by the calorimetry system, partitioned into electromagnetic barrel
(EB), hadron barrel (HB) and hadron endcaps (HE). The electromagnetic endcaps (EE)
are shown together with the electromagnetic preshower detector. Outside the supercon-
duction solenoid the hadron outer calorimeter (HO) and the muon system embedded
in the steel return yoke are located. The hadron forward calorimeter ensures energy
measurements of particles with high pseudorapidities. For a detailed view of the muon

system see Figure

hadron calorimeter (HCAL) [75]. An overview of the layout is given in Figure
The energies of electrons, positrons and photons are measured in the ECAL, and
the energies of neutral and charged hadrons in the HCAL. Precise knowledge of
the particle energies is important for the reconstruction of jets and the missing
transverse energy explained in the next chapter.

Typically, the length of the absorber material in the ECAL is given in units
of Xy, which is the material specific radiation length of electrons. In the HCAL
with the hadronic interaction length A a similar quantity is chosen. Two different
techniques are exerted. For the HCAL alternating samples of absorber material,
decelerating the particles gradually to their complete absorption, and scintillator
material are used. In the ECAL a material is chosen that acts as scintillator and
absorber simultaneously.

Electromagnetic calorimeter

The desired homogeneous structure is reached with lead tungstate (PbWOQOy) crys-
tals. Though lead tungstate is very dense (p = 8.3g/cm?), it is still transparent
for visible light. Therefore, it can act as absorber and as scintillator material si-
multaneously. The electromagnetic barrel provides 61200 of these crystals and the
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2. Experimental setup

endcaps 7324 crystals.

Traversing electromagnetically interacting particles lose energy due to brems-
strahlung and electron-positron pair production. The emitted scintillation light in
the deceleration process is a direct measure for the energy of the incoming particles.
The advantages of the lead tungstate crystals are the short radiation length of
Xop = 0.89 cm and the small transverse dimension of the cascades. Hence, by using
these crystals a fine granularity can be achieved in the detector. Moreover, about
80% of all photons are emitted within 25ns, thus fast measurements are possible.

The length of the crystals corresponds to 25.8 - X and 24.7 - X in the barrel and
endcap segments, respectively. The barrel segments cover the region of |n| < 1.479,
and the front face of each crystal is 22 x 22mm?. The crystals in the endcaps, cov-
ering the forward region up to |n| < 3.0, have a bigger front face of 28.6 x 28.6 mm?.
For the readout of the photons, each crystal is equipped with avalanche photodi-
odes (barrel) or vacuum phototriodes (endcap). Additional measurements from the
preshower detector with an acceptance of 1.653 < |n| < 2.6 help to distinguish
photon pairs from 7° hadron decays from prompt photons.

The ECAL’s relative energy resolution aﬁ% AL, can be parameterized via

(o1har)’ = <2'j§)2 + <12b:%>2 +(0.3%)? (2.3)

where F denotes the particle’s energy measured in GeV. The first term on the
right side of this formula arises due to stochastic event-by-event differences and the
second summand proportional to 1/E? is the noise term. The numeric values have
been measured with electron test beams [76].

Hadron calorimeter

The hadron calorimeter is built up by alternating samples of non-magnetic brass,
serving as absorber material, and plastic scintillator tiles. The interaction length
in the brass samples is A\; = 16.42 cm and around 18 times larger compared to Xj.
As a consequence, hadrons deposit most of their energy in the hadron calorimeter.
The effective thickness of the hadron barrel is 5.82 - A7, and the hadron endcap has
a thickness of roughly 10- A;.

Traversing hadrons cause hadronic showers due to inelastic scattering with the
material. The deceleration happens mostly in the absorber material, and only a
small fraction of scintillation light can be detected in the plastic tiles. This light is
transported via wavelength shifting optical fibers to hybrid photo-diodes. The total
energy is then estimated based on the recorded fraction. Consequently, the HCAL
has a worse energy resolution compared to the homogeneous layout in the ECAL.

The hadron barrel segments cover the region || < 1.3 and each HCAL cell
matches to 5 x 5 ECAL crystals. The hadron endcap system has an acceptance in
the region of 1.3 < |n| < 3.0. Here, fewer crystals are mapped to each HCAL cell.
For the sake of completeness, it should be noted that the hadron outer calorimeter
is installed outside the superconducting solenoid. It uses the solenoid as additional
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2.2. The Compact Muon Solenoid detector

active detector material and has the purpose to measure the hadrons not stopped
by the hadron barrel. However, due to its worse energy resolution, information from
the hadron outer detector is not used in this thesis.

In the more forward region (|n| > 3.0) the hadron forward calorimeter is installed.
As in this region the particle flux is high, steel absorber and quartz fibers constitute
the sampling structure. The Cherenkov light emitted by particle showers in the
quartz fibers is measured via photomultipliers. Only due to the energy deposits in
this forward calorimetry the proper reconstruction of forward jets is possible, which
is of importance in this thesis.

Similar to the ECAL the relative energy resolution afflc Ap, for the HCAL can be
parameterized via

(otst )2—<S>2+02 (2.4)

OHCAL VE : :
Here, F is the particle’s energy measured in GeV. The parameter S represents the
stochastic term and C' is a constant. The values have been calibrated with muon
cosmic rays and several test beams and read S = 0.847+v/GeV and C = 0.074 for
the hadron endcap and barrel, and S = 1.98v/GeV and C' = 0.09 for the hadron
forward detector [77].

2.2.3. Muon system

As already the name of the experiment implies, the muon system |79] plays an
important role at the CMS detector. The muon detection system comprises nearly
1 million electronic channels and is dedicated to identifying muons and to providing
additional measurements of their kinematics. Muons are the only charged particles
causing hits in the tracking system, but not being brought to halt in the calorimetry
system. To detect them, three different kinds of gas detectors are embedded in the
iron return yoke, that provides a magnetic field of 2T. The layout of the muon
system is depicted in Figure

In the barrel segments covering the region with || < 1.2 in total 250 aluminum
drift tube chambers (DT) are arranged in four layers. These chambers are filled
with an Ar/COs2 gas mixture. The endcap segments with an acceptance of up to
a region of |n| < 2.4 use cathode strip chambers (CSC). The chambers contain a
mixture of Ar/COy/CF,4 and are arranged in four layers. The advantage of CSC
with respect to DT is that the former can cope with higher particle rates and higher
magnetic fields. Additionally, the region with |n| < 1.6 is equipped with resistive
plate chambers (RPC) that provide independent fast trigger information. This is
necessary due to the high muon rate in this central region.

2.2.4. Trigger system, JSON files and computing structure

During nominal LHC operation over one billion proton-proton interactions occur
each second. The huge amount of data produced in these collisions is impossible
to store in its entirety. One of the main challenges for the CMS experiment is to
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Figure 2.6.: Schematic overview of the muon system, taken from . The sketch shows the
longitudinal view of one quarter of the detector. Three different types of gas detectors
are used. Drift tubes (DT) are installed in the four barrel muon stations, MB 1 to MB 4.
The endcap muons stations, ME 1 to ME 4, are equipped with cathode strip chambers
(CSC). In all stations additional resistive plate chambers (RPC) are embedded in the
region |n| < 1.6, where a high muon rate is expected.

reduce the data rate of ~ 20 MHz to a reasonable level without losing interesting
physics events. To attack the problem the CMS trigger system incorporates
a two step reduction using hardware and software triggers.

The level-1 trigger (L1) of the CMS experiment consists of programmable hard-
ware and is required to reduce the data rate to 0.1 MHz. While the full detector
data is buffered, the level-1 trigger logically interprets the information from the
electromagnetic and hadron calorimeters as well as from the three types of tech-
nologies of muon detectors. Events with certain signatures in the detector possibly
stemming from interesting physics trigger a positive L1 decision. Only for these
events the event data is read out and passed to the next level.

The second step of data reduction is accomplished with the high-level trigger
(HLT) that is embedded in the computing farm at Point 5. The so-called Builder
Network calipers information from about 650 data sources and reconstructs the
events via dedicated algorithms. The data rate is reduced to less than 400 Hz by
applying requirements on the information of the reconstructed events. The step-wise
data reduction is schematically depicted in Figure 2.7

Events passing the HLT requirements are stored to disk divided into several
primary datasets. In order to provide the recorded data to analysts all over the
world, the CMS collaboration adopted the structure of the LHC computing grid .
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Figure 2.7.: Architecture of the CMS trigger and data acquisition system, taken from [71].
The two stages applied for event rate reduction from 40 MHz to 100 Hz are depicted.
First, only events passing the hardware-driven Level-1 trigger requirements are forwarded
to the readout systems. For these events the event builder combines the available detector
information. In the end, the software-driven HLT filter system decides whether an event
is stored or not.

The grid is organized in a tier-based manner with two Tier-0 centers, several Tier-1
sites, and numerous Tier-2 and Tier-3 facilities, as depicted in Figure 2.8 The
un-worked detector information of the primary datasets (RAW datasets) is stored
at the two Tier-0 facilities in Geneva and Budapest. Smaller RECO datasets are
obtained after first calibration and reconstruction steps. Both, RECO and RAW
datasets are transferred to at least one Tier-1 center as a backup. At the Tier-
1 centers, that are national computing facilities like at the Karlsruhe Institute of
Technology (KIT), AOD datasets are created that are a subset of the RAW data
with sufficient information for most analyses. The AOD datasets are distributed to
several Tier-2 and Tier-3 centers, where the user can access them.

The data management service responsible for transferring the huge datasets be-
tween the different CMS computing centers is PhEDEx [83]. PhEDEx also monitors
and logs the data transfers, so an accurate performance is crucial. For debugging
and testing the PhEDEx service, the LifeCycle agent was developed, that can sim-
ulate any request within an artificial architecture of Tier centers. As part of this
thesis, modules for this LifeCycle agent have been developed, that automatically
perform sanity checks and thus help scrutinizing the functionality of the PhEDEx
software [84].

During data taking the conditions can change, and issues in subdetectors can spoil
the recorded events. To supervise whether all components of the detector worked
properly, the CMS collaborations has the centralized Data Quality Management
group [85]. This group publishes lists of good runs, for which the detector has
operated flawlessly and the conditions have been stable. The list is referred to as
JSON file because it is stored in this format and exclusively those runs are used in
this thesis.
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Figure 2.8.: Architecture of the CMS computing grid, taken from with modifications.
The RAW data format is stored at the Tier-0 sites at CERN and the Wigner research
center for physics in Budapest. The 13 Tier-1 to date have large storage capacities and
are responsible for save-keeping the RAW and RECO datasets. At the numerous Tier-2
sites and Tier-3 centers the AOD datasets for the analyses are saved.
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3. Generation, simulation and
reconstruction of events

In the high luminosity environment at the LHC, proton-proton collisions cause a
vast amount of detector responses in the CMS experiment. Recording this data
with the subdetectors as explained in the previous chapter is only one side of the
coin. Advanced methods are needed to bring electric signals in the CMS detector
and predictions from the SM down to a common denominator. Only this way, the
confrontation of the experimental data with the underlying theory is possible.
Predicting the responses from particles in the complex detector environment is
an analytically non-solvable problem. That is why Monte Carlo (MC) techniques
are applied, which are based on random sampling. Collisions and their responses
in the detector are produced stochastically according to the expected probabilities
from theory. Therefore, also a precise simulation of the detector itself is needed.
To confront detector signatures from data and MC simulation, they have to be
interfered with a common reconstruction of the physics objects, like electrons or
jets, in each event. The hits and the energy deposits are interpreted by the Particle
Flow (PF) algorithm developed within the CMS collaboration. The resulting objects
serve as input for higher order physics objects, i.e. jets and missing transverse energy.
In this chapter the different steps in the simulation of collisions are described.
Moreover, the several MC generators as well as the detector simulation used in this
thesis are presented. Another section is dedicated to the reconstruction of physics
objects via the Particle Flow algorithm. In particular, this chapter also introduces
different jet clustering algorithms that are important for the further analysis.

3.1. Generation of events

The processes in proton-proton collisions obey quantum mechanics and are there-
fore of probabilistic nature. MC methods provide numerical solutions to non-
deterministic problems, hence they can be applied for the simulation of collision
events. Distinct requirements on production and decay can be enforced to gener-
ate rare physical processes with a reasonable amount of events. This is of great
importance, since the investigated signal production modes as well as most of the
background processes are expected to have low cross sections.

To produce such complex processes MC generators rely on a factorization of the
simulation. First, the initial hard interaction usually containing only a few initial
and final state particles is simulated. The resulting partons are further handed to
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Figure 3.1.: Scheme of the Monte Carlo event generation process adopted from . The
proton characteristics are defined by parton distribution functions. The initial and fi-
nal state partons participating in the hard scattering process are passed to the parton
shower step, where soft radiations are generated. Colorless hadrons are formed in the
hadronization step. Finally, the decay of unstable particles is simulated. Beyond, the
remnants of the protons can interact further. The contributions from this process, known
as underlying event, are simulated as well.

the parton shower step, that produces soft radiations. Eventually, the hadronization
of colored objects and the decay of unstable particles are simulated.

While the details of the different steps are provided in the following, Figure [3.1
gives an illustrative overview of the event generation.

Hard scattering process

The hard scatting part of interesting processes usually occurs with high energy
transitions and thus small values for a;. Therefore, perturbative calculations are
valid for computing the production cross section for a specific process.

To start with, the colliding protons are characterized with parton distribution
functions (PDF), that determine the momentum fractions of the different partons
(see also Section . These PDFs are measured in deep-inelastic scattering ex-
periments. Different collaborations provide parameterizations for the PDFs that are
used in the MC generators. Exemplarily, the CTEQG61 parameterization is shown
in Figure [3:2] This configuration is adopted for the majority of MC samples used
in this thesis.

Using the matrix element (ME) method, the cross sections are calculated based
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Figure 3.2.: Exemplary CTEQ61 proton PDF for gluons and quarks. This PDF is used for
the majority of MC samples in thesis. The values shown at a scale of Q2 = 200 GeV are
provided by the Durham HepData Project [87].

on the evaluation of all relevant Feynman diagrams. The interference between two
diagrams is already taken into account. Also, ME calculations account for specific
process kinematics stemming from spin and helicity effects for instance. Therefore,
the decays of resonances with spin, e.g. t — Wb — qqgb, are already simulated
in this step. The secondary objects are handed over to the parton shower process.
The decay of scalar particles, e.g. H — bb, is also left to the parton shower.

Parton shower

In this step the possible radiation of accelerated color charges is simulated. De-
pending on which part of the process these radiations occur, they are referred to as
initial state radiation (ISR) and final state radiation (FSR).

There are two popular approaches how to deal with prediction of these radiations.
On the one hand, the ME method can already incorporate additional radiations in
the calculations. However, this is limited by the increasing complexity of the Feyn-
man diagrams, when taking higher orders of perturbation calculation into account.
Furthermore, these calculations are only valid for small values of «.

Another approach is to simulate random splittings of one parton into two new
particles with the parton shower (PS) method. These successive splittings are pa-
rameterized with the Altarelli-Parisi splitting functions [88]. The exponentiation
using Poisson statistics leads to the Sudakov form factmﬂ which is the probability

!The Sudakov form factor is closely correlated to the scale evolution of PDFs described by the
Dokshitzer-Gibov-Lipatov-Altarelli-Parisi (DGLAP) equations [88H90|
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that no emission takes place. In this approach simplified models are used for the
kinematics in the interactions.

The two procedures are often combined in event generators. For instance, the
ME is used down to a process dependent cut-off energy scale to generate high en-
ergetic radiations. The low energetic radiations are then simulated with the parton
shower method. A careful combination is needed to avoid double counting, hence
matching algorithms have been developed. Most prominent are the CKKW [91],
with transverse momenta matching, and MLM [92], based on angular matching.

Hadronization and decay

The final products from the parton step consist of elementary particles like gluons
and quarks. Objects carrying color charge obey quantum chromodynamics. Hence,
they cannot occur freely due to confinement and hadronize into colorless bound
states. However, a perturbative calculation is not valid anymore, as the energy
transfer is very low at this point. The simulation of the hadronization of the particles
into colorless bound states has to rely merely on phenomenological models.

One prominent representative is the Lund fragmentation model [93]. Here, color-
flux string tubes describe the connection between colored particles depending on
their distance. Iterative break-ups of the color-flux string tubes, each creating a
qq pair, simulate the forming of neutral states. These break-ups continue until the
energy is too low to create new quark-antiquark pairs.

An alternative approach is the cluster hadronization model [94]. This model is
based on the idea that color lines connect pairs of partons after the parton shower.
Each gluon emission gives rise to a new color line. In the end, all gluons are forced
to decay into a qq pair. The forming of colorless bound states is realized by building
proto-hadrons out of the connected color lines. These proto-hadrons decay into the
observed final-state hadrons according to a simplified phase-space scheme.

In the end of this step the decay of the unstable hadrons according to the known
branching ratios is simulated.

Pile-up and underlying event

As indicated in Figure [3.1] the proton remnants, which do not contribute to the hard
process, can interact further. The products of these interactions are also recorded
and assigned to the same event. This is referred to as underlying event.

On the other hand, due to the high instantaneous luminosity provided by the
LHC, in each proton bunch crossing several proton-proton collisions take place.
These additional interactions are called pile-up (PU) events, and can be categorized
in two ways. In-time PU accounts for extra proton-proton collisions in the same
bunch crossing. Due to the finite response of the detector elements, also hits from
bunch crossings before or after, are recorded. This is called out-of-time PU.

Most MC generators provide methods to simulate an admixture of both, pile-up
and underlying event. That way, the data in the high luminosity environment at
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the LHC can be described properly.

3.1.1. Monte Carlo generators

The two analyses presented in this thesis use a wide range of different MC software
packages for the simulation of signal and background processes. All of them have
advantages, that are exploited for specific production modes. Thus, the different
generators and their main features are presented in the following.

Pythia 6.4

The powerful PYTHIA 6.4 package [95] is a multi-purpose generator. It provides
full-event simulation for a wide range of different processes for SM and BSM. The
hard scattering part is calculated via the ME at LO. In the parton shower step the
advantage from the parton shower method is used for soft QCD radiations, that are
not possible with the ME method. For the hadronization step the Lund model is
applied and many free parameters can be adjusted to allow for a solid description
of data. The parameter set used in the analyses is referred to as Z2 tune [96]. In
the PyTHIA 6.4 package also the generation of underlying event contributions is
provided.

Due to the advantages of the parton shower, other event generators, that simulate
the hard interaction at a higher order, are often interfaced with PYTHIA 6.4.

HERWIG++

HERWIG-++ [97] serves as an alternative multi-purpose generator, also providing
the full-event simulation for a vast number of SM and BSM processes. The cross
sections are calculated at NLO. Similar to PYTHIA 6.4, the different routines of
HERWIG-+-+ can be interfaced with other generators. The main difference com-
pared to PYTHIA 6.4 is the use of the cluster hadronization model instead of the
Lund model to simulate the hadronization step.

MadGraph

The MADGRAPH [98] software, a matrix element generator, calculates all relevant
LO Feynman diagrams for a given process. Also, leading-order radiation is provided.
The actual event generation is then performed with the MADEVENT package, which
does not cover showering or hadronization. Therefore MADGRAPH is usually inter-
faced with PYTHIA 6.4.

Powheg

The POWHEG package [99,100] provides NLO precision for several processes. The
main feature of POWHEG is to generate the hardest radiation first and then to
apply dedicated subtraction techniques when interfacing with LO parton showers,
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like HERWIG++ or PYTHIA 6.4. Therefore, the issue of over-counting Feynman
diagrams does not occur.

The presented analyses resort to POWHEG for single top production [101] and
the associated Higgs production with a vector boson [102].

Tauola

The TAUOLA package [103| provides a precise simulation of T lepton decays. Espe-
cially to account for spin correlation effects TAUOLA is interfaced with MC event
generators for the simulation of single top and diboson production.

3.1.2. Detector simulation

The previously summarized steps do not simulate the interactions of the resulting
particles with the detector. To compare the MC events with the actual data, it
is indispensable to account for the energy loss due to reactions with the detector
material or the deflection within the magnetic field for instance. A full simulation
of the CMS detector is provided in the GEANT 4 toolkit [104]. It includes a detailed
description of the geometry and material budget of the CMS detector. The simula-
tion of bent trajectories can be achieved with high precision. Moreover, the electric
signals caused by traversing particles due to hadronic and electromagnetic shower-
ing are also modeled as well as the responses from tracker and muon systems. All
MC samples used in this thesis are thus processed with the full detector simulation
based on GEANT 4.

At this point data and MC are available — and comparable — in form of basic
detector responses. To make comparisons of the underlying processes, for both a
common reconstruction is needed, as explained in the following.

3.2. Reconstruction of events

Within the CMS collaboration a powerful approach for interpreting electric signals
in the detector as physics objects such as electrons or jets has been developed: The
Particle Flow algorithm. The idea is to reconstruct and identify each individual
particle with an optimized combination of information from the various elements of
the CMS detector. A detailed description of the Particle Flow routines is provided
in [105]. The commissioning of the algorithm can be found in [106].

In a first step PFFElements are created by reconstructing tracks from the tracking
system and clusters out of the energy deposits in ECAL and HCAL. Corresponding
PFElements are then clustered into PFBlocks. The blocks are further interpreted as
PFCandidates in five categories: electrons, muons, photons, charged hadrons and
neutral hadrons. Finally, these PFCandidates serve as input for higher level physics
objects like jets and missing transverse energy.
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In the following the required steps to obtain PFCandidates as well as jets and
missing transverse energy are described.

3.2.1. The Particle Flow algorithm

Emitted charged particles leave hits in the tracking system. Their trajectories, or
tracks, are essential ingredients to the PF algorithm. The bending radius due to the
magnetic field provides information on the sign of the particle’s charge as well as
its transverse momentum. For the reconstruction the Combinatorial Track Finder
(CTF) 1075109 is applied in four steps. First, initial candidates are formed by con-
necting pairs of hits in two different layers. Each of these seeds are used to propagate
trajectory candidates from layer to layer with a combinatorial Kalman filter [110].
The filters take into account that tracks lose energy due to bremsstrahlung or scat-
ter via interaction with the detector material. Additional quality criteria help to
reduce the possible combinations, like a x? compatibility test between the predicted
trajectories and the hits. The CTF procedure is carried out more than once, and
for each run the hits connected to the found tracks with a satisfying quality are
cleaned from the list. This way, the optimal set of track candidates is found.

Primary vertices (PV) indicate the origin of an interaction. With a high density of
protons in each bunch, there are several of these interactions in each bunch crossing,
each producing dozens of tracks. The primary vertex candidates can directly be
obtained from the reconstructed tracks using the Adaptive Vertex Fitting (AVF)
method [111] — a modification of the Kalman filter. Tracks are weighted according
to their x? values from the compatibility test. After the weights are applied, the
PV candidates are re-fitted to obtain best possible results. Interesting interactions
including Higgs bosons and top quarks give rise to tracks with a large amount of
transverse momentum. That is why, in the analysis, the PV candidates are sorted
according to the squared sum of pr of their assigned tracks. The first PV is usually
selected for the analysis, while the other PVs are assigned to in-time pile-up.

The other objects acting as PFElements are PFClusters built from the energy
deposits in the ECAL and HCAL systems. The clusters are formed in three steps.
Initially, cells with energy deposits above twice the cell’s noise level serve as seeds.
Every seed leads to one cluster in the end. Secondly, topological partners are found
by adding adjacent cells. These cells have to exceed the noise threshold as well,
i.e. 80MeV and 300MeV in the ECAL barrel and endcap, respectively. In the
HCAL system the threshold is up to 800 MeV. Finally, the PFClusters are built by
iteratively aggregating neighboring cells weighted relatively to their distance to the
seed. Here, a cell can belong to more than one cluster, and if so, its energy deposit
is shared via a weighting function among the PFClusters. This way, the granularity
of the calorimetry is not a limit for PF objects. Further details can be found in [105].

A charged particle traversing the CMS detector usually gives rise to both, hits in

the tracker and energy deposits in the calorimetry. Therefore, the different PFEle-
ments have to be interpreted and logically connected. A dedicated linking algorithm
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unifies corresponding elements into PFBlocks. Assigning a PFElement to two blocks
is forbidden to avoid double-counting of energy. To link clusters to tracks, the latter
are extrapolated to ECAL and HCAL. In a first step each trajectory is continued
from its last measured hit in the tracker to the ECAL’s pre-shower. Afterwards,
the trajectory is evaluated in the ECAL to the maximum depth of energy deposits
assuming a typical electron shower. A further step extrapolates the track to the
HCAL at a depth of one interaction length A, which is characteristic for hadrons.
Before the linking is performed, the clusters’ boundaries are enhanced by one cell
to account for gaps between two cells.

If a track extrapolation lies within the boundaries of a cluster, the two are linked
and tagged with a quality value depending on their distance. For connections in-
cluding ECAL clusters, possible energy deposits due to bremsstrahlung are obtained
by linking the tangent of the track to different ECAL clusters. When a cluster from
a fine-grained region lies within a cluster in a coarse-grained area, the two are con-
nected. Tracks in the muon system are linked to tracker tracks by a global fit and
tagged with a consistency value x2.

Out of these blocks the algorithm starts with the final interpretation from PF-
Blocks to PFCandidates. First, muons are identified from blocks with links to the
muon system. Subsequently, electrons as well as neutral hadrons, charged hadrons
and photons are reconstructed. After each step, the corresponding PFElements are
removed from the PFBlocks.

Since the reconstruction and identification of particles is possible from only a
few elements, the PF algorithm turns out to be very powerful for high luminosity
collisions at the LHC.

3.2.2. Muon candidates

Muons leave distinctive signatures in the detector, and are rather easy to recon-
struct. As aforementioned, connections between tracks from tracker and muon
system are tagged with a x? value, that can be used as additional quality require-
ment on the muon candidate. When the tracks are compatible with each other a
global muon is reconstructed. The momentum of each global muon candidate is
compared with the measurement by only using the tracker information. If the two
results coincide within three standard deviations a PFMuon is built.

Also the reconstruction of low energetic muons, which possibly do not give rise
to hits in the muon chambers, is possible. To do so, tracks are extrapolated to the
calorimeter energy deposits, that are consistent with the amount of energy deposited
by a minimum ionizing particle.

Consequently, all corresponding tracks are removed and the estimated energy
deposits are subtracted from the assigned clusters with an uncertainty of +100%.
The estimate comes from cosmic muons measurements and the average deposit is
equal to 3 GeV and 0.5 GeV in the HCAL and ECAL, respectively.
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3.2.3. Electron candidates

Electrons traversing the detector lose a significant amount of energy already in the
tracker by the emission of photons. The photons travel without further deflection
to the ECAL and deposit their energies. Due to these tangential-bremsstrahlung
effects, the resulting clusters have a characteristic spread in ¢, which is used for
their identification.

On the one hand, an ECAL-driven method searches for the characteristic energy
deposits and links them to compatible tracks. Instead of a Kalman filter, a Gaussian
sum filter (GSF) [112}/113] is used for the track building. This works reasonably well
for high-energetic electrons. On the other hand, a tracker-driven method dedicated
to low energetic electrons is employed. Here, the blocks corresponding to electron
trajectories are searched using multivariate techniques |114].

The candidates from both reconstruction methods are tagged as PFElectrons and
the corresponding PFElements are removed. Further details can be found in |115].

3.2.4. Photons and hadrons

After all PFElements forming PFElectrons and PFMuons are subtracted, the re-
maining elements are assigned to hadrons and photons. Charged hadrons induce
hits and energy deposits in the detector. Neutral hadrons and photons do not leave
hits in the tracker, and only cause energy deposits in the HCAL or ECAL.

As a first step, the remaining tracks are used for the reconstruction of charged
hadrons by linking them to clusters in ECAL and HCAL. The leftover clusters in
the ECAL and HCAL are assigned to photons and neutral hadrons. Dedicated re-
calibration methods (see [105]) are performed correcting the energy of hadrons to
avoid double counting, and to account for non-linearities of the calorimetry system.

At that moment, all PF objects are reconstructed and serve as input informa-
tion for the clustering of jets and the calculation of missing transverse energy, as
described in the following.

3.2.5. Jets

The detection of color-charged quarks and gluons plays an important role in the
investigated Higgs boson production modes. However, these particles cannot be ob-
served directly. Due to the QCD confinement radiated quarks and gluons hadronize
when traversing the detector. This leads to collimated hadron tracks within the
detector, so-called jets. Dedicated algorithms are needed to identify the originating
particle of the jet and reconstruct its four-vector as precisely as possible.

To make meaningful comparisons between experimental data and predictions, a
consistent clustering of particles to jets is very important. For a proper use in the
experiments at the LHC, algorithms have to be efficient in computing time. On
the other hand, two theoretical premises need to hold. Firstly, the outcome of
a clustering algorithm should not fluctuate when a particle distributes its energy
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SIS

(a) Infrared safety violation (b) Collinear safety violation

Figure 3.3.: Examples of violations of the two fundamental jet requirements. Additional soft
emissions, e.g. by pile-up, are not supposed to change the jet deﬁnition@ Furthermore,
the number of reconstructed jets should not vary with collinear splitting

among two collinear objects. Secondly, the number of reconstructed jets should not
change by adding soft radiations. These two principles are illustrated by showing
violations of them in Figure [3.3]

Standard jet clustering algorithms

In principle there are two types of clustering algorithms. Cone-based algorithms
like SISCone |116] combine all objects in a given cone. Opposed to this, sequential
clustering algorithms iteratively cluster adjacent objects. All techniques used in the
analyses of this thesis rely on the latter approach: the anti-kr jet algorithm [117]
and the Cambridge/Aachen (CA) algorithm [118|. For the sake of completeness, it
should be noted that the kt algorithm [119}/120] depicts another sequential cluster-
ing technique that has been extensively used at the LEP experiments.

The sequential clustering algorithms do not fix the geometrical shape of jets.
They start by calculating the distances between all pairs of objects ¢ and j, given

by

2
AR
R2
where n denotes a free parameter differentiating the three algorithms. The size

and resolution of the jets is determined by the size parameter R, which can also be
chosen freely. In addition, for all objects the distance to the beam is calculated via

d;; = min (p%’:‘i,pzT’?jo) (3.1)

dip = Py (3-2)

The algorithm then searches for the smallest value in all calculated distances. If
min(d;;) < min(d;g) the objects i and j are clustered into a new particle ¢'. If
min(d;p) < min(d;;) object i is declared as jet and removed from the list of objects.
Afterwards all distances are re-computed and iteratively clustered or removed until
all objects are part of a jet. This type of jet reconstruction provides collinear and
infrared safety by construction.
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The constant re-computation of distances takes a long time for large numbers
of objects. That is why a straight-forward utilization of sequential clustering algo-
rithms would not to be applicable for the high luminosity collisions at the LHC.
The implementations provided in the FASTJET software package [121}/122] solve this
problem by using the geometrical nearest neighbor location [121].

As aforementioned, the definition of parameter n in Equations and is
different for the sequential algorithms. The anti-kr algorithm, being the default
choice in the CMS collaboration, uses n = —1. This way, the resulting jets are
roughly cone-shaped. In the CMS collaboration a size parameter of 0.5 is applied
for anti-kr jets, referred to as AK5 jets. The CA method uses n = 0, so only the
pure geometrical distance between two objects is taken into account. This algorithm
was found best for the analysis of jet substructure [123|. Both algorithms use PF
objects as inputs.

Subjet/filter jet algorithm

The search for a Higgs boson in the WH production channel, presented in Chap-
ter investigates an alternative approach of reconstructing jets: The SubJet/Filter
algorithm (SJF) proposed in [124]. This algorithm is designed for the reconstruc-
tion of heavily-boosted objects. In particular, the authors of [124] predicted that
by implementing the SJF techniques the channel VH(bb) could become one of the
most important channels for the discovery of the Higgs boson.

Figure [3.4] provides an illustrative workflow of the SJF algorithm for the recon-
struction of a H — bb event. In the first step a fat jet jg, with a large radius is
clustered using the CA algorithm in order to collect all Higgs boson decay products.
As a reasonable fat jet size parameter the authors suggest a value of 1.2, which is
also used in this analysis.

Afterwards, the clustering is undone iteratively. First, the last step of the clus-
tering is canceled to break jg.; into two subjets j; and jo. They are ordered such
that m1 > meo. The fat jet is only assigned to the Higgs boson, if the mass of j;
is significantly lower compared to jgt, and the unclustering is not too asymmetric.
Technically, the requirements

m1 < b Miag and (3.3)
min(pr j,, Pr,; o
Yt < Y = (;J; T”)-ARQ(Jl,Jz) (3.4)
fat

have to be fulfilled. Otherwise, the subjet j; is taken as the fat jet from the first
step and the unclustering is applied again. The two parameters u and y., define
the mass drop and the asymmetry requirement, respectively. In this thesis the
explicitly suggested values of [124] are taken, i.e. p = 0.67 and yeu = 0.09.

With the fat jet assigned to the Higgs boson environment and the two corre-
sponding subjets at hand, the CA algorithm is applied again with a much smaller
jet radius of Rgy = min (0.3, AR(j1, j2)/2). The three hardest filter jets can then be
interpreted as the two b quarks from the Higgs boson decay together with leading
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(a) Fat jet (b) Subjets (c) Filter jets

Figure 3.4.: Hllustrative overview of the Subjet/Filter jet algorithm for reconstructing the
decay H — bb, based on [124]. In a first step fat jets are clustered with the CA algorithm
using R = 1.2 as size parameter |(a)l The clustering is then withdrawn until a certain
mass drop criterion is reached nally7 filter jets are obtained by re-clustering inside
the subjets with a size parameter of Rg; = min [0.3, Ry;/2) Therefore, filter jets
have a smaller radius compared to the standard AK5 jets and are supposed to be more
resilient against distortions from pile-up and underlying event.

order gluon radiation. The Higgs boson candidate built up from these three filter
jets is predicted to be cleansed from contaminations due to pile-up interactions and
underlying events. Therefore, the mass resolution is also expected to be improved.

Jet energy corrections

Before being able to compare the clustered jets to theory predictions, they need to
be cleansed from detector influences. Saturation effects of single components or the
non-linearity of the calorimetry system lead to differences in the jet response. The
Jet response is defined as the ratio of the measured jet’s transverse momentum to the
true transverse momentum of the generator reference particle, pjft / pﬁ?f. Factorized
Jet Energy Corrections (JEC) provided by the CMS JEC group [125] address these

different biases, as explained briefly in the following.

o L1 FastJet: On an event-by-event basis, the average pile-up density per unit
area [126] is estimated and subtracted depending on the area of the jet.

o L2 Relative: Modulations of jet response depending on the pseudorapidity 7
are observed due to the non-linearity of the calorimetry at the CMS detector.
MC simulated QCD events are used to compute n-dependent correction factors
making the response flat in 7.

e L3 Absolute: The non-linearity of calorimeters also causes a bias of the jet
response in transverse momentum. The pp-dependent correction factors are
again evaluated using QCD MC.

In addition, for jets from data L2L3 Residual corrections take care of the fact that
the L2 and L3 effects have been estimated by MC only. Unless otherwise noted,
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the energies of jets used in this thesis are include all listed corrections. The energy
corrections have been validated with in-situ measurements with the energy balance
of dijet and y/Z+jets events [127].

Another correction is applied to account for the differences between data and
MC in the resolution of jet energies. This correction is covered in the corresponding
sections in Chapters 5] and [6] For more information see [127].

Identification of b jets

The information of the origin of a jet, or more precisely whether it is originating
from a b quark or not, is hugely useful in analyses dealing with multijet final states
containing b quarks, as it can discriminate between signal and background pro-
cesses. Dedicated methods considering the b quark decay characteristics, known as
b tagging algorithms, provide such information.

When a b quark is produced in collision events, it hadronizes into a B meson.
Since the meson’s b quarks decay only via the weak interaction into ¢ or u quarks,
the relatively long lifetime of B mesons is on the order of 7 = 1.6 ps. This delayed
decay gives rise to tracks displaced with respect to the PV and forming a secondary
vertex. The characteristics are illustrated in Figure (3.5

This thesis relies on the use of the Combined Secondary Vertex (CSV) algo-
rithm [128,/129]. This advanced method combines all available observables by ap-
plying multivariate tools. Using information of impact parameter significance of
tracks, the distance between secondary and primary vertices as well as jet kine-
matics a likelihood discriminant is calculated. Jet stemming from b quarks get a
large discriminator value, while gluon or light quark induced jets possess small val-
ues. The algorithm is very effective and even provides reliable information when no
secondary vertex can be formed.

Different working points are defined according to the mistag rate, i.e. the ef-
ficiency to falsely classify a light quark or gluon induced jet as b jet. Globally
provided scale factors correct for efficiency differences between data and simulation
at these points. To exploit the full shape of the b tag discriminant a dedicated
reshaping procedure presented in Section is needed. The search for tHq final
states uses a cut on the tight working point, corresponding to a mistag rate of 1 %,
discussed in Section

3.2.6. Missing transverse energy

The presented searches have to cope with the fact that there might be particles
in each event leaving the detector without interaction. Since the colliding protons
at the LHC only possess momenta longitudinal to the beam axis, the undetected
particles yield an imbalance in the transverse momentum sum. This is referred to
as missing transverse energy and is usually linked to the presence of neutrinos in
the interactions, but could also arise from so far undiscovered particles.
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Displaced
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Figure 3.5.: Characteristics of collision events comprising b quarks, taken from [130]. The b
quark fragments into a B meson, which typically has a lifetime on the order of 7 = 1.6 ps.
The retarded decay is visible via displaced tracks possessing a large impact parameter
do with respect to the PV. In many cases out of several displaced tracks a secondary
vertex with a distinctive distance to the PV (Lyy) can be reconstructed.

By requiring momentum conservation the missing transverse energy is calculated
from the negative sum over all reconstructed Particle Flow candidates,

v = — Z (E;sin 0; cos ¢;%x + E;sin6;sin ¢;y) . (3.5)
i

Here, £ and ¢ are the unit vectors in the direction of the x and y axes. This raw
quantity does, in general, not represent the true transverse momentum of undetected
particles due to detector and pile-up effects. That is why for both analyses presented
in Chapters [5| and |§| corrections on pf*" are applied.

Jets are a major ingredient in Equation , thus so-called type-I corrections
propagate the jet energy corrections to the missing energy. Furthermore, type-0
corrections are essential when charged hadrons are removed from pile-up interac-
tions (see also Section [5.4). These corrections remove consistently an estimate of
neutral pile-up contributions from the missing energy. For both, type-I and type-0
corrections, further information as well as the technical implementation are found
in [131].

The missing transverse energy used in the analyses can be written as

Pr= P + OP0 4 OpPe, (36)

where 5%’ Pe0 and C_"tTy Pl Jenote the specific correction terms for type-0 and type-I
corrections, respectively. In events with one neutrino expected in the final state
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the norm of g7, abbreviated with Er, is usually assigned to the neutrino’s trans-
verse momentum. Another piece of information used in the following is the Hrp
significance, defined as It divided by /), pr,;, a sum over all PF particles in the
event. Its value represents the likelihood that the measured Fr is consistent with a
fluctuation from zero due to imperfect detector responses.
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4. Statistical methods and
multivariate tools

Two cornerstones of the analyses presented in the next chapters are the use of
multivariate tools and the statistical interpretation of the results. For the statistical
inference the parameter estimation with the maximum likelihood estimator method
as well as the construction of exclusion limits with the CLg approach are applied.
The multivariate approach allows to classify events as signal and background events
and thus helps to increase the search sensitivity. In addition, multivariate methods
can predict distinct parameter values, known as regression.

In this chapter, the concepts of maximum likelihood estimation and CLg exclu-
sion limits and their implementation in the statistics framework THETA [132] are
described. Furthermore, an introduction to Boosted Decision Trees (BDT) and ar-
tificial Neural Networks (NN) based on their execution in the ROOT [133] TMVA
package [134] are given.

4.1. Statistical methods

The following definitions assume analyses that are performed with binned his-
tograms instead of continuous functions. This is true for the searches in Chapters
and @ A more detailed description of the applied methods is given in |135].

4.1.1. Maximum likelihood parameter estimation

A common problem in high energy physics is to find an optimal parameter set @
adjusting MC histograms to fit the measured data. The problem can be solved by
using a maximum likelihood parameter estimation (MLE).

Consider N statistically independent measurements X = {1, Z2, ..., Zny }, each of
which is a set of values indicated by a vector. The conditional probability density
functions (p.d.f.) f(Z;|@) quantify the likelihood of measuring Z; for a given set of
parameters @. In the calculations the different f(Z;|@) are assumed to be known,
and have to be normalized for all @&. The joint probability of observing X given @
is defined by the likelihood function built from the product of the individual p.d.f.s

N
L(@) = f(&a)- f(&la) - f(@x|a) = [] f(@la). (4.1)
i=1

To find the best set a for which the observation of the quantities Z; is most probable,
L(@) has to be maximized.
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In many scenarios, it is more convenient to use the natural logarithm of the
likelihood function, known as the log-likelihood. The logarithm is a monotonically
increasing function and thus has extrema at the same positions as the function itself.
The advantage of the log-likelihood compared to the basic likelihood function is that
taking derivatives is often easier, as it can be rewritten as a sum

N N
In£(@) =[] f(@ld) =D Inf(Fla@). (4.2)
=1 =1

For historical reasons the numerical methods for finding extrema are typically min-
imizers. Therefore the implementations in THETA and in other frameworks search
for the minimum of the negative log-likelihood (—1In £(@)) to find the optimal set
of parameters a.

4.1.2. CLs exclusion limits

As the Higgs boson mass is not predicted by theory, for a long time the Higgs boson
hunt was a search for a needle in the haystack. When analyses observed no clear
signal, the degree of confidence for eliminating the sensitive mass region needed to
be statistically quantified. This is done by the calculation of exclusion limits. At
the LHC the standard procedure is the computation of CLg limits [136,/137], as
explained in the following. The description is based on [138|.

In general, when no clear excess predicted by a signal process with a theoretical
cross section ogy is observed in data, upper limits on its cross section can be set.
A signal strength multiplier 1 = o /ogy is introduced, to normalize the measured
cross section to the standard model prediction. The exclusion limits are based on
the profile likelihood ratio test statistic built from a set of nuisance parameters 6
with corresponding priors 7y, that represents their probability functions. The test
statistic is calculated via

L(datalpu, é#)

= with 0 < i < p. 4.3
£(datal, 6,) = (43)

Gu = —2log

Here, éu is the conditional maximum for # given a fixed value of 1 and given the
observed data. The values i and éﬂ are the global maxima of the likelihood function.
The constraint g > 0 is usually introduced in Equation to achieve physically
meaningful results. To obtain one-sided exclusion intervals the constraint i < p is
introduced. The likelihood function is the product of all statistically independent
bins ¢ with n; observed events, given by

s 0™ i
L(datalu, ) = 1:[ [ni!e s -me(6) . (4.4)
The term in square brackets represents the Poisson distribution for one bin, i.e.
Poisson(n|u-s(6) + b(#)). In other words, it is the likelihood to observe n events

when p - s signal and b background event are expected, with a given pu.
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Figure 4.1.: Illustrative example of the CLg value definition. The probability functions for
the signal-plus-background s+ b and the background-only b hypotheses are derived from
simulation. Given a measurement with an observed value for the test statistic g, the
CLg value is defined as p,, /(1 — ps), where p, =1 — psjp.

For the derivations of a CLg limit from the observed data first the observed test
statistic from Equation is calculated. Furthermore, the probability density
functions f(gu|u,8) are constructed using Monte Carlo simulation for the signal
and background processes. In particular, the scenario with u = 0, i.e. only events
from background processes and no events from signal are predicted, plays a special
role, and is denoted as the background-only or null hypothesis. The CLg value
opposes the signal hypothesis with a given p with the null hypothesis via

CLg(p) = lf—/*pb. (4.5)

Here, the so-called p-values p,, and p; represent the compatibility between hypoth-
esis and data, and are given by

pe = Pla. > | signal + background) = [ [ @ 0m0)a0dd, . (46)
ap>®

1—-p» = PG chzbs | background-only) =/b /f((ju|0,éﬁbs)7rg(0)d0d(ju. (4.7)
agrs Jo

An illustrative example of the p-values and the CLg value is shown in Figure [L.1]
The interpretation of the CLg value depends on the tested p. Exemplarily, for
u =1 and CLg = « the interpretation reads: the scenario in question is excluded
with a (1 —a) CLg confidence level (C.L.) at the nominal predicted signal strength.
It is conventional to quote 95% C.L. upper limits in analyses. Consequently, the
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value p is adjusted until CLg = 0.05 is reached.

In order to set the found upper limit into perspective regarding the sensitivity
of the analysis, it is common to quote the observed limits together with the ex-
pected limits. The expected limits are derived by generating a large number M
of pseudo-datasets from background-only simulation. Each pseudo-dataset is then
treated as it was real data, and so M CLg upper limits at 95% C.L. are obtained.
The distribution of M upper limits is normalized and integrated thereafter. The
median expected limit corresponds to the point where the integral reaches 0.5. The
+1o and £20 uncertainty bands correspond to the integral values 0.16 and 0.84,
and 0.025 and 0.975, respectively.

4.1.3. Asymptotic limits

The test statistic in Equation has a major advantage. Normally, the calcula-
tion of CLg limits and in particular the expected CLg limits, where the process is
O(1000) times repeated, is very CPU intensive. Following Wilks’s theorem [139] the
procedure can be simplified. Assuming a large data sample size, Wilks’s theorem
states that the test statistic will follow asymptotically a x? distribution with degrees
of freedom corresponding to the difference in dimensionality between 6,, and 6y, i.e.
equal to one when the constraint 0 < p is ignored. Therefore, the test statistic can
be expressed analytically and the so-called Asimov dataset is introduced, defined to
make estimations for all parameters equal to their true values. This Asimov dataset
represents the full ensemble of pseudo datasets, and the median expected limits, as
well as the +10 and 10 uncertainties, can be obtained easily.
The extensive mathematically derivation is given in [140].

4.1.4. Systematic uncertainties and the theta framework

For each systematic effect that influences the measurement an additional nuisance
parameter 6, is introduced in Equation . Many tools are available which pro-
vide the routines considering all nuisance parameters needed for the limit calcula-
tions (and the maximum likelihood estimation). This thesis relies mainly on the
THETA framework [132] — a software package developed at KIT by Jochen Ott.
THETA provides the full set of statistical methods together with a fast and stable
implementation.

In the following the realization of some techniques within THETA is discussed. A
more detailed description can be found in [141].

Rate uncertainties

When an uncertainty 6, is only expected to change the overall rate of a process p
all bins of its template are shifted simultaneously. Technically, a bin-independent
but process-dependent factor { = exp(dp ,0,,) is introduced scaling the template in
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the fit. Here, d,, is a constant depending on the process. The prior for this rate
uncertainty is equivalent to a log-normal distribution, given by

1 _(ng?

0, (Ou, 5p,u) = m ‘e 2672)’“ with 5 >0. (48)
p,u

The advantage of this kind of implementation is that by construction nonphysical
values, i.e. £ < 0, are not allowed in the fit.

Shape uncertainties

When systematic effects 05 influence each event to a different degree, the resulting
uncertainty presents itself in shape deviations from the nominal distributions. To
account for these effects two additional histograms are introduced in the analysis.
The up template corresponds to a +1o shift and is connected to 85 = +1. Con-
sequently, the —1c shift is assigned to s = —1 and referred to as down template.
With 6 = 0 the nominal histogram is reproduced.

To introduce these templates to the statistical model, template morphing is per-
formed in THETA. Technically, in the region |fs] < 1 the template is interpolated
with a cubic function, such that the process normalization as a function of 65 and
the individual bin entries is continuously differentiable at 8, = £1. In the region
|0s| > 1 the template is extrapolated with the straight lines defined by the pairs
fs =0and 6, = 1, and f; = 0 and 65, = —1, respectively. Furthermore, its derivative
at 0, = 0 is the average of the slopes of the linear extrapolation. These constraints
uniquely define the function.

MC statistical uncertainties

As the analyses introduced in Chapters [5] and [0] rely on Monte Carlo simulation
as explained in the previous chapter, they face the problem that only a limited
amount of events is available. The correct treatment is to introduce to the model
an additional nuisance parameter Hff,?t following a Poisson distribution per bin and
per process. This was originally proposed by Barlow and Beeston [142]|. For the
analyses with many analysis regions and numerous background processes, however,
this leads to about O(100) —O(1000) additional shape variations and the CPU time
gets very large.

The implementation in THETA attacking this uncertainty relies on a modifica-
tion of the Barlow-Beeston method, proposed in [143|. Here, only one additional
nuisance parameter per bin 632" for all processes, is introduced. The Poisson dis-
tribution is approximated with a Gaussian. The important advantage is that the
maximization of the likelihood with respect to the introduced nuisance parame-
ters can be performed analytically. This procedure is known as Barlow-Beeston-lite
method.
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4.2. Multivariate analyses

In the analyses presented in this thesis, the signal events cannot be separated from
the background processes by simply introducing requirements on a few kinematic
distributions. The separation is only achieved by the simultaneous use of many
variables. Dedicated algorithms are needed to make the most of the variables and
their correlations.

Multivariate analysis tools (MVA) incorporate the correlations in the full set of
available information and combine them to one single discriminant. The definitions
of such methods are achieved in a training step, that needs events providing the
true outcome, e.g. whether the event is signal or background, as input.

The MVAs executed in this thesis are implemented in the ROOT TMVA pack-
age [134]. In Chapter [5] Boosted Decision Trees and in Chapter [6] artificial neural
networks are used for the classification of events as signal or background. BDTs are
also applied in Chapter [5] to predict distinct values for a quantity, a method known
as regression. The different techniques are introduced in the following.

4.2.1. Boosted Decision Trees

A decision tree itself is a consecutive set of yes or no questions, each of which is
known as node. Each node depends on the answer of the former node. The final
verdict — called leaf — is given after a fixed maximum number of nodes at most.
In Figure an exemplary decision tree that is actually used in Chapter[5]is shown.

In the training the criterion on each node is chosen such that the separation gain

between successive nodes is at a maximum. Given n events with individual weights
of w; the Gini index of a node is defined as

Gini = (i wi> -P-(1-P). (4.9)
i=1

Here, P denotes the purity of the node, given by

> s Ws
P= 5 , 4.10
Zs ws + Zb Wy ( )
where ) w, and ), wp are the sum of (weighted) signal and background events,
respectively. The Gini index is 0 for a sample which is pure in signal or back-
ground events and has a maximum for a mixed sample, that has a purity of 0.5.
Consequently, the splitting is good if the separation gain

SG = Ginifather — Ginichild 1 — Ginichﬂd 2 (411)

is maximized.
A single decision tree is easy to interpret but not very strong. Therefore, many
decision trees are trained consecutively with re-weighted training datasets, known
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Figure 4.2.: Exemplary decision tree used in the analysis. The topmost node roughly
has the same amount of signal and background events as input. Up to three subsequent
requirements are applied depending on if an event passes or fails a cut. Each leaf classifies
the event as signal (S) or background (B). On the order of hundreds of these trees are
used simultaneously to make a majority decision.

as boosting. The combination of all trees is called random forest. It should be noted
that there is an alternative randomizing approach via bagging which is not
explained here. An unknown event is put through all decision trees in the forest,
and the final response is the majority vote of all trees. The idea is that a sum
of weak decision trees will result in a stronger decision. This is clarified with an
example. Assuming three uncorrelated decision trees are given, that are correct in
60% of all cases. To correctly classify an event as signal, only 2 out of 3 trees have
to be correct. Therefore, the misclassification probability is given by

Prnis = (2) -0.4% 0.6 + (g) -0.4%-0.6° = 0.352. (4.12)

Consequently, the misclassification rate of the ensemble of trees is smaller compared
to the single decision tree.

A practical tutorial on the implementations of BDTs in TMVA can be found
in [145).
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Boosting

The training of multiple trees can be performed in several ways. For the BDTs
used in this analyses, the adaptive boost (AdaBoost) method [146| is applied which
assigns a larger weight to misclassified events of the previous tree in the training of
the subsequent tree. The weighting is implemented as follows.

Given a set of N training events, each with a weight of w; = 1/N, the misclassi-
fication rate for the m™ tree is calculated via

mis __ Zz]il w;0; (WI‘OHg)
m N .
D im1 Wi

Here, §;(wrong) is equal to 1, if the event was falsely identified, and 0 otherwise.
The boost weight «,, is given by

r (4.13)

1— Tmis
=f-In—> 4.14
Om B n T%ls ) ( )
where [ is a free parameter with 8 > 0. All event weights are changed to
w; — w; - e@m(vrong) (4.15)

The criterion ¢;(wrong) in the exponent ensures that only misclassified events are
affected. Afterwards, the event weights are re-normalized to 1. The final response
for a given event is the a,,-weighted sum of all individual trees.

Regression

In some cases not a simple yes or no decision but a distinct estimate for a quantity
is wished-for. In order to attack such problems, a so-called regression method
can be applied. The TMVA package provides the regression operation with BDTs.
Regression trees are designed such that subsequent yes or no decisions lead to leaf
nodes, that do not classify the events into signal or background, but give an estimate
for a specified target variable. Typically, single regression trees have a larger depth
(O(20)) compared to classification trees with a depth of ~ 3. As the Gini index
from Equation with the absence of correctly and falsely classified events is not
valid anymore, the criterion for splitting a node is taken to be the average squared
error |1341|147]

1

e R (416)

™oy
Here, y; is the true value of the regression target for event ¢ and g denotes the
target’s mean value over all events in the node. If 7" exceeds a given threshold the
node is split.
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4.2.2. Neural Networks

Neural networks are structures with artificial neurons inspired by the human brain.
Similar to BDTs, for NNs the correlations between numerous input variables can be
identified and used for classification and regression problems. There are many im-
plementations available for NNs. In this analysis the multilayer perceptron (MLP)
implementation of TMVA is used.

Generally, a neural network with k neurons can have k? connections between the
nodes. The MLP is a layer-structured feed-forward neural network, where nodes are
only connected to nodes from the subsequent layer. The architecture is illustrated in
Figure The first MLP layer is the input layer with one node per input variable.
Thereafter a user-defined number of hidden layers is included. In a hidden layer the
node ¢ gets the weighted sum of outputs from the previous layer as input, i.e.

Here, w;; denotes the weight that is given each previous layer node’s output x;. The
result, which can have values from —oo to +o0, is transformed with an activation
function to the range [—1,+1]. In TMVA the hyperbolic tangent

2
e?r +1

tanh(z) =1 (4.18)
is used as activation function.

In classification problems, there is one node in the final output layer. The final
output, exemplarily applying one hidden layer, is given by

N N;
ynN = tanh Z wj - tanh (Z wijxi) , (4.19)
j=1 i=1

where N; and N; are the number of input nodes and hidden layer nodes, respectively.
The weight between each hidden node and the output layer is denoted with wj;.

All weights are subject to the training, where again a large set of events is used,
for which the true output is known. For each training event a the neural network
output ynn ¢ is calculated and compared to the target g,, which is either 1 for signal
or 0 for background events. An error function is built, given by

N
S o= 1 N
E(ml,xg,...,xN|w) :Zi(yNN,a_ya)Q s (4'20)

a=1

where Z, denotes the ensemble of input variables for event a, and  indicates
the set of adjustable weights in the training. The training searches for the , for
which F is minimal. TMVA applies the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
algorithm [148-151], which is an iterative method for solving non-linear optimization
problems.
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Input layer Hidden layer Output layer

Figure 4.3.: Typical architecture of a feed-forward neural network. The shown example
has three layers: input layer, hidden layer and output layer. Each node is connected
to all nodes of the next layer. The number of input nodes corresponds to the number
of input variables used in the training. The number of hidden layers is adjustable by
the user. A bias for each neuron in the hidden layer is introduced by a bias node (not
displayed). Eventually, the single discriminant provided by the output layer can be used
as a classifier.

4.2.3. Overtraining

When a BDT or NN training uses too few training events for too many adjustable
parameters it can happen that statistical fluctuations in the training sample are
learned. This effect is known as overtraining and needs to be avoided at any price.
In an independent dataset an overtrained MVA usually performs worse, as the
fluctuations occur at different positions. An illustrative example is depicted in
Figure [£.4] One easy way to check an MVA against overtraining, is to apply the
training results on an independent simulated test sample. The comparison between
the test and training distributions via a Kolmogorov-Smirnov test provides the
probability that the two outputs have identical origins.

4.2.4. Ranking of variables

An helpful piece of information in a multivariate analysis is the importance ranking
of the input variables. That way, it is possible to remove less important variables, or
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Figure 4.4.: Nllustrative example for overtraining. Shown are two measurements for signal
events (red) and background events (blue) in two arbitrary variables. On the left side,
the training dataset is shown. The decision boundary from a well trained MVA (black
dashed line) is depicted as well as from an overtrained MVA (green line) that learns from
statistical fluctuations in the dataset. In a statistically independent dataset, illustrated

on the right side, the fluctuations occur at different positions and the performance of
the overtrained MVA is worse.

judge newly introduced variables for their benefit. For BDT and NNs the ranking
is calculated in a different way.

To obtain the ranking of input variables for a BDT, it is counted how often each

variable is used to split decision tree nodes, weighted by the factor in Equation (4.11)
and the number of events in the node.

As opposed to this the MLP neural network ranks the input variables according
to the weights between the corresponding node in the input layer and all nodes of

the first hidden layer via
np 9
L=z-% (wg)) . (4.21)
j=1

Here, I, denotes the importance of the variable 7 and Z; is its sample mean.
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5. Search for a standard model Higgs
boson in the WH production
channel

The Higgs boson found at the LHC is predicted to decay predominantly into bottom
quark pairs. However, in this channel a lot of effort is needed to extract the signal
events whilst considering numerous background processes. Therefore, the discovery
was mainly driven by bosonic decay channels into either v, W or Z boson pairs.
Using the full available dataset the ATLAS and CMS collaborations do not see
evidence for H — bb decays in their most recent results [152}[153] yet, so analysis
advancements increasing the search sensitivity are desired.

The goal of the analysis presented in this chapter is to improve the search sen-
sitivity for H — bb decays at the CMS experiment. The analysis was developed
in parallel to the CMS publication [153] and includes advanced jet reconstruction
techniques based on the Fat-, Sub- and Filter Jet (SJF) algorithm explained in
Section [3.2.5] A novel filter jet regression technique is presented that accounts for
missing dedicated jet energy corrections. Furthermore, a cross check of the official
results is carried out and for the first time the improvements of the usage of jet
substructure are quantified based on the full 8 TeV dataset. These studies can help
the H — bb effort within the CMS collaboration to face the new challenges in the
coming data taking period with higher center-of-mass energies.

After introducing the general search strategy in the W({v)H(bb) channel, the
characteristics of signal and background processes are described in this chapter.
Furthermore, the MC and data samples shared with [153| are given, as well as the
reconstruction procedure and selection requirements. Finally, the computation and
validation of the Boosted Decision Trees, that are employed to extract CLg exclusion
limits on the WH signal process at 95% C.L., is explained in detail.

5.1. Analysis strategy

As shown in Figure the Higgs boson found at the LHC with a mass of m(H) =
125 GeV decays in about 60% of all cases into a bottom quark pair. Due to large
background contributions with two bottom quarks in the final state, the channel
gg — H — bb is impossible to investigate.

The first step to make the search for H — bb events feasible is to focus on the
production of a Higgs boson in association with a vector boson via Higgsstrahlung
(VH). The representative Feynman diagrams are shown in Figure . This pro-
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Figure 5.1.: Generated boost distributions in signal MC. The left diagram illustrates the
signal efficiency for specific requirements on the transverse momenta of generated Higgs
bosons. With the criterion pr > 100 GeV 60% of the signal events are lost. In the right-
hand figure the transverse momenta of W boson and H boson are compared at generator
level. A clear correlation is visible.

duction mode has a lower cross section compared to gg — H (see Figure , but
provides leptons and/or missing transverse energy that can be used to trigger the
events. Nonetheless, further ideas were needed to suppress the dominant back-
ground processes, and for a long time the inspection of this channel was seen as
futile for the Higgs boson discovery. Only after the proposal to search for VH(bb)
in a boosted event topology [124], this decay channel was reinvestigated. By re-
quiring the Higgs boson and the vector boson candidates to have large transverse
momenta, a significant amount of signal events is ignored. Figure [5.1] shows the
expected signal efficiencies for specific requirements on the transverse momenta of
generated Higgs bosons, as well as the correlation between the boosts of Higgs bo-
son and W boson. Yet, according to the authors of |124] the advantages of this
strategy predominate. In the boosted regime the multijet bb production is strongly
suppressed. In addition, other background processes get indicating features that
can be used to discriminate the signal against them. For instance, events from
tt 4 jets production are likely to provide a high-energetic bb pair only with a larger
jet multiplicity in the event. Another advantage is that the decay products of the
boosted signal events are central in the detector and the tracking system can be
used for the reconstruction. This improves the jet resolution and allows for the
usage of b-tagging. Based on these ideas the layout of the analysis is constructed.

The boost requirements on the reconstructed Higgs and W boson candidates are
an essential feature of the event selection defining a signal enhanced phase space.
The dominant remaining background processes are tt and W + jets production. The
simulation of the latter is split into contributions with zero, one or two additional
b quarks in the event (W + 0b, W 4 1b and W + 2b). Scale factors adjusting the
normalization of these main background templates are estimated via a data-driven
approach in dedicated control regions. To enhance the mass resolution of the re-
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Figure 5.2.: Overview of the search strategy. Scale factors are computed in a data-driven
way for tt, W + Ob, W + 1b and W + 2b production. The estimates on the other
processes are taken from simulation. Regression techniques are applied to correct the
energies of standard and filter jets. After various validation steps and the evaluation of
systematic uncertainties, four BDTs are evaluated and their combination is optimized.
The exclusion limits are extracted on a template fit to the final discriminator.

constructed Higgs boson, regression techniques trained on simulated signal events
are applied to both, standard jets and filter jets. The optimization and validation
of the regression on filter jets is a significant part of this thesis. Furthermore, pos-
sible discriminating variables using the jet substructure are investigated to improve
the search sensitivity of the CMS analysis. After the validation of all discriminat-
ing variables and the estimation of systematic influences on the results, in total
four different BDTs are built. One is optimized to separate the signal events from
all background processes, whereas the other three are dedicated to discriminate
the signal process against tt, W + Ob and diboson production separately. In the
optimization procedure the best settings for all four decision trees are found. Ad-
ditionally, the ideal combination of the four BDTs into one final discriminator to
gain the largest search sensitivity is identified. This step is performed twice, first
with the set of variables used in [153|, and secondly with additional substructure
information in the training. Finally, a template fit on the final discriminator is per-
formed and CLg exclusion limits are extracted for nine different Higgs boson mass
hypotheses. The sketch in Figure [5.2] summarizes the strategy. In the following the
individual parts of the analysis are described in detail.
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5. Search for a standard model Higgs boson in the WH production channel

5.2. Signal and background characteristics

5.2.1. Signal topology

To define a signal enhanced phase space in the first place, and later to find discrim-
inating variables that separate signal from background processes, it is important
to know the topology of the investigated W({v)H(bb) process. Characteristically,
the signal events include a W boson with large transverse momentum and two high
energetic b jets, stemming from the Higgs boson. In the boosted regime the W
and the Higgs boson are expected to be central in the detector due to the com-
bined system’s large invariant mass. The azimuthal opening angle between the two
bosons Ap(H, W) is predicted to be sharply peaking at 7. This means, Higgs and
W bosons travel back-to-back in the majority of all cases. Smaller opening angles
Ap(H,W) < 7 occur when for instance the WH system recoils from additional
radiation. The system of two b jets is expected to have an invariant mass within
110GeV < myp < 150 GeV depending on the mass hypothesis as they originate
from the Higgs boson. The transverse momentum distributions of the b jets have a
maximum around myy/2. Apart from the lepton stemming from the W boson, there
are no further isolated leptons expected in the event, and additional activity in the
detector like extra jets is predicted to be minimal. The representative Feynman
diagram of the W({v)H(bb) process is shown in Figure Due to misiden-
tified leptons, contributions from the processes Z({{)H and Z(vv)H, depicted in

Figures and have to be also taken into account.

5.2.2. Background topology

There are several sources creating contributions to the sample that is selected in the
signal enhanced phase space in the end. Especially, tt and W+jets production are
the dominant background processes. Some of the background contributions can be
reduced sufficiently by enforcing selection criteria, while for others the correlations
of more variables need to be incorporated. In the following, for each occurring
background process the distinct difference of patterns in one or more kinematic
distributions is described.

V+jets production

The production of a vector boson together with additional jets mimics the signal
process. While the contributions from Z+jets can be reduced to a minimum by
requiring exactly one isolated lepton, W—jets production is a very important back-
ground. Particularly, the W+bb production, shown in Figure resembles the
final state of the WH process. After applying b-tagging requirements this is the
dominant V-+jets contribution in the signal region. However, the pp spectrum of
jets in V+jets production is softer compared to the signal process. Furthermore,
the invariant mass distribution of reconstructed Higgs boson candidates in these
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q 0 a v

(b) Z(2)H production (c¢) Z(vv)H production

Figure 5.3.: Representative LO Feynman diagrams for VH production. The analysis is
optimized for W({v)H(bb) production @ Contributions from ZH processes shown in
and are also taken into account. To facilitate the comparisons with diagrams
of the background processes a color code is introduced. In the final state b quarks

are indicated in red, charged leptons are green and neutrinos that give rise to missing
transverse energy are blue.

61



5. Search for a standard model Higgs boson in the WH production channel

events peaks at a lower value with respect to the signal process. Moreover, decay
characteristics like effective spin and color radiation can be used for the separation.

Top quark production

The production of tt pairs is a particularly challenging background in searches for
the Higgs boson. Especially the topology of semi-leptonically decaying top quark
pairs as depicted in Figure looks much like the signal process. Typically in
the highly boosted regime tt production arises with additional jets. This fact is
used to discriminate this process against the signal. Additionally, the azimuthal
angle between the reconstructed W boson and Higgs boson candidates is wider in
tt events.

The production of single top quarks is harder to separate from the WH process. In
many cases the light forward jet, characteristic for ¢-channel production as shown in
Figure escapes detection making the signature the same as for signal events.
However, the b quark stemming from the initial gluon splitting is often too soft to
be detected. With that said, and considering the smaller production cross section,
the contribution of single top quark events is less than 10% of all backgrounds.

Diboson production

Another process that mimics the signal topology is the production of two vector
bosons, i.e. WW, WZ and ZZ. Particularly the WZ production, where the W boson
decays leptonically and the Z boson into a pair of b quarks as shown in Figure|5.4(d)]
is an irreducible background. It can only be discriminated against the signal process
using the difference in the reconstructed mass of the b jet system. Therefore, a good
resolution in the invariant mass distributions is crucial.

QCD multijet production

Due to the large production cross section, the influence of multijet events produced
via the strong interaction has to be taken into account as well. Here, leptons in the
final state can occur due to semi-leptonically decaying hadrons containing b or ¢
quarks, or due to the misidentification of jets. Especially the boost requirement and
the demand for isolated leptons in the events minimize the multijet contribution.
In Section a data-driven method is presented showing that QCD production
can be neglected in this search.

5.3. Monte Carlo simulation and analyzed data
The vast amount of different generators adopted for the simulation of signal and

background events shows the diversity of contributing processes. In Table in
Appendix [A] the full list of the samples can be found. The cross sections applied for
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Figure 5.4.: Representative LO Feynman diagrams for important background processes to
the WH search. To impart similarities in topology to the signal process, the same color
code as in Figure [5.3]is introduced.

normalizing the templates and the total number of generated events 