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### List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>one dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>two dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>three dimensional</td>
</tr>
<tr>
<td>ALD</td>
<td>atomic layer deposition</td>
</tr>
<tr>
<td>AOM</td>
<td>acousto optical modulator</td>
</tr>
<tr>
<td>CAD</td>
<td>computer-aided design</td>
</tr>
<tr>
<td>DiLL</td>
<td>dip-in laser lithography</td>
</tr>
<tr>
<td>DLW</td>
<td>direct laser writing</td>
</tr>
<tr>
<td>Laser</td>
<td>light amplification by stimulated emission of radiation</td>
</tr>
<tr>
<td>MEHQ</td>
<td>mono methyl ether of hydroquinone</td>
</tr>
<tr>
<td>NPR</td>
<td>negative Poisson’s ratio</td>
</tr>
<tr>
<td>PDE</td>
<td>partial differential equation</td>
</tr>
<tr>
<td>RIE</td>
<td>reactive ion etching</td>
</tr>
<tr>
<td>SEM</td>
<td>scanning electron microscopy</td>
</tr>
<tr>
<td>STL</td>
<td>surface tessellation language</td>
</tr>
<tr>
<td>UV</td>
<td>ultra violet</td>
</tr>
</tbody>
</table>
Introduction

Looking at the pile of scripted introductions on my desk I come to appreciate the advantages of a pencil. I have written one version, erased parts again and replaced them by a different wording. Something that would have been impossible with ink seems normal to us for a lead made out of carbon. A crucial premise, however, is the layered substructure of graphite of which individual layers can easily be scraped off. Diamond for example is made of carbon as well, the same chemical element, but has a completely different mechanical behavior. What makes them distinct is the atomic structure they possess, more precisely the relative orientation of the atoms and bonds between them. A pencil with a diamond lead would be an expensive toy but worthless for writing. This example tells us that not only the constituent material, but also the substructure is important for the mechanical properties of materials. Our commonly used materials are designed by their chemical composition rather than their material substructure. Would it not be great to design materials with exciting new and optimized mechanical properties by tailoring the substructure of existing constituent materials? Mechanical metamaterials pick up this point in designing the lattice and the material distribution in a meta-atom, and thereby gain a whole new level of design freedom. Furthermore, instead of searching for materials that meet the requirement of desired applications, one can design materials that inherently have precisely that functionality.

The idea of tailoring a material property beyond the capabilities of natural materials has evolved in the field of optics, as here the concept of metamaterials was introduced in the 1990’s. General material limitations known so far are not valid any more in metamaterial systems. These materials obtain effective features for wavelengths larger than the lattice period through the structuring and material distribution within a meta-atom or unit cell. The search for optical metamaterials has raised the interest of material scientists and lead to theoretical suggestions for materials and applications they could be utilized in. Optical metamaterials [1] have shown many times how one can create materials based on these concepts – concepts which can now be applied to other fields of physics as well. This was done for example in thermodynamics [2–6], acoustics [5, 7], electrical conduction [6, 8–10], magnetic flux [11–13], and diffusive light propagation [14, 15]. Within the field of mechanics related work was performed on stability considerations in truss systems [16] or composites [17, 18]. The concept of metamaterials gaining effective media properties in mechanics was mainly theoretical [17, 19, 20], but just started to emerge based on nature related structures like the honeycomb and the thereof derived bowtie elements [21–25]. As we used this structure element to fabricate three-dimensional metamaterials to tune the Poisson’s ratio of a material [26], it was clear to us that there is much more to explore in the field of mechanical metamaterials.
The here presented tailoring of materials is based on essentially three different material characteristics. The first two are material moduli, namely the bulk $B$ and the shear modulus $G$. These moduli define the force needed to compress a material or deform it via shearing respectively. The ratio $B/G$, which is linked directly to the Poisson's ratio $\nu$, defines in which way a material can be deformed. The higher the $B/G$ ratio, the more we approximate a liquid state of material. On the other side, a material with a low $B/G$ ratio can only change its volume and is extremely stiff considering other deformations. Apart from the moduli of a material, the density $\rho$ has an important role in dynamic considerations. The density of a metamaterial can be tailored by different means, which can lead to a reduction of the effective density, or dynamically even a negative or anisotropic density. This can open up novel applications and functionality like for example vibration filters implemented by direction dependent band gaps.

This thesis explores the theoretical limits of mechanics based on theoretical suggestions for mechanical metamaterials, principally proposed by our collaborator Prof. Graeme Milton from the University of Utah. The general concepts embodied within the theoretical designs are utilized and realistic blueprints for metamaterials are developed on this basis. To validate the performance of the blueprints of the metamaterials, numerical calculations are used for a detailed analysis of the materials effective properties. To compare the numerical evaluation with experimental data, three-dimensional samples are fabricated by state of the art additive manufacturing technologies. The gained expertise allows to use mechanical metamaterials and the underlying concepts to create devices which are able to create a hidden void, which is unfeelable from the outside. Such a device, called an elasto-static cloak, is realized and characterized in three dimensions for the first time.

Outline of this thesis

In Chapter 1 we introduce the theoretical background and the used numerical and experimental methods used within this thesis. Hook's law is introduced and combined with the density into a formalism to arrive at wave motion in elastic solids. After this the elastic cloaking theory and the concept of metamaterials is introduced. In the second part numerical and experimental instruments used throughout this work are described.

In Chapter 2 we discuss three cases of extreme mechanical materials. The first part evaluates the classification and the theoretical concepts of auxetic structures. Furthermore, the ideal auxetic (unimode or dilational material) is approximated. The second part presents the opposite of a unimode namely a pentamode material. This material system is alternated in its designed substructure to allow for anisotropy as well as variable densities. The third part elaborates on densities of metamaterials and evaluates the possibility of anisotropic mass densities by the use of two examples.

In Chapter 3 we employ the gained expertise on mechanical metamaterials in order to cloak an object elasto-statically with the aid of, first, a core-shell design and, second, a lattice transformational design.

In Chapter 4 we conclude the work and discuss possible future applications.
1 Theory and Methods

In the first chapter we introduce some basic theoretical concepts used in this thesis and will guide through the theoretical background needed to understand the mechanical metamaterials discussed in the later chapters. Further explaining the basic methods used throughout this work, related to the simulations based on finite elements and fabrication methods, namely direct laser writing (DLW) and three-dimensional printing (3D printing). This chapter is meant as a general introduction and thus will not discuss the individual simulations and fabrications in detail, as this will be explained in the corresponding metamaterial chapters individually.

1.1 Fundamentals of Continuum Mechanics

This section introduces the fundamental mechanical properties of elastic solids, starting of from Hook’s law leading to the elasticity tensor in three dimensions. We will then simplify the elasticity tensor and describe the material properties by elastic moduli used commonly in literature. Further a discussion of the general behavior of extreme materials reveals the opportunities of mechanical metamaterials. After a discussion of linear to non-linear materials, Hook’s law is generalized to define a density of a material. Here beyond a static mass density discussion, a possible direction and frequency dependence of the density are explained. Following the discussion of the elastic and mass density properties, the wave-equation for elastic solids can be explained. At last we will point out some key features of elastic metamaterials on the example of a bimode material and discuss the concepts of the elastic cloaking theory.

1.1.1 Linear Hooke’s Law

Hooke’s law describes the linear deformation of materials. It states a linear relation between a deformation and a force in materials. In material science the proportionality factor connecting the force and the deformation is called a modulus.

Starting from a very simple consideration of a force acting upon a spring, one can illustrate the basic principle of Hook’s law. If one pulls on a spring, thereby applying a force to the system, and fixes the other end of the spring to prevent a translation, an elongation of the spring will be the result. The size of this elongation will depend on the force and the spring constant of the spring. In order to characterize the elongation normalized to the overall length of the spring a strain is defined. This strain $\epsilon$ is defined by the relative length change $\Delta L$ compared to the initial length $L_0$ as:
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Figure 1.1: (a) Strain and different stress directions along different directions. A strain is defined as a relative length change $\Delta L / L_0$. A stress is defined as a force acting on a surface. Here the first number indicates the face whereas the second index encodes the force direction. (b) Three different moduli are shown exemplary. (Form left to right). First the Young’s modulus related to a stress along one principle direction relating the length change to a force acting on a surface $A$. In the center the bulk modulus is represented. Here a hydrostatic pressure from all sides induces a volume change in the material. On the right a shear modulus experiment is depicted. Here the force acts along the face of the material leading to an effective shearing of the material.

$$\epsilon = \frac{\Delta L}{L_0}.$$  \hspace{1cm} (1.1)

This strain gives an scale independent measure of deformation. To distinguish between a compression or elongation a negative or positive sign is defined accordingly. An example can be seen in Figure 1.1 (a). Here the length change is $\Delta L = L_1 - L_0$ and $\Delta L = L_{-1} - L_0$. 

$$E = \frac{(F_{33}/A)}{(\Delta X_3/X_3)} \quad B = - \frac{(P/A)}{(\Delta V/V)} \quad G = \frac{(F_{33}/A)}{(\Delta X_3/X_3)}$$
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depending on expansion or compression of the spring. One can also define the strain by a displacement \( \mathbf{u} \) as:

\[
\varepsilon = \frac{1}{2} \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T + \nabla \mathbf{u} (\nabla \mathbf{u})^T \right) \approx \frac{1}{2} \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right).
\]

(1.2)

For simplicity we will mainly consider the distortion, \( X \). To describe a force \( \mathbf{F} \) acting with a certain direction, thus vectorial (\( F = |\mathbf{F}| \)) onto a system, a stress \( \sigma \) is defined. This measure relates the force \( F \) to an area \( A_0 = A \) on which this force is acting on, by

\[
\mathbf{\sigma} = \frac{\mathbf{F}}{A_0} \text{[Pa]}.
\]

(1.3)

The further discussions include only a linear relationship between the stress and strain, closely related to the simple Hook’s spring model. Expressing the spring constant \( D \) of a normal Hook’s spring with the stress and strain leads to \( \sigma A_0 = D \varepsilon L_0 \). Considering a material (in the solid state), acting as a three-dimensional spring system, makes the simple one dimensional problem and the related stress-strain equation rather complex. This relation is normally denoted as elasticity tensor \( \mathbf{C} \) of rank four:

\[
\mathbf{\sigma} = \mathbf{C} : \mathbf{\varepsilon}.
\]

(1.4)

This tensor has 81 entries due to the Cauchy’s stress and strain tensors \( \sigma \) and \( \varepsilon \) of rank 2. The elasticity tensor can normally be simplified to a smaller representation because of its major \( (C_{1122} = C_{2211}) \) and minor \( (C_{1233} = C_{2133}) \) symmetries. But there are even some cases where 81 entries are not sufficient. This can happen in some materials when the modulus differs under compression from the one under dilatation as found in some graphene composites [27]. Neglecting this behavior and stating that the tensor is symmetric under two index exchanges (called the major and minor symmetry of the tensor as above) one can bring the tensor to a simpler form. All of the quantities can be put into a 6 × 6 rank \( X_2 \) using e.g. the so called Voigt notation. If forces are applied on boundaries of a material under consideration, the corresponding behavior of the material to these applied forces defines the entries of the tensor. Following this procedure one can find all entries and reconstruct the entire elasticity tensor. Usually materials show symmetries in their elastic properties. On this basis the complexity of a material description can dramatically be reduced. As a first step, the general deformation modes of such a material need to be found. This can be done by searching for eigenvalues of the elasticity matrix and considering symmetries the elasticity tensor obeys for certain material classes. Starting from the spectral decomposition of the fourth-order tensor \( \mathbf{C} \), one can solve the eigenvalue problem [28]

\[
\mathbf{C} \cdot \mathbf{N} = \tilde{\lambda} \mathbf{N},
\]

(1.5)

where \( \mathbf{N} \) is a second-order tensor and \( \tilde{\lambda} \) is the column vector containing all eigenvalues. Mathematically there are six independent eigenvalues for a symmetrical fourth-order
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tensor such as the stiffness tensor. Using the Voigt notation [28] the elasticity tensor can be expressed as

\[
C = \begin{pmatrix}
C_{1111} & C_{1122} & C_{1133} & \sqrt{2}C_{1112} & \sqrt{2}C_{1123} & \sqrt{2}C_{1131} \\
C_{2211} & C_{2222} & C_{2233} & \sqrt{2}C_{2212} & \sqrt{2}C_{2223} & \sqrt{2}C_{2231} \\
\sqrt{2}C_{1211} & \sqrt{2}C_{1222} & \sqrt{2}C_{1233} & 2C_{1212} & 2C_{1223} & 2C_{1231} \\
\sqrt{2}C_{3311} & \sqrt{2}C_{3322} & \sqrt{2}C_{3333} & \sqrt{2}C_{3312} & \sqrt{2}C_{3323} & \sqrt{2}C_{3331} \\
\sqrt{2}C_{1311} & \sqrt{2}C_{1322} & \sqrt{2}C_{1333} & 2C_{1312} & 2C_{1323} & 2C_{1331}
\end{pmatrix}.
\] (1.6)

It describes the whole behavior and properties for any deformation of the material. The stress and strain representations are linked by the matrix \( C \):

\[
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{13} \\
\sigma_{23}
\end{pmatrix} = \begin{pmatrix}
\epsilon_{11} \\
\epsilon_{22} \\
\epsilon_{33} \\
\epsilon_{12} \\
\epsilon_{13} \\
\epsilon_{23}
\end{pmatrix}
\] (1.7)

The \( C \) tensor can be diagonalized for isotropic materials, named \( C_{\text{iso}} \), to get a representation of the eigenvalues in that case. This form allows for a reduced parameter space to be taken into consideration. Due to the symmetry of an isotropic medium it is possible to describe it with only two independent parameters. The possibility to invert the matrix is another outcome of the symmetry. This states that there is an inverted matrix which relates not the strain to a stress but rather the stress to a strain also called the compliance tensor:

\[
\bar{\epsilon} = C \bar{\sigma} \quad [\text{Pa}] = [\text{Pa}][\text{m/m}]
\]

\[
\bar{\sigma} = C^{-1} \bar{\epsilon} = S \bar{\sigma} \quad [\text{m/m}] = [1/\text{Pa}][\text{Pa}].
\] (1.8)

\[
C_{\text{iso}} = \begin{pmatrix}
B + 4/3G & B - 2/3G & B - 2/3G & 0 & 0 & 0 \\
B - 2/3G & B + 4/3G & B - 2/3G & 0 & 0 & 0 \\
B - 2/3G & B - 2/3G & B + 4/3G & 0 & 0 & 0 \\
0 & 0 & 0 & 2G & 0 & 0 \\
0 & 0 & 0 & 0 & 2G & 0 \\
0 & 0 & 0 & 0 & 0 & 2G
\end{pmatrix}.
\] (1.9)

Here \( B \) is the bulk modulus and \( G \) is the shear modulus. The bulk modulus is the inverse of the compressibility and thus relating a volume change to a hydrostatic pressure
as $B = -V \frac{dP}{dV}$. The shear modulus is related to a force acting along a facet and the accompanied deformation of a solid $G = \frac{F_{13}/A}{dx_1/dx_3}$. The schematics can be seen in Figure 1.1. This matrix relations can be expressed in a system of equations relating the behavior under stress to strain.

$$
\begin{align*}
\sigma_{11} &= a \epsilon_{11} + b \epsilon_{22} + b \epsilon_{33} \\
\sigma_{22} &= b \epsilon_{11} + a \epsilon_{22} + b \epsilon_{33} \\
\sigma_{33} &= b \epsilon_{11} + b \epsilon_{22} + a \epsilon_{33} \\
\sigma_{12} &= 2G \epsilon_{12} \\
\sigma_{13} &= 2G \epsilon_{13} \\
\sigma_{23} &= 2G \epsilon_{23}
\end{align*}
$$

(1.10)

with $a = B + \frac{4}{3} G$ and $b = B - \frac{2}{3} G$.

The parts $a$ and $b$ come from a simple evaluation, starting from stress applied in one direction of a material. The result is the well known linear isotropic Hooke’s law with the Young’s modulus $E$ in one direction: $\sigma = -E \epsilon$. Note that in a real material this is only true if either the Poisson’s ratio is zero or the material is free to move along orthogonal directions. If one fixes the orthogonal expansion or contractions as it would be the case in an infinite material or by applying forces to the sides, the Poisson’s ratio induces some additional forces onto the material. Consequently a force along the x-direction is accompanied with additional forces along the transverse $t$ direction. Therefore one has to modify our equation relating the displacement to a force of $F_t - 2\nu F_l = -EA_0 \epsilon$. In the transverse direction no length change is allowed, i.e. $0 = -\frac{F_t - \nu(F_t + F_l)}{EA_0}$. Solving the second equation for $\sigma_t$ and evaluating the first with this result leaves a combination of bulk and shear modulus. This gives the result used for the first entry $\sigma_{11} = \left(B + \frac{4}{3} G\right) \epsilon_{11}$ [29].

The resulting form of the above mentioned matrix gives rise to diagonalize the $C$ matrix. This is done using a transformation and can directly be related to the diagonalized form of $C_{iso} = Q_{iso} \Lambda_{iso} Q_{iso}^t$ with

$$
\Lambda_{iso} = \begin{pmatrix}
3B & 0 & 0 & 0 & 0 & 0 \\
0 & 2G & 0 & 0 & 0 & 0 \\
0 & 0 & 2G & 0 & 0 & 0 \\
0 & 0 & 0 & 2G & 0 & 0 \\
0 & 0 & 0 & 0 & 2G & 0 \\
0 & 0 & 0 & 0 & 0 & 2G
\end{pmatrix}
$$

(1.11)
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and

\[
Q_{\text{iso}} = \begin{pmatrix}
\frac{1}{\sqrt{3}} & \frac{2}{3} & 0 & 0 & 0 & 0 \\
\frac{1}{\sqrt{3}} & -1/\sqrt{6} & -1/\sqrt{2} & 0 & 0 & 0 \\
\frac{1}{\sqrt{3}} & -1/\sqrt{6} & 1/\sqrt{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}.
\]

(1.12)

As one can see we do indeed turn out to have only two distinct moduli in this case. The compression modulus \(B\), and the shear modulus \(G\). These two moduli are scalar for isotropic materials. This allows to calculate for example the Poisson’s ratio for a material (which links the deformation of a material along one dimension to the orthogonal directions for an unidirectional induced strain) with these two scalar moduli as follows:

\[
\nu = \frac{3B - 2G}{2(3B + G)}.
\]

(1.13)

Similar to this expression one can calculate different material properties with two other known properties of the material when it is isotropic. In different communities of science different notations evolved and are used. Here the focus lies on the moduli \(B\), \(G\), and \(E\) as well as the Poisson’s ratio \(\nu\). The elastic properties are then further related to the density \(\rho\) of a material. To make the Poisson’s ratio more accessible one can describe it as a ratio of two strains. As there are in general an infinite amount of strains possible this would in general again lead to a complex tensor. To simplify this equations one considers planes regarding basis vectors of the material or of the geometry e.g. \(\nu = \nu_{31}\).

\[
\nu_{31} = \frac{-\epsilon_{33}}{\epsilon_{11}}.
\]

(1.14)

The generally very complex description of elastic solids can be simplified to a large extend by comparing different elastic descriptions of the elasticity matrix. The symmetries of some materials allows to reduce the complexity of deformation to only two elastic moduli for an isotropic material. The less symmetric a material is the more elasticity matrix entries one has to consider. For example a cubic material has three independent elasticity matrix entries. The mechanical properties of lattices depend highly on the way they are internally connected [30], which gives an additional degree of freedom to a material design.

1.1.2 Easy Modes of Deformation

With the aid of the above mentioned equations the elastic properties (under static conditions) of a material are thus described in full. To get an intuitive feeling for the resulting materials behavior we will have a look on two extreme cases, considering only isotropic materials. Taking a closer look at the diagonalized form of \(C\) named \(\Lambda_{\text{iso}}\) (from equation 1.11) we note that only two different entities occur, namely \(3B\) and \(2G\). Therefore
it seems to be promising to examine the behavior of the $3B << 2G$ case (a) and the $3B >> 2G$ case (b).

(a) In the case where $3B << 2G$ or even considering the ultimate limit $3B = 0$ a material has lost one entry in the $\Lambda_{iso}$ matrix. This translates to one stiffness constant being small or even zero meaning that a small force probing this stiffness can cause a large or even infinite deformation. In the here considered case only one of the diagonal elements of the elasticity matrix is small leading to the name unimode material ($uni = one$). As only the bulk modulus is occurring once in the matrix, the case of a vanishing bulk modulus is the only possibility how such a material can occur. The ideal unimode material is defined as $(B = 0)$ with a Poisson’s ratio of $\nu = -1$, setting the lower bound for a stable materials. To get a feeling for such a material one can evaluate which deformation is linked to the vanishing bulk modulus. As the bulk modulus is connected to a hydrostatic compression, a small force leads to an equal contraction from all sides. This can also be linked to the Poisson’s ratio as $\nu = -1$ means that the orthogonal directions deform exactly the same way as the initial deformation direction. In short: the material can only change the volume, but cannot change the shape under any kind of force.

(b) In the case where $3B >> 2G$ the argumentation is turned the other way around. As there are five vanishing entries in the matrix and thus five easy modes of deformation such a material is called pentamode material ($penta = five$). Now all shear moduli vanish leaving a material that is only stable under hydrostatic pressure. Relating to the Poisson’s ratio again a pentamode material has ideally $\nu = 0.5$ which leads to a constant volume and can thus be compared to an ideal incompressible liquid.

A general overview of material properties is given in the following Figure 1.2 displayed in recent review articles [21, 31]. In the first panel (a) one can see that the ratio of $B/G$ is an important key factor in characterizing a material. Some basic materials properties are displayed, allowing to compare their behavior in relation to the Poisson’s ratio or $B/G$ ratio defining the position on the plot. The plot shown is commonly known as a so called Milton map. The different regimes of this plot determine the characteristic of a material response related to the bulk and shear modulus. Further we find some general bounds imposed on the material properties. In the second panel an Ashby plot is shown [31, 32]. Here the stiffness is plotted over the density of a material. Both plots are used to compare materials and determine their characteristic features. Within this thesis we focus mainly on the Milton map and therein try to realize two extreme cases, one approaching the $x$-axis and one material approaching the $y$-axis corresponding to unimode materials and pentamode materials.

### 1.1.3 Beyond Linear Elasticity

In linear elasticity the material response is scalable with the stiffness or modulus of the material. This feature will be used to simplify the explanation of a metamaterial throughout this work. Accordingly only the relative difference between the different moduli will be an important number following our discussion before. In general this is not true for a large deformation, failure or special kinds of materials. There are a variety
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Figure 1.2: (a) The map first shown by Milton is commonly used to display materials stability as a function of the bulk and shear modulus, taken from [21]. (b) Plotting the stiffness of a material over the density is known as the Ashby plot, and gives insight in the relative stiffness compared to the density, taken from [31].

of extensions to linear elasticity describing all kinds of material systems or deformation regimes better than a linear theoretical model. Only a few basic extensions are discussed here as only they are in the scope of the presented work.

Non-linear Materials

The term non-linear materials is a quite broad specification. This in general means that a material does not respond in a linear stress-strain dependence. There can be fracture and failure of a material, which we will not discuss as it is not considered within this work. Further there can be nonlinearity based on the microscopic geometry leading to a deviation of the linear dependence in the stress strain curve of a material, or the stress strain curve can depend on time called viscoelastic behavior and creep of the material. To extend the discussion on non-linear material properties one can talk about irreversible damage to a material called fatigue behavior. Here crack formation plays a key role in failure.

The general linear elasticity is based on the approximation of atomic potentials by a parabola resulting in linear restoring forces within a material. This approximation by a parabola is only valid for small deformations, and as soon as one has larger deformations, leading to a failure of this approximation, one finds a non-linear behavior of a material. Within an atomic crystalline material the Lenard-Jones potential is a better approximation, thus one finds a stiffening for extreme compression and a weakening for extreme tension. The thereon based limits for elastic properties are normally not achieved in an realistic material because of defects within the crystals. These defects lead way sooner to a failure of the material compared to the ideal values. If one reduces the material dimensions to become comparable to the atomic dimensions of the crystal, one
can have materials without any atomic defects or very few leading to a size effect of the material properties measured[32].

In polymer structures [33], mainly considered here, a dense network of connected polymer chains is building up the material rather than a crystalline structure. Here two main aspects are predominant, namely the entropy elastic deformations and the visco elastic deformations. Both deformations are mainly reversible and are linked to the polymer substructure. Entropy elasticity is based on the fact that the complex polymer chain network has initially an entropy minimized 3D orientation. If one induces a strain or stress into the material this optimized configuration can be changed and the linearity of the material is no longer a valid assumption. As the system tries to reduce the entropy, the initial state will eventually be reached again. A viscoelastic behavior is quite similar and is based on unfolding and reorganization of the molecular structure. This is generally described by an additional strain component as \( \epsilon_{\text{total}} = \epsilon + \epsilon'(\sigma, t, T) \) here the \( \epsilon' \) depends on the induced stress, the time \( t \) and (e.g. in polymers) also dramatically on the temperature \( T \). These viscoelastic effects can lead to non-linear material properties. We will be using only linear constituent material properties in the numerical simulations of this thesis, but experiments might show non-linear responses due to these effects. Non-reversible deformations such as plastic deformations are not considered during the work as this would cause damage to the constituent materials.

One further occurrence of non-linear behavior is due to large strains leading to finite changes in the material and geometry which then is linked to a changed material response. These deformation modes can in principle have a large influence on the outcome of a simulation or an experiment[26]. The here considered cases assume linear responses and thus exclude these deformation dependent material parameters, as only the linear regime is considered.

**Cosserat materials**

Cosserat theory [34] also called micro polar theory is one extension of the normal linear elastic theory. Within this theory formally the minor symmetries of the elasticity tensor \( C \) are not obeyed. This leads to additional degrees of freedom within the deformation of a material. These degrees are connected to a finite length scale of a smallest element. This can, for example, be connected to a characteristic grain of sand in the description of sand, or might be connected to the finite size of a mechanical meta-atom. The further degrees of freedom come in hand with this length scale as they are connected to a rotation of this finite cells. In the linear elasticity these rotations of points do not matter nor are correlated to a finite energy. Within a material containing finite sized elements these rotations can be related to finite energy thus rendering these deformations mechanically interesting and relevant. Materials showing this behavior have been found and studied for example in bone [35]. Inverting the general concept and designing a material, showing a certain Cosserat behavior, is way more complex and not jet explored in detail. As the additional degrees of freedom allow to extend the basic equations of mechanics under coordinate transformations, and give rise to the possibility to make them form invariant, elasto mechanical cloaking becomes possible. First simple designs start to emerge in two
dimensions considering a swiss roll design to include rotations into the elastic behavior [36]. As the measurement of Cosserat behavior is size dependent and often only a small correction to the linear elasticity it is rather complex to evaluate parameters for given samples. These facts and the small knowledge about this material class hindered us from exploring Cosserat material parameters within this work, but might be an interesting route for future developments of mechanical metamaterials.

1.1.4 Density of a Material

The density of a material gains physical importance, once one does not only consider elastic or deformation forces, but also translations according to Newton’s Law and especially once a time dependence is taken into account. Intuitively the density \( \rho \) of a material is quite easy to determine by just measuring the mass \( m \) and the volume \( V \) of a certain material and dividing one by the other \( \rho = m/V \). Another way to determine the density for porous media is to scale the constituent materials density by the filling fraction of the material. These two approaches can be applied only if an isotropic and static mass density can be considered. In general the density can be frequency dependent [37, 38] and does not need to be isotropic (thus can be direction dependent) under dynamic considerations [7, 39]. A simple spring mass model can help to understand this concept of a dynamic mass density. Imagine one has a stiff matrix material with a second mass inserted into a void within the matrix. This inner mass is now connected with springs to the outside matrix. Under static considerations these inner masses are irrelevant due to their low coupling to the matrix and one only measures the matrix. In a dynamic consideration these masses will start to move and in resonance can gain a high amplitude and thus a strong influence on the measurement. As the materials stiffness is not changed, the difference in the behavior is assigned to a variable mass density, in detail resulting into a frequency dependent mass density [7]. This simple model can help to understand the concept of a changing mass density but also shows that one can not find these effects in a static consideration as there no resonance is present. Within this work we will use the concept of a static mass density as well as a dynamic mass density to design and tailor the band structure of a material and thus the wave propagation properties.

1.1.5 Wave-propagation in Mechanics

The propagation of waves in mechanics is determined by all previously discussed quantities, namely the moduli or the \( C \) matrix and the density \( \rho \) of a material. The equation describing a wave propagation can be considered in various physical domains such as the time domain, Fourier domain (\( k \) space) or the here used frequency domain. The frequency domain has the advantage that it is easy to interpret and can be used for a band diagram calculation later on, relating the frequency to a wavevector. To derive the wave equations for a propagation in an elastic medium, a simple strain along one dimension is considered, e.g. \( \epsilon_{xx} \), compressing one unit cell by a certain amount. This strain induces a stress, and stationary behavior is
obtained if the force density is equal to the spatial derivative of the stress, leading to
\[
\rho \frac{\partial^2 \vec{u}}{\partial t^2} = \nabla \cdot \sigma. \tag{1.15}
\]
inserting the stress-strain relation \( \sigma = \mathbf{C} \cdot \dot{\epsilon} \) results in
\[
\nabla \cdot (\mathbf{C} : \nabla \vec{u}) + \omega \frac{\partial^2 \vec{u}}{\partial t^2} = 0. \tag{1.16}
\]
Considering a displacement vector \( \vec{u} \) with a time harmonic frequency dependence of \( \omega \) we find the frequency domain version [17, 28]:
\[
\nabla \cdot (\mathbf{C} : \nabla \vec{u}) + \omega \rho \vec{u} = 0. \tag{1.17}
\]
To get this equation we have used plane waves as a possible solution. This is quite a general solution to the problem, as plane waves and a superposition thereof allow to generate a complex time and space dependent wave pattern and solve for a propagation thereof. A description of a wave can be done by a wave vector and a frequency, e.g.,
\( u(x, t) \approx e^{i(kx - \omega t)} \). Herein the displacement is described for a certain point in space and time, leading to a propagating wave. The material, this wave is propagating in, can be classified mainly by the aid of a so called band structure where one plots the frequency of a propagating mode over the wave vector \( \vec{k} \). For a one dimensional infinitely extended linear material this diagram is quite simply described by a straight line. This means that each frequency corresponds to only one wave vector. The velocity, this wave is propagating with, can be extracted by the slope of this line \( v = \omega/k \). As soon as a periodicity is introduced into the material, a maximum \( \vec{k} \) limits the band diagram after which the dependence of \( \omega(\vec{k}) \) is periodic. This allows to represent every mode within the first periodicity called first Brillouin zone. At the edge of this zone the bands have to bend over, obeying the periodic constraints, thus two generally different velocities occur, namely the phase velocity \( v_{\text{ph}} = w/k \) and the group velocity \( v_{\text{g}} = \frac{\partial \omega}{\partial k} \). In a one dimensional space there exists only one single mode of propagation namely a longitudinal wave along this direction. Extending this concept into three dimensions allows for an additional movement out of the direction the wave is directed, or being transverse to the wave vector \( \vec{k} \). These two transverse waves are linked to different elements within the \( \mathbf{C} \) tensor than the longitudinal waves. The different mode is connected to a different slope and thus velocity in the band diagram of a material. For an isotropic material the velocities of the modes can be linked to the moduli and the density of the material in an quite easy fashion, considering the small \( \vec{k} \) region where \( v_{\text{ph}} \) and \( v_{\text{g}} \) coincide:
\[
v_L = \sqrt{\frac{B + 4/3 \cdot G}{\rho}} \tag{1.18}
\]
\[
v_T = \sqrt{\frac{G}{\rho}}. \tag{1.19}
\]
Even for this simple infinitely extended isotropic medium a already quite complex system is found, with three modes (here two are degenerate) each with a phase and a group velocity varying with \( \vec{k} \) or \( \omega \) respectively. This description is sufficient and needs no
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further extension as long as we stay in this material. But as discussed before we would like to introduce a periodicity and thus need to have some kind of variation in the material properties. This leads to the need of considering an interface at which one material changes to another one. The simplest description can be obtained by considering vacuum as a second material, which leads in the first place to a finite geometry. As there is no material in vacuum no wave can be supported in this second material leading to a reflection of the wave at this interface. This brings up a quantity called impedance of a material. The impedance describes the interaction of two materials and defines the reflection and transmission properties of an interface. The impedance of a material is with regard to the assumptions:

\[
Z_L = \sqrt{(B + 4/3 \cdot G) \cdot \rho} \\
Z_T = \sqrt{G \cdot \rho}.
\] (1.20)

By these impedance’s a transmission and an reflection coefficient for a wave impinging onto an interface can be found. The evolving expressions are in general materials quite complex, for more details see chapter 2.2 of [28]. The introduction of an interface also leads to a possible change in the mode type of a wave. In this fashion a quasi longitudinal wave propagating in a thin rod of material is dominated by the Young’s modulus \(E\) rather than the term \(B + 4/3 \cdot G\). The geometry factor also allows other wave phenomena[41], e.g. for flexural waves [42] as well as for surface waves [43]. With in the soil different wave types were discovered already early on [44]. This geometry dependent wave propagation is limited to some special geometries and is not considered within this thesis.

1.1.6 Coordinate Transformations in Mechanics

The theory on mechanical waves allows to predict the propagation of a wave in a elastic medium. This idea is comparable to the theory of many different physical systems such as electromagnetic waves. Within the field of electromagnetic metamaterials there has been a multitude of possible ways to influence the propagation of a wave. One example is the proposed invisibility cloak [45, 46] creating a void in space which is not detectable from the outside due to a coordinate transformation (mapping a point to a finite region), and a consecutive mapping of material parameters in the transformed space which renders the void invisible. This is done by transforming Maxwell’s equations with the coordinate transformation and then assigning new material parameters to bring the equations back to the initial form. If one tries to do just the same in mechanics, one realizes that the basic equations 1.16 are generally not form invariant under coordinate transformations [45, 46] and thus can not be brought back to the initial from. This originates from the tensor form of the elasticity matrix \(\mathbf{C}\) and the resulting tensor contraction rather than a simple multiplication as it is the case in electrodynamics. How the elasticity tensor and the elastodynamic wave equation transform has been shown by Milton [47] and is here reproduced in short. Starting from the wave equation

\[
\nabla \mathbf{\sigma} = -\omega \rho \mathbf{\ddot{u}}, \quad \mathbf{\sigma} = \mathbf{C} : \nabla \mathbf{u},
\] (1.21)

or arranged into one equation

\[
\nabla \cdot (\mathbf{C} : \nabla \mathbf{u}) - \omega \rho \mathbf{\ddot{u}} = 0
\] (1.22)
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A coordinate transformation is performed. This transformation maps coordinates and thus displacements, as the differences of coordinates, to a new set of coordinates in a transformed space. The transformed coordinates are labeled by primed values such that the mapping can be written as $\vec{x} \rightarrow \vec{x}'(\vec{x})$ and consecutively $\vec{u} \rightarrow \vec{u}'(\vec{u})$. After the transformation done for the primed coordinates, in order to map the changed coordinate system into material parameters, one should be able to write down an equation with the same form as above just with primed coordinates like:

$$\nabla' \cdot (C' : \nabla' \vec{u}) + \omega \rho' \vec{u}' = 0$$ (1.23)

Milton has though shown that by maintaining the symmetry of the elasticity tensor, the equations do not recover the above form but rather obtain additional terms. Further the scalar mass density turns into a tensor.

$$\nabla' \cdot (C' : \nabla' \vec{u} + S' \vec{u}') - D' : \nabla' \vec{u}' + \omega \rho' \vec{u}' = 0$$ (1.24)

With the Jacobian of the harmonic transformation $\mathbf{J}$ one can express first the density and the elasticity matrix in the new coordinates:

$$\rho'_{pq} = \frac{\rho}{\det(\mathbf{J}_{ijkl})} J^T_{pi} J_{qj} + \frac{1}{\det(\mathbf{J}_{ijkl})} J^T_{pi} J_{pj} C_{ijkl} J^T_{i q k} J_{q l}$$ (1.25)

$$C'_{pqrs} = \frac{1}{\det(\mathbf{J}_{ijkl})} J^T_{pi} J_{qj} C_{i, j, k, l} J^T_{q k} J_{r l},$$ (1.26)

and further find the expressions for the newly appearing terms:

$$S'_{pqr} = \frac{1}{\det(\mathbf{J}_{ijkl})} J^T_{pi} J_{q j} C_{i, j, k, l} J^T_{r k} J_{r l}$$ (1.27)

$$D'_{pqr} = \frac{1}{\det(\mathbf{J}_{ijkl})} J^T_{pi} J_{pj} C_{i, j, k, l} J^T_{q k} J_{r l}.$$ (1.28)

As the later terms do not vanish for any normal consideration the result is that the elastodynamic wave equations are not form-invariant under coordinate transformations. This means that in general no simple transformation of space can be mapped onto material properties obeying the same physical equations.

There are though a few concepts which allow to come back to a form-invariance of the equations, or at least to map general material properties to the transformed equations. Milton does give one solution to the problem which presents the main focus in this thesis [47] which has been also evaluated by [48]. His solution is to reduce the elasticity tensor to have only one non singular eigenvalue of the elasticity tensor. The required materials are called pentamode metamaterials. These materials allow to bring the then reduced form of the elasticity equations back to its original form. Still one is left with
a density matrix rather than a scalar value, but the problem has enormously reduced its complexity. Only a spatially varying elasticity eigenvalue and a density matrix, in general depending on space have to be tailored. A different approach is to neglect the symmetries of the elasticity tensor and obtain Cosserat materials. This second general concept is summarized in a simple example by Brun et al. [36]. Here more independent eigenvalues of the elasticity tensor are considered to be able to map the transformed material properties. Unfortunately it is not clear how to map these material properties onto a micro-structure.

1.1.7 Metamaterial Concept

Material properties or moduli are often bounded, limiting the design freedom in material science and engineering. First of all one can only use the chemical elements accessible in the laboratories or in nature. This already gives a huge range to combine them and create composites of materials. For a normal composite one can only tune the mixture and no underlying functional structures. The idea underlying metamaterials is to structure materials on demand and make designed composites to achieve a behavior which can be tuned to a parameter given beforehand. The resulting structure is described as an effective material, when we can consider the elements of the structure much smaller than the wavelength properties are observed with. To fulfill this requirement the wavelength has to be larger than the structural parts or characteristic length scale of the periodic material.

\[ \lambda >> \text{period.} \] (1.29)

This means in the quasi static regime, \( f \approx 0 \), that a material response is expected to always be in the homogenization regime since the corresponding wavelength would be infinite, and thus larger then the lattice period.

The metamaterial concept evolved in optics as effective media and their effective properties are discussed. These materials gain unusual optical properties by the substructure of two materials [49–51]. The metamaterial concept was first discussed to get effective parameters for composite materials, considering the electromagnetic responses. Here the wavelength of the light under consideration averaged over the material and reacted to the effective properties of the material. This was used in many optical publications in e.g. the microwave regime [46, 52] until the optical regime [51, 53]. Recently, this concept was used in other parts of physics, e.g., in the acoustical regime considered for mechanics and elastodynamics [42, 54] and even thermodynamics [4, 40]. This shows that the concepts of metamaterials is a powerful tool to create effective media.

To explain the concepts of a metamaterial, one simple example is given here. Considering a simple two-dimensional structure as shown in Figure 1.3 with a lattice period of \( a \) as a bimode metamaterial. To be able to discuss the effective metamaterial properties, the band structure along the ΓX direction is plotted on the right hand side (see blue labels). As the periodicity of the unit cell is the lattice constant \( a \) the Brillouin zone edge if momentum space is thus \( k = \frac{\pi}{a} \). Actually the Brillouin zone is in the interval of \( \left[-\frac{\pi}{a}, \frac{\pi}{a}\right] \) but as it is symmetric (as long as materials obey no different properties after
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a space inversion) around the Γ point one usually only plots half of the Brillouin zone. The density is obtained by simply taking the initial density and calculating the filling fraction $f$ of the material within the real space cell. To extract a shear or bulk modulus from the structure, one can take a closer look at the band structure of the material. As there are two branches emerging from the Γ point at zero frequency, these branches are the fundamental modes of the system. Here the wave vectors are very small and thus the wavelength in real space is very long. This leads to the conclusion that the metamaterial concept is valid in this case and one can extract the slopes of the branches leading to a velocity of this mode (the group and phase velocity are equivalent in this regime). This is done by fitting the band structure in a linear fashion around the Γ point as displayed by the red lines in Figure 1.3. The hereby obtained velocities can be used to retrieve the moduli assuming a frequency independent density obtained by the filling fraction and the constituent material properties. Here the constituent material has a Young’s modulus of $E = 3$ GPa and a Poisson’s ratio of $\nu = 0.4$. The real space unit cell is chosen to have a lattice constant of $a = 8.123 \times \cos(\pi/6)$ m $\approx 6.93$ m along the $x$-direction. This leads to wavevector at the X point of $k \approx 0.45$ m$^{-1}$. The resulting velocities $v_S$ and $v_L$ from the shear and the longitudinal modes are obtained via $v = \omega/k$. In order to retrieve the elastic moduli, we still need the effective density which is given here by the constituent density of $\rho_{\text{constituent}} = 1000$ kg/m$^2$ and the filling fraction of $f = 0.198$. The multiplication of these leads to $\rho = 198$ kg/m$^2$. This allows to retrieve first the shear modulus $G = v_S^2 \rho = 6.1$ MPa and thereafter find the bulk modulus in the same manner $B = v_L^2 \rho - 4/3G = 242$ MPa. These moduli leads to an $B/G$ ratio of 39. In this fashion one can obtain the effective metamaterial properties from any kind of band structure. As the velocity and the filling fraction do not depend on the actual size of the material, the retrieved parameters are scale invariant. This procedure is used throughout this work and this special example is used again in the lattice transformation, see Section 3.2. To determine the bounds of the metamaterial concept, one has to set a certain limit on either the wavelength to lattice period (normal numbers are about $\lambda > 10a$), or one can also set a limit within a band structure. In the later case one can determine at which $k$ one leaves the linear regime of the material, and thus the linear red fits deviate significantly from

Figure 1.3: Schematic of a two-dimensional metamaterial as so called bimode material. The effective material is shown on the left, accompanied by a phonon bandstructure on the right. The band structure allows to retrieve effective material properties.
the bands. In this case one can estimate that the bands deviate significantly for \( k \) values higher than about half of the Brillouin zone thus a wavelength that is twice as large as the lattice period. In practice these bounds depend on the problem and the required accuracy, as well as on the band structure of the material. For higher \( k \) values than our bound, the effective material description is not valid any more, and the actual band structure needs to be taken into account. In this regime one finds a deviation between the group and phase velocities and thus dispersion of a wave packet. At the other extreme value \( k \to 0 \) the static regime is approximated. Here the metamaterial concept is valid, and one can approximate the material response and retrieve the effective materials with a very good accuracy.

1.2 Computational Methods

Within this work numerical simulations are used to estimate and verify the measurements and the mechanical metamaterial behaviors. This is done using a commercial software package called COMSOL Multiphysics. This software uses a finite-element method to solve a partial differential equation (PDE) in weak formalism and thereby simulates the physical behavior of a set real problem. Herein a geometry is used to set the problem to be solved. The geometry is then divided into smaller pieces which cover the whole geometry the so called mesh. This mesh is used as a basis to define the physical properties. In this fashion a basic physical equation is used as a basis for the computation linking the individual mesh points. This is normally a partial differential equation which is considered by the included solver sequences. In order to define the variables within this equation, one needs to define the material which is present at each mesh point. This defines the physical situation, which in combination with a set problem, normally defined by the boundary conditions, gives the required input for the solver to find a solution for a differential equation. The solver uses a matrix based system representing the mesh element and boundary conditions to solve for the solution searched for. The results can then be visualized in various fashions and resulting physical quantities can be extracted. Within this work mainly the solid mechanics module of the software is used to predict the behavior of a certain mechanical metamaterial.

The first step within a computation is to define a mesh for a given geometry. A mesh representing the geometry allows to define the computational domain and is thus of high importance. The discretisation of the geometry and the connections within the mesh need to be designed in the right faction, to not impose errors by under representation of the physical behavior. The mesh is generated by Comsol based on a few parameters defining settings of the mesh-engine. The mesh-engine can be used with certain default values (Extremely coarse, Extra coarse, Coarser, Coarse, Normal, Fine, Finer, Extra fine, Extremely fine), or one can set the mesh parameters manually. The individual parameters are:

- Maximum Element size
  This value determines the maximum size of an element normalized to the overall size of the geometry.
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- **Minimum Element size**
  The minimum element size determines the smallest element within the mesh. It is again normalized to the geometry and should be small enough to resolve the smallest features within a domain.

- **Maximum Element growth rate**
  The growth rate defines, by how much a neighboring cell can grow with regard to the adjacent one. This defines how rapid the smaller areas are connected to the larger ones with regard to the mesh.

- **Curvature factor**
  The curvature factor defines how well the mesh resolves a curvature within the system. The value defines how large a mesh cell can be for a certain curvature factor. So a lower value means that the maximum element for a certain curvature gets smaller, so the curvature is better resolved.

- **Resolution of narrow regions**
  This value defines the resolution of a narrow region within the geometry. It thus controls how many layers are added in a small region.

These mesh parameters need to be evaluated for different geometries and a check needs to be performed, whether one finds a mesh representing the geometry to a high enough degree to not impose an error on the result. Normally one uses a coarse as possible mesh still fulfilling this requirement to decrease computation time. Sometimes one also intentionally wants to fix the maximum or minimum mesh size to obtain a homogeneous mesh. Furthermore, if one uses periodic boundary conditions it is sometimes useful to copy a mesh from the source to the target domain, which allows to define a direct relation for each mesh point between the source and target face, and no interpolation is necessary imposing the boundary conditions. This emphasizes that attention has be exerted not only on the geometry but also on the boundary conditions.

The boundary conditions define the problem to be solved for a given geometry. This means that one can examine many different physical systems by the aid of only a few boundary conditions. The most common and here used boundary conditions for the solid mechanics module are explained in the following:

- **fixed boundary conditions**
  This option fixes the mesh elements with regard to any movement they could possibly undergo. This means for a three-dimensional simulation that all displacement vector components \( \vec{u} = (u, v, w)^T \) are set equal to zero. This condition can be exerted onto points, lines, faces or whole domains.

- **prescribed displacement**
  Prescribing a fixed displacement means that one can set individual components of \( \vec{u} \) to a fixed value during the solving procedure. With the aid of this condition one can for example impose sliding boundary conditions, by fixing only one or two of the components and leaving the third to be free. If one fixes all components to zero fixed boundary conditions can be mimicked.
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- prescribed force
  Complementary to prescribing a fixed displacement, a force onto the mesh can be prescribed. This force then will lead to a movement corresponding to the geometry and the other boundary conditions. The two methods are in general equivalent as long as they are numerically converged and set precisely.

- periodic boundary conditions
  Periodic boundary conditions can be used for various physical arrangements. Here it is in general possible to mimic a periodicity of a material under static conditions or even time resolved. There are different ways of imposing these boundary conditions as described in references [55, 56]. The boundary conditions directly available in COMSOL are limited to some basic periodicity conditions. A simple condition is continuity, where the displacement vectors are set equal for the mesh points from the source and the target destination. This boundary condition allows to mimic a periodicity but does not necessarily mimic a fixed center of mass and does not allow for any contraction or expansion of the sample. To allow for this the periodicity can be set manually corresponding to the Taylor (Voigt) assumption in [55, 56]. This means that the geometry can change its size but still mimics an infinite geometry array by allowing a sign change in the displacement vector during the projection from source to the target. This does not yet mean that the center of mass is fixed as there might be an additional displacement along the direction which adds up on the deformation of the periodic boundaries. By setting this additional displacement to zero one also fixes the center of mass as it will be used further on in Chapter 2.1. One important and special case of a periodic boundary condition is the so called Floquet-Bloch boundary condition. Herein the displacement vectors of the source and the target are not set equal to each other but an additional phase difference is imposed to allow for a propagating wave. The vectorial connection for each point is given by:

\[
\vec{u}_{\text{source}} = \vec{u}_{\text{target}} \times \exp(-i\vec{k}(\vec{r}_{\text{source}} - \vec{r}_{\text{target}})).
\] (1.30)

Herein the vectors \(\vec{r}\) define the position of the points related to each other, and the vector \(\vec{k}\) is the wave vector of the wave imposed. With the aid of this boundary it is possible to compute a band structure for a given unit cell, by searching for the eigenfrequencies of the system with a given wave vector \(\vec{k}\). This scheme will be used in the following Chapters.

The last step of the preparation of a simulation is the definition of the constituent material. Here one assigns a material to the geometry and thus the mesh points. In the solid mechanics module one can set in principle the full elasticity matrix and a scalar density. In this thesis we consider the constituent material to be isotropic leading to only two moduli and the density. As the simulation is defined now with the mesh boundary conditions and materials, a solver to evaluate the PDE’s has to be selected. The solver can be set to find solutions for different basic ways of solving the problem. Here are the most used ones within this work:

- stationary solution
  Within this mode the solver searches for a stationary solution of the set problem. Regarding the mechanical point of view, this corresponds to a solution where no
net forces exist, so that the mesh points do not change their position any more. This can for example be used to exert a certain force onto a geometry and find the resulting deformation of the sample under static conditions.

- **eigenvalue solver**
  If the solver searches for eigenvalues of the system the result mimics the eigenmodes of the structure depending on the boundary conditions imposed. This allows in mechanics to find, for example, the principle eigenfrequencies of the system or one can determine the phonon band structure applying floquet-bloch boundary conditions.

- **time dependent solver**
  An examination of the time dependent behavior of a system can be done using this type of solver. To find the state of a system at a given time, the static solution are calculated for each time step taking the material densities into account. This allows to examine the behavior of a system under time dependent loading, or to send pulses or waves through a material domain.

Before starting the simulation one can consider only the linear regime of the geometries deformation, or one can also include the geometries non-linearity into the solving process. This means that the calculations are done with the real deformations and are not rescaled during the solving. This can lead to non-linear behaviors of the structures even tough the constituent material is strictly linear.

At last the solver can be started and after finishing the solving procedure the results can be visualized and exported in the desired fashion. This can give an input for the experimental realization and allows for comparison to an experiment.
1.3 Experimental Methods

This section explains the main steps and procedures used throughout this work related to the experiments performed. Starting from the creation of geometries and pre-processing of the geometry data to the two used fabrication methods.

1.3.1 Geometry Creation

The general procedure within this thesis is to create a structure, based on theoretical suggestions, which exhibits a certain mechanical behavior. To start off with the creation, two main methods have been used: direct programming of the trajectory with Matlab and the creation of STL (Surface Tessellation Language) files followed a slicing and hatching step afterwards. The creation of the STL files can either be done with the simulation software COMSOL Multiphysics, where a direct comparison to the results from the simulations is possible, or it can be performed in a computer-aided-design (CAD) software, e.g., the freely available ray-tracing software named Blender. Both options have been used individually or in combination. For very large structure arrays it is necessary to duplicate a certain basic motive such as a unit cell. All of the considered structures are based on a rather simple unit cell. This unit cell consists of a distinction of two materials, here one constituent material and vacuum (or air). It is thus sufficient to define one material. To build up a structure only a few simple primitive geometries are used. For the examples discussed here simple cones or polygons are arranged into a certain pattern in space and are connected via a union operation. These simple basic cells can be reproduced into arrays, or be arranged by other simple operations (e.g. mirrored, translated, rotated...) into a metamaterial. By this means it is possible to generate complex micro-structures by the aid of only a few simple geometry parameters. The selected method of choice for the geometry processing depends on the sample, software and the fabrication method. Normal direct laser writing can be programmed as coordinate sets to a very large extend and lead to the best writing times for this method, whereas scanning direct laser writing as well as 3D printing procedures require a slicing along at least one dimension for optimal performance, achieved ideally by post-processing of STL files.

1.3.2 Direct Laser Writing

The technique called direct laser writing (DLW) [57] allows for the fabrication of nearly arbitrary three-dimensional structures by localized polymerization of a liquid photoresist to a solid polymer. This method of polymerization is unique as the final structure of the polymerized volume is created in a sequential fashion and build out of the same underlying feature called a voxel. The voxel consists of a three-dimensional volume in which the photoresist is exposed in order to polymerize. To create an arbitrary structure, this voxel is scanned connecting the individual voxels to a larger structure. The resulting structure can have an arbitrary three-dimensional geometry, fulfilling the resolution and linewidth constraints opposed onto the voxel[58].
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This technique uses a focused pulsed laser source to polymerize a photoresist in the focal point. The laser is focused via a microscope objective and reaches an intensity in the focus that is sufficient to induce non-linear effects. This non-linear effect is called two-photon absorption and was discovered first by Maria Goeppert-Mayer [59]. This effect allows to polymerize a resist although the fundamental wavelength of the laser beam does not cause a polymerization. Exposing a photoresist to light in order to structure the resist is commonly done in two-dimensional patterning, for example in the silicon industry, but is gaining in DLW a selectivity and resolution in the third dimension. As it is sufficient to expose a resist through a mask for two-dimensional patterns, the third dimension is microscopically only available via stereo lithography[60] and consecutive steps of 2D lithography. In order to find a way of patterning in three dimensions and with a suitable resolution direct laser writing was invented.

Here the volume inscribed by an iso-intensity contour of the focal intensity is high enough to polymerize the resist. The resulting voxel is bound by a threshold behavior of the photoresist. Within the radical polymerization used here, free radicals are created with an photoinitiator which further link the individual monomer molecules (a multi-functional acrylate) together and can form thus a cross-linked solid polymer. To create a defined volume this polymerization is stopped at some point. Therefore the radicals need to be inhibited and bound. Within the photoresist the radical binding is done by ambient oxygen or an added inhibitor such as, e.g., Mono Methyl Ether of Hydroquinone (MEHQ). This scheme, in principle, works with a one photon absorbing process, but is very hard to set the power to a level in which the resist only gets enough exposure in the smallest voxel, to not polymerize the resist at unwanted sites. Further a possible memory-effect of the photoresist is admissible, remembering the previous deposited dose and thus accumulating the exposure. To be able to structure the photoresist in a three-dimensional well defined manner a second non-linear processes is utilized for polymerization. In stead of a one photon process a two-photon absorption process allows to expose the resist only in a small volume. In order to do this a tight focussing of the laser light is needed in the resist. This resist is ideally index matched and has a refractive index close to an immersion oil with an index of $n = 1.515$. The normal IP-L resist sold by Nanoscribe has a refractive index of $n = 1.48$. The index matched versions allow for the smaller focusing and local polymerization. Two versions of this index matched resist are used, the IP-Dip and the IP-S sold by Nanoscribe [61]. The constituents of the resists are only known by the selling company but some main features of the two resists can be compared. Ip-Dip has a high resolution of the individual voxel’s whereas Ip-s has an intentionally reduced resolution to be able to write lines of a block with a higher spacing and thus effectively safe time still obtaining a good polymer surface quality. Both resists are optimized for two-photon absorption. To polymerize the resists two photons need to be within a short time range in the area of one initiator molecule. This creates a certain possibility that the energy of two photons is available and then the combined energy is high enough to expose the resist. One can think about one photon with the energy of $E = h\omega$. Two photons can have twice the energy if they have the same frequency $\omega$ and if they have the same spacial and temporal distribution, or within an error related to Heisenberg’s uncertainty principle. This allows to treat them with a combined energy of $E = h2\omega$. 


The absorbed photon can now expose the (for other frequencies) transparent photoresist by triggering a photoinitiator molecule. In other words the sum of the energy’s is now big enough to bridge a gap via a virtual state in the energy diagram of the initiator molecule and start the polymerization. The two-photon absorption can be described as a nearly pure second order mechanism as the resist is transparent for the first order light. The change in the intensity of light passing trough a medium is the absorption as stated in Beer’s law. The first order term is proportional to the intensity $I$ thus the second term of Beer’s law has a proportionality to $I^2$. If one looks deeper into what causes the absorption one finds [62–64]

$$\frac{dI}{dx} = -\beta \cdot c \cdot I^2. \quad (1.31)$$

The concentration of absorbing molecules $c$ as well as the normally small second order absorption coefficient $\beta$ are mainly determining this absorption. So the iso-intensity curve proportional to $I^2$ is the important factor resulting in a more localized voxel. Figure 1.4 shows an intensity profile for an objective with NA=1.3 and the refractive index of the IP-Dip resist, which both have been used in this thesis. The $x,y$-plane, $x,z$-plane and $y,z$-plane are projected to envision the evolving voxel and its rough dimensions.

![Figure 1.4: Projections of calculated intensities in $x$-, $y$-, and $z$-direction. A iso-intensity curve is selected and represents a voxel. The maximum intensity is normalized to one and scales are in nm.](image)

A so called aspect ratio defines the elongation along the $z$-direction compared to the $x$- or $y$-direction. The elongation is dependent on the numerical aperture of the focussing lens and the refractive index of the focusing medium used and is proportional the Rayleigh length of the objective. As the aspect ratio is normally larger than one, typical values range from 2-4 (NA =1.4 leads to about 2.5), the voxel is elongated in the focusing direction. For further information about the focussing and resolution limit imposed on the latteral and axial resolution see [62].

\[\text{1The exact dimensions and shape depend further on the power relative to the threshold of the polymer. This determines which iso-intensity line one has to choose to represent the fabricated voxel.}\]
1.3. Experimental Methods

This ratio can only be reduced by a rather complex set-up based on STED (Stimulated Emission of Depletion) inspired direct laser writing [58]. This method is not used within this work, but could possibly be an advantage considering smaller structures and higher resolution lithography. Reducing the voxel size has the drawback of an increased writing time for a given volume of desired material.

A reference setup is shown in Figure 1.5. The laser output power is modulated with an acousto-optic modulator (AOM) and focused by an objective into a resist. The laser focus is scanned via a three-dimensional linear stage and a piezoelectric stage. The consecutive polymerization of small volumes is used to build up a larger structure. A computer software which can control the laser power and address the right positions of the stages is used to automate the writing process. To be able to attach the written structure to a substrate the interface between the substrate and the photoresist is determined. This tool is called a interface-finder and is implemented within the software by imaging the reflection of a projection of a slanted grid. Focusing a femtosecond laser pulse (the laser source used is an erbium doped fiber laser with a repetition rate of 40 MHz and a pulse duration of 90 fs at 780 nm wavelength) with a high numerical aperture objective (here used: 100× or 63×, NA = 1.4, 100×, NA = 1.3, or 25×, NA = 0.8, by Zeiss) generates very high intensities in the focus. This allows to induce the two-photon polymerization and create polymer structures. The exposed polymer can withstand a treatment with a solvent such as isopropanol whereas the unexposed is solved and can thus be removed.

It turns out, that the applications and the measurement of mechanical metamaterials is mainly limited by the volume of the final geometry and thus by the possibility to write as large as possible and as fast as possible. During this thesis huge progress has been made on both aspects in collaboration with Nanoscribe. They have incorporated two main changes to the conventional DLW setup: the dip-in laser lithography (DiLL) technology and the galvanometric scanning of the laser beam.

To explain the working principle of the DiLL DLW, a conventional DLW arrangement is shown in Figure 1.6 (a) next to the DiLL configuration in (b). In panel (a) the laser light
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Figure 1.6: (a) Normal DLW using immersion oil and focusing through the substrate. (b) DiLL technology focusing directly into the photoresist. Reproduced after [26].

is coupled incident from the objective, through an index matched immersion oil, to the substrate and finally forming a focus within the photoresist. In this configuration three interfaces have to be passed by the light before the actual focal point. The first in the direction of light is not to be considered as critical since the immersion oil’s refractive index is adjusted to match the objectives. This is also fulfilled for the substrate as one uses the same kind of glass for the substrate as one uses for the objective. This causes the substrate thickness of 170$\mu$m to have an negligible influence on the light path as most of the objectives are even corrected for the cover-glass. At last the refractive index of the photoresist is close but not perfectly matched with the beneath laying substrate. Those slight deviations from the perfect non-refractive case cause the focus to vary in its shape. The lateral size of the voxel and the aspect ratio of the voxel increase due to the index mismatch leading to a higher power needed for polymerization and a reduced resolution. Especially as for high structures one does not want to write close to the photoresist substrate interface, further referred to as the interface, aberrations occur and cause the voxel to be elongated thus the aspect ratio to increase. The compensation of this effect requires a higher power to still have the same intensity per volume. This reduces the height of the structure to be limited to a few tens of micrometer and suffering from severe distortions as one goes away from the interface. This problem can be tackled by the aid of the so called DiLL technology developed by Nanoscribe and first published in [26]. The basic principle underlying this procedure is to dip the objective directly into the photoresist. This scheme can be seen in Figure 1.6 (b). Using this method gives in general rise to aberrations by the mismatch of the index of refraction between the objective’s correction and the photoresist, but the aberrations are not dependent any more on the height of the structure. Adjusting the index of refraction of the photoresist allows to minimize these aberration and good focal energy distributions can be obtained with the two used photoresists IP-Dip and IP-S. The DiLL technology gives rise to another improvement essential within this work namely the elimination of the upper bound for the sample height imposed by the working distance of the objective. In the normal DLW configuration one would be finally limited by the working distance of the objective as one touches the substrate at one point with increasing sample height. In the DiLL configuration this limitation is not valid any more as one moves away from the substrate with increasing sample height.

The second main development during the time of this theses is the galvanometric scanning technology used to move the focus relative to the substrate. In this scheme instead of moving the sample with its holder by a piezoelectric stage one fixes the sample and scans
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Figure 1.7: DILW setup using galvanometric mirrors to scan the laser beam rather than the substrate. The here depicted graphic represents the Nanoscribe Professional GT in DiLL mode and is taken from [61].

the laser beam. To achieve this some important key features need to be taken into account. As only a movement in the x- and y-direction are wanted one needs to change only the incident angle and not the position of the laser beam onto the back side of the objective. This is possible with the aid of two galvanometric mirrors and at least one lens. Thereby the voxel is scanned in the x-, y-plane if the objective is corrected for a flat image area. As the galvanometric mirrors, named after Luigi Galvani, are a lot lighter than the sample-stage and thus can be accelerated with less force and thus faster, this technology increases the wiring speeds tremendously \(^2\). The basic scheme of the set-up can be seen in Figure 1.7.

The galvanometric scanning allows to write on scan fields up to about 500 \(\mu\)m. These scan fields can be stitched (positioned next to each other) and a larger area can be processed. In the vertical or axial direction two possible stages can be used. The more precise one is the piezo-stage allowing for a movement of up to 300 \(\mu\)m. If one would like to have higher structures the linear microscope drive needs to be used. Here much larger heights can be addressed but the repeatability and precision of the stage are lower as for the piezo-stage. Depending on the structure both stages or both in combination have been used in this thesis.

1.3.3 Super Critical Drying

In order to develop a sample after the direct laser writing process the remaining unpolymerized photoresist needs to be dissolved. This is done by either Isopropanol, Aceton or mr-Dev 600 (MRTBerlin). It takes about 15 minutes to 2 hours to solve the remaining monomer out of the structures depending on the porosity of the samples. To actually transfer the sample from the solvent into air, small and mechanical stable

\(^2\)Usual writing speed are 10 – 100\(\mu\)m for the piezoelectric scanning and 10000 – 100000\(\mu\)m for the galvanometric scanning technique.
structures can be washed in purified water. Larger and more fragile structures can suffer severe damage during this process due to capillary forces. The remaining droplets within the structures reduce their size changing from the liquid state to the gas state and thereby 'pull' on the polymer structure. This problem can be circumvented by a procedure called super critical drying. Here the sample is transferred into liquid aceton, and placed within the transport container. This transport container is then inserted into a high pressure chamber, wherein the aceton is cooled to 8°C and is exchanged with liquid CO\textsubscript{2} at 50 bar pressure.

Figure 1.8: Phase diagram of CO\textsubscript{2} after [65].

After this step the chamber is sealed and heated to 42°C. Meanwhile the pressure rises above the critical Point of CO\textsubscript{2} at 31°C and 74 Bar. The liquid is now in the state of a supercritical fluid. Now the pressure can be reduced and the gas can leave the chamber. As the pressure is ambient, the sample chamber can be opened, and the sample is dried without ever performing a phase transition in the solvent. This path is indicated with the red arrow in Figure 1.8 (b). On this path no phase boundary is crossed and no capillary forces can occur. The development of extremely sensitive structures is thus possible, without any harm during these steps.
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1.3.4 Three-Dimensional Printing

The samples on macroscopic scales have been printed using a commercially available three-dimensional printer, sold by Stratasys. The model Objet 30 used here allows to print a polymer material, namely VeroGray (for ink specifications see appendix). The printer uses an ink-jet like printing scheme with a resolution in x- and y-direction of 600 dpi (dots per inch) and in the z-direction of 900 dpi. The maximum specified printing volume is $294 \times 192 \times 148.6$ mm. This allows to print an object with quite high resolution. The minimum feature size, which is still stable and well resolved, is on the order of $100 - 300 \mu m$. To print truly 3D features one needs a support material, Fullcure 705, which is printed into empty volumes to allow for overhang or cantilever structural parts or around an object to stabilize it during the printing procedure. As a first step of processing a sample STL files are loaded into the software of the printer. After an automated or manual positioning step the software automatically slices the files into individual layers and decides on the basis of given printing parameters where to put which material. After this slicing has been done the procedure starts automatically and prints the desired sample. The printer and peripherical devices, as well as the building platform, and x,y-stage can be seen in the Figure 1.9. The actual printing is done by adding small droplets

---

3 The printer resolution corresponds to $42 \mu m$ in x,y-direction and $28 \mu m$ along the z-direction.
4 The angle and position dependent placement of the samples is necessary to minimize printing time and material consumption, and use the optimal resolution of the printer.
of the preheated ink onto the sample and curing the printed layers partially with an UV (Ultra Violet) lamp. In this fashion one layer after the other is printed, whereas they are cured consecutively to maximize the adhesion between the layers. The thereby used support material also influences the occurrence of a surface roughness on the sample walls. If no support is printed on the surface a smooth surface can be obtained. Support structure attached to the surface causes the two materials to overlap slightly and after the removal of the support structure leads to a rough surface. This can partially be avoided on the side walls and the top surface if one sets the properties of the printer to not add support material next to these surfaces. In order to remove the support structure from the samples there are three possible ways. Apart from manual cleaning it with a hard object like a metal blade, one can use a pressure washer to remove the softer support material. This is inserting quite high forces onto the sample though and can possibly damage fragile samples with complicated geometries. The alternative to this methods is the etching base. Here the manufacturer of the 3D printer recommended a $4 − 10\%$ NaOH base. This solves the support structure and one can get the sample out without damage. One has to mention though that the base also attacks the VeroGray material making it soft during the base bath and more brittle after drying. This means one has to exert attention on the dying step to not deform the sample and the elastic material properties vary during the drying procedure of the sample. To avoid the contamination of the samples with the NaOH a rinsing in water for several hours is performed after the base bath. After these steps the samples are in general ready for use.

1.3.5 Imaging and Microscopy

The structures fabricated need to be tested for the conformity with the design and their properties characterized. To do so various different imaging techniques are used. As for the 3D printed macroscopic samples an inspection by eye or a normal digital camera is efficient, the microscopic samples needed a higher imaging magnification and resolution. Here an optical microscope with magnifications ranging from $5\times$ to $100\times$ allowed to get a first impression of the structure quality and even allowed to resolve smaller features down to a few microns in size. To be able to resolve even smaller features, or to check for variations within the structure a scanning electron microscope (SEM) is used. Here one can obtain a higher resolution, and/or can have a much higher depth of focus, allowing to look deep into an open structure. The presented SEM images within the later chapters are mainly taken with a Zeiss Supra operated by Johannes Kaschke. After a sputtering of a gold film with about 10 nm thickness, the images are normally taken at $1 − 5\text{keV}$ to reduce charge accumulation on the structures. To improve image quality first a higher scan speed is used for an individual image, hereafter an averaging of 10-80 frames lead to satisfying images. These images could then be used to measure the geometry parameters of the fabricated samples. While evaluating the dimensions the perspective has to be taken into account.
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![Figure 1.10](image)

**Figure 1.10:** (a) Measurement image of a microscopic sample taken with the Sony camera and the Leica objective. (b) Image of a macroscopic sample taken with the Canon camera and the Tamron objective.

During the measurements normal cameras\(^5\) are used, combined with changing objectives\(^6\), to obtain the optimal image concerning resolution, field of view, depth of focus, and perspective. The first optical constraints are trivial to solve, as one would like to have a high as possible resolution still imaging the whole sample at a time. The depth of focus is more complicated to understand. In some measurements one would like to image just one facet of a sample, whereas some mechanical metamaterials under consideration have quite complex and extended unit cells, where not only one plane, but rather the first layer of the material needs to be in focus. This is linked to the perspective argument. If one considers a measurement of strain on a facet of a material, one would ideally have no perspective to the image and rather use an telecentric imaging to avoid any influence of the perspective onto the results. As this is very complex and requires special optics one can though approach this ideal by a large distance to the object compared to the object dimensions themselves. This allows to minimize the influence of the imaging optics on any measurement. Combining these general considerations, different optics are chosen to image the samples depending on their size and structure given in the corresponding chapters. For more detailed information on optical systems various literature can be consulted, e.g. [63, 66]. Here only two exemplified images from a measurement are given. In one case, the panel (a) of Figure 1.10, a microscopic sample is shown. Here the depth of focus is about the size of one unit cell. This means that one can see the full 3D cell in focus. Panel (b) is taken on a macroscopic scale with a very long focal length. This reduces the perspective of the image to not influence a measurement any more. Both of the images show an excellent imaging quality to allow for a precise measurement.

---

\(^5\)Canon EOS550D, Sony GigE Vision XCG-5005CR

\(^6\)For the Canon camera: Tamron SP 70-300 mm f/4-5.6 Di VC USD, Canon 50mm F/1.4. For the Sony camera: Leica Mz 125 and a 0.5× adapter to c-mount, Edmund optics 35mm
1.3.6 Cross-Correlation

During the measurements videos of the structures are taken while the strain rate is increased. To be able to track a displacement in these videos a cross-correlation approach is utilized allowing to track predefined areas of a certain size throughout the measurement. This allows to track individual parts of the structures and find deformations within the structures as well as global movements within the measurement setup. The software used is a free software package [67] used with the commercial software Matlab. Herein a certain sub-part, defined by the location and the dimension in pixel of one initial image, is tracked throughout a set of images based on cross-correlation. The basic principle of the here used correlation is based on a convolution of the whole image with the selected sub part defined in the beginning. In a mathematical one dimensional sense this is defined as:

\[
(f * g)(\tau) = \int_{-\infty}^{\infty} f(t)g(t + \tau)dt.
\]  

(1.32)

This correlation function of \(\tau\) gives a peak where the functions \(f\) and \(g\) are similar to each other and else has only a small noise due to accidental self similarities. In contrast to a auto-correlation the functions \(f\) and \(g\) do not need to be defined in the same interval, translating in a discrete manner to not having the same length as vectors. Within the code used, a slightly different implementation of this principle is used. Here the two vectors are multiplied with each other and then summed up to give one element of the output vector. The next element is then obtained by a permutation of the vector which has to be correlated. This results into a vector peaking where the two input vectors are self similar returning thus a cross correlation for discrete inputs. This basic principle can also be applied in a two-dimensional manner and thus be used to correlate images. Using periodic structures can in principle cause some problems, and thus a peak closest to the position in the last image needs to be selected, causing a necessity to have only small movements (less than a periodicity of the structure) between two images. One nice thing about the cross correlation is that one can use the correlation output and fit a function to the curves determining the actual position much better than the pixel resolution would allow for. With this at hand we can define the properties of our correlation and use it throughout this work. The tracing is performed with markers of the size of 25 x 25 pixel and they are tracked with a precision of 1/1000th of a pixel. These settings are found to result in a good data quality and return an accurate tracking. The returned positions of the markers throughout the stack of images can then be used for further evaluation of strains and thus deformations during the measurement. In short a cross correlation approach can be used to track predefined marker regions of an image throughout a measurement stack of images and the positions of these markers can be found for each measurement image to allow for further evaluation.
2 Extremal Mechanical Materials

Extreme material properties help to exploit the limits of material science. The materials discussed within this chapter are extreme in the sense that they are showing material properties approaching the bounds of the Poisson’s ratio $\nu$ for isotropic media. This is done on the basis of mechanical metamaterials in the long wavelength limit. Here the materials are a composite of one constituent material and air/vacuum only. The mechanical properties are solely based on the structure (though scaling with the constituent material). In the first part of the chapter the lower bound of the thermodynamically allowed range of the Poisson’s ratio is approximated. The ideal structure thus has only one allowed mode of deformation naming the material a unimode material with $\nu = -1$. Thereafter the upper limit $\nu = 0.5$ approached by pentamode materials. As the upper and the lower limit can be tailored allowing to control the elastic moduli of the structures, the mass density is tailored. Herein a static as well as dynamic mass density is explored. The combination of these allows for full direction dependent control of the elastic wave propagation with regard to wave velocity and impedance.

2.1 Unimode Materials

Unimode or dilational materials are one kind of auxetic materials also sometimes called the perfect auxetic. This refers to the property of an isotropic negative Poisson’s ratio of $\nu = -1$, leaving only one easy mode of deformation, and thus naming the material unimode material. In this section we will discuss how one can approach this idealized material and what special behavior this property implies. We will see how such a material can be implemented and what problems can arise during a mechanical characterization. Further we find a way to overcome these problems by comparing finite-element simulations to the experimental measurements and thereby retrieve the effective material properties. Parts of the chapter have been published and figures are in accordance to or taken from the publications: [68].

2.1.1 Theory of Unimode Materials

As we have seen in Chapter 1 the underlying physics and especially the complexity of the equations describing linear elasticity depend on the dimensionality of the considered problem. In one dimension there is no definition of a Poisson’s ratio as it links a strain in one direction to an induced strain in an orthogonal direction. So discussing the properties of an auxetic material needs to take at least a two dimensional system into consideration.
As discussed in the Chapter 1 the Poisson’s ratio is defined as:

\[ \nu_{12} = -\frac{\epsilon_{11}}{\epsilon_{22}}. \]  

(2.1)

Herein the strains \( \epsilon \) are defined along two orthogonal directions. This simple definition leads in general media to a very complex description, as for any initial strain direction an orthogonal plane exists, where for each orthogonal vector a Poisson’s ratio is defined. This would lead to a Poisson’s ratio depending on three variables namely the azimuthal angle \( \phi \), and polar angle \( \theta \) for the first strain and at last the angle of the vector in the plane \( \Omega \). This dependence can be seen in the schematic of Figure 2.1.

This very complex evaluation can be simplified in many cases depending on the symmetry of the material. For cubic materials this relation can already be simplified by averaging over the orthogonal strain plane. This helps to display an average Poisson’s ratio for each of the spherical directions. This was calculated using the [69] material properties of the cubic material so one needs all independent entries of the \( \mathbf{C} \) matrix. One can get these entries from the velocities along the \( \Gamma M \) direction of the Brilloin zone:

\[ C_{44} = \rho \left( v_{110}^{T,x} \right)^2, \]  

(2.2)

\[ C_{12} = \rho \left( v_{110}^{L} \right)^2 - C_{44} - \rho \left( v_{110}^{T,y} \right)^2, \]  

(2.3)

\[ C_{11} = 2\rho \left( v_{110}^{T,y} \right)^2 + C_{12}. \]  

(2.4)
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These relations are valid for any cubic material, where one needs three different material parameters for a full description of the linear elastic material properties. The first three modes need to be investigated propagating along the face diagonal in the band diagram. The mode characteristic (longitudinal $L$, transversely in $z$ or in $x, y$ polarized) and the corresponding velocities define the linear properties of the material assuming a scalar density. The elasticity matrix entries can be translated into material properties such as the moduli, which can be expressed with the elasticity tensor elements\[70, 71\]:

\[
B = \frac{C_{11} + 2C_{12}}{3},
\]

\[
G = C_{44},
\]

\[
E = \frac{C_{12}^2 + C_{12}C_{11} - 2C_{12}^2}{C_{11} + C_{12}}.
\]

These moduli lead to a Poisson’s ratio for the cubic directions given by:

\[
\nu = \frac{C_{12}}{C_{11} + C_{12}}.
\]

To find the Poisson’s ratio for other directions we use the averaged Poisson’s ratio for any compression direction as described above. The relations are based on [72].

\[
\nu(\phi, \theta) = -\frac{Ar_{12} + B(r_{44} - 2)}{16[C + D(2r_{12} + r_{44})]}
\]

Herein the ratios $r$, extracted form the compliance tensor $S = C^{-1}$, and the abbreviations $A – D$ are defined the following way:

\[
r_{12} = \frac{S_{12}}{S_{11}},
\]

\[
r_{44} = \frac{S_{44}}{S_{11}},
\]

\[
A = 2\left[53 + 4cos(2\theta) + 7cos(4\theta) + 8cos(4\phi)sin^4(\theta)\right],
\]

\[
B = -11 + 4cos(2\theta) + 7cos(4\theta) + 8cos(4\phi)sin^4(\theta),
\]

\[
C = 8cos^4(\theta) + 6sin^4(\theta) + 2cos(4\phi)sin^4(\theta),
\]

\[
D = 2\left[sin^2(2\theta) + sin^4(\theta) sin^2(2\phi)\right].
\]

Here, $\phi$ and $\theta$ are the azimuthal and polar angle, respectively, in spherical coordinates. Plotting the absolute of the Poisson’s ratio as a radial component over these two angles gives a possibility to evaluate the isotropy and the absolute magnitude of the Poisson’s ratio for a cubic material.
A further and more intuitive insight into auxetic materials can be obtained by the help of a few simple relations for isotropic media. If one expresses the moduli of a material with the Poisson’s ratio one can directly conclude some boundaries for \( \nu \), see also section 1.1.2. There we find that in the case of a vanishing bulk modulus the material was easy to compress but hard to deform in any other way. Translating this into a Poisson’s ratio results in \( \nu = -1 \). This is also the lower limit for an isotropic Poisson’s ratio as a material with negative bulk modulus is not stable without any further constrains. As a side remark we mention that the considerations done here are in the long wavelength limit or quasi-static meaning that resonant effects, possibly leading to a negative bulk modulus\([73–77]\), are not considered and irrelevant at this point. If one has a closer look onto the terms in in equation 2.9 one finds that only the bulk modulus is taken into account within this equation as the elasticity entry \( C_{44} \) is not occurring within the definition. The assumption of a Poisson’s ratio of \( \nu = -1 \) directly leads to the relation of \( C_{11} = -2C_{12} \) which is representing an isotropic material. An equivalent result can be obtained from the assumption \( B = 0 \). This result needs not to be mixed up with a Poisson’s ratio of \( \nu = -1 \) along any direction as described in equation 2.10. If the Poisson ratio is \( \nu = -1 \) for the cubic axis the Poisson’s ratio is isotropic and \( \nu = -1 \) for all directions, we will call this ideal an dilational material. Whereas i general the Poisson’s ratio for a certain direction can be lower than \( \nu = -1 \). Thereby is though has to be larger along other directions still maintaining \( \nu > -1 \) for the principle cubic directions \([78, 79]\). As a simple example one could think of a simple leverage structure, which translates a small strain along one direction into a large strain orthogonal to it. If one inverts the directions in such a structure, the effect would be inverted as well, leading to the before mentioned asymmetry.

### 2.1.2 Structural Designs for Unimode Materials

The question on how to obtain a material that exhibits a low Poisson’s ratio approaching \( \nu = -1 \) is tackled on various different approaches. The research on auxetics can be divided into three main fields, namely:

1. **Natural materials**
   Some natural materials exhibit a negative Poisson’s ratio right from the start. Especially cubic metal crystals can show a highly negative Poisson’s ratio along certain directions \([80, 81]\). But natural materials are used because of their Poisson’s ratio even in normal live. An example is cork, as it allows with its Poisson’s ratio close to zero to be pushed into a bottle without expansion \([82]\).

2. **Auxetic foams**
   Auxetic foams are one of the oldest systems in which a negative Poisson’s ratio was obtained. The pioneering work of Lakes and his coworkers in 1987 \([83]\) has shown that foams can show a negative Poisson’s ratio after a certain treatment. In this treatment a foam is compressed before heating it up to a certain temperature where the initial foam material is starting to relax and reform such that the compressed state is now nearly stress free. After cooling the samples back down the compression is released. The resulting foam now has a negative Poisson ratio depending on
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the compression ratio imposed beforehand. This procedure can be done in many material systems [21, 84–86] and one can even treat the compression directions independently resulting in an an-isotropic behavior. Although this method is quite universal and samples can be fabricated in large quantities and at low cost, it is not intuitively clear how one can reach extremely low values approaching the ideal of $\nu = -1$. The lowest value achieved so far is showing a Poisson’s ratio of $\nu \approx -0.8$ [87].

3. Structure based fabrications

A very different approach is based upon the underlying concepts of an auxetic structure. Here different ways how to obtain a negative Poisson’s ratio are identified and a structure showing these features is designed. As this field was mainly dominated by the theory of mechanical systems several mechanical models for dilational or auxetic materials were discussed [19, 86, 88–92]. Lately some more structures could be designed via numerical optimisation [93–95] or based on the so called buckling concept [96–100]. Both of these concepts have mainly been realized by 3D printing as this technique allows to fabricate even very complex micro structures and is easy to handle.

As the most promising approach regarding the flexibility of the design and performance of the final structure seems to be the structure based fabrication we will focus on this general procedure within this thesis. We will use the metamaterial concept to design a material that exploits its mechanical properties based on the underlying structure of a material.

2.1.3 Blueprint and Variables

Dilational materials can be obtained in various fashions as discussed in References [19, 86, 88, 90–92]. Some are based on idealized sliding elements others are constructed of rotating cubes [92, 101–104]. To choose one of these theoretical ideas as a design, we are limited by some basic constraints. As these complicated structures need to be fabricated using a rapid prototype method as 3D printing or DLW, we are currently limited to one constituent material. Further a smallest feature size compared to the overall volume limits the complexity of a design. Within these constraints the most promising idea is chosen introduced by Milton in [19]. This as well as the other approaches still contain elements like ‘perfect joints’ or ‘rigid bars’ within a two dimensional model cell. The basic design is depicted in Figure 2.2.

Within this design there are three main features to be considered. The cell is centered around a square element which is held by four triangle elements at its corners. These elements are then connected by small bars. All the elements are perfectly rigid and can not be deformed. The connections though are ideal joints meaning that no force is needed to obtain a rotation in this point-connection joint. The behavior of the cell under any force can only be a dilation, meaning that it can just change its size. If one for example inserts a force from the top onto the cell the central square will start to rotate and pull all holding elements in. the small connecting bars prevent the cell from a possible shearing
leaving only a contraction equally from all sides open as a response to a force. This is only working perfectly in an idealized system and is still limited to a two dimensional design. Our work starts at this point taking this idealized model and translating it into a feasible three-dimensional design without losing to much of the performance. As a first step we have to transfer all connections between elements from a point like connection to a finite sized connection. This step is especially important at the connection of the square to the holding elements. This connection is defined by an overlap resulting from a distance \(d\), which is defined starting at the corner of the square and reaching a distance \(d\) into the square, pointing to the square’s center. The micro-structure with the appropriate dimension labels can be seen in Figure 2.3.

Within the unit cell of size \(a\) the size of the innermost block \(b\) needs to be set and the initial rotation of the block fixed, resulting into a holding element length \(h\). The next design step is to ensure the rigidity of each element in an actual micro structure. For one constituent material two opposing properties are needed. On the one hand a stiff connection between elements is required, whereas on the other hand easily deform-able joints should connect the different parts of the structure. Especially the holding elements need to be stiff enough to withstand the forces induced into the structure, but on the other side small enough to deform easily at the joints. A width \(w\) was chosen such that the elements are still stable enough concerning our connection to the block \(d\). At last the line-like rigid connections would have to be implemented into the design, preventing a possible shear deformation of the structure. The constraints for these elements could not
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Figure 2.3: (a) The basic design shown in Figure 2.2 is adjusted and simplified to obtain a reasonable structural layout for fabrication. The structural parameters are indicated and as follows: Cubic lattice constant \( a \), block size \( b/a = 0.25 \), width of the holding element \( w/a = 0.048 \), layer thickness \( t/a = 0.05 \), holder length \( h/a = 0.235 \), and the connection size \( d \) (here \( d/a = 0.5\% \)). (b) Blueprint of a 3D micro-structure representing a dilational unit cell. Here the faces of panel (a) have been copied and rotated to result into a voluminous cell. Reproduced in accordance to [68].

be fulfilled within the size and rigidity needed. As a result they are left away, causing the shear deformation to be a possible deformation. To prevent this and obtain a unimode material, the basic cell is mirrored along both axis to result in the scheme seen in Figure 2.3 panel (a). Here two neighboring cell elements rotate in the opposite fashion to prevent the cell from shearing. With this step the 2D design is finished and we need to extend this design into the third dimension. To create this 3D structure based on the basic motive, the design needs to get a finite thickness \( t \). At the corners of each sub cell small blocks of side length \( t \) are added in order to connect the sub cells in a precise fashion and to allow for a tracing area during a measurement. Further we copy the cell orthogonal to the normal of the former layer and rotate the array along two axis resulting into the unit cell seen in Figure 2.3 (b). This basic unit cell now can be arranged in a simple cubic transnational lattice. One has to note that the underlying unit cell does not fulfill the cubic symmetry but rather is part of the symmetry group \( D_{2h} \) (Schoenflies notation). This is because the crystal has inversion symmetry, three mirror planes normal to the principle cubic axis, and only two fold rather than four fold rotational symmetry along these axis. This reduced symmetry is though only present in the structure and not in its properties as we will find with the aid of simulations. To evaluate the mechanical behavior of this structure and to make sure only one mode of deformation exists, at least in first order, numerical simulations have been performed in the dynamic regime to gain insight into the mechanical behavior and in the static regime to compare to the experiments.
2.1.4 Static Studies

We have performed static calculations on the basic unit cells using the software package COMSOL Multiphysics with the static solver for linear mechanics. The geometry is created using the build in CAD Comsol kernel and also the mesh is created using the internal meshing algorithm. The parameters of the geometry are as explained above (see Figure 2.3) and we have used the connection \( d \) at the inner block as a design parameter. To be able to find the behavior of the crystal we have imposed anti-symmetric boundary conditions mimicking an infinite extended crystal but allowing for a contraction or expansion orthogonal a direction with induced strain. Thereby we can find the Poisson’s ratio of the infinite crystal along the simple cubic directions. This boundary conditions are realized by prescribing a displacement of two opposing facets to be the inverse of each other. This fixes the center of mass and still allows for a Poisson’s ratio induced deformation. The prescribed displacement normal to the facet is assigned with a probe at one point of the geometry very close to the facet, measuring the displacement and assigning it to the whole facet. This is done for both pairs of facets orthogonal to the prescribed strain direction. This probe is directly used to find the Poisson’s ratio of the structure by evaluating the prescribed strain and the induced strain in the two orthogonal directions. We find that the deformations induced are depending in the size of the connection \( d \) as one would have expected. Decreasing the relative connection dimension \( d/a \) comes closer to an ideal joint described in the theoretical design. We find that the results with a mesh size of about 90000 tetrahedral elements (with meshing parameters set to normal) show an error of only about 1% regarding the accuracy of the simulation and the direction dependence of the design. The deformation can be seen in the Figure 2.4 (a) for a \( 2 \times 2 \times 2 \) array of the unit cell. The black arrows indicate the local displacement vector and the color coding represents the local absolute strain on the surface of the structure. The induced contracting strain modulus into the structure is \( \epsilon = 0.01 \) along the vertical direction. We can clearly see that the displacement vectors are pointing inwards from all directions just with a slightly changing modulus. The displacement vectors on the rotating cubes are actually not pointing to the center but rather have a certain angle to the center showing that the blocks rotate on top of the inward movement just as they are meant to do by the design. This simulation with a relative connection of \( d/a = 0.75\% \) leads to a Poisson’s ratio of \( \nu = -0.79 \) showing already a very negative value for the Poisson’s ratio in these crystals. To compare to an experiment, where one is limited to a finite number of unit cells, we can find that sliding boundary conditions on the top and the bottom surface can be used to compare to a measurement on a finite cell still not preventing the only left mode of deformation, namely contraction. If one would fix the top and bottom’s in-plane movement this mode would be suppressed and the structure would be hindered in its deformation probably leading to a reduced Poisson’s ratio or even a fatal failure in an experiment.

In order to investigate a finite structure the above performed simulations have been repeated with changed boundary conditions. The facets where the strain is induced are set to be sliding and displaced only in the vertical direction, whereas the orthogonal directions are set to be free. To be able to compare the deformation to a measurement the vertical central and horizontal outer most cubes are taken as a deformation indicator.
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Figure 2.4: (a) Results of a static calculation imposing periodic boundary conditions onto an array of $2 \times 2 \times 2$ unit cells of a dilational material with $d/a = 0.75\%$ and $a = 4.8\text{cm}$. The arrows represent a scaled displacement vector of selected points on the front surface whereas the color scale represents the induced Strains. (b) The same but for a finite sized crystal with sliding boundary conditions on the top and the bottom and free boundaries on the sides. The black circles mark the tracking areas in the measurement. Reproduced in accordance to [68].

(see black circles in Figure 2.4 (b)). The here induced strains are again used to compute a Poisson’s ratio leading to a slightly increased value of $\nu = -0.76$. This value is still very close to the infinite crystal and can be compared to measurement later on in this section. The dependence of the connection $d/a$ with the resulting Poisson’s ratio has been computed in the infinite crystal case for one unit cell and can be seen in Figure 2.9, where the Poisson’s ratio retrieved from the static simulations is compared to the dynamic retrieval discussed next. One can already see a decrease in the Poisson’s ratio with decreasing relative connection size $d/a$ reaching very low and approaching the ideal dilational material ($\nu = -1$).

2.1.5 Dynamic Studies

In order to determine the dynamic behavior of this material and thereby we find the Poisson’s ratio along the non cubic axis, we have performed dynamic band structure calculations. Form these band structures we can determine the elastic constants of the material. These calculations allow for the phonon band structure of the dilational material to be determined and the wave-propagation along various directions to be observed. In order to obtain the band structures COMSOL Multiphysics is used and floquet-bloch periodicity is assigned to the boundary. The wavevector is used as a parameter to sweep through the brillouin zone and for each wavevector $\vec{k}$ the first eigenfrequencies are searched. As the lowest bands carry the most important information for our purposes, the six lowest eigenvalues for each $\vec{k}$ are computed. This allows to plot the band structure
as a typical tour through the $k$-space for cubic materials\textsuperscript{1}. Figure 2.5 shows two typical band structures for changing connection size $d$. The connection size is increased from $d/a = 0.5\%$ in (b), to $d/a = 5\%$ in panel (c). The constituent material used here has a Young's modulus of $1$ GPa, a Poisson's ratio of $\nu = 0.4$, and a density of $1200$ kg/m$^3$ corresponding to the experimental materials below.

\textbf{Figure 2.5:} band structure calculations obtained for different connection sizes. The tour through the Brillouin zone (inset in panel (a) is indicated on the x axis the obtained frequencies are indicated on the y axis corresponding to a unit cell size of $a = 4.8\text{cm}$ as in the experiments. The connection sizes are (a) $d = 0.5\%$ and (b) $d = 5\%$. In panel (a) a grey area is indicating a region, where no modes are present resulting in a complete three-dimensional elastic band gap. The red lines correspond to calculations for an effective medium with the retrieved material parameters. Reproduced in accordance to \cite{68}.

\textsuperscript{1}Here are only the lowest six eigenfrequencies evaluated.
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As the unit cell is not necessarily cubic in its properties (reminding ourselves that the crystal does not show cubic symmetry), we have performed band structure calculations along the basic simple-cubic directions to be able to determine possible deviations in the band structure depending on the direction. A deviation in the band structure would be linked to a difference in the elastic properties, and thus to an anisotropy. Figure 2.6 gives a good impression on how the cubic axis deviate in their behavior. As one can see in panel (a) the deviation in the behavior is nearly not detectable even for higher modes. This leads to the conclusion that although the crystal does not have cubic symmetry the underlying elastic properties do obey this symmetry within the evaluated precision. In the

Figure 2.6: (a) Band structure calculations obtained along the three different cubic directions. One can see that no significant change in the band structure can be detected hinting onto the fact that the properties of the whole crystal obey cubic symmetry. (b)-(c) Velocity plots in different cubic plots for constant modulus of the wave vector $|\vec{k}| = 0.01/a$ given in m/s. The blue dots are taken from a micro structure calculation and the red lines correspond to retrieved effective material descriptions. The radial length represents the velocity in the spanned plane. On the left the $xy$-plane is shown whereas on the right the plane spanned by the [111] and the [110] direction is depicted. (b) is for $d/a = 0.5\%$ and panel (c) is for $d/a = 5\%$. Reproduced in accordance to [68].
panels (b)-(c) velocities for a certain wave vector modulus are plotted depending on the direction. The simple cubic directions coincide in their velocity profile and only directions not along these directions show deviations from these velocities. The red lines indicate a comparison with the effective medium description for the retrieved parameters. The agreement is extremely good leading to the conclusion that the material can be described by an effective cubic material. We can see that the deviation between the different directions gets less for the smaller connection hinting at a more isotropic behavior of the material for smaller connection sizes. As no significant deviations from a cubic material could be detected in the band structures, we can treat the material as a cubic material in the further considerations.

**Figure 2.7:** Mode shapes extracted from the band structure calculations at \( k = 0.2/a \). The wave vector is indicated by the black arrow whereas the averaged displacement vector is given by the red arrow. The first three modes are depicted for a wave-propagation along three different directions namely the \( \Gamma M \) direction corresponding to the face diagonal used for retrieving the velocities, the \( \Gamma X \) direction along a simple cubic axis and the direction given by the Miller indices \([1 2 3]\). The deformation within one unit cell is represented by a color scale of which the average movement of the cell is subtracted. The corresponding frequencies are given below each mode. Reproduced in accordance to [68].

With the aid of these band structures we are able to find the velocities along the different directions and, taking into account the mode-shapes (see Figure 2.7), we use the retrieval of the entries of \( C \) introduced at the beginning of this chapter. This allows to return to the elastic moduli and the Poisson’s ratio along the cubic axis as well as for any desired
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Figure 2.8: Polar diagram representing the effective Poisson’s ratio as a radial component over the spherical angles representing the strain direction. As one can see the Poisson’s ratio gets larger in the modulus approaching $\nu = -1$ with decreasing connection size $d/a$. The amplitude difference for one connection size of the Poisson’s ratio gets smaller for decreasing $d/a$ indicating a more isotropic behavior for smaller connections. Reproduced in accordance to [68].

With this information about the different materials, changing only the connection $d$, the Poisson’s ratios can be found. A few different ratios of the connection size $d/a$ are selected and illustrate the dependence of the Poisson’s ratio on the direction. As we have already seen in panels (b)-(c) of Figure 2.6, the materials are not isotropic for larger connections but are getting more isotropic for smaller connections. This general trend is expected for the Poisson’s ratio as well, especially as isotropy is forced as one approaches the ultimate value of $\nu = -1$ along the cubic axis (see section 2.1.1). In order to make the data interpretation easy we have plotted the direction dependent modulus of the Poisson’s ratio as a radial component in a polar plot, where the polar direction represents the initial strain direction. This representation can be seen for different connection sizes in Figure 2.8. If one has a closer look onto the structure of the Poisson’s ratio plots one finds...
Chapter 2. Extremal Mechanical Materials

Figure 2.9: Poisson’s ratio span indicating the maximum and minimum plotted over the connection size $d/a$ as evaluated form the direction dependent Poisson’s ratios. The red area indicates the Poisson’s ratios possible along various directions. The blue circles are representing the static data. The upper bound of the red bars indicates the Poisson’s ratio along a cubic direction extracted from the band structures. Reproduced in accordance to [68].

that the Poisson’s ratio along the cubic axis (along $x$, $y$, or $z$) is actually the highest one. This means that if one applies a strain not along the cubic directions one finds even lower values than we could find in the static calculations. The isotropy of the structure can in this fashion be easily determined and one can intuitively estimate that a connection size less than $d/a = 1\%$ is needed for a modest isotropy. To get a better feeling for the actual Poisson’s ratios obtained for the different connections we have extracted the maximal and minimal value for each connection size. This gives a hint on the span of Poisson’s ratios within the structure and a better comparison to the static calculations. The obtained data is plotted in Figure 2.9. Here the static data is comparable to the dynamic evaluation of the Poisson’s ratio. The Poisson’s ratio decreases for both computations with decreasing relative connection size $d/a$ and we can obtain benchmark values with Poisson’s ratio values below $\nu = -0.8$ for connections smaller than $d/a < 0.75\%$ in an infinite crystal.

As the static data seems to extrapolate towards $\nu = -1$ the dynamic data rather seems to bend over and does not reach this minimum. We assume this is to the finite thickness of the layers $t$ which hinders a perfect connection and thus obtaining perfect dilations. To compare the values obtained from the static calculations for an infinite crystal with the ones obtained by the aid of the band structure calculations we have picked one example corresponding to the measurements (see below). For a connection size of $d/a = 0.75\%$ The static calculations lead to a Poisson’s ratio for the crystal of $\nu = -0.79$ whereas the
minimum of the dynamic calculations returns a value of $\nu = -0.895$ along the [1 1 1] direction as can be seen already in Figure 2.8. This shows that a direction dependence of the Poisson’s ratio is still present and the material is still not isotropic. For a comparison of the simulated data to a measurement, finite-sample calculations have been performed returning an effective Poisson’s ratio (considering only the encircled cubes in Figure 2.4 (b)) of $\nu = -0.76$. This value is smaller than for the infinite crystal leading to the conclusion that one needs more than $2 \times 2 \times 2$ unit cells to obtain the infinite crystal behavior. Additional calculations have shown that the convergence is very slow, as one needs at least a few ten cells in each direction which could neither be simulated nor fabricated at the time. This shows that only a simulation of the infinite crystal and a structure corresponding to the actual sample, obeying the boundaries obtained in the measurement, can reveal the performance of an actual material design.

2.1.6 Fabrication and Measurement

In order to fabricate the structures presented above we used two different methods of 3D fabrication. For macroscopic samples we used 3D ink-jet printing method whereas we used a DLW approach for the microscopic samples. Both of these fabrication techniques require additional post-processing steps to achieve the desired samples.

3D printing

In this section we will discuss the fabrication of the macroscopic samples of the dilational metamaterial with a 3D printer. We used the commercially available 3D printer Objet30 as described in the section 1.3.4. The samples are printed with the ink ’FullCure850 VeroGray’ for the structural elements of the printed sample and the support material ’FullCure 750 Support’ for structures, supporting the geometry while printing. As determined in additional measurements the constituent polymer has a Young’s modulus in the range of $E = 0.7 - 2$ GPa [106]. The support structure preset has been changed, to only print support material rather than a mixture. This is necessary as it turned out to not be possible to remove the composite in complex and fragile samples completely, and only the Support material can be etched from the samples. For our structures no influence in the stability while printing and no further influence on the resulting quality of the samples themselves is observed. The structures are fabricated based on a STL files directly exported from the simulations performed in COMSOL Multiphysics. The dimensions of the structures is chosen to exploit a unit cell size of $a = 4.8$ cm. This allows to resolve the connection $d$ while using the optimal geometry size for the printer. The other geometry parameters are as given in Figure 2.3, and the connection size is chosen to be $d/a = 0.75\%$, limited by the resolution of the 3D printer. A finalized structure can be seen in Figure 2.10. The structure is then detached from the build tray and cleaned in a bath of NaOH base until all the left over support material is dissolved. To improve the cleaning process the sample is immersed into the base within a beaker glass approximately the size of the sample, and on a small post to allow for stirring the base using a magnetic stirrer. After the base the sample is transferred into a water bath and flushed there for
several hours to make sure no residual base is left on the sample surface. After a final rinse-off with water the sample is measured directly, as it turns out that the underlying polymer hardens significantly and turns into a more brittle material reducing the elastic regime of the material after a few hours. Apparently the NaOH base does not only resolve the support material but also attacks the plasticizer in the VeroGrey to some extend. The finalized structure can be seen in panel (b) of Figure 2.10.

The sample is then placed between two metal plates and a linear stage is used to exert a displacement and thus a resulting strain onto the sample along the vertical direction. During the measurement a force cell attached below the linear stage and the upper metal plate recorded the exerted force. The whole process is monitored by a camera setup recording a movie for later evaluation using the cross-correlation approach. The camera used is a Canon EOS 550D taking movies in Full HD quality (1920 × 1080 pixel with 24 frames per second) with an objective lens Tamron SP 70-300 mm f/4.5-5.6 Di VC USD. The camera is placed at a distance of about 1.5m in order to get the best resolution and still have a small amount of perspective in the image to approach a telecentric image. This reduces aberration errors due to distortions of the lens. The wet sample is placed between the two metal plates to reduce friction on the stamp and the bottom plate allowing for a contraction of the sample and mimicking the sliding boundary conditions simulated before. While lowering the stamp towards the fixed plate the force data as well as the movie are recorded. After the experiment the movie is used to evaluate the displacements of the corners with the cross-correlation approach explained in the introduction. The displacements along the two different directions are then evaluated like in the simulations. The strain along the vertical direction could be obtained by tracking the top and the bottom of the structure. To compare the measurement to the simulations the strain at the central outer blocks is taken as a measure. For each of the strains multiple markers are tracked and averaged afterwards. The measurements are performed in a consecutive fashion and consisted of a step-wise increasing strain amplitude and releasing steps to the initial position. The result of the strain measurement can be seen

Figure 2.10: (a) Macroscopic sample directly after the printing process. The structure is still embedded in the support structure and attached to the building tray. (b) Sample after the cleaning process.
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![Diagram of strain relations and stress curves]

**Figure 2.11:** (a) Measurement of the strain relations along the two measured directions. As the strain is employed along the \( z \)-direction the induced strain along the \( x \)-direction is evaluated. (b) Measurement images with an overlay of the marker positions. The images are evaluated in the \( x \)-direction in the upper image and along the \( z \)-direction in the lower image. (c) The same measurement data as shown in (a) but with two additional measurements added. (d) The stress curves corresponding to the data shown in (c). Reproduced in accordance to [68].

In Figure 2.11. Here the strain along the \( x \)-direction is plotted over the strain along the \( z \)-direction. The measurement (red lines) is taken in two cycles each consisting of one loading and one unloading ramp. One can clearly see that no significant deviation can be found within the measurements. The green circles correspond to a fit to the red lines leading to a Poisson’s ratio of \( \nu = -0.76 \pm 0.02 \). This data fits to the expected value for a connection size of \( d/a = 0.75 \% \) as one can deduce from the simulation results depicted in black. A comparison to a Poisson’s ratio for the infinite crystal yields \( \nu = -0.79 \).

Plotting the measured stress over the measured strain, one obtains the Young’s modulus of the effective material (see Figure 2.11 (d)). Here three different measurements with increasing strain rate are shown. As the experimental setup is readjusted every time the strains do not match at their starting points. As the strain rate increases the stamp is at first not in contact with the sample, then at some finite strain starts to make contact until all of the structure is touched, and finally the whole structure is subject to one given strain. This is why the curves start at zero force and have a region with slowly increasing force until the stress strain curve gets linear. A fit to the data corresponding to the measurement discussed beforehand (M1) is fitted, and results in an effective Young’s
modulus of \( E = 0.16 \text{ MPa} \). Comparing this to the evaluation done based on the band structure calculations leads to a Young’s modulus of \( E = 0.33 \text{ MPa} \) as can be seen in Table 1. There is some significant deviation in the Young’s modulus but one has to keep in mind that the properties of the constituent material show some significant uncertainty and change while drying, leading to an approximate agreement between the simulation and the measurements. We have thereby shown that dilational or unimode materials can be approximated and tailored by this means and that an actual experiment yields extremely low values for the Poisson’s ratio of this metamaterial.

**Direct Laser Writing**

The macroscopic samples shown beforehand validate the dilational behavior of our blueprint and could be measured with satisfying accuracy. Unfortunately although the effects are size independent one would call a crystal of only 2 cells along each direction and with a cm lattice constant not quite a material jet. This brings up the question whether one could fabricate many more cells and lattice constants few orders of magnitude smaller. Therefore, we have utilized a fabrication technique called direct laser writing introduced in section 1.3.2 of this thesis. There we use the commercially available system Photonic Professional GT. Here a liquid phototresist is drop-casted onto a substrate made out of silicon which has been diced to a size of 22 × 22 mm. The used resist is called ‘IP-Dip’ and is sold by the same company. To build up a structure the galvanometric mirror scanning technique is used to scan a laser beam impinging from different angles on the rear side of the objective, leading to a lateral scan of the focused beam in the focal plane of the objective. The objective lenses have an numerical aperture of NA = 1.3 for lens 1 and NA = 0.8 for lens 2 by Carl Zeiss, see also section 1.3.2. The structural data is taken from the COMSOL files again but is replicated using the software Blender. The tracking blocks are removed from the geometry. The writing speed is set to be 20 mm/s and the structure is written in skywriting mode switching the laser on and off during the continuous scanning rather than writing each line-segment individually. The geometries are programmed for different unit cell sizes and different structure’s aspect ratios. For the samples written with the lens 1 a slicing of 200 nm in the lateral direction and 300 nm in the axial direction is used to fabricate samples with a unit cell size of 35 \( \mu \text{m} \). Structures written with lens 2 have a slicing of 400 nm and 800 nm respectively with a unit cell size of 180 \( \mu \text{m} \). All samples have been developed in isopropanol and acetone and have been dried with the super-critical point dryer avoiding extensive forces while drying. The resulting structures can be seen in the Figure 2.12. Here the good sample quality can be seen, and within the large overall dimensions even small features are fabricated in an reproducible fashion.

Nevertheless the microscopic samples could not be measured accurately enough to extract a Poisson’s ratio. As sliding boundaries could not be imposed on this length scale fixed boundary conditions would have to be assumed excluding the pure dilational deformations of the cells. Simulations on this level could not be obtained for all three dimensions due to memory size limitations of the server systems used. Also one would have to resolve the unit cells and actually the corner-points of the unit cells to be able to trace a sens-
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Figure 2.12: (a) Photograph of a microscopic sample fabricated with the DLW setup using the lens 2. Here the structure consists of $3 \times 3 \times 9$ unit cells each with a lattice constant of $a = 180\mu m$. (b) SEM image of a samples fabricated with lens 1 and a lattice constant of $a = 35\mu m$. The two structures have a aspect ratio of 1:1 and 2:1 allowing to estimate the change in properties depending on the height and the aspect ratio. (c) Zoom into the structure seen in (b). Here the accuracy as well as the substructure can be seen and determined. Clearly the central blocks as well as the holding elements can be identified and the size of the connecting elements can be estimated. Reproduced in accordance to [68].

full movement or deformation at all. As these requirements could not be fulfilled, the microscopic samples still give hope for the future as fabrication techniques improve. This techniques could allow to fabricate large quantities of of the metamaterial and approach a dilational material consisting of thousands of cells. This could be used in various ways starting from packaging and improved protection of sensitive objects over shrinkable devices not changing their shape to adjustable and reusable filters in micro-fluidics.

To sum up this section we have used a theoretically proposed two dimensional blueprint of a dilational material and have reduced the design to be fabricated out of one material. This basic design is then transferred into three dimensions and numerically proven to tailor
a dilational material approaching $\nu = -1$ with decreasing a geometrical parameter, the connection dimension $d$, towards zero. Simulations performed dynamically lead to band structures and a procedure is incorporated to retrieve all independent elasticity matrix entries. This elastic information is used to evaluate the angle dependent Poisson’s ratio. Theses simulations could be verified with static simulations and have shown a Poisson’s ratio gaining isotropy as well as approaching $\nu = -1$. Static simulations have helped to compare the infinite crystal properties to an finite sized sample. This sample could be fabricated using a commercially available 3D printer and measured imposing a finite strain into the sample. Via a cross correlation approach the deformation and Poisson’s ratio of the material is determined. A value of $\nu = -0.76$ is measured and a comparison to the infinite crystal leads to a Poisson’s ratio of $\nu = -0.79$ for this structure. Microscopic samples are fabricated using a novel DLW approach allowing for structures with as many as 81 unit cells and a structure height of 1.6mm.
2.2 Pentamode Metamaterials

The previous section has discussed dilational materials that have only one easy mode of deformation. Within this section, we will present a mechanical metamaterial which is in some fashion just the opposite of the dilational material. Instead of one easy mode of deformation, it has five of them and only one principle deformation under which it is stable as discussed in section 1.1.2. This is why it is called pentamode material [107]. This material can be seen as the solid mechanical equivalent of a liquid, as the only stable loading configuration is hydro-static compression. All deformation modes related to a shear deformation are unstable. The origin of this behavior is the vanishing shear modulus of this material.

During this section the theoretical background of this material class in the ideal form is discussed and a feasible design to tailor the ideal pentamode metamaterial is presented. The evolving blueprint can be validated using numerical simulations in the static as well as in the dynamic regime. It is shown that it is possible to fabricate these structures and tailor not only their $B/G$ ratio but also introduce anisotropy into these structures. At last it is shown how to reduce the filling fraction in order to achieve ultra lightweight structures and tailor the mass density and the bulk modulus independently. Parts of the chapter have been published and figures are in accordance to or taken from the publications: [106, 108–110]. Some of the data shown has been obtained by Muamer Kadic, Aude Martin, and Robert Schittny working in our group.

Bimode Materials

Let us start the discussion with a the two dimensional case of a pentamode material, the so called bimode material\(^2\). For such a material, due to the reduced dimensional space, two of the three modes of deformation are considered easy. The bimode material can be easily deformed in two shear deformations and only the remaining compression mode is stable. The corresponding elasticity is described by the following equation just as in 3D.

\[ \sigma = C \varepsilon \]  \hspace{1cm} (2.17)

Here the $C$ tensor can be written in a matrix form, described by:

\[
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sqrt{2} \sigma_{12}
\end{pmatrix} = \frac{E}{1 - \nu^2} \begin{pmatrix}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & (1 - \nu)/2
\end{pmatrix}
\begin{pmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\sqrt{2} \varepsilon_{12}
\end{pmatrix}.
\]  \hspace{1cm} (2.18)

In this equation, $C$ can be expressed by the bulk and shear modulus and be diagonalized leading to[107]:

\[
C = \begin{pmatrix}
1/\sqrt{2} & -1/\sqrt{2} & 0 \\
1/\sqrt{2} & 1/\sqrt{2} & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
2B & 0 & 0 \\
0 & 2G & 0 \\
0 & 0 & 2G
\end{pmatrix} \begin{pmatrix}
1/\sqrt{2} & 1/\sqrt{2} & 0 \\
-1/\sqrt{2} & 1/\sqrt{2} & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]  \hspace{1cm} (2.19)

\(^2\)For an illustration and a discussion on the properties see Section 1.1.7.
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This diagonal form allows us to determine the modes of deformation. In the case of vanishing shear modulus two entry’s within this matrix are purely shear dominated and thus vanish, whereas one entry is linked to the bulk modulus, and stays finite.

This behavior has been discussed e.g. on honeycomb lattice structures [111, 112] as well as in a metal lattice mimicking the behavior of water [113]. Here the combination of a metal lattice and air is tailored to have the effectively same elastic moduli and density as water. Into this layout anisotropy, depending on the design parameters used [112], can be induced. These structures have in principle the same behavior than a pentamode material except for the dimension. Bimode materials can be classified in the same sense as pentamode materials, and thus are not discussed in detail. Within this thesis bimode materials occur in the lattice transformation cloak discussed in Section 3.2.

### 2.2.1 Structural Design for Pentamode Materials

The proposed ideal design [107] for a three dimensional pentamode structure is consisting of cones arranged in a fashion, that they are connected by point connections at the atomic sites of a diamond lattice. An extended fcc unit cell can be seen in Figure 2.13 (a). The connections of these cones are defined to translate only forces along the directions of the bars and can not support any other forces. For a compressive deformation the bars and connecting tips have to be deformed, leading to a finite force and thus a finite bulk modulus. Bending one of the cones at the connection with respect to the other cones takes ideally zero force and thus no shear force and no shear modulus is present for this material. The blueprint of the unit cell translates to an effective material which is only mechanically stable under hydrostatic compression. A material is called stable if a finite force leads to a finite deformation in the material. Every other kind of force, except for a homogeneous pressure from all sides, will lead to an infinite translation as an ideal pentamode material has strictly zero shear modulus. The effective behavior can thus be described only by the bulk modulus. In principle it is possible to generate any arbitrary elasticity tensor as a superposition of many different pentamode materials (allowing for mode couplings of these) [17, 107]. The perfect pentamode material is not stable as even a unidirectional force, e.g. gravity, would lead to an unstable deformation, thus the material would simply flow away. To overcome this instability, the initial suggestion [107] proposed is to fill the voids between the cones with a softer material and thus generate a shear modulus to effectively stabilize the material.

The abstract proposal for an ideal pentamode structure cannot be simply fabricated as it is impossible to realize point connections supporting only one force along one connection. This brings us to the consideration of what happens if one makes the connection finite with regard to the modes within the material. To achieve this we have come up with a design as shown in Figure 2.13.

The double cones of length $h$ connect two lattice sites of the diamond lattice and have a larger diameter in the center of the connection of size $D$. The connections at the lattice sites is made finite and has a diameter of $d$. The left panel shows the ideal version of the extended fcc (face-centered-cubic) unit cell which can be translated along the simple
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Figure 2.13: (a) Ideal design of a pentamode metamaterial. Here the double cones are arranged to touch each other at points on the atomic sites of a diamond lattice. (b) Our design of a pentamode metamaterial. The double-cones touch each other at finite sized connections $d$ and have a larger diameter of size $D$ in the center between two lattice points. Previously published in [108].

The reduced unit cell and thus the primitive cell as shown in Figure 2.21 contains only four of the double cones. Both unit cells will be discussed in this section as some principles are easier to understand in one or the other description. In this blueprint we have two independent variables to consider for a certain lattice period $a$, namely the larger diameter $D$ and the smaller connection diameter $d$. Both parameters in relation to the lattice period have an influence on the material properties as the stiffness of the material is determined by the thickness of the cones. The main key feature is the ratio of the two diameters though. The smaller the connection diameter is compared to $D$ and the lattice constant $a$, the more pronounced the pentamode behavior will be as it approaches the ideal proposal with zero connection size $d$. All of these considerations take only one constituent material into account. Changing the underlying material properties the results can be scaled by e.g. the constituent material’s Young modulus.

2.2.2 Static Studies

We have already given a general explanation on how this material design might work and why it has a pentamode-like behavior. To get a better feeling on how well this concept works and how close one can get to the ideal pentamode behavior we have performed numerical simulations testing the material properties in a static fashion. The simulations have been performed in COMSOL Multiphysics in the static mechanics module. We have assumed finite connections $d$ and have varied both parameters $d$ and $D$. As a constituent material we have used a Young’s modulus of $E = 3$ GPa and a Poisson’s ratio of $\nu = 0.4$. The Poisson’s ratio of the constituent material is nearly not influencing the result of the
simulations, whereas the Young's modulus can be scaled to any desired value and the results scale in the same fashion. This is a direct result of the linear equations taken into account. The ratio of the resulting bulk and the shear modulus is considered as the figure of merit (FOM) concerning our achievement of pentamode materials. This consideration even cancels out the Young's modulus dependence to first order and only the design determines the FOM.

To be able to determine the bulk modulus of the material, the definition of the modulus and thus the volume change under hydro-static pressure is applied. Therefore we have exerted a force on all six sides of a cube along the normal of the faces. Within the cube a crystal consisting of $N \times N \times N$ fcc unit cells is placed and intersected, so that forces act only on the pentamode material. The simulations are performed with up to $N = 5$ unit cells along one direction, resulting into a total of 125 unit cells for the full crystal. There have been nearly no differences between the $N = 1$ and the $N = 5$ case such that we are confident that we compute the bulk properties of the material. The mesh has been chosen such that the convergence of the results is sufficient, resulting in about $10^6$ tetrahedral elements. The shear moduli have been obtained by a shear loading, fixing the displacement vectors on one face of the cube to $\vec{u} = 0$ and loading the material at the opposing facet with a force orthogonal to the normal, so along a simple cubic direction not coinciding with the normal. The resulting displacement leads to the shear modulus via its definition. The resulting dependence on the small connection of the bulk and shear modulus is depicted in Figure 2.14. One can clearly see that both moduli decrease as one reduces the connection size $d$ in panel (a). The reduction of the bulk modulus is less severe compared to the shear modulus. In the limit of $d \to 0$ the shear modulus approaches $G \approx 0$ whereas the bulk modulus stays finite. This is just what we have expected from the theoretical design. In the second panel the ratio of the bulk and the shear modulus is plotted. The trend that the ratio is larger for smaller connections $d$ can now clearly be seen. The $B/G$ ratio actually increases dramatically for $d \to 0$ resulting in a nearly perfect pentamode material. To be able to estimate the performance by the absolute numbers of the $B/G$ ratio we have to compare them to the values of normal materials. Gold has for example a $B/G = 13$ and some rubber materials, being the closest to pentamode materials, get into the range of $B/G \approx 30$ [114]. Our design can beat this values even for nearly rod-like cylinders ($d \approx D$) rather then cones. For realistic and possible to fabricate values of $d$ we can reach values between $[10^2 < B/G < 10^4]$. Even smaller values are hard to fabricate and will resemble the ideal pentamode design to such a high degree that they would literally flow away and be destroyed by small forces. The black line in panel (b) is a fit revealing the proportionality of $B/G \propto 1/d^2$ for small $d$.

To evaluate the dependence of the double cone's larger diameter we have performed corresponding simulations for a specific choice of $d$. The results are shown in Figure 2.15. Here, the bulk and shear modulus as well as their ratio are plotted versus the larger cone diameter $D$ on a logarithmic scale. One can see in panel (a) that the material gets softer for smaller connections $D$ but the effect is less pronounced than for a changed $d$. Also the difference in the dependence between the bulk modulus and the shear modulus is smaller. Plotting the ratio of the moduli brings up the dependence of the FOM with regard to $D$. 
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![Figure 2.14](image)

**Figure 2.14:** Results of the static calculations for changing connection diameter \( d \), plotted on a double logarithmic scale. (a) Effective bulk and shear modulus for a geometry of \( a = 37.3 \, \mu m \) and \( D = 3 \, \mu m \). (b) The figure of merit \( B/G \) as a function of the connection size \( d \). The black lines are corresponding to the fit given in equation 2.21. Previously published in \[108\].

A fit returns a proportionality of \( B/G \propto 1/\sqrt{D} \). One reason why the two moduli change in a comparable manner is that one does not only change the larger diameter, but rather also the angle of the cone at the smaller diameter leading to a reduction or an increase of stress concentration in the tips. Using the data to find a global fit with the two already determined dependencies, one can find that the \( B/G \) ratio roughly scales like

\[
FOM = B/G \approx 0.63 \left( \frac{h}{d} \right)^2 \sqrt{\frac{h}{D}}. \tag{2.21}
\]

The simple formula can be used to tailor a material in which one chooses e.g. the \( B/G \) ratio needed for a certain application and can find a design fulfilling this equation. To further evaluate the dependence of the constituent material on the \( B/G \) ratio, various tests have been performed, for example changing the Poisson’s ratio of the constituent from 0.4 to 0.1. The resulting \( B/G \) ratio increases by about 20%. Changing the Young’s
Figure 2.15: Evaluations of the numerical calculations performed on the static pentamode materials. (a) Bulk and shear modulus over central connection diameter $D$ for three choices of connection diameter $d$. (b) FOM as a ratio $B/G$ for the same connection diameters $d$ as in panel (a). Previously published in [108].

modulus and the Poisson’s ratio (e.g. $E = 1220$ GPa and $\nu = 0.2$) results in no more than a 10\% change on the $B/G$ ratio. This shows how stable the design is with regard to changing the constituent material revealing the universality of the approach.

In order to prove that such structured materials can be manufactured by the aid of state-of-the-art DLW, we have fabricated pentamode materials using DiLL DLW. Here, cones are programmed individually using MATLAB as closed spirals changing their diameter along the spiral axis. These cones are then assembled to fcc unit cells in three dimensions. A specific tour through the fcc cell had to be applied in order to connect the double-cones at their tips, reducing the possible drift and offset while writing. This procedure led to the most accurate structures and smallest feature sizes. An NA = 1.3 objective and the piezoelectric stage are used to scan the voxel. The samples are developed after the writing procedure in acetone and dried using the super critical-point drying procedure. The resulting SEM micrographs can be seen in Figure 2.16 and Figure 2.17. In Figure 2.16
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Figure 2.16: SEM of a pentamode metamaterial. The crystalline material consists of $7 \times 7 \times 6$ fcc unit cells. The resulting dimensions are $261 \mu m \times 261 \mu m \times 224 \mu m$. (a) Oblique-view of the structure revealing the structure of the metamaterial. (b) View along one of the face diagonals revealing the hexagonal substructure. This view also allows to determine the accuracy of the fabrication and the periodicity of the structure. Previously published in [108].

A whole crystal structure is shown consisting of 294 unit cells. The structure parameters are $a = 37.3 \mu m$, $D = 3 \mu m$, and $d = 1 \mu m$. The crystal has a high accuracy as can be revealed by the view along the [0 0 1]-direction in panel (b). Here the hexagonal substructure of the crystal can be seen and the periodicity can be estimated. There are no visible fabrication errors\(^3\) within the structure and even the free hanging unit cells at the corners are mainly aligned and did not deform during the writing or drying process. Taking the structural parameters to estimate a filling fraction one reaches a value of $f = 1.5\%$ resulting in a total weight (neglecting the air inside) of the shown material cube of 270 ng or effectively $\rho = 0.015 g/cm^3$, compare to the normal material on the Ashby map in Figure 1.2. This means that 1 m$^3$ of this materials would weight about 15 kg (for a constituent material density of $\rho = 1000 kg/m^3$)\(^4\). By this estimate, we can already see that the here presented material has a remarkably small filling fraction and

\(^3\)Meaning that all connections are attached, and no defects of the crystal are visible.

\(^4\)The ultralight materials shown in [18] would lead to about 0.6 kg/m$^3$
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Figure 2.17: Zoom into a different structure revealing the double cone features the material is made of. The very low filling fraction allows to view inside the structure and measure the dimensions of the cones and connection points. The inset is a top view of one of the conical elements revealing the dimensions obtained, namely: $h = 16.15 \, \mu m$, $D = 3 \, \mu m$, and $d = 0.55 \, \mu m$. Previously published in [108].

can thus be considered as a light-weight material further discussed below, see section 1.1.7.

A fabricated structure with even smaller connections can be seen in Figure 2.17. Here, a connection diameter of $d = 0.55 \, \mu m$ could be fabricated maintaining the other dimensions. Reducing the connection even further would lead to a not cylindrical symmetric structure as the aspect ratio of the voxels would cause a significant difference in the $x$, and $y$-direction compared to the $z$-direction. In the inset one can also see the writing strategy as the spirals of the programmed trajectory are visible. The resulting value for the $B/G$ ratio is highlighted as a red circle in Figure 2.14 and is on the order $10^3$.

To create larger structures for an easier measurement and sample handling, the scaleability of the underlying physics is used. To do so, Robert Schittny has build structures on the scale of about $a = 1 \, \text{cm}$ using a 3D printer [106]. The used printer (Objet30, Stratasys USA) is described in the experimental methods part (section 1.3.4). The structures are printed with a plate on the top and the bottom to clamp them while drying and during the measurement. To measure the moduli of the structures software-controlled linear stages combined with a force cell are used to exert a certain strain and measure the related forces. The fabricated macroscopic samples can be seen imaged in Figure 2.18 with connection diameters reaching down to about $d/a = 2\%$ compared to $d/a \approx 1.5\%$ in the DLW samples.
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![Figure 2.18: Macroscopic samples fabricated by 3D printing. Various different parameter sets are fabricated to evaluate the dependence of the material properties on the design parameters. Previously published in [106].](image)

**Measurement**

In order to characterize the elastic moduli of the structures, the intrinsic property of very low shear modulus is an important barrier. As a measurement along only a single direction is linked to the Young’s modulus rather than the bulk modulus, the material is soft under this deformation. This can be seen by the relation of the Young’s modulus with regard to bulk and shear modulus.

\[ E = \frac{9BG}{3B - G}. \]  

(2.22)

Considering the shear modulus of in ideal pentamode material with \( G = 0 \) effectively also reduces the Young’s modulus \( E = 0 \). The finite shear modulus of the presented
pentamode materials will prevent this but reduces the Young’s modulus considerably. A measurement of the bulk modulus would require at least sliding boundaries on four sides which are very difficult to achieve especially as the material has only very small surface area of the actual constituent material compared to the area of a facet. To estimate the $B/G$ ratio one can use the Poisson’s ratio following

$$\nu = \frac{1}{2} \left( 1 - \left( \frac{B}{G} \right)^{-1} \right).$$

Based on this method one can estimate the Poisson’s ratio and relate this to the $B/G$ ratio without any force measurement. In order to obtain a Poisson’s ratio, a direct approach based on image correlation seems reasonable. There in a deformation along two orthogonal directions has to measured under a uniaxial strain. This could in principle be done, but would require a high accuracy of the measurement, allowing to resolve large $B/G$ ratios\footnote{A $B/G$ ratio of 1000 leads to a Poisson’s ratio of $\nu = 0.4995$. To resolve this one would need at least a precision up to the fourth digit, which could not be obtained in previous measurements [26, 68]}, which could not be obtained on the by DLW fabricated small samples. We have also tried to find the displacements within the structure based on a different approach using light scattering based on the periodicity of the structure. If one illuminates the sample with coherent light, for example a HeNe (Helium Neon) laser, scattering of the different features takes place and a pattern in the transmitted light appears like the one shown in Figure 2.19.

This scattering behavior is based on the periodic features of the pentamode material, and can in principle be used to determine the periodicity of the crystal along different axes within the sample. The periodicity change is related to the Poisson’s ratio, as it changes for two orthogonal directions as one exerts a strain along one direction. The diffraction patterns are changing on a macroscopic scale, whereas small changes in the microscopic geometries can be translated into a macroscopic deviation of the diffraction pattern. Here the distances of the peaks as well as their intensity changes for a deformed structure.

**Figure 2.19:** Scattered intensity profile of a HeNe laser incident on a pentamode structure.
Unfortunately, one has to know what the precise origin of the scattered points is to be able to distinguish between a periodicity change and a form-factor change of an individual cell. The form-factor in this context is the origin and spacial distribution of the scattering parts of the geometry. As e.g. the angle of a double cone to the incident light changes, the scattering sites position might differ. To be able to compute the light scattering pattern of a pentamode material one would have to compute the scattering of a structure that has a many times larger unit cell and thus periodicity than the actual wavelength of the light incident. Further multiple scattering events of the light take place within the structure complicating the calculations even further. Clemens Baretzky has tried to find a precise prediction of the scattered patterns by computing the scattered light intensities in his bachelor theses but could not reach an acceptable accuracy with the current technology in an acceptable time. The only promising pathway is to scale the geometry up to a level where a direct measurement of forces becomes possible. As we have seen the basic working principle is scalable and does not critically depend on the constituent material.

The measurement of the 3D printed samples is performed using an automated stage with a three axis force sensor. Therefore the samples are attached to the force sensor on one side and a breadboard on the other side. To measure the elastic constants, first a the shear deformation is induced into the sample, and the resulting shear forces are tracked. This leads to a shear modulus of the structure. Example data sets can be seen in Figure 2.20. The hysteresis on the data is known to appear on viscoelastic materials. The fit to the data reproduces the linear elastic regime and can be transferred into a modulus for the structure. Various samples are fabricated and characterized for changing geometry parameters. To be able to compare the measurements to numerical calculations, the constituent materials Young’s modulus can be found by fitting the measured data for the various samples and comparing it to the calculations for exactly the same geometries. As the Poisson’s ratio does not influence the result at first order, a typical value for polymers of $\nu = 0.4$ has been implemented. The provider quotes a Young’s modulus of $E = 2 - 3 \text{ GPa}$, but a measurement in collaboration with Professor Wilhelm (KIT) has returned $E = 0.7 - 2 \text{ GPa}$. The fit to the measured data allows to determine a Young’s modulus of $E = 1.4 \text{ GPa}$. A scaling of the constituents Young’s modulus does not change the results as all values are obliged with a simple scaling, not changing any considered ratios as shown before.

Evaluating the bulk modulus has to be done in an indirect way, as no hydrostatic pressure can be applied with our setup. Therefore a measured axial force over strain is compared to numerical simulations, corresponding to a Young’s modulus measurement just with fixed boundary conditions in $x$ and $y$ on the top and bottom. This procedure allows to return the Young’s modulus of the material. As we are interested in the bulk and the shear modulus, linear elastic relations are used to compute the bulk modulus with the Young and shear modulus. The resulting moduli are plotted in the panel (c) of Figure 2.20. The error-bars on the diameter show the variations obtained within one sample. To compare the samples to the design features, the measured connections $d$ are plotted over there design values in panel (d).

Comparing the experiments to the simulations allows to return an approximate value for the bulk modulus. In combination with the measured shear modulus a $B/G$ ratio can
Figure 2.20: (a)-(b) Stress-strain measurements of one fabricated pentamode material with $2 \times 2 \times 2$ cells and parameters: $a = 15$ mm, $D = 1.32$ mm, and $d = 0.71$ mm. (a) Measurement of the shear modulus. The straight line is a fit to the data returning the shear modulus of $G = 23$ kPa. (b) Young’s modulus measurement returning $E = 114$ kPa. (c) Measured and retrieved elastic moduli over the normalized connection diameter $d/a$. The shear moduli as circles, the Young’s moduli are plotted as triangles, and the retrieved bulk moduli as squares. The samples are consisting of: $a = 1.5$ cm and $2 \times 2 \times 4$ cells (red), $a = 1.5$ cm and $3 \times 3 \times 6$ cells (green), and $a = 1$ cm with $3 \times 3 \times 6$ cells (blue). Grey markers correspond to the numerical simulations used as comparisons. (d) The fabrication tolerance estimation comparing the model files used and the actual measured sample dimension with regard to the most critical feature, the connection diameter $d$. Only small deviations can be found increasing the size of the sample with regard to the design slightly. Figure reproduced in accordance to [106]

be stated for the measured samples. The here fabricated and measured samples show a $B/G$ ratio ranging from about 100 to 1000. Robert Schittny has thus shown that a macroscopic measurement of this metamaterial is possible and that one can obtain large ratios of $B/G > 100$ qualifying the fabricated samples to be a pentamode material.
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2.2.3 Dynamic Studies

The pentamode metamaterials have been introduced and fabricated on two length scales and characterized on macroscopic samples. To be able to find the dynamic behavior and to estimate the wave propagation in these materials dynamic studies have to be performed. The here shown calculations have mainly been performed by Aude Martin and have been published in [109]. There are a few aspects which are still unclear from static considerations, e.g., how does the dynamic mass density relate to the static one obtained by simple filling fraction scaling of the constituent mass density? Further, it is not clear until which frequency the pentamode behavior is present, or in how far it changes its nature. These dynamic elastic properties of the material can best be extracted with the aid of a phonon band structure calculation. The band structure plots the frequency $\omega$ of an eigenmode over the corresponding wave vector $\vec{k}$. The phonon band structure is determined by numerical calculations performed by COMSOL Multiphysics searching for an eigenfrequency of a structure under Floquet-Bloch periodic boundary conditions for a given $k$. Comparable simulations have already been performed on bimode materials in two dimensions based on honeycomb structures[111], see also Section 1.1.7. To be able to compare the results to the static data the constituent materials are chosen corresponding to the static calculations on the mircrostructures with $E = 3 \text{ GPa}$, $\nu = 0.4$, $a = 37.3 \mu\text{m}$ and a density of $\rho = 1190 \text{ kg/m}^3$. Considering the primitive unit cell of the lattice shown by the black box in Figure 2.21 in real space, one has to consider the body-centered-cubic (bcc) unit cell for the Brillouin zone in $k$ space [115]. To determine the full phononic behavior one would have to find the band structure along every possible direction which is impracticable and in reality simply impossible. The band structure calculation is based on a wave propagating along a certain direction in space and finds the eigenmodes for a certain modulus of the wave-vector $k$ along this direction. Corresponding to normal crystals, characteristic points in $k$ space are used to define a tour through the Brillouin zone which is assumed to represent the crystal behavior in an appropriate manner. The center of the brillouin zone for $k = 0$ is called the $\Gamma$ point. At this point the band diagram has its origin and the lowest propagating modes have zero frequency at this point. A wave propagating in the positive $x$-direction in real space will lead to a band structure in the $\Gamma X$ direction in $k$ space. The characteristic points are well established for the here considered crystal and shown in panel (b) of Figure 2.21. A standard tour representing this crystal is given by $\Gamma \rightarrow X \rightarrow W \rightarrow L \rightarrow \Gamma \rightarrow K$.

This tour is directly transferred to the $x$ axis of Figure 2.22. The vertical scale is represented in two different fashions. On the left a comparison to the standard velocity in air of $343 \text{ m/s}$ is given as $a/\lambda$. This axis allows to compare the actual lattice dimensions to a wavelength in air independently of the lattice dimension itself. This universal scale allows a scale independent discussion of the properties of the material. The vertical scale on the right side of the band structures is the actual frequency corresponding to a lattice period of $a = 37.3 \mu\text{m}$. Figure 2.22 shows the band structures for three different real space structures changing the connection size $d$ from (a) $d = 3 \mu\text{m}$ over (b) $d = 0.55 \mu\text{m}$ to (c) $d = 0.2 \mu\text{m}$. The $\Gamma$ point is the origin and the $\Gamma X$ direction relates to a wave propagation along the $x$-direction in real space. This direction shows three bands emerging from zero frequency at the $\Gamma$ point, as expected from the discussion before. The two shear bands,
Figure 2.21: (a) Pentamode material in the cubic fcc cell. The black lines outline the primitive cell including only four double cones. (b) The Brillouin zone corresponding to the momentum space. Here, the direction of the $\vec{k}$ is defined and the high symmetry points of the crystal are displayed. Previously published in [109].

being the lower bands identified by the mode shape, are in this case degenerate and have the same frequencies. The higher band corresponding to a longitudinal wave is just one mode. The mode type (longitudinal or transverse) can be found by comparison of the wave vector $\vec{k}$ with the displacement vector averaged over one unit cell $|\vec{u}|$. If the vectors are orthogonal to each other, the wave is considered transverse corresponding here to a shear wave, whereas if the vectors are parallel, the wave is a longitudinal wave here called bulk wave\textsuperscript{6}. To be able to compare the different velocities of the wave propagation, the slopes can be fitted with MATLAB in a linear fit evaluating data points close to the $\Gamma$ point. The fitted slopes are marked as red straight lines in Figure 2.22, and are called $c_L$ for the longitudinal wave velocity and $c_T$ for the transverse wave velocity. In the long wavelength limit the phase and group velocity do not differ significantly. Comparing the different panels one can find that the difference in slope changes and gets larger upon

\textsuperscript{6}Precisely the latter is connected to $B + 4/3G$ in an isotropic medium.
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![Figure 2.22: Band structure calculations for changing connection size $d$. (a) $d = 3 \mu m$, (b) $d = 0.55 \mu m$, and (c) $d = 0.2 \mu m$. On the $x$ axis, the usual tour through the Brillouin zone is plotted. The $y$ axis is corresponding to the frequency or the reduced frequency $a/\lambda$. The grey areas correspond to pure longitudinal wave motion. The red lines are fits to the long wavelength wave velocities in the $\Gamma X$ direction. Figure reproduced from [109].](image)

decreasing the connection size. This means that the wave speeds for longitudinal and transverse waves differ by a larger amount. The grey areas in Figure 2.22 correspond to an frequency regime where only longitudinal waves exist and no shear waves are present. This could be called the region where the material behaves purely pentamode like, as only compression waves are supported. The grey area starts at a relative wavelength of about $a/\lambda = 0.1$ on the lower end and is limited on the higher end at $a/\lambda = 0.4$ leading
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Figure 2.23: Band structure along various directions. One can see that the longitudinal modes are isotropic, hence have the same dependence of $\omega(k)$. The shear modes show more change in velocities and the degeneracy of transverse modes is lifted along some directions. Previously published in [109].

to about 2.5 lattice periods per air wavelength. In panel (c), the grey region is intersected by nearly horizontal modes. These modes correspond to localized vibrations in real space and can generally not be coupled to. This is why one calls them deaf modes. Reducing the connection diameter towards the ideal pentamode structure reveals the occurrence of the deaf bands. Each single double-cone is only connected to the matrix by a very small and point like connection. As it has a finite mass, a resonance of one single element would occur at very low frequencies. This expectation can help to explain the shift towards lower frequencies of the deaf modes in panels (a)-(c). As the connection size $d$ decreases, these modes reduce their frequency and are shifted downwards in the band structure. The higher bands are a mixture of various polarizations and higher order phonon modes which will not be considered here. To be able to estimate the isotropy of our pentamode material a band structure for different directions in the Brillouin zone is calculated and plotted on the same scale. Such a plot is shown in 2.23. There, a calculation along four different directions is shown corresponding to the parameters in Figure 2.22 (b). One can see that the longitudinal modes coincide up to a wave vector of about $k = 0.5\pi/a$. The corresponding shear modes though show slight deviations between them, depending on the direction. We can already see that the shear modes are not isotropic comparing the $\Gamma X$ direction and the $\Gamma K$ direction in Figure 2.22. The degeneracy of the transverse modes in the $\Gamma X$ direction is lifted in the $\Gamma K$ direction and two bands showing different velocities are emerging. To compare the velocities of the longitudinal wave and the transversal waves the velocities along the $\Gamma X$ direction are extracted and summarized in a simple table, see Figure 2.24.

The shown matrix is displaying a parameter variation of the connection diameter $d$ along the horizontal direction of the matrix and the larger cone diameter $D$ along the vertical. The corresponding structures are depicted for each combination. The velocity of the longitudinal wave $c_L$ is given in black. The ratio of the velocities $c_L/c_T$ is given in red. In green a filling fraction $f$ of the constituent material with regard to the unit cell is given.
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Figure 2.24: Matrix resulting from a parameter sweep in \(d\) and \(D\). The corresponding geometries can be seen in the insets. Resulting properties are the filling fraction (green), the longitudinal wave speed \(c_L\) (black) and the ratio of wave speeds \(c_L/c_T\) (red). Previously published in [109].

As one can see the velocity \(c_L\) is decreasing with decreasing \(d\) and increasing with decreasing \(D\). As expected from the static calculations, the influence of the connection diameter has a higher influence on the velocity and especially on the ratio of velocities. The filling fraction of the material is dominated by \(D\) as long as \(D > d\) is fulfilled. To compare the ratio of the velocities to the \(B/G\) ratio discussed before a simple calculation relating the velocities to the elastic moduli is done. As the velocities are given by (for an isotropic medium)

\[
c_L = \sqrt{\frac{B + 4/3G}{\rho_B}} \approx \sqrt{\frac{B}{\rho_B}}, \tag{2.24}
\]

considering a \(B/G \gg 1\) in the last step and

\[
c_T = \sqrt{\frac{G}{\rho_G}}. \tag{2.25}
\]

To directly relate the dynamic data to the static considerations, we can assume constant density’s and express the \(B/G\) ratio with the velocities. A simple reasoning would be that the mass densities \(\rho_B\) and \(\rho_G\) are comparable and are directly related to the density obtained when one scales the density by the filling fraction, leading to the static filling fraction \(\rho_0\). This simple reasoning is dangerous though as it neglects the substructure of the metamaterial. As already discussed, the mass density in a dynamic experiment can vary from a static mass density. A slightly more sophisticated approach using the Berryman formula [116] has been shown to fail under these consideration even in some very simple cases [117]. Mass densities common to both modes do drop out when considering the ratio \(c_L/c_T\). In comparison to the static experiments one would assume a scaling
proportional to: \( c_L/c_T \propto 1/(dD^{1/4}) \propto 1/d \). Fitting the data in Figure 2.24 leads to a good fit concerning the connection diameter \( d \). We obtain:

\[
\frac{c_L}{c_T} \approx 0.5 \frac{h}{d} \tag{2.26}
\]

To compare the \( B/G \) ratios or the \( c_L/c_T \) ratios of the static and dynamic calculations, one can pick a geometry comparable to the microscopic samples \((a = 37.3 \mu m, D = 3 \mu m, \text{ and } d = 0.55 \mu m)\). Here the static data lead to \( c_L/c_T = 35 \) and \( B/G = 1260 \) compared to the dynamic data of \( c_L/c_T = 16 \) and \( B/G = 256 \). Considering the anisotropy of the shear modes and the potential differences in the densities the result can be interpreted as agreeing fairly well.

In summary, we have been able to compute the band structures for pentamode metamaterials and found a separation in the longitudinal and the transverse wave velocities exceeding those of normal materials. We have also found a frequency region in the band structures where only longitudinal modes are present leading to a decoupling of shear related and bulk related waves. To be able to guide a wave in this regime one needs to introduce anisotropy in the material and thereby control the wave propagation.

### 2.2.4 Introducing Anisotropy

We so far have tried to influence the wave propagation independent of the propagation direction of the material assuming isotropy of the longitudinal polarized waves. To guide an elastic wave differently depending on the direction of the wave, as needed for example in an dynamic elastic cloak\(^{47}\), we need an anisotropy of the material properties. By changing the dimensions of the cones the wave velocities can be tuned and the coupling of longitudinal and transverse wave can be adjusted by changing the \( B/G \) ratio. To be able to influence the wave propagation depending on the direction and thus to make it anisotropic one has to change the design of the unit cell or build up gradients assembling multiple different cells. Further, an anisotropy can be introduced within the unit cell by changing one of the position of the connection points \( p \) of the double cones \(^{107}\) even for an ideal pentamode material. The discussion of such anisotropic materials gets a little tricky at this point. In an anisotropic case the mechanical modes are mixed and one returns formally at an anisotropic bulk modulus. This tensor should in general only be a scalar bulk modulus\(^7\) rather then a tensor, causing a difficult discussion. This formal problem disappears as a finite shear modulus occurs in the material as the additional modes can be related to a combination of shear and bulk modulus. Here we pick two out of the numerous possibilities of changing the design, namely moving the connection point \( P \)'s position along the space diagonal and along a cubic axis. The calculations have mainly been performed by Mumer Kadic.

Figure 2.25 shows the resulting geometries within a unit cell. In the left column the connection point \( P \) is displaced along the space diagonal \([1 1 1]\), and the right column

\(^7\)The bulk modulus is defined by a volume change compared to a hydrostatic pressure. Within this definition it does not matter if the volume change is direction dependent or not. It could though happen, that the volume is mainly changed along one direction not reflected within the bulk modulus.
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Displace the point $P$...

(a) along the space diagonal.
(b) along a cubic axis.

dispersal the point $P$...along a cubic axis.
(c) along a cubic axis.

Figure 2.25: Unit cells resulting from moved connection points $P$ within the unit cell. The left column (a)-(c) corresponds to a displacement along the space diagonal, whereas the right column (d)-(f) corresponds to a displacement along one cubic axis. Previously published in [110].

along the cubic axis $[100]$. The uppermost panels (a) and (d) show the initial structures and the axis orientation with regard to the fcc unit cell. To define a changed unit cell we have chosen to give a position of the point $P$ percentage wise in units of the basis vectors. This means that the position vector of the isotropic structure is defined in (a) as a percentage value, here $p = 25\%$, multiplied with the axis vector such that the resulting vector for the position is defined as $\vec{P} = (pa, pa, pa)$. Following this procedure the resulting position vector for the cubic axis displacement is $\vec{P} = (pa, 0.25a, 0.25a)$. Displacing $P$ less than for the isotropic structure ($p = 15\%$ in panel (b)) or more ($p = 42\%$ in panel (c)) than for the isotropic material, changes not only the connection point but rather also the individual double cone length $h$ within the unit cell. This gives a direct hint that the structure will get anisotropic as the isotropic behavior is seen to depend on the relations $h/d$ and $h/D$, see also equation 2.21. Further, we also change the angles between two connected elements resulting in stiffer (angles approaching $180^\circ$) and weaker connections (angles approaching $90^\circ$) even in the ideal pentamode case as long as one
neglects buckling of the structures. As only the connections within the unit cell get displaced, the connections at the faces of the fcc unit cell are not affected in the position of the connections and keep the translational lattice the same. This is important for the calculation of the properties of a structure as the primitive cell does not change its shape or size by the here considered alterations of the material. Using layered structures consisting of e.g. two different isotropic pentamode materials, changing for example $d$, $D$ or $a$, the lattice would not be the same and the primitive cell would increase in size. The constant dimensions of the primitive cell allow us to use the basic simulation setup for the isotropic pentamode material and change the geometry with regard to $P$ within this unit cell. The parameters are again: $E = 3$ GPa, $\nu = 0.4$, $\rho = 1190$ kg/m$^3$, $a = 37.3$ $\mu$m, $D = 3$ $\mu$m, and $d = 0.55$ $\mu$m. As before the periodic Floquet-Bloch periodicity is used and a mesh is generated within COMSOL. To still have a mesh that represents the actual structure to an extend that leads to converged results is now more demanding, as the relative angles of the double cones can get very small. The parameters used for the mesh have a maximum element size of 0.025 $a$ and a minimum element size of 0.0008 $a$ resolving the small connections and leading to about $10^6$ tetrahedral elements. To be able to compare the results to the isotropic structures, band structure calculations along two principle directions, as well as angle-velocity plots are plotted in Figure 2.26 and Figure 2.26. For the angle-velocity plots, a direction-sweep through a plane is performed, which is spanned by vectors orthogonal to the vector along which the point $P$ is moved. Longitudinal polarized modes are indicated by red color, whereas transverse polarized modes are colored in green. The velocities are also indicated as fit lines to the bands in the long-wavelength limit within the band structure plots. Figure 2.26 shows this data for different changed connection points $P$ moving along the space diagonal of the fcc cell. The same data but for the displacement of $P$ along a cubic axis can be seen in Figure 2.27. Especially the velocity plots give an insight into the properties of the material, as they reveal the change in the type of the connections. The geometry in panel (c) of Figure 2.25 has for example the connections in the plane orthogonal to the [1 1 1] direction at a large angle, approaching the situation where all cones lie in this plane. As there are now three stiffer directions, applying the considerations discussed before, an anisotropy shows three-fold symmetry. Comparing this reasoning to the velocity plots seen in Figure 2.26, we see that a three-fold symmetry is indeed visible. Finding a circle in the orthogonal velocity plane and changing velocities along the [1 1 1] direction compared to the plane’s velocities would correspond to a uniaxial anisotropy. This situation is approximately fulfilled in the structure seen in Figure 2.26 panel (a). For all data shown the transverse modes are well separated from the longitudinal ones indicating that the pentamode general behavior is maintained.

The same plots as in Figure 2.26 for the displacement of the point $P$ along the cubic axis [1 0 0] can be seen in Figure 2.27. In contrast to the before-mentioned three-fold symmetry, we find a two fold symmetry instead. The two fold symmetry of the velocity profile can be explained by considering the resulting geometry for this movement seen e.g. in panels (e)-(f) in Figure 2.25. Here we see that two cones get aligned with respect to each other, stiffening this direction compared to the others. By these means the symmetry of the anisotropy can be controlled, which changes the materials crystal axis properties to be a uniaxial, biaxial or even more axes.
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Figure 2.26: Band structure calculations (left column) and phase velocity plots (right column) for different positions of $P$ on the space diagonal [1 1 1]. Panels (a)–(c) correspond to $p = 15\%$, $p = 31\%$, and $p = 42\%$, respectively. The red lines correspond to the longitudinal long-wavelength fits and the green lines to transverse polarized modes. The related velocities in a plane orthogonal to the space diagonal are shown in the right column with the same colors denoting the polarization state and are given in m/s. Previously published in [110].

The position of the point $P$ seems to influence the material properties in various ways. To be able to understand the change in properties a little better, we have performed a sweep through the percentage $p$ defining the position of $P$ for both geometry possibilities discussed here. For each geometry the wave speeds for the longitudinal and the transverse modes along two principal directions are extracted. For the structures with a moved
Figure 2.27: The same plot as in Figure 2.26 but for displacing the point $P$ along a cubic axis, here the $[1 0 0]$ direction. The displacement in panels (a)-(c) are $p' = 14\%$, $p = 30\%$, and $p = 42.5\%$, respectively. Previously published in [110].

$P$ along the space diagonal, we have used the velocities along the $[1 1 1]$ direction (actually along the space diagonal) and one orthogonal to this, namely $[1 -1 0]$. For the samples moved along the cubic axis we have chosen the directions $[1 0 0]$ and $[0 1 0]$. Resulting velocity values for changing connections, color coded as before with regard to the polarization, are shown in Figure 2.28.

The data shown give an insight into the anisotropy comparing e.g. the longitudinal wave speeds (red) with respect to the position of the connection point. We find that the anisotropy is increasing for values smaller than the isotropic value of 25%. Further increasing the percentage shows a strange behavior, see panel (a). Enlarging
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Figure 2.28: (a) Velocities for the different wave polarizations plotted over the displacement of the connection point \( P \) moving along the space diagonal. (b) the same as in (a) but for a displacement along one cubic axis. Previously published in [110].

The connection first of all increases the anisotropy until a certain point is reached, from where on it gets again more isotropic at least along the directions shown here. Velocities plotted over a displacement along the cubic axis (panel (b)) do not show this behavior. For some values, we find that the ratio of the two longitudinal velocities reaches a factor of 10, compare [118]. This ratio is the largest occurring in this evaluation, and occurs at the percentage of 33.3%. There though the difference of the phase velocities of the longitudinal and the transverse modes is not large anymore reducing to comparable values, see Figure 2.28 (a). This is a sign that a possible coupling occurs between the modes limiting the pentamode behavior. In principle the decoupling via a large \( B/G \) ratio can be improved as one uses jet smaller connection diameters \( d^8 \). This leads to a larger splitting in the longitudinal and the transverse modes. On closer consideration of point \( p = 33.3\% \), we find that at this point all the three cones, oriented not along the \([1 1 1]\) direction, have orientations in one plane. To find an intuitive explanation on the influence of this point, static calculations are performed for the connection sizes indicated with the blue circles in panel (a) of Figure 2.28. Therein \( 3 \times 3 \times 3 \) fcc unit cells are exposed to a force along the space diagonal. The selected points have a displacement lower and higher than \( p = 33\% \). The resulting deformations are exemplified in Figure 2.29. We find that the Poisson’s ratio component along the examined direction changes from positive over zero to being negative. This outcome can be explained by considering the displayed sub geometries. Pressing on the structure shown in panel (a) leads to a force pushing the double cones in the center out. The force component is decreasing to zero for the case shown in panel (b) and even inverts its direction going beyond this point. Now a force along the upper cone leads to an inward pointing force on the connected double cones. The special point of \( p = 33.3\% \) relates to an inversion of the Poisson’s ratio component along the space diagonal and thus influences the behavior of the wave propagation. The static calculations give a simple explanation to dynamic computations. Thus the anisotropy

---

\( ^8 \)This is limited realistically to some finite size by the fabrication technology and simulation memory capacity.
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has a large influence on the Poisson’s ratio of the structure and influences the wave propagation as expected. Further, the splitting of the longitudinal and transverse modes (the $B/G$ ratio) is direction dependent and can change over a broad range by introducing anisotropy.

![Diagram](image1)

**Figure 2.29:** Calculation results of the static behavior of the anisotropic pentamode metamaterial for an induced strain along the [1 1 1] direction. The shown structure parameters are highlighted by the blue circles in 2.28 (a). (a)-(c) correspond to the displacement of the point $P$ by $p = 15\%$, $p = 31\%$, and $p = 42\%$. The undeformed structure is shown on the left and a deformed structure, evaluating a deformation as a result of an induced force $F$ as indicated, is shown on the right (the actual displacement is largely exaggerated for visibility). The color scale represents the deformation modulus at each point of the structure. The three different initial geometries show a different deformation scheme. Calculating an effective Poisson’s ratio for this direction, one obtains a value changing from $\nu = 0.9$ in (a) over a near zero Poisson’s ratio $\nu = 0$ in (b) to an auxetic material with $\nu = -0.4$ in (c). Previously published in [110].

One advantage of the serial production of additive manufacturing is the possibility to fabricate structures in accordance to the above mentioned samples. Here, one can even change the parameters from one cell to the other. Figure 2.30 shows an example structure fabricated by DLW. There, the connection point $P$ is moved from one layer to the other along one cubic direction, starting from the isotropic material towards the point where the top cones are aligned. The view along the diagonal reveals the change in the structure.
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The lower unit cells still show the hexagonal pattern whereas the highest unit cells transfer into a square pattern. The top layer can also be seen with a higher magnification in panel (b). Here one can see the different orientation of the double cones, as compared to the isotropic structures. One can identify the aligned double cones resulting from the displacement of the connection point $P$ normal to the substrate. Panel (c) shows a structure with isotropic unit cells, but with a change of the isotropic material properties for each adjacent unit cell. Here a checkerboard arrangement is used to build up an anisotropic material consisting of larger unit cells that consist of two different isotropic pentamode materials. This kind of anisotropy allows to tailor a material even further with regard to the direction dependent properties still keeping the $B/G$ ratio as large as desired.

In principle, the properties can be changed even further by modifying the design in various different way’s. One could for example change the connection shape by introducing different shapes for the connections and the cones. This leads to a very small difference in the direction dependence [118]. To increase the effect one could add connections between certain double cones increasing the rigidity with regard to shear, allowing to tailor the shear modulus of a structure in a direction dependent way. Decreasing the stability of the structure and translating the structure towards a six mode material can be done by interchanging the size of the double cones. For the so far discussed structures we have assumed $D > d$. If one turns this ratio around and inverts this assumption to $D < d$, one obtains cones connected at their thick end at the atomic sites of the diamond lattice. The resulting structure looks like caltrops connected at their thin ends. This structure is still stable under hydrostatic compression, but now also has easy modes related to rotations of the caltrop elements. These are just few further suggestions how one could in principle use the basic pentamode structure to tailor and design a material’s elastic properties with regard to a specific need. Recent work has shown that some aspects of pentamode materials can be maintained when changing the underlying lattice symmetries to e.g. a scc crystal structure[119]. In general one does not necessarily need pentamode materials to tailor a specific material property, but it is shown [107] that one can tailor any kind of elasticity tensor (without a global scaling pre-factor due to the constituent materials stiffness) by modifications or combinations of pentamode metamaterials.
Figure 2.30: Microscopic pentamode samples with induced anisotropy. (a) A block of pentamode metamaterial with changing connections along the cubic axis. The block of material has a changed connection point $P$ for every layer and has thus gradient anisotropic material properties. (b) Zoom into the top layer of the structure revealing the changed connection. (c) A different way of introducing anisotropy, namely by alternating the effective properties. Here the larger connection size $D$ is changed from one unit cell to the other, introducing anisotropy in the effective material parameters.
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2.2.5 Changing the Density

We have seen that it is possible to generate isotropic and anisotropic versions of pentamode metamaterials and tune the elastic properties of the effective material. One metamaterial property only slightly discussed so far is the variable density. As mentioned before, wave propagation is not only governed by the elastic properties of the material, but also by the density of the material. Apart from dynamic considerations, so called ultra-lightweight materials have recently gained a large interest in the community [18, 32, 120–124]. These materials are normally designed to have a large Young’s modulus with a low density, making them a good candidate for future high-performance materials.

Ultra-light Pentamode Materials

Changing the density of our pentamode material is generally possible as well. We have already seen that the filling fraction of the presented structures is only on the order of a few %. Our goal is thus to tune the density to extremely low values and still keep the $B/G$ ratio large instead of the Young’s modulus. Therefore, we have used the normal pentamode design fabricated with the DLW and have chosen to set the diameter values of the cones equal and fixed to $D = d = 1 \mu m$. This structure size can be fabricated without major problems and also allows to stitch writing fields together, as $1 \mu m$ is about the precision of the translation stage of the DLW setup for repeated access. Such a stitching process of the individual writing fields allows to enlarge the overall material dimensions. Fixing the diameters generally fixes the geometry’s density for a given lattice constant. As the only free parameter is thus the lattice constant $a$, we use it to tailor the filling fraction. Increasing the unit cell makes the material effectively softer as the filling fraction decreases. We have tried to fabricate samples with as large as possible lattice constants and have found that lattice constants of up to $a = 200 \mu m$ can be fabricated in a reproducible fashion using DLW. These samples could then be coated using atomic layer deposition, where one atomic layer at a time is deposited homogeneously onto the samples [125]. This procedure is shown to exhibit an extremely good homogeneity of the material thickness, and no directionality. The material used here for the coating is aluminum doped zinc oxide (AZO), a high Young’s modulus ceramic. The doping, in the ratio 18 : 1, ZnO to Al$_2$O$_3$, is used to increase the conductivity of the ceramic, needed in the following etching steps. The resulting coating had a thickness of 50 nm which could be measured by cutting open part of the structure with a focused ion beam (FIB) and imaging with a SEM. After this coating step the structure is etched open from the top by the aid of reactive ion etching (RIE) for about 5 minutes. This procedure allows to etch in a highly directional fashion. This highly selective process allows to etch only the top of the structure, exploiting the required directionality and etch rate dependence. The polymer has a significantly slower etching rate within this procedure than the coating, which is paired with a beneficial thickness ratio, such that the ceramic layer is about twenty times thinner than the polymer structure. The directionality of the etching procedure is small enough though to etch bars in the lower unit cells, which are positioned below another bar and could in principle be shaded. After the RIE step the polymer is etched out of the half shells of ceramic by an oxygen plasma for about 16 hours and 30 minutes.
Figure 2.31: SEM micrographs of lightweight structures during the fabrication process. (a) Fabricated polymer structure with a lattice constant of $a = 200 \mu m$. (b) Zoom onto the structure after coating with AZO. (c) Same structure after etching the top part of the structure open with reactive ion etching (RIE). One can see that the polymer shields the structure such that only half of the AZO is etched away. (d) Sample after the polymer has been etched by an oxygen plasma. Only the AZO shell is left over. One can even see the etching shadow on the substrate indicating the directionality of the RIE etching procedure. (e) Structure after the polymer is removed. Although the structure is extremely light it still holds up and does not collapse. (f) A different sample after the same fabrication procedure with dimensions $5 \times 5 \times 0.28 \text{ mm}$. The comparison to a euro cent allows to compare the material in size.

This step removed the polymer without harming the ceramic. A removal of the polymer could not be obtained within a closed ceramic cylinder. Here, etching only occurred a few microns depth into the cylinders, independent of the plasma etching times. After the removal of the polymer the structure are still standing up and withstanding the force acting upon them by there own weight and forces induced by handling the structures. The resulting structures resemble the design considering the complicated fabrication steps.

---

9 The times used here ranged from an hour to 144 hours.
2.2. Pentamode Metamaterials

within the errors estimated for the densities below. To enlarge the material dimensions we have stitched individual fields of the material together and obtained dimensions of up to $5 \times 5 \times 0.28\text{mm}$. These main processing steps and imaged samples can be seen in Figure 2.31.

![Figure 2.31](image)

**Figure 2.32:** Calculated density of the effective material in vacuum depending on the lattice constant $a$. The horizontal lines correspond to carbon nano wall materials [126] (green) and ultralight metallic lattices [18] (red). The red circle represents the fabricated structure in Figure 2.31.

Although the material is not showing large errors with each writing field the overall sample shows some error due to the stitching of the individual fields. To be able to compare to other ultra-lightweight materials, we have estimated the density the actual material has depending on the unit cell size (always neglecting the air in the material). Therefore we have used to geometry parameters for a filling fraction and thereby scaled the density of AZO. The resulting densities can be seen in Figure 2.32. The horizontal lines correspond to recent ultra-light materials, e.g. the green line corresponds to carbon nano wall materials [126] and the red line to the ultralight micro lattices reported in [18].

Even taking realistic errors$^{10}$ found by measurements in the SEM on the dimensions and material properties, we can obtain materials with lower effective density, from lattice constants larger than about $160\mu m$, than reported in literature known to us at this time. The presented structures shown in Figure 2.32 are highlighted by the red circle in Figure 2.32 and have calculated densities reaching towards $100\mu g/cm^3$. The structures presented here could neither be measured as the densities and forces are too low for our available equipment, nor be simulated as the large aspect of the small shell to the large unit cell requires not accomplishable precision on the meshing.

$^{10}$The calculations are done with the following parameters: rod radius $0.5 \pm 0.01\mu m$, wall thickness = $0.035 \pm 0.005\mu m$, remaining fraction of the coating $0.5 \pm 0.05$, and the error on the lattice constant is considered as $2\mu m$. 


Independent Control of the Density and the Bulk Modulus

To be able to control the wave propagation in full, one needs not only to control the elastic properties or the density but rather wants to control both parameters at the same time and in an independent manner. Therefore, we remember the dependencies of the pentamode behavior on the diameters \(d\) and \(D\). There we have seen that the main effects on the \(B/G\) ratio is determined by the connection diameter \(d\) and the angle the cones have at the connection. This feature can be used to concentrate the effective stress into the tips and determine the mechanical properties by these two features. As we have seen, the stress within the thicker parts of the cones is comparably low. This allows to make use of the geometry by adding mass to the thicker parts of the double cones\(^{11}\). The added masses can be designed in such a fashion that they have minimal influence the mechanical properties. On top of the initial double cones with parameters \(d_1, D_1\) and \(h\) we add a second double cone shortened by a length \(s\) on both sides and parameters \(d_2 > d_1\) and \(D_2 > D_1\). The design and a resulting structure can be seen in Figure 2.33.

To check for a possible change in bulk modulus and density we have performed numerical calculations. In a first step we validate our assumption that the concentration of stress into the tips is still valid for the now changed design. Therefore we have performed calculations inducing a hydrostatic force onto a primitive cell evaluating the stress concentrations obtained by this procedure. To be able to compare to the previously obtained results, we use parameters in accordance to the geometries discussed before. For convenience, they are given in units of the lattice size: \(D_1/a = 0.12, d_2/a = 0.04\) and \(s/a = 0.05\). The other two parameters namely, \(D_2/a\) and \(d_1/a\), are used to tune the filling fraction \(f = \rho/\rho_0\) and the bulk modulus \(B\). One can see in Figure 2.33 (b) that the von Mises stress concentrates mainly within the small tip objects and the added masses do not influence the stress pattern in a significant manner. Comparing the smaller added mass with the large one in panel (b) of Figure 2.33, we can already see that the filling-fraction changes dramatically whereas the stress patterns show only minimal differences. This suggests, that our assumption is valid at first order and one can tune the density via the filling fraction of the material determined by the parameter \(D_2\) and still preserve the scaling of the bulk modulus as before with regard to the connection size \(d_1\). This decoupling of the parameters will of course break down for a certain parameter set as the two parameters approach each other in size. On the other hand, in the limit of \(d_1 \to 0\), the decoupling should be perfect. In order to estimate in which regime we are considering realistic parameters, the relative bulk modulus is computed. Comparing the relative bulk modulus \(B/B_0\) for changing filling-fraction \(f\), reveals the possible correlations of the two material parameters. Here both parameters are used in a relative fashion to the initial constituent material parameters given in %.

The outcome of the simulations performed statically, prescribing hydrostatic pressure on a fcc unit cell is shown in Figure 2.34. The simulations assume typical polymer values given by \(B_0 = 5\) GPa, \(\rho_0 = 1190\) kg/m\(^3\) and \(\nu = 0.4\). To illustrate the parameter sweep, the normalized bulk modulus over the normalized density is plotted. The changing geometry’s

\(^{11}\)This scaling allows only to add masses to the design. Here no reduction of the mass of the material is attainable.
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Figure 2.33: Design of a pentamode material with added masses to tune its density. (a) Exemplified structure with masses added (blue) to the initial pentamode material (red). (b) Two static numerical calculations as two examples of a material with different added masses. Here, hydrostatic pressure allows to estimate the stress concentration in the tips, mainly determining the bulk modulus of the material. Figure in accordance to [127].

given by $D_2$ are represented with blue lines, whereas the changing connection diameters $d_1$ are given as red lines. The calculated velocities obtained by simply neglecting $G$ and using the formula $c = \sqrt{B/\rho}$ are given in black. In the ideal decoupled case one would obtain orthogonal straight lines for both scaling. As we have already pointed out, we break the assumption of independent scaling as the diameters become comparable, which is also visible in the plotted data. Especially for large values of $d_1$ and small values of $D_2$ (in the upper left corner), we get significant deviations. Evaluating the other extreme and decreasing $d_1$ towards zero, should lead to less coupling. As highlighted with the lowest red line, smaller $d_1$ lead to less change of the bulk modulus when loading the structure with more mass. To be able to estimate on how realistic these parameter combinations are, two examples are depicted indicated by number 1 and 2. To compare the values obtained by the static calculations to the ones obtained by wave propagation, the corresponding band structures for the different materials are calculated. As we expect isotropic properties of
Figure 2.34: Calculated metamaterial parameters evaluating the dependence of $B$ and $\rho$ on the geometry parameters $D_2$ and $d_1$. Two example structures indicating the changing geometries are depicted on top. Value of the connection diameter $d_1$ are shown in red whereas loading parameters $D_2$ are given in blue. The sound velocities calculated as $c = \sqrt{\frac{B}{\rho}}$ are given in black. Previously published in [127].

The longitudinal polarized modes are shown with a linear fit in the regime $|k| \approx 0$ represented as the red lines. Comparing the densities, resulting from the velocities obtained by the fit, with the static densities considering only the filling fraction, a very good agreement is found, as the deviations are below one percent. For the reasoning we have only considered the bulk modulus for the longitudinal polarization speed (in contrast to the expression $c = \sqrt{(B + 4/3G)/\rho}$). One can thus tune the wave velocity as well as the wave impedance $Z = \sqrt{B\rho}$ independently and tailor both parameters as necessary for an application if control of the impedance is needed for example to avoid reflections at an interface of two materials. The shear related bands as well as the other "deaf" bands are shown in grey. As expected and seen beforehand these bands decrease for smaller $d_1/a$ as well as for larger $D_2/a$. The reference wavelength used here is again corresponding to standard air with $c = 343\,\text{m/s}$. In this fashion, the absolute frequencies for a given $a$ of, for example, a unit cell size of $a = 40\,\mu\text{m}$, would lead at $\lambda/a = 0.5$ to a frequency of 4.3 MHz. Scaling the results to different constituent materials (assuming negligible Poisson’s ratio influence) is straightforward as well. Thus, changing from $B_0 \rightarrow \tilde{B}_0$ and from $\rho_0 \rightarrow \tilde{\rho}_0$ the corresponding angular frequency changes as $\omega \rightarrow \omega \times \sqrt{\frac{\tilde{B}_0}{B_0} \cdot \frac{\rho_0}{\rho_0} \cdot \frac{\rho_0}{\tilde{\rho}_0}}$.

\footnote{Valid in the assumption $G = 0$}
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Figure 2.35: band structure calculations for different geometry parameters $D_2$. The longitudinal velocities fits are indicated in red. The structures are shown as insets in each sub-panel. Previously published in [127].

To be able to estimate the buckling of these structures, hydrostatic linear buckling analysis are performed on the fcc cells. The first buckling modes occur at about 5 MPa under hydrostatic conditions and the smallest connection size. But a unidirectional load distributed throughout the structure, like gravity, can in principle lead to a much lower critical buckling load. Experimental verification of the stability against such loading of the structures is proved as the corresponding geometries are fabricated by the use of DLW. A unit cell size of $a = 40 \, \mu m$ is used and the connection diameter is fixed to the lowest easily obtainable value of $d_1 = 0.45 \, \mu m$ corresponding to $d_1/a = 1.1 \%$. To estimate the stability of a fabricated sample see Figure 2.36. As can be seen in the top panels a connection diameter of $d_1 \approx 0.45 \, \mu m$ is obtained and maintained for the different parameters of $D_2$. The additional mass parameter is chosen to vary from $D_2/a = 13.5 \%$ to $47.5 \%$. All of the structures could withstand the forces in the drying process and are mechanically stable. To visualize the exceptional ratios within such geometries, a structure with $D_2 = 19 \, \mu m$ is demonstrated and depicted in the lower left panel. Here we see that the structure holds itself up supported only by the comparably small connections. We note that this is about the largest $D_2$ one can obtain, as in this case the added masses are nearly touching each other on the outer sites. The lower right two panels depict a top view of the structures, illustrating the filling fraction’s dramatic change by varying the loading parameter $D_2$.

Within this section we have evaluated the possibilities allocated to pentamode mechanical metamaterials. Based on an ideal theoretical design [107], we have used a key parameter, the connection size $d$, to realize a blueprint for a tailored pentamode metamaterial. To evaluate the performance of the metamaterial, we use numerical calculations to reveal the dependence of the characteristic material properties, the $B/G$ ratio, on the structural parameters, $d/a$ and $D/a$, in the static regime. We find, that the tailored pentamode metamaterial can outperform natural materials with regard to the $B/G$ ratio. To evaluate the behavior of the pentamode materials under dynamic conditions, band structure calculations are performed. Here the $B/G$ ratio translates into a wave velocity...
Figure 2.36: Fabricated structures for changing $D_2$. The fabrication precision can be revealed by the SEM micrographs. The filling fraction as well as the stability of the effective medium can be estimated. Previously published in [127].

for the longitudinal and transverse wave polarization. Apart from a large difference in the wave velocities, related to large $B/G$ ratios, we find a frequency region wherein only longitudinal waves can propagate. Within this region a pure pentamode behavior is present, as no coupling to shear waves is possible. After verifying the concept of pentamode metamaterials we were able to fabricate these structures on the microscopic scale by DLW and on the macroscopic scale via 3D printing. The latter could be characterized in its static properties confirming the numerical calculations.

To be able to have an space or direction dependent influence on the wave propagation with in pentamode metamaterial, needed for example to build an radial symmetric cloaking
2.3. Anisotropic Dynamic Density

assembly [47, 50], further modifications are done to the design. The first of these is using a distorted unit cell to introduce anisotropy into the properties of the metamaterial. The second modification uses the density of a pentamode material, to reduce the density towards ultra-lightweight materials, or to tailor the density and the elastic properties independent. This allows to control the wave propagation direction dependent, via the anisotropy, and tailor the impedance of a material to avoid, e.g., reflections at interfaces between two different pentamode metamaterials.

2.3 Anisotropic Dynamic Density

To be able to control the propagation of mechanical waves in elastic solids in full, we have seen that one needs to control the material’s elasticity tensor $\mathbf{C}$ and its mass density $\rho$. Only with both of these parameters independent control on the phase velocity and the wave impedance is possible. Generally, the effective mass density of artificial materials is frequency dependent. The resulting retrieved density can even be negative [38], or can depend on the propagation direction as well as on the polarization of the wave. This means that one needs to tailor a direction-dependent mass-density tensor for each frequency. To illustrate this, we consider a simple model illustrated in Figure 2.37. Here a spring-mass model is shown, consisting of the masses (red) and springs connecting them. In the center of each mass there is another mass, shown in blue, connected with a different spring to the first mass. Within this model the masses themselves do not deform, and the springs do not carry any mass. As a first step one consider a quasi-static deformation of a one-dimensional system. Pressing onto the chain will only lead to a contraction of the matrix springs connecting the rigid red masses. The inner masses will be displaced, but still be centered with respect to the red masses they are enclosed by. As the inner springs are not deformed, no energy is taken up by them leading to an elastic behavior only dominated by the sum of the static masses and the outer springs.

This simple reasoning is true also for small but finite frequencies until the resonance frequency of the inner mass-spring combination is met. Approaching this resonance the inner masses start to move with respect to the matrix. As the inner springs deform, this movement also carries energy and the wave propagation is influenced. When the frequency approaches the resonance frequency of the inner masses, they start to show a phase lag to the excitation, and oscillate at a phase of $\pi$ for frequencies right above the resonance.

The resulting behavior can be summarized with an effective mass density describing the frequency dependent response of the spring-mass system. A normal linear spring mass system with lattice constant $a$, where the masses $m$ are connected by springs with spring constant $D$, is described by the following dispersion relation:

$$\omega^2(k) = \frac{2D}{m}(1 - \cos(ka)).$$  \hfill (2.27)

A tailor expansion for small values of $ka$ leads to the standard expression of the phase velocity $c = \sqrt{B/\rho}$ with a bulk modulus of $B = D/a$ and a mass density of $\rho = m/a_{dim}$ with the dimension $dim$. To describe the previously mentioned mass-in-a-mass system,
one has to consider the outer matrix masses \( m_m \) and the inner masses \( m_i \). The inner springs have a spring constant of \( d \), whereas the outer springs still have a spring constant of \( D \). For this kind of spring-mass system one can introduce the concept of an effective mass given as \([37, 128]\):\n
\[
M_{\text{eff}}(\omega) = (m_m + m_i) + m_i \frac{\omega^2}{\Omega^2 - \omega^2}
\]  

with a resonance frequency of the inner masses \( \Omega = \sqrt{d/m_i} \). Herewith one can find the effective mass density\n
\[
\rho_{\text{eff}}(\omega) = \frac{M_{\text{eff}}(\omega)}{a^{\text{dim}}}.
\]  

This resulting effective mass density is thus frequency dependent and becomes negative for values in the interval of \((\Omega, \Omega\sqrt{(m_m + m_i)/m_i})\). To exploit this behavior, one basically just needs to couple two masses in the above mentioned way. This one dimensional concept can be translated into three dimensions, where each direction can in principle have different springs and thus eigenfrequencies, resulting in an anisotropic, possibly negative mass-density tensor. The basic concept is not new and there have been a few suggestions how to achieve such a design strongly influenced by acoustic research\([7, 129]\). Within this section we will first discuss a design based on the above mentioned pentamode metamaterials. Subsequently we evaluate a design in which the simple mass-spring model is realized. The following results have partly been published in \([127, 130]\).
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2.3.1 Layered Pentamode Materials

The principle of a changing mass density can be used to tailor the band structure of pentamode metamaterials as shown in the previous section. To be able to introduce a direction-dependent mass density in this system, one can use the independent design freedom on the mass density and the bulk modulus of these materials. The easiest approach towards an anisotropic material, is to consider a layered structure with alternating properties. Here the alternating material property is the mass-density of such a bi-layer structure, where each individual layer shows an isotropic mass-density. As the pentamode materials allow to create a material with changing mass-density and constant bulk modulus, one can make this alternation only influencing the density. The basic principle of inducing anisotropy by the aid of a bi-layer structure has been shown to work in various different physical systems, such as electrical conductivity, thermal diffusion, or even in the bi-harmonic approximation for flexural waves in thin plates, summarized in [40]. Considering this approach for pentamode materials we have seen that we can change the density by about a factor of 10 from one layer to the other by still keeping the bulk modulus constant. Such a layered structure is the analogue to a model with two different masses connected by the same springs. To compare the band structure along different directions and evaluate the direction-dependent properties of the material, a extended unitcell is considered based on two different effective materials just different in their density. band structure calculations for this cell can be seen in Figure 2.38.

One has to keep in mind that the unitcell has a different elongation in real space along the z direction compared to the x and y directions leading to a smaller brillouin zone along the $k_z$ direction. For simplicity we have colored the longitudinal modes red (along the $k_z$ direction) and green (along the $k_x$ direction). All the other modes occurring from transverse modes, localized resonant modes or even modes corresponding to 'optical' branches resulting from the two-atom basis, are depicted in grey. In the long wavelength limit we still find an isotropic material response as the wavelength is much larger than the unitcell and no resonances are exited in the limit $|k| \to 0$. At about $|k| \approx 0.1$ the bands start to differ from each other as the longitudinal band along $k_x$ (green) flattens whereas the band along $k_z$ (red) only flattens out at much higher frequencies. A simple explanation for this behavior can be found by comparing the properties of the individual layers. In general, one would expect that a mode propagating in the light material is much faster and that there would be a mode splitting comparing the low and high mass density layers. The splitting would, however, only be perfect if there was no coupling by shear forces. This is not the case as the shear modulus is small, but not zero. This coupling can be described by a mass-spring model with large masses for the dense layer and a soft shear spring of the lighter layers. The mass-spring system will be in phase as long as it is driven by a frequency below the eigenfrequency, but will react with a $\pi$ phase shift driven above the eigenfrequency. This behavior can be described as a negative mass density [40]. As a result we obtain a direction dependent mass density tensor, still dependent on frequency. This tensor, as we have discussed before, is isotropic in the long wavelength limit and becomes highly direction dependent as one approaches the resonance frequency of the system.
Figure 2.38: Laminate material with constant bulk modulus but changing density. (a) effective material description considering a layered structure composed of two materials with \( \rho_1 = 47.4 \text{ kg/m}^3 \) and \( \rho_2 = 588 \text{ kg/m}^3 \) and the same bulk modulus \( B_1 = B_2 = 5.9 \text{ MPa} \). Band structure calculations corresponding to the \( k_z \) and the \( k_x \) direction are shown on the right hand side. The longitudinal modes are depicted in red (normal to the layers, along \( z \)) and green (parallel to the layer, along \( xy \)). The corresponding velocities obtained by the long wavelength fit are shown in blue. The material properties displayed here are in correspondence to the microstructure shown in panel (b). There the microstructure corresponding to the light and heavy pentamode metamaterial are shown. The structure parameters used for layer 1 (2) are \( d_1/a = 1.88\% \) \( (d_1/a = 1.34\%) \) and \( D_2/a = 13.4\% \) \( (D_2/a = 53.6\%) \). The other parameters are unchanged. Previously published in [127].

2.3.2 Spring-Mass Model

To fabricate a structure which is simple to understand in three dimensions and still exhibits anisotropic and negative mass densities, a design inspired by the mass-in-a-mass model is considered. The main idea is to use just one constituent material and to fabricate a structure based on spring like elements inner masses and outer masses. A very simple design has been introduced by Wang [131] and has been explored in detail in [132]. Here a solid cuboid object is used as a spring relating the Young’s and shear modulus to spring constants. This design is very simple, as it consists of a solid host material representing the outer masses and the outer springs at the same time. Into this host material periodic voids are cut creating a free space and a periodicity at the same time. This void is then
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Figure 2.39: Blueprint of our design based on the simple mass-in-a-mass model. The outer matrix is shown in red, whereas the inner mass is shown in blue. Both parts are from the same constituent material. The here shown geometry parameters are: $b/a = 0.05$, $c/a = 0.3$, $d/a = 0.2$, $n = 5$, $W_d/a = 0.01$, $S_d/\beta/a = 0.15$, and $S_d/a = 0.05$. To relate to the fabricated structures shown in 2.44 we have chosen the lattice constant to $a = 50\,\mu m$. However the design can easily be scaled to any other value. Previously published in [130].

filled with an inner mass and elements that act as springs. These spring-like elements are represented by small blocks of the constituent material, mimicking very stiff springs thus yielding very high resonance frequencies. To decrease the resonance frequencies, we have used a simple helix of the same constituent material as our spring instead. The spring constant of this spring can be determined in principle by

$$D = G \frac{(W_d)^4}{(8n(S_d)^3)}$$

(2.30)

with the wire diameter $W_d$, the number of coils in the winding $n$, and the spring diameter $S_d$ combined with the shear modulus $G$ of the constituent material. The constituent material is the same for all components to allow for fabrication with additive manufacturing techniques. The resulting design examined here can be seen in Figure 2.39.

The outer periodic material is used as a matrix (red), which combines the outer masses and the outer springs as in the Wang design. The inner masses (blue) are connected to the outer matrix via springs which have a direction dependent design. Here we choose a bi-directional design for simplicity, but in general all directions can have a different spring constants. The spring constant can be changed by three different parameters, namely the
number of coils, the spring diameter and the wire thickness. To simplify the discussion, here only a variation of the spring diameter is considered.

A fundamental difference to an idealized spring mass system, is an effective shear modulus of the springs, which is related to an additional spring in our model. Considering small displacements, these springs influence cancels out in first order. However one must be careful, as large displacements can occur in resonance. If this is the case the orthogonal springs describing the finite shear modulus have to be considered in the spring constant of the mode. For a realistic spring, especially one made out of the same material and directly connected to the masses, this effect can not be neglected. In general this leads to a coupling of the spring constants along different directions. This coupling limits the range of possible resonance frequencies for some orthogonal wave propagation directions.

In an elastic solid there are three orthogonal polarizations. Thus we expect a longitudinal and two transverse polarization’s coupling to the springs and masses. The influence of the polarization of the wave, and thereby the coupling, is rather related to the direction of the displacement vector instead of the wave vector of the elastic wave. To illustrate this, one can consider a mass in a void of the matrix material connected only by one spring to the outer matrix. Let this spring be along the $x$-direction and consider only waves traveling along $k_x$. The longitudinal wave will feel the spring constant related to the normal mode of the spring and we can use our simple formula described before. If we now consider a transverse polarization the mass should in the ideal case be isolated from the matrix and should not influence the wave propagation. But a real spring does have a finite shear spring constant related to a transverse movement. This shear spring constant will thus couple to the inner mass and influence the wave propagation just as the normal spring constant did for the longitudinal wave. Adding more springs to the system does not change this behavior, but renders it more complex to interpret.
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Figure 2.41: Mode shapes right below (a) and above (b) the resonance frequency at the same phase angle. One can see that the inner mass is in phase and out of phase compared to the outer matrix, in the left and right displacement graphs respectively.

To be able to find out how much this coupling influences our design we have performed numerical simulations (the underlying material parameters are: (Poisson’s ratio $\nu = 0.44$, shear modulus $G = 0.13$ GPa and the mass density $\rho = 1160$ kg/m$^3$) calculating the band structures along the principle directions. The resulting bands can be seen in Figure 2.40. Here the $\Gamma X$ and the $\Gamma Z$ direction are plotted. The longitudinal bands (red) show a characteristic anti-crossing where the resonances occur. One can see that the resonances are shifted in frequency for the two different directions, being related to the different spring constants along these directions. The polarization dependence of the wave can be seen as well by considering for example the longitudinal wave along the $\Gamma X$ direction. Considering the anti-crossing of the resonance mode with the longitudinal wave mode (red) along this direction, we find that at the same frequency along the $\Gamma Z$ an anti-crossing occurs as well. This anti-crossing is though for the transverse instead of the longitudinal polarization and colored in green. The same argumentation holds true for the longitudinal mode anti-crossing along the $\Gamma Z$ direction and one finds a transverse anti-crossing in the $\Gamma X$ direction at this frequency. This behavior still occurs if one considers ideal masses and is just related to the three-dimensional design. The above mentioned coupling leads to effective spring constants composed of the springs along the displacement vector of the mode and the shear contributions of the springs orthogonal to the displacement. This effective spring constants limit the frequency spacing between the longitudinal mode resonances along different directions. With our design, however, it is possible to clearly separate the two resonance frequencies. This anti-crossing can only be due to a negative mass density for the related mode, since we consider modes which are in the extremely long wavelength regime at wave vectors of about $k \approx 0.004 \times \pi/a$. This relates to a wavelength in the composite of $\lambda/a = \frac{2\pi}{k} \approx 500$ thus a few hundred times larger than the unitcell. Bragg scattering (possibly also leading to a band gap) related the periodicity of the metamaterial can be neglected in this limit. Hence only the elasticity matrix or the density can be causing this effect. A final distinction can not be done by a band structure calculation alone. Here, one would need transmission-reflection type of simulations revealing as well the wave impedance of the material. This in combination with a band structure calculation
Figure 2.42: Retrieved velocities from the band structure seen in Figure 2.40. The group and phase velocity show significant dips at the resonances. Considering the group velocities one finds a divergence of the retrieved density. Considering the phase velocity to retrieve the density one can see that the mass density above the resonance is rising from zero, suggesting that it is negative at some point before this.

can then be used to distinguish between a negative elastic modulus and a negative mass-density. As effects of a negative mass density will occur only on the order of a few wavelength, thousands of the already quite complex unitcells would have to be simulated, simply not being possible by today’s standards. Therefore, we can use a few hints towards a distinction of a negative mass density and a negative modulus. First of all, one can compare the design mechanism and the related geometry to various different designs, which revealed the occurrence of negative mass density [7, 40] considering smaller $\lambda/a$. The second hint is that the group velocity approaches the same value again for frequencies above the resonance. The last and most convincing consideration one can do, is to look at the mode shape right below and above the resonance (see Figure 2.41). At the resonance no modes are present thus not allowing to determine the mode shape. The inner mass is, in the case of the negative-mass-density model described above, moving out of phase with relation to the matrix. Mode shapes around this resonance do show exactly this behavior allowing for a direct comparison as the design is very close to the ideal model. The corresponding velocities and densities can be seen in Figure 2.42.

In the corresponding band structure calculations we see that the negative mass density occurs at extremely small wave vectors. This allows to operate at a long wavelength
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Figure 2.43: Scanning electron micrographs of microscopic springs with changing wire thickness and spring diameters.

in comparison to the lattice period. Relating to the unitcell size of \( a = 50 \mu m \) and thereby gaining the absolute frequency of only a few kHz reveals an interesting feature. This means that the corresponding structures exhibit band gaps in the audible range even though the materials lattice constant is many times smaller. This feature can have interesting applications in sound guiding and canceling on small length scales. Although the design has been simplified to a large extend, fabrication still imposes high demands on precision and complexity. As we would like to fabricate the unitcells as small as possible we have used the DLW technique. Fabricated springs showing different spring and wire diameters are shown in Figure 2.43. One can clearly see that although the springs are written in a layer by layer fashion, thus only connecting the different coils at the very end, all springs show a decent structure quality.

This evaluation leads to the conclusion that it might indeed be possible to fabricate structures in accordance to our blueprint. Samples with a lattice constant of \( a = 50 \mu m \) can be seen in the Figure 2.44. The cut out windows, see openings on the corners, allow to develop the structure and remove the resist from all unitcells. Furthermore, they are used to reduce the relative mass of the matrix compared to the inner mass. The springs within the structure can be seen through the top openings. Although the wire thickness of \( W_d = 0.6 \mu m \) is slightly larger than the design value of \( W_d = 0.5 \mu m \) and there is some significant surface roughness the springs show good overall agreement to the blueprint.

To be able to measure these materials, one would though have to produce a structure with dimensions representing at least one wavelength for an frequency of interest. As we have seen before the materials interesting features occur at wavelength about 500 times larger than one unitcell directly translating into at least 500 cells needed. As a direction dependence and thus anisotropy is the key feature of this material one has to produce these many cells along at least two, if not three dimensions. This is unfortunately still not possible given the enormous writing times resulting from this estimation. We have shown though that it is in principle possible to tune the dynamic mass density of a mechanical metamaterial and that it is even possible to do so depending on the direction. Furthermore, we are able to fabricate microscopic samples in accordance to the designed structures.
Figure 2.44: (a) Microscopic sample consisting of $2 \times 2 \times 2$ unitcells with $a = 50 \mu m$. (b) Zoom onto one of the springs revealing the fabrication tolerances. Previously published in [130].
3 Elastic Cloaking

Generally cloaking means to make an arbitrary object appear just like the surrounding by adding a cloak around the object. In fact cloaking in meant to work only with respect to a certain physical observable, e.g., an optical cloak hinders the observer to see the cloaked object. In this sense elastostatic cloaking means that no difference in the stress or strain field of an elastic solid with a cloak is measurable. To be able to achieve this, materials not found in nature are required. The theory of elastic cloaking brings forward the need for special mechanical properties and an feasible way to tailor the mechanical behavior space dependent. Within the last chapter we have seen how one can tailor the mechanical and density related properties of an elastic metamaterial.

In this section two different approaches towards elastic cloaking are discussed and it is shown how the basic design of an elastic cloak can be translated into a micro structure and a functional cloaking device. These final cloaking devices are able to render an object invisible, thus hinder to detect an object by stress strain probing. These cloaks hide an obstacle with respect to its surrounding and in this way cloak the object from detection via feeling. In other words – we fabricate and characterize an unfeelability cloak. To get an intuitive feeling what this means in elasticity a simple example is given in the Appendix B, Figure 1.

Cloaking, as discussed in the introduction chapter, has to fulfill some very complex mathematical equation systems originating in the elasticity tensors and anisotropic mass density tensors. To be able to reduce the complexity of the discussed cloaking concepts we exploit a simplification of the equations, turning both tensors into a scalar, leading to the acoustic equations. This resultant equation set is form invariant under coordinate transformations and one can use the normal procedure of mapping materials to effective parameters in order to obtain a cloaking device. This though requires a material with strictly zero shear modulus, thus a fluid. These initially spatially separated materials would rapidly intermix with each other and the design of a cloak seems impossible. However, adding a little shear modulus to the system changes the problem dramatically. Even a very small shear modulus will lead, inducing some finite deformation, to finite forces. This is distinct from liquids, as the structure would have a finite restoring force which can be used to hinder the materials from intermixing. As the underlying physics are a lot easier in the acoustic regime some cloaking devices have been presented there based on acoustic waves in water [54, 133], ground cloaks based on holey plates [134, 135], temperature gradients [136], and omnidirectional but single frequency free space cloaks designed by numerical optimization [137]. All of these cloaks are designed by a modification of the surrounding of the liquid rather than the liquid itself. By adding stiff objects the wave propagation within the liquid is essentially modified and thus a cloaking behavior is obtained. In mechanics a modification of the basic material rather
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than its surrounding is needed. There have been only two preliminary results based on
the actual modification of elastic properties used for cloaking. The first one uses a fibrous
material system to deviate a stress wave around an object [138]. Here the direction of the
stiff fibers guides the wave along the fibers and an effective anisotropy can be obtained.
The design is based on a unidirectional guiding of the stress wave around a void in an
object. The second example has been done in our group by Nicholas Stenger and is
based on a parameter retrieval of effective material properties based on the biharmonic
approximation for flexural waves in thin plates [42]. Both designs are based on very
specific physical situations and are using a macroscopic assemblage of two materials.

In this section elastic cloaking is performed based on effective material parameters which
are tuned and tailored by the structure rather than the composition of materials. Static
cloaking can be obtained using two different approaches, leading to two different cloaking
performances in different physical situations. The first one is based on a core-shell
approach allowing to tailor bulk modulus values for the cloaking of a stiff inner core.
The second approach is based on a direct transformation of lattice points of a former
homogeneous material, allowing to cloak even voids in a material without a core. Both
of these cloaking concepts require mechanical metamaterials explained in the previous
chapters. The extensive knowledge gained about mechanical metamaterials can be exerted
on the design of the cloaks. Parts of the chapter have been published and figures are in
accordance to or taken from the publications: [139, 140].

3.1 Core-Shell Cloaking

The basic concept of core-shell cloaking has been shown by Mansfield [141] in 1952 and
Kerner in 1956 [142], which have later been summarized by Milton in his book about
composites [17]. The concept is based on the idea of a neutral inclusion where one radial
shell compensates another shell to have effectively no impact on the surrounding medium.
With regard to the elastic cloaking theory one can simplify an array of radially distributed
shells to the absolute minimum, which is a core and one shell, returning to the core-shell
theory. This theory states that for zero shear modulus there is an exact solution where
one can find a bulk modulus $B_2$ for a shell to compensate a core with $B_1$ in that the static
properties are exactly as a surrounding medium with bulk modulus $B_0$. If one expresses
the moduli corresponding to the fractions filling the shells, thus to the radii of the shells
one finds (see Appendix for the derivation)

$$B_0 = \frac{B_1B_2}{f(B_2 - B_1) + B_1}$$

with the filling fraction $f$ for the cylinder design and for the spherical design

$$f_{2D} = \left(\frac{R_1}{R_2}\right)^2, \quad f_{3D} = \left(\frac{R_1}{R_2}\right)^3$$

The radii $R_1$ and $R_2$ correspond to the geometries in Figure 3.1. The bulk moduli are
indicated as well. One can find closed expressions for a cylindrical and a spherical design.
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![Figure 3.1: Core-shell geometries corresponding to the cylindrical (left) and spherical (right) design. The radii and bulk moduli are indicated.](image)

In general these equations are exact. But considering for example a unidirectional deformation, the inner core deforms from a circular object into an ellipse. Consequently to cloak an object an rigid, thus not deforming, inner cylinder is required. This reasoning, leading to a rigid inner cylinder, requires $B_1 = \infty$. This constraint allows to directly relate the two radii with the two remaining bulk moduli as follows:

$$\frac{B_2}{B_0} = 1 - \left(\frac{R_2}{R_1}\right)^{-2}$$  \hspace{1cm} (3.3)

for a cylindrical design (2D) and for the spherical design (3D)

$$\frac{B_2}{B_0} = 1 - \left(\frac{R_2}{R_1}\right)^{-3}.$$  \hspace{1cm} (3.4)

The assumptions are exact for vanishing shear moduli for all materials. But for vanishing shear modulus neither can one create materials that do not intermix, nor can the inner part be made rigid, in the sense that deformations are prohibited ($B_1 = \infty$ and $G_1 = \infty$). To be able to create such a core-shell cloak a finite shear modulus needs to be allowed. Assuming very small shear modulus in the surrounding and cloak seems a fairly good approximation, even though perfect cloaking can not be realized for finite shear moduli. The inner core needs a large shear and bulk modulus to qualify as rigid compared to the other two layers, to not deform during any exertion of stress onto the overall structure. This further allows to leave the idea of a solid inner core, and cut a void with radius $R_i$ into this rigid material. This void is protected from the outside by the rigid material and one can place any arbitrary object into the created space. As the design of the cloaking shell lets the inner core appear as the surrounding, the cut void into the rigid material.
does not change this behavior. The above mentioned formulas allow us thus to calculate a bulk modulus for the cloaking shell surrounding the inner stiff core for all radii of the core and shell and all bulk moduli of the surrounding. Keeping in mind that the formula is a good approximation as long as the cloaking shell has a more than about one hundred times larger bulk modulus than shear modulus \( \frac{B_2}{G_2} > 100 \).

### 3.1.1 Cloak Design: Core-Shell

To be able to cloak an object and insert it into a void as well as simplifying a possible measurement, the cylindrical version of the presented cloaking possibilities is chosen. There is no general difference in the design just the resulting bulk modulus for the cloaking shell is different, and one would have to chose a different material in the cloaking shell. Fixing the radii to an arbitrary ratio of \( \frac{R_2}{R_1} = \frac{4}{3} \), a ratio of the bulk moduli results of \( \frac{B_2}{B_0} = \frac{7}{16} \approx 0.44 \). So following the theory two materials are needed that have a very low shear modulus compared to the bulk modulus and who’s bulk moduli have the above mentioned ratios. Unfortunately no material exist in nature fulfilling this assumption, but as we have seen in the previous chapters, mechanical metamaterial, especially pentamode metamaterials, can fulfill these assumptions. The material properties of the pentamode metamaterial depends on the size of the connection diameter \( d \) and the larger double cone diameter \( D \) with respect to the lattice constant. This allows to tailor the bulk moduli and at the same time maintaining the large \( B/G \) ratios. Only one material needs to be tailored, namely the cloak, as the surrounding material is an arbitrary choice. This leaves the design of the cloaking shell with only one parameter, e.g. the connection diameter \( d \), to be adjusted. For a choice of a lattice constant of \( a = 125\mu m \) for both materials and fixing the surrounding material (\( D_0 = 10\mu m \) and \( d_0 = 6.6\mu m \)), allows to find a connection diameter \( d_2 \) for the cloaking shell keeping \( D = D_0 = D_2 = 10\mu m \). The scaling and calculations performed before lead to a connection diameter in the cloaking shell of \( d_2 = 3\mu m \). The resulting design can be seen in the Figure 3.2.

The actual cloaking layer is just one unitcell thick and the radii have the relation \( R_i = 2a \), \( R_1 = 3a \) and \( R_2 = 4a \). To reduce the overall dimensions and thus fabrication time the complete design is reduced to some finite surrounding and due to symmetry reasons it can even be reduced further by considering only one half space and thus only half of the cloak. The resulting geometric design is highlighted in Figure 3.2 (a). The blueprint is translated into the third dimension and extends the geometry. Due to the chosen cylinder design the local properties are not changed along this dimension. The final design is (for the homogeneous material) \( 16 \times 8 \times 8 \) unitcells large corresponding to \( 2 \times 1 \times 1 \) mm and an volume of \( 2 \) mm$^3$.

### 3.1.2 Fabrication and Characterization Setup

To fabricate such a structure with extends on the mm range, but still keeping the versatility and the resolution to below a \( \mu m \) could only be achieved by DLW in the dip-in galvo-scanning technique. The samples have been fabricated in collaboration with
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Figure 3.2: (a) Core-shell cloak design consisting of a solid inner core in an pentamode metamaterial surrounding. The cloaking shell (red) consisting of a different pentamode metamaterial effectively hides the solid core within the elastic surrounding medium from detection. (b) The underlying metamaterial parameters are indicated in the zoom onto the cloaking shell. Previously published in [139].

Nanoscribe by Michael Thiel. Here a new objective is used (Carl Zeiss, 25x, NA = 0.8) to allow for scan fields of 500 × 500 µm². These scan fields are stitched together translating the sample by a linear stage. The splitting of the geometry can be seen in Figure 3.3. The whole geometry is subdivided into 8 scan fields. Each of the scan fields is sliced with a raster resolution in the x, y plane of 0.5µm and 1µm in the axial direction.

To be able to scan the geometry in a quasi continuous fashion along the vertical or axial direction, the scanning is split into sub-parts along this direction as well. As the precision of the microscope drive is only high enough when moving into one direction, the cloak is build up by a stepping of 10µm on the microscope drive. The procedure is thus as follows. One starts writing one scan field and moves into the third dimension with the piezo. At a height of 10µm, the piezo returns to its original position, and the linear stages move the sample in x and y direction to the next scan field. There the piezo and the galvo scanner write the next structure part. This procedure is repeated until all of the scan fields are addressed. After this the microscope z drive is used to translate the
objective by 10 μm and the whole procedure can be repeated. With this procedure effects of the neighboring fields due to aberrations can be minimized and the working distance of the objective does not play a significant role. In order to minimize the writing times, a writing speed of 5 cm s\(^{-1}\) is used. The structure is fabricated onto glass cover slips with dimensions 22 × 22 × 0.17 mm. The used resist is the IP-S resist sold by Nanoscribe. After the writing procedure the undeveloped resist is solved out of the structure by mr-Dev 600 (MRTBerlin). To wash the solvent out of the structure the sample is transferred into acetone hereafter it is critical point dried. The developed sample can be characterized in the SEM and with an optical microscope. Characteristic samples can be seen in Figure 3.4. As one can see within the SEM measurements the fabricated samples actually reveal the same dimensions as the designed values, only the small diameter deviated and turned out to be about 0.3 μm larger than the design values.

To test the fabricated samples regarding their performance and the functionality of our design, a uniaxial strain is applied into the structures which reveals the cloaking performance with regard to the uniformity of deformation. First of all a reference sample has been characterized. The measurements on the obstacle and the cloak sample can then be compared to the reference and with each other. To induce a uniaxial strain, the sample is placed onto a goniometer to adjust the tilt angles and on top of a linear stage. This allows to position the sample below a linear motorized stage to which a force cell and a silicon wafer are attached. The measurement setup is sketched in Figure 3.5. Here the sample is clamped between the glass substrate and the flat silicon stamp which are aligned by eye. The samples are then imaged from the side revealing the unitcells. For illustration, an optical image of a fabricated cloak is depicted in Figure 3.6.
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The homogeneous samples as can be seen in (a) consist of just a homogeneous pentamode metamaterial. Into the homogeneous sample a obstacle can be placed and a resulting structure can be seen in (b). At last a cloaking shell is added around the obstacle consisting of a different pentamode metamaterial. The insets in the lower row reveal the lattice period (d), the surrounding material (e) and the cloaking shell (f) dimensions.

Figure 3.4: SEM micrographs of the samples fabricated. The homogeneous samples
the substructure and the reflection of the structure on the glass cover-slip can be seen. During the measurement the oblige view in Figure 3.6 is changed to be straight onto the face of the structure. The view is chosen to monitor the largest face of the structure to be able to determine the deformations of the surrounding and the cloaking shell during the measurement. After the alignment procedure, the measurement can be started. The automated linear stage is moved so that the sample is pressed onto by the silicon wafer, inducing a finite strain. The force acting upon the stamp is tracked throughout the measurement and images are taken for each step of the measurement. First the set strain is induced, then a force measurement is taken averaging over a few thousand samples. At last an image is taken, before the next strain value is addressed. The measurement is progressed by increasing the strain over 50 steps and afterwards releasing the strain again with another 50 steps. The rate is chosen to be about 2% per minute. This allows to have a quasi static measurement and not move the sample while taking an image.

After the measurement the cross-correlation approach introduced in chapter 1.3.6 is used to track individual parts over strain rate or time. Markers are chosen as a grid with a rather fine spacing allowing to track the whole of the facet in general. The resulting markers, 15 × 15 pixel in size, are placed in a grid spanning the whole face of the sample. This grid results in 67 markers in the horizontal and 35 markers in the vertical direction. The tracking allows to determine the displacement of each cell and part of the structure throughout the measurement. The differences between two images can be related to a displacement of the marker corresponding to a certain strain. This procedure allows to create a strain map for each image. To simplify the analysis only four equally spaced lines of markers are picked out and used to determine the cloaking behavior. The first line corresponds to the top of the sample and is used to determine the overall strain. As
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**Figure 3.5:** Measurement setup with all parts except for the imaging components. The sample is placed with the cover-slip on a goniometer. The goniometer is mounted to a 3D linear stage to position the sample. An automated stage with a load-cell is used as a stamp from the top. To use a flat stamp contacting the sample, a silicon wafer is attached below the force cell.

**Figure 3.6:** Optical image of the cloaking sample. The imaging quality is good enough to reveal the substructure of the sample and even individual double cones. In accordance to [139].

the displacement is fixed at this point of the cloak by the silicon stamp, no deviations can be expected here. The other three left lines are used for a comparison between the different samples. They are numbered 1-3 where line number 1 is the highest, thus above the cloaking shell in the surrounding medium. The line number 2 is positioned such, that the line is in the case of the cloaking sample just outside of the cloaking shell. The last line number 3 is determining the behavior of the samples next to the obstacle and cloaking shell, and is positioned at a lower height, so that it passes through the rigid core in the cloak and obstacle samples. An image with the corresponding lines and the first image of the measurement can be seen in Figure 3.7. To reduce the data to a comparable strain within the sample the stamp movement is used to determine the overall strain through
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![Image](image.png)

Figure 3.7: Optical image of the cloaking sample as measured. The cloaking shell is indicated as outlined by the red lines. The evaluated marker positioned are shown as line cuts in white and are labeled. In accordance to [139].

out the measurement, and a strain of 2.8% is picked out in all the measurements to compared the displacement at this overall strain. The strain is calculated by normalizing to the overall height of the sample. This procedure allows to plot the lines 1-3 into the same strain-position plots for all samples and measurements, and thereby compare them directly.

3.1.3 Measurement and Numerical Calculations

The measurement and subsequent cross-correlation allow to compare the samples with each other. To do so the absolute strain and the modulus of the displacement are evaluated and compared between the different samples. One has to keep in mind, that for the negative strain within the sample, the highest modulus of the strain occurs at the highest line. The lower modulus of the displacement the less is the structure displaced downwards. First the homogeneous sample is measured and evaluated. The resulting measurement is seen as the green lines in Figure 3.8. The lines are more or less straight for line 1-3 except for some edge effects towards the sample edges. This displacement pattern is our reference as it needs to be recovered as good as possible using the cloaking procedure. One can also estimate the deviations by the comparison between the reference and the obstacle sample. The measured deformations for the cloak are shown as red lines in Figure 3.8, whereas the obstacle lines are indicated in blue. In the panel of line number 1 the deviations are quite small relating the displacements of the cloak and the homogeneous sample. The obstacle case is though displaced less. This reveals the influence of the stiff object already at this position. In line 2, which is positioned closer to the cloaking shell, a much larger deviation is found between the displacements in the obstacle to the homogeneous sample. The changed displacement in the obstacle thus reveals the stiff inner core. The cloak recovers the displacement of the homogeneous sample to a very large extend and hides the influence of the stiff core. At line 3, the displacements outside of the cloaking shell (shaded gray area) show only small deviations. But upon closer examination the
obstacle case has a nearly constantly increasing strain moving away from the stiff object, indicated by the dashed line. The cloak shows a different elastic behavior. Here the strain is dramatically changing within the cloaking shell, whereas outside of the shell the same strain and also the same strain curve are measured as for the homogeneous sample. This means that the stiff core is compensated within the cloaking shell, and the displacement field is recovered for the surrounding material with respect to a homogeneous sample.

![Graph showing measured strain and displacements for reference, obstacle, and cloak samples.](image)

**Figure 3.8:** Measured strain and displacements for the selected lines of the reference, obstacle, and cloak sample. The modulus of the strain is given in % and can be compared to the real displacement in \( \mu m \). The cloak and homogeneous sample show nearly the same displacements for lines 1-3, whereas the obstacle deviates significantly and thus reveals the influence of the solid core. In accordance to [139].

The cloak can recover the displacement field on the surface of the block to a very good extend. This means that we can actually cloak an stiff object elastically. To be able to compare the measured performance to a numerical calculation and thereby try to estimate the dependence on the depth of the sample we have tried to compute the structure under homogeneous strain from the top. Unfortunately it is not possible to simulate the whole structure as the memory and computational resources available are not sufficient. It is
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thus possible to compute a reduced geometry comparable to $16 \times 8 \times 1$ fcc unitcells, corresponding to the first layer of the structure. The boundary conditions are left free on the outer sides, and fixed at the bottom corresponding to the adhesion to the substrate. On the top boundaries the structure is displaced downwards, but is fixed in $x$ and $y$ to mimic a non slipping condition at this boundary. The front face is left free to move as well, but the back surface is programmed to slide along the surface corresponding to a finite but extended sample. This allows to compare the numerical calculations to the actual sample with as little deviations as possible.

![Figure 3.9: Numerical calculations evaluated in correspondence to the measurement. The same lines are evaluated and a strain and displacement is calculated and plotted over the position as in the measurement. In accordance to [139].](image)

The results of the numerical calculations are evaluated just in the same fashion as the measurement, except, that one can use the displacements directly given from the calculations and no cross-correlation needs to be performed. The simulation can only evaluate the displacements at positions where an overlap of the evaluated line and a geometry exists. The resulting line representations are plotted just in the same fashion.
as the measurement in Figure 3.9. Here again edge effects occur because of the finite samples, whereas the good cloaking performance of the core-shell design is verified. Even in these simulation small deviations from a perfect cloak are found, indicating that the deviations in the measurements are not due to measurement of fabrication errors, but due to the approximations in the core-shell design and the finite number of unitcells.

To sum up the outcome of the performed experiments we find that it has become possible to cloak a stiff object in an elastic medium in the quasi static regime and recover the displacement field outside of the cloaking shell. The elastic core-shell theory is employed to find a relation of bulk muduli of the cloaking shell compared to the surrounding material. Thereafter pentamode metamaterials are used to simultaneously tailor the bulk modulus while maintaining a bulk to shear modulus ratio large enough to decouple the shear deformation, and approximate $G \approx 0$. This allows to generate a cloaking geometry with effective material properties. This geometry is be fabricated using DLW and be numerically modeled corresponding to a finite sample. The samples are measured and evaluated using a cross correlation approach. Characteristic lines used to compare the homogeneous material with the obstacle and cloaking sample are tracked and a displacement as well as a strain is calculated. Different characteristic features are analyzed and the cloak is shown to recover the displacement of the reference outside of the cloaking shell. Significant deviations for the obstacle case show that a large and soft surrounding material is not enough to cloak a stiff object. The design is supposed to work in the quasi-static regime which is valid until a wavelength is approaching the size of the cloak, rendering the frequency range in the approximate interval of $[0, 100]$ kHz for the fabricated geometry dimensions.
3.2 Lattice Transformation Cloaking

We have previously seen that one can cloak an rigid elastic object in a pentamode surrounding medium. This can be done by a simple core-shell approach and can thus work with isotropic elastic media placed around the object. If one tries to exchange the inner stiff object by a void, $B_1 \rightarrow 0$, the core-shell formulas do not lead to a solution. Thus the core-shell approach cannot allow to cloak a void in this case. In general the 2D problem of uniaxial stress or strain on a hole in a plate is known as the Kirsch plate problem [143]. This leads to a stress concentration around the hole possibly leading to fracture and fatigue behavior at hole site’s. Theoretical solutions exist but do not arrive at a realistic material distribution [141]. All these problems are addressed by the lattice transformation approach presented in this section.

3.2.1 Cloak Design: Lattice Transformation

To explain the concept of a lattice transformation cloak considering a different physical setting can help to understand this basic concept. Starting from a resistor network like the one depicted in Figure 3.10 a simpler electrical conduction description is used for an initial description. The basic resistor network consists, as seen on the left side, of equal resistors connected by wires (which do not embody a resistance) at lattice points. The equal resistance between each of the lattice points can be exchanged by one homogeneous material with a defined shape. If the shape is the same for all of these elements, the resistance of the network has the same pattern as before. The elements used here are double conical elements with a connection width of $w$ at the lattice points and a central width of $W$ in the center between two lattice points. The length of such an element is simply given by the distance between two lattice points. Here an arbitrary resistance is chosen for the homogeneous material which meets the resistance of the resistors. This leads to no change in the general behavior and the resistor network can be described as a effective material with an effective resistance.

The basic idea of a lattice transformation cloak is to transform the lattice points and to reposition them in space. As a second step, elements are inserted between the lattice points still having the same physical quantity rendering the change in geometry undetectable. As one example we exploit a Pendry transformation [45, 46] mapping a point to a finite circle and transforming the space around in a radial fashion up to a second radius. It is described by:

$$r' = R_1 + \frac{R_2 - R_1}{R_2} r$$

where $R_1$ is the inner and $R_2$ is the outer radius, setting the interval for the transformed radius $R_1 < r' < R_2$ and the initial radius $0 < r < R_2$. The angles are preserved in this transformation, and the space is left unchanged for radii larger than $R_2$.

This transformation applied to the lattice points leads to a new distribution of these in the area between $R_1$ and $R_2$, with a void in the center of radius $R_1$. To relate to the undeformed space and keep the same physical properties one needs to insert the same
physical quantity, e.g. resistance, between two lattice points. This can easily be done in the resistor network, taking the same resistors between the lattice points (the actual connecting wires have zero resistance). It is immediately clear that the new distribution of resistors will not be detectable from the outside by probing a resistance throughout the network. To be able to keep the resistance between two lattice points the same in the design consisting of one constituent material, we need to change the geometry as we change the distance between lattice points (keeping the constituent material fixed). To do so, the central width $W$ is changed as a function of length $L$ of the element. The connections are kept constant in order not to change the connection behavior at the lattice points, which would lead to unconnected geometry parts and a changed resistance in the connections. As the resistance of a wire is proportional to the length and anti proportional to the cross-sectional area (in 2D to the width), one has to integrate the cross-section of the wire along the length of the wire to obtain the actual resistance. This leads to the relations (see Appendix 3.1):

$$\frac{L'}{L} = \frac{W'/W - 1}{W/w - 1} \cdot \frac{\ln(W/w)}{\ln(W'/w)}.$$  (3.6)
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![Figure 3.11](image)

**Figure 3.11:** Curves of constant spring constant $D$ or constant resistance $R$ of the trapezoidal elements. The parameters are for an initial length $L = 4$ mm and $W = 1$ mm. The curves are shown for three different connection width $w$. The dotted lines correspond to numerical calculations taking a not uniform stress over a cross-section into account. Previously published in [140].

The returned solution can not be directly solved towards $W'$, but one can perform an indirect retrieval of the dependence as one can plot the ratio of length $L'/L$ over the change in central width ($w$ is fixed) $W'/W$, and for any change in length interpolate to get the right central width $W'$. Such a retrieved curve is shown in Figure 3.11.

This gives the possibility to find an element consisting only of one material which keeps the resistance $R$ of each element fixed, and thus the overall resistance of the network constant. This renders the changed geometry and the void in the center invisible to the resistance measurement, effectively cloaking the void. This basic concept can easily be translated to other parts of physics showing the same physical equations, e.g. the electric permittivity $\epsilon$, the magnetic permeability $\mu$, the diffusivity $D$ and the heat conductivity $\kappa$. The underlying physical equations and the construction concept is always the same for all of these settings, and can thus be applied in a straightforward manner. A more interesting case is mechanics. Here it is not directly clear what happens if one uses the spring constant $D$ as a fixed parameter. The procedure stays the same though. One calculates the dependence of the spring constant of each element on the length and width. In general this leads to the same dependence than for the conduction case, but in the mechanical considerations one has to make the assumption that the stress is uniform over an cross-sectional area. This is not the case for all parameters. Thus a numerical calculation is used to find the dependence taking this deviation into account. The outcome of the calculations are plotted as dots in Figure 3.11. As the numerical calculations are assumed to be more accurate they are taken to form the geometry. The procedure can be applied just in the same fashion as before resulting into a transformed geometry. In an actual lattice it can in principle happen, that adjacent elements start to overlap with each other and thus change the geometry. To prevent this one can limit the maximum width
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\( W' \) allowing for some extra space depending on the transformation. As the length scales are only changed in the radial direction, the lattice constant is also changed radially as \( a' = a(R_2 - R_1)/R_2 \). As the maximum width is restricted to be a lattice constant (half a width from both elements at the sides of a lattice cell), we find (allowing for 10% extra gap):

\[
W_{max}'/a = 0.9 \frac{R_2 - R_1}{R_2}.
\] (3.7)

This limitation affects only elements at the inner most part of the structure.

3.2.2 Numerical Calculations

After the design procedure a numerical characterization of the mechanical performance is done by evaluating the deviations of the cloak from the homogeneous material prescribing different loading conditions, transformations, and initial parameters. For all these calculations we have used the same constituent material (\( E = 3 \) GPa and \( \nu = 0.4 \)) with a linear elastic calculation performed in COMSOL Multiphysics. The computation are performed in a 2D calculation allowing for a reduced calculation time. As one can only take a finite surrounding into consideration, here a homogeneous sample of a fixed size is used as a reference. The transformed cloak can be compared to a homogeneous sample with a cut out hole of radius \( R_1 \) as an obstacle. As a first test a uniaxial homogeneous load with sliding boundary conditions orthogonal to the loading direction is calculated. The geometries (from top to bottom: homogeneous sample, obstacle and cloak) can be seen in the left column of Figure 3.12.

The calculations are performed by applying a total pressure (33 kPa) on the outer boundaries on the left and right side. A calculation is taking about 2.2 million mesh cells into account, slightly changing from design to design. To be able to compare the different designs of cloaks to the obstacle case and to the homogeneous reference, three characteristic measures are extracted. The first one is the stress distribution through out the structures (von Mises stress). These plots are shown in the left column of the Figure 3.12. The second measure is the resulting strain value, here split into both components \( \epsilon_x \) and \( \epsilon_y \) evaluated at the lattice points. The representation in the two right columns of the figure is displayed on a saturated scale stretching the scale by a factor of 5 with respect to the maximum strain occurring (normally in the obstacle \( \epsilon_x \)). To give an example, if the maximum strain is 1.6% representing a colorscale value of 100, all color values are multiplied by 5 and all color values in the interval of \([100, 500]\) are set to color value 100. Thus the maximal strain and the strain corresponding to the maximal color scale strain are given at the colorbar. The last value used for comparison is kind of a standard deviation between the cloak or obstacle strains compared to the reference, called \( \Delta \). The exact calculation is done by summing over the differences in the vector components of the displacement vectors \( \vec{u} \), and normalizing to the homogeneous case with displacements \( \vec{u}^0 \) as:

\[
\Delta = \sqrt{\sum_i (\vec{u}_i - \vec{u}_i^0)^2} / \sqrt{\sum_i (\vec{u}_i^0)^2}.
\] (3.8)
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Figure 3.12: Numerical calculations for a uniform stress along the \( x \)-direction. The outer boundaries along the \( y \)-direction are set to be sliding, corresponding to \( u_y = 0 \). The geometrical parameters are \( L = 4 \text{ mm}, W = 1 \text{ mm}, \text{and} w = 0.4 \text{ mm} \). The transformation radii for the cloak are \( R_1 = 30 \text{ mm} \) and \( R_2 = 60 \text{ mm} \). The stress and strain values are represented on a saturated scale. The strain values \( \epsilon_x \) and \( \epsilon_y \) are given for the lattice points. The deviations \( \Delta \) for the obstacle and hole case are given on the right. Previously published in [140].

This procedure is evaluating all lattice points outside of the cloaking region \( R_2 \). Inside of the radius \( R_2 \) the lattice points have no correspondence or are initially misplaced in comparison to the homogeneous case. The resulting deviations \( \Delta \) are given in percent on the right side of each row, and thus structure. These data allow to compare the obstacle and cloak to the homogeneous material, illustrated in Figure 3.12. Here one can see that the stress is concentrated into the cloaking shell, but herein it has a distribution in the radial direction, decreasing towards the center. This means that the stress is guided around the void and is thus distinct from a hole in a plate consideration. This is transferred into the strain pattern. In the first row (homogeneous sample) only a strain along the horizontal direction is present. A comparison of the reference to the obstacle in the second row obviously shows large deviations. The strain is such, that the material moves into the central void. Comparing the cloak, this behavior is reduced immensely,
and the deformation is reduced as well in comparison to the homogeneous case. An estimation on how large this effect really is, can be found by comparing the values of $\Delta$. Here one finds that an average deviation of $\Delta = 738\%$ is present for the obstacle whereas this deformation can be reduced to $\Delta = 22\%$ in the Cloak case, improving the performance by a factor of 34. This percentage and improvement factor are changing for a different surrounding material size. The larger the surrounding the smaller is the influence of the cloak or hole, and thus the deviations. This is why only surroundings of the same size and thus same number of lattice points are compared. To find out how general this procedure is various changes of the design and probing have been calculated, and are presented in the Appendix. It turns out that the lattice-transformation approach is able to allow for cloaking in various circumstances. The approach is neither sensitive on the transformation parameters or the initial lattice structure, nor on the loading condition or the exact dimensions of the conical elements. The data evaluated in the Appendix is summarized in the table 3.1.

**Table 3.1**: Summarized outcome of a parameter study for the lattice transformation cloak. The extensive calculations and discussions are given in the Appendix.

<table>
<thead>
<tr>
<th>Changed Parameter</th>
<th>$\Delta_{\text{hole}}$</th>
<th>$\Delta_{\text{cloak}}$</th>
<th>Improvement Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$90^\circ$ rotated loading</td>
<td>684</td>
<td>24</td>
<td>29</td>
</tr>
<tr>
<td>Young type of loading</td>
<td>91</td>
<td>29</td>
<td>3</td>
</tr>
<tr>
<td>Shear type of loading</td>
<td>92</td>
<td>28</td>
<td>3</td>
</tr>
<tr>
<td>$R_1 = 15, \text{mm}$</td>
<td>246</td>
<td>6</td>
<td>41</td>
</tr>
<tr>
<td>$R_1 = 35, \text{mm}$</td>
<td>958</td>
<td>30</td>
<td>32</td>
</tr>
<tr>
<td>$R_1 = 40, \text{mm}$</td>
<td>1476</td>
<td>47</td>
<td>31</td>
</tr>
<tr>
<td>$R_1 = 30, \text{mm}$ cut at $R_{\text{cut}} = 40, \text{mm}$</td>
<td>738</td>
<td>32</td>
<td>23</td>
</tr>
<tr>
<td>$w = 0.05, \text{mm}$</td>
<td>2368</td>
<td>56</td>
<td>42</td>
</tr>
<tr>
<td>$w = 0.8, \text{mm}$</td>
<td>244</td>
<td>19</td>
<td>13</td>
</tr>
<tr>
<td>Square lattice $R_1 = 30, \text{mm}$</td>
<td>666</td>
<td>28</td>
<td>24</td>
</tr>
<tr>
<td>Square lattice $R_1 = 15, \text{mm}$</td>
<td>233</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>$W' = 1, \text{mm}$</td>
<td>738</td>
<td>19</td>
<td>39</td>
</tr>
</tbody>
</table>

### 3.2.3 Fabrication and Measurement

As the numerical calculations seem to be very promising and show an excellent cloaking performance, a validation of these calculations with an actual experiment needs to be done. In order to do so the samples needed to be designed exploiting additional features, which on the one hand allow to optimize a sliding boundary condition, and on the other hand provide a way to exert a force into the sample. Blocks of solid material are added
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Figure 3.13: Sample designs as used in the measurement. The design from the numerical calculations is used and blocks are added on the outer boundaries. The 2D design is extruded into the third direction to gain a thickness of 3 mm. The transformation radii are indicated in red ($R_1$) and blue ($R_2$).

...to all of the boundaries. Where a force needs to be exerted these blocks are elongated. The resulting sample designs can be seen in Figure 3.13. The two dimensional design is extruded to have a thickness of 3 mm. The radii $R_1$ and $R_2$ are indicated by red rings.

These designs are used and transferred to an STL file, which could be utilized to print the samples on the 3D printer. Here the samples are fabricated individually in the sizes as given above on the mm scale. The connections are thus still resolved, with a printer resolution of about 0.1 mm. To have as little supporting material as possible, no support structure is printed around or within the geometries, just on the bottom a release layer is needed to remove the structure from the building plate. After the samples are build and released from the printer, the residual support material is washed of using a jet of water supplied by a pressure washer. The afterwards dried samples are ground on the sliding sides, to minimize any sliding resistant friction.

In order to mimic the numerical calculations a setup is needed which allows to exert a constant pressure on two opposing boundaries, and have sliding boundaries orthogonal to these. The top and bottom of the three dimensional structure should have ideally no friction, and slide. To come as close as possible to these conditions, a measurement setup is build, consisting of two polished metal bars as the sliding boundaries in the $y$-direction. The top and bottom boundaries are consisting of "Plexiglas" plates, to still allow to monitor the deformation of the structure. The exertion of a constant pressure is done by the aid of springs. An array of springs, each one attached to one unit cell, is displaced on the far end of the spring towards the sample. The used springs (12 on each side) have a spring constant of about 7.4 N/cm. As long as the springs show a higher displacement then the sample, a constant pressure on each cell can be assumed. This
Figure 3.14: Measurement setup used to induce a strain into the samples and take images from above. Two metal bars, mounted to the base-plate mimic the sliding boundary conditions. The springs are used to translate a constant displacements into a constant pressure. The sample in the center is imaged from the top by a mounted camera.

is the case here, as the springs got compressed by about 1 cm compared to only a few mm displacement in the sample. This means that about $24 \times 7.4 \text{N/cm} \times 1 \text{cm} = 178 \text{N}$ are the maximum force induced in the sample. The measurement is monitored with a camera from above at a distance of about 80 cm (Canon EOS 550d, Canon EF 50 mm, f/1.4 USM). During the measurement, the strain onto the springs is increased from both sides by turning four screws half a turn each. Then an image is taken, where after the procedure is repeated. To allow for a sliding and some settling time, a time-span of about 2 minutes between each measurement is waited for. The measurement setup is imaged in Figure 3.14. One measurement consisted of about 20 steps always starting from the same starting point. This means that the image number automatically encodes the induced strain on the springs and thus the stress onto the sample. The first raw image for all three samples is given in Figure 3.15.

These images also reveal the sample quality and the details of the measurement setup. The attachment of the springs and the sliding boundary metal bars are visible. The rods above the samples, on the right and left of the springs are used to fix the 'Plexiglas' plates in the vertical direction, and hinder the samples from buckling.
To evaluate the different samples and compare them to the numerical calculations, a cross-correlation of the different image series is performed. Within the images the markers are placed on the lattice points just as in the calculations, and the displacements for all markers are traced for all samples through the image series. This data allows to directly compare the calculations to the measurements. Thus the same evaluation is performed with the measurement data. The resulting strain curves are plotted in Figure 3.16.

The strain pattern in the homogeneous sample deviates already from the numerical calculations. The strain is higher in the central region, which is linked to a not perfectly...
sliding boundary condition. Nevertheless the hole case can be traced and a deviation of \( \Delta = 714\% \) can be calculated. The cloak results into a much smaller deviation of \( \Delta = 26\% \). These values are quite close to the numerical calculations. One has to mention, that the error on the measurement is rather complex to evaluate. A direct comparison of two different homogeneous samples can result into a \( \Delta \approx 20\% \). A tracing repeated onto the same sample can result into about \( \Delta \approx 5\% \) depending on the placement of the markers. Different radii \( R_2 \) have also been measured (see Appendix 19 and 20). Here the performance of the cloak is within the same error range than for the smaller \( R_2 \). The hole sample is stiffer than before probably because the constituent material is changed (new batch of material VeroGray), between the homogeneous sample and the hole sample. This stiffer material leads to less deformation and thus smaller errors. Nevertheless we find an excellent agreement between the numerical calculations with the measurement.

Figure 3.16: Measurement of the lattice transformation cloak. The sample parameters, and the plot are the same as in Figure 3.12. Previously published in [140].
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### 3.2.4 Dynamic Tests of a Lattice Transformation Cloak

After we have shown that we can cloak an object with the lattice transformation cloak and recover the strain field to a very large extend, we have tried to find out if this general concept would work under dynamic considerations. Here we would like to mention, that the simple core shell cloak would not work, but an extension of the design to multiple shells is necessary in general. An further aspect comes into play under dynamic conditions, as discussed before, namely the mass density and the herewith connected impedance. It is required to adjust the mass density in the same manner as one has to adjust the mechanical properties. Within our lattice transformation cloak we do adjust the mass density, by changing the covered area within our cloak and thus the filling fraction. But this transformation scheme does so far not have any free parameters allowing to tailor the mass density individually. To address the question on how good the actual cloak performs, time resolved calculations can allow to address this question by sending a displacement pulse onto our structure and comparing the displacements to the hole and homogeneous case. To reveal deviations, we need to add a homogeneous material around our actual cloaking sample and calculate the whole structure, leading to a reduced meshing accuracy. To estimate the real structure, we have performed a band structure calculation, taking the dimension into account here set into the m range (see Figure 1.3). We find that we expect a nearly dispersion free propagation until an upper frequency of about 100 Hz. To probe the cloak at the maximum fidelity, we have chosen a pulse with a Gaussian envelope, center frequency of 80 Hz and a standard deviation of \( \sigma_{\text{gauss}} = 0.1 \). The amplitude is set to be \( A = 1 \) m (see Appendix Figure 21). The geometry is \( 8 \times 3 \) times the size of the initial sample considered in the static calculations\(^1\). The pulse is launched at a certain delay allowing to see the pulse arriving into the domain, and to have close to zero amplitude at time zero (a very small part of the Gaussian pulse is also present at this time, but is below the calculation accuracy). To compare the different samples with each other, they are plotted, with displacements encoded in color, beneath each other for specific times in Figures 3.17 to 3.19.

The pulse is propagating along the mechanical metamaterial from the left to the right as time passes on. The cloak as well as the hole are casting a shadow of the wave packet behind themselves. This means that the cloak is not working perfectly. Nevertheless the cloak shows some decent improvement and reduces the distortion of the waves after the cloak. The reflections caused by the hole have a higher amplitude and thus the scattering cross section in this direction is larger as for the cloak. The here compared times correspond to a position of the wave-packet where at first no part of the pulse has arrived at the obstacle or cloak (0.5s), at second the pulse is at the cloak or hole site (1.0s), and at last after the pulse has left the cloak or hole again (1.5s). Especially after the time of 1.0s the wave and thus the displacement is guided around the inner free part of the cloak, which although not restrained in any way does not move jet. Only at later times does the wave impinge into the central region of the cloak, causing a resonance mode to occur. This is a general problem that occurs in the transformation cloaking, as at the

\(^{1}\)The initial sample consisted of 22 unit cells in x-direction and 23\( \frac{1}{2} \) unit cells in y-direction. This leads to 176 unit cells in x-direction and 70 unit cells in y-direction for the dynamic calculations. In total 12320 cells were simulated for the pulse propagation simulations over a domain of 1219 \( \times \) 420 m.
inner boundary the effective material parameters found by transforming a homogeneous material diverge to infinity, which should be the case here for the mass, but can not be reached in an realistic design.

These considerations show that there is essentially a possibility to use the lattice transformation cloak in the dynamic case, thus in elastodynamics, but a measure allowing to evaluate the performance of the cloak needs to be defined. To improve the performance of the cloak a way of influencing the mass density as well as the elastic properties needs to be established. The concept of the lattice transformation cloak has proven to work very nicely in the case of static loading for several loading condition, but it would be interesting to examine even more possibilities this concept has to offer. One could for example use different lattices, or generally different transformations. Interesting examples could be a

Figure 3.17: Dynamic evaluation of the lattice transformation cloak. The cloak is incident to a Gaussian pulse. The cloak, the hole, and the homogeneous material are compared at time $t = 0.5s$. 
3.2. Lattice Transformation Cloaking

Figure 3.18: Same plot as Figure 3.17, just for the time $t = 1.0$s. Here the pulse is at the site of the cloak and hole. The displacement is guided around the inner part of the cloak, thus preventing the pulse to enter the inner part of the cloaking structure.

three dimensional transformation, or transforming an extended lattice being optimal for a certain application, such as a bridge post, and transforming them into a more useful or smaller, or lighter lattice structure, without losing the performance of the actual lattice. This opens up new design possibilities and advanced functionality.
Figure 3.19: Same plot as Figure 3.17, just for the time $t = 1.5s$. The pulse has left the cloaking site and the hole and cloak case cast a shadow. The reflections of the hole are larger in amplitude and the shadow is larger than for the cloak case.
4 Conclusions

The goal of this thesis was to perform research on mechanical metamaterials. The metamaterial concept allows for tailoring mechanical materials properties and functionality and has therefore gained an increasing interest by various scientists recently. During this thesis we have developed, fabricated and characterized different novel mechanical materials and the results have been compared with numerical calculations.

Our first experiment is based on theoretical suggestions mainly proposed by Prof. Graeme Milton from the University of Utah, mechanical metamaterials are designed, for two extreme cases of elasto-mechanical materials. The first material is based on a rotational element, combined with holding elements forming a dilational cell. This concept is transferred to a unimode material, which allows to tailor the Poisson’s ratio towards the ultimate lower limit for isotropic materials, namely $\nu = -1$. Here numerical calculations in the static as well as in the dynamic regime allow to find a characteristic scaling depending on geometry parameters. The dynamic studies are used to retrieve the cubic elasticity tensor elements, and evaluate the Poisson’s ratio dependent on the initial strain direction. The numerically characterized structure is fabricated on a microscopic and a macroscopic scale, the later allowing for a measurement. A cross-correlation approach is used to link a uniaxial strain imposed into a sample to a Poisson’s ratio. The numerical calculations encounter good agreement with the measurement and allow to observe a Poisson’s ratio, for a crystal of the auxetic material, as low as $\nu = -0.79$.

To advance in the creation of mechanical metamaterials, a further highly desirable material system was explored. The so called pentamode materials approach the upper limit bounding the Poisson’s ratio for elasticity, namely $\nu = 0.5$. These materials are highly desirable, as they grant an opportunity to allow for cloaking in an elastic medium. A theoretical concept is transferred into a blueprint and the design is assessed. The performance benchmark of normal materials is overcome by far, and the perfect pentamode material is approached. To determine the performance, numerical calculations are utilized, in the static and later the dynamic regime, to find the $B/G$ ratio, directly linked to the Poisson’s ratio. The design permits $B/G$ ratios about three orders of magnitude higher than normal materials. A fabrication of these materials is done in the microscopic regime, and later also in the macroscopic regime, where a elastic measurement are performed validating the numerical calculations.

These pentamode materials are used as a tuneable material for a three-dimensional core-shell elasticity cloak. The basic blueprint is created based on a core-shell layout. The samples are designed on the basis of pentamode mechanical metamaterials. One of these materials is employed as a surrounding medium, whereas a second cloaking shell material is tailored, to compensate for a stiff inner core. A reference, obstacle and cloaking
structure are produced by the aid of DiLL galvo-scanning DLW as a fabrication method. This allows to create sample overall dimensions of $1 \times 1 \times 2$ mm, while at the same time a micrometer resolution can be maintained. The excellent fabrication accuracy is utilized to tailor the mechanical properties of the pentamode materials. The ability to precisely tailor the metamaterials bulk modulus for the cloaking shell is essential to allow a good cloaking performance. The samples are measured under quasi-static conditions incident to a prescribed strain. Images of the sample facet are taken for each strain in the measurement. By a cross-correlation approach displacements are extracted throughout an image set of variable increased strain. An performance evaluation, within the three samples based on the strain patterns of the measurement, leads to the very good cloaking performance.

Extending the core-shell design to, e.g., a compliant core is not feasible, as the basic equations lead to no accessible shell parameter. To be able to cloak an object based on an effective medium theory, an inverse step of mapping a material parameter onto a microstructure is required. Without a comprehensive knowledge of designed materials and their adaptable properties this inverse mapping is highly complex if at all possible. A newly developed design tool, the so called lattice transformation cloak, is capable of cloaking a void without extensive material design in a lattice periodic material. Here a simple analogy to a resistor network allows to cloak an area by transforming lattice points of a periodic material and placing the same physically equivalent as a connection between these transformed points. In this fashion cloaking of a void is obtained for a lattice material under mechanical stress or strain. The approach proves to be successful for a large variation of parameters and designs. This reveals the comprehensive performance of the design concept of a lattice transformation cloak. The design principle could be exerted in two dimensions and be verified in an experimental setup.

The presented results open the way for future research on mechanical metamaterials. The possibilities to tailor a material to fulfill a specific task exploiting designed properties opens up versatile possible applications. Starting from material properties such as stiffness or Poisson’s ratio, which have been shown to be tailorable to a large extend, over ultra-light weight materials [18, 124, 126] to origami type materials [144, 145] and Programmable materials [146] a large research field has evolved. In the future it will be possible not only to use one type of these materials, but combine them to intricate designs and functionalities. One can also make use of different constituent materials showing different mechanical properties, and integrate them into one design. This allows to add even active functionality to a design, e.g., to have a photo-mechanical response in one of the materials, allowing to built up muscle like structures. Carbon nanotubes added to a resist could lead to stiffer and maybe even conductive polymers. Waveguides coupling temperature sensors or on chip light sources to various locations would allow to have active and sensing functional materials at the same time. Here mechanical metamaterials could play a key role in designing materials and can lead to light, functional and possibly even integrated materials. The design of complex systems can lead to advanced micro robotics and other microscopic or macroscopic devices allowing to make our live easier in the future.
Appendix

1 A - Additional Information on Dilational Mechanical Metamaterials

Within Section 2.1 we have used the band structure calculations to determine the velocities of the different modes within the dilational materials. The following table gives the different moduli evaluated from these band structures for different structural parameters. The presented data is listing the independent $C$ tensor elements, the Young and bulk modulus for varying connection sizes $d/a$.

Table 1: Examples of retrieved effective parameters. The three non-equivalent non-zero elements of the elasticity tensor $C_{11}$, $C_{12}$, $C_{44} = G$, the Young’s modulus $E$, and the bulk modulus $B$ are given for selected values of $d/a$. (taken from [68])

<table>
<thead>
<tr>
<th>$d/a$ (%)</th>
<th>$C_{11}$ (MPa)</th>
<th>$C_{12}$ (MPa)</th>
<th>$C_{44} = G$ (MPa)</th>
<th>$E$ (MPa)</th>
<th>$B$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.33</td>
<td>0.0051</td>
<td>3.5</td>
<td>2.33</td>
<td>0.78</td>
</tr>
<tr>
<td>4</td>
<td>2.33</td>
<td>−0.16</td>
<td>3.78</td>
<td>2.31</td>
<td>0.67</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>−0.35</td>
<td>3.36</td>
<td>1.85</td>
<td>0.43</td>
</tr>
<tr>
<td>2.5</td>
<td>1.3</td>
<td>−0.52</td>
<td>2.1</td>
<td>0.61</td>
<td>0.0867</td>
</tr>
<tr>
<td>0.75</td>
<td>1.14</td>
<td>−5.07</td>
<td>1.68</td>
<td>0.33</td>
<td>0.042</td>
</tr>
<tr>
<td>0.5</td>
<td>0.97</td>
<td>−4.45</td>
<td>1.35</td>
<td>0.21</td>
<td>0.026</td>
</tr>
<tr>
<td>0.25</td>
<td>0.85</td>
<td>−4.06</td>
<td>1.06</td>
<td>0.12</td>
<td>0.014</td>
</tr>
</tbody>
</table>

2 B - Additional Information on the Core-Shell Cloak

Within this part of the appendix additional information with regard to the core-shell elastic cloak is presented. To give a better understanding of the basic principle of a core-shell cloak, a simple analogy to the fairy-tail called "Princess on a Pea" by Hans Christian Andersen helps. In this tale the princess can not sleep during the night as a small pea is hidden under several mattresses. Translating this into a physical context means that the prince is very sensitive in detecting forces or can detect deviations in the displacement.
field of a mattress to very high fidelity and low signal to noise. This allows to detect even the small pea others would not been able to detect. The elastic core-shell cloak hides this pea within the mattress such that the princess can not detect it any more, even within one thin mattress, and can sleep through the night without any disturbance. This analogy is illustrated in Figure 1.

Figure 1: Illustration of the basic working principle of the core-shell cloak. The princes in the fairy-tale 'Princess on a pea' by Hans Christian Andersen cannot sleep as a pea is placed under her mattresses. Here our cloak can help the princess in that it can cloak the stiff pea within just one mattress. This helps the princess to get a good night of sleep. Illustration taken from [139].

2.1 Derivation of the Core-Shell Formulas

The core-shell formulas given in [17, 142] are valid for a hydro-static compression of an inclusion within an elastic medium. Here the surrounding medium’s shear modulus is not important and the core can have any shear modulus as well. This is due to the hydro-static compression, as no further deformations are allowed in this case except for a radial compression. The cloaking shell though needs a specific shear modulus, which needs to be tailored depending on the parameters of the cloak. The formula for this consideration is given in the two publications mentioned, and links the bulk moduli of the surrounding to the core’s and the shell’s moduli depending on the radius of the core $R_1$ and the shell $R_2$.

$$B_0 = B_2 + \frac{(R_1/B_2)^2}{B_1 - B_2} + \frac{1-(R_1/B_2)^2}{(B_2+4/3G_2)} \quad (1)$$

As we would like to have a cloak that works under any kind of deformation and pressure, we need to fulfill that the surrounding medium only supports the hydro-static pressure, which directly links the shear moduli to be the same for all three materials and supporting
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only the hydro-static pressure to be zero. This assumption leads to the stated case (see equation 3.1) of

\[ B_0 = \frac{B_1 B_2}{f(B_2 - B_1) + B_1}. \]  

(2)

With the filling fraction \( f \) of the radii, depending on the cylinder of spherical case. Further setting the inner core material to be very rigid \((B_1 \to \infty)\), simplifies the equations to the maximum and allows to link the shell bulk modulus to the core’s modulus only by the aid of the radii and the geometry (here cylinder):

\[ \frac{B_2}{B_0} = 1 - \left( \frac{R_2}{R_1} \right)^2. \]  

(3)

Inserting even the ideal material parameters into a cloaking structure of homogeneous materials reveals the problem of the core-shell approach. Simulating a structure with bulk moduli according to the equations and very small and equal shear moduli for the three materials leads to very good cloaking performance outside of the cloak as can be seen in Figure 2. Here such a structure is compressed from the top and the bottom while sliding on the sides, leading to a very good cloaking performance for the two vector components along the vertical and horizontal direction. This means that the cloak effectively works very nice for small shear moduli.

![Figure 2: Homogeneous material cloak according to the equations. Parameters are \( R_1 = 0.3, R_2 = 0.4, B_1 = 1000, B_2 = 1, B_0 = 2.3, G_1 = G_2 = G_0 = 1 \times 10^{-6} \). A displacement is prescribed along the vertical direction, whereas the horizontal boundaries are fixed. The surrounding material translates the unidirectional strain into an hydrostatic pressure. (a) Here the vertical displacement component is encoded in the false-color plot. The arrows are indicating the full displacement vector. (b) Same plot as in panel(a) but for the horizontal displacement component. One can clearly see that the displacement in the inner core is not zero, but rather has a finite and even comparable (about \( \frac{1}{3} \) of the initial horizontal strain) induced strain. This means that the approach does lead to a invisible object or a neutral inclusion, but not a real cloak, where a rigid inner part is required.](image_url)

On the other hand taking a closer look into the deformation of the horizontal displacement reveals a problem. The inner core is not stiff at all, but rather shows some severe displacement for this component. This means that even though the cloak works fine and
the bulk modulus of the core is much larger than for the shell (here 1000 times larger), the inner core still is not rigid. As soon as one introduces a larger shear modulus into the core it can be rendered rigid, but at the same time the cloak is not perfectly recovering the displacement field outside of the cloak any more as one has made an approximation. To hide an object within the center and thus to build a cloak rather than just an undetectable object, one needs to have a rigid inner core. This requires the cloak to be an approximation for all loading conditions except for a centro-symmetric loading with respect to the cloak, in which case the shear modulus of the core does not matter.

2.2 Discussion of an Overcompensated Cloak and Additional Figures

To give a better direct understanding of the deformations within the cloak a sample image is shown in Figure 3, indicating the key parts of the sample and measurement setup.

![Figure 3](image)

**Figure 3:** Illustration of a sample measurement of cloak sample number 3. The overlay illustrates the silicon stamp as well as the reflection of the glass substrate. The bump and cloaking shell are indicated. This helps to understand what is seen on the measurement images as shown in Figure 5.

In the main text an optimized cloak is discussed. To estimate the sensitivity of the design on the fabrication accuracy, an additional cloak is produced with smaller connection sizes $d$ in the shell. This leads to a reduced bulk modulus in the shell, and thus to a larger displacement assuming the same acting force. Figure 4 shows the measurement of this cloak revealing an overcompensation of the solid core. As it is clear that the connection size is critical for the performance of the cloak, an estimation of the error allowable on lowering the connection size is quantified. Regarding an upper bound, one can compare the obstacle sample to the cloak. This leads to a variation between a too soft material and a too hard material in the overcompensated cloak and the obstacle sample. This reveals the fidelity of the designed cloak to the connection size.
To estimate the directions and amplitude of the deformation, an image from the measurement is overlapped with the markers and arrows indicating the displacement vector (exaggerated by a common factor of 4) for each marker, see Figure 5. Here one gets a direct impression on the displacement field within the measured samples. The displacements of the individual parts of the samples are easy to compare and reveal the
Figure 5: Comparison of the homogeneous, the obstacle and the cloak sample. Here the marker displacements are indicated by the arrows which represent exaggerated displacement field by a factor of four for the maximum strain. The representation gives an intuitive feeling on how the structures are deformed, and allows for a direct comparison of the strain fields.

cloaking performance. Especially the lower two evaluation lines show large displacement differences in the obstacle sample, which are compensated in the cloak.
3 C - Additional Information on the Lattice Transformation Cloak

3.1 Dependence of the Element’s Width on its Length

Derivation of the width and length dependence for an element in the lattice transformation cloak.

![Basic elements of half a double cone used in the lattice transformation description.](image)

**Figure 6:** Basic elements of half a double cone used in the lattice transformation description.

First we define the dependencies:

\[ \frac{L_a}{L_b} = \frac{w}{W} \]  
\[ \frac{d(x)}{w} = \frac{x}{L_a}, \quad d(x) = \frac{wx}{L_a} \]  
\[ A(x) = \frac{wx}{L_a} \times T \]  
\[ L_a = \frac{wL}{W - w} \]

The different parameters can be seen in Figure 6. The thickness of the geometry is here set to an arbitrary value of \( T = 1 \). Now we calculate the displacement which is induced for a fixed pressure (kept constant over the width of the element)

\[ \delta = \int_{L_a}^{L_b} \frac{PL_a}{EA(x)} dx = \frac{PL_a}{Ew} \int_{L_a}^{L_b} \frac{1}{x} dx = \frac{PL_a}{Ew} \ln \left( \frac{L_b}{L_a} \right) = \frac{PL}{E(W - w)} \ln \left( \frac{W}{w} \right) \]

As the spring constant \( D \) is proportional to the load an the displacement induced by this load one finds:
\[
D = \frac{P}{\delta} = \frac{E(W - w)}{L(\ln(W/w))}
\] (10)

As a check we can calculate the well known result for a rod like structure. Using the above equation and the rule of L'Hopital one gets for \(W \rightarrow w\):

\[
\lim_{W/w \rightarrow 1} E \left( \frac{W}{w} - 1 \right) \frac{w}{L \ln(W/w)} \approx \lim_{W/w \rightarrow 1} \frac{Ew}{L} \left( \frac{1}{1/(W/w)} \right) \approx \frac{Ew}{L}
\] (11)

This is the result one would also expect for a simple bar. To keep a fixed spring constant on a double cone for a changed cone length \(L\) to \(L'\) we find the relation:

\[
\frac{L'}{L} = \frac{W' - w' \ln \frac{W}{w}}{W - w \ln \frac{W}{w'}}
\] (12)

Here we see that the changed length scaling can not directly be translated into an changed width, but the Young’s modulus cancels out of this equation, making it independent of the constituent material. In the same fashion a calculation for conduction of each element can be performed, leading to the same equation relating the length \(L\) and \(L'\) with each other.

### 3.2 Different Parameters for the Lattice Transformation Cloak.

In this part of the appendix various other tests on the lattice transformation approach are performed. We divide the different tests into three main sub categories, namely testing the cloaks under different loading condition, changing the underlying transformation, and changing the initial material which is then transformed. This will give a good overview on how general the approach is, and what kind of performance is expected for different conditions. The comparison of different transformations and initial materials will give a hint on how the general realizations on the parameters scale regarding the cloak performance.

**Changing the loading condition**

In order to determine the general performance of the lattice transformation cloak, we have performed numerical calculations for different loading conditions. We have seen that the cloak works nicely for one particular loading direction, namely along the \(x\)-direction as shown in section 3.2. As we have performed the procedure on a hexagonal lattice there are two principle directions which are distinct from each other. As we have probed one of the directions in the main text, we can probe the other one by rotating the loading conditions (or the geometry) by 90°. Applying the same pressure and the same sliding boundary conditions on the boundaries we can probe the cloak under a rotation of 90°. The results of the calculations are plotted in the same manner and on the same scale as for the unrotated loading, see Figure 7. One can nearly see no difference in the performance of the cloak, only comparing the \(\Delta\) values allows to reveal slight differences. We can conclude
that the cloak works for loading conditions rotated from the initial direction by an angle of $0^\circ, 30^\circ, 60^\circ, ... 360^\circ$. As the cloak has nearly the same performance for at least all given angles before, and assuming a smoothly varying behavior between these angles, the cloak probably maintains its performance for all angles in general. This means that the cloak works at least for 12 different directions and is thus multi- if not omni-directional.

As we have sliding boundary conditions orthogonal to the loading direction, we probe the material in a way revealing mainly the bulk modulus of the material. The sliding boundaries transfer the unidirectional loading more into a compression type experiment. To be able to compare this behavior to other boundary conditions, one can think of various different ways of loading. To be able to compare the different loading situations, we will limit ourselves to some characteristic experiments. As a first example one can remove the sliding boundaries and set those boundaries to move freely. This is an experiment probing mainly the Young’s modulus of the structure. The resulting calculations can be seen in Figure 8. Here the loading direction is along $x$ and the upper and lower boundaries have no constraints. Even for the homogeneous material we get a strain along $x$. 

Figure 7: The same plot as Figure 3.12, but for loading conditions rotated by $90^\circ$. The cloak still shows an excellent performance close to the unrotated loading. The improvement factor of about 29 is comparable to the unrotated loading as well. Previously published in [140].
Figure 8: The same plot as Figure 3.12, but for a Young type of loading. Here the upper and lower boundaries are free to move, as a pressure is applied from the right and left. The deviations $\Delta$ are reduced in the hole case compared to the compression loading, reducing the improvement factor to about 3. Previously published in [140].

the $y$-direction, close in magnitude to the strain along $x$. This is due to the high Poisson’s ratio of this particular effective material approaching $\nu = 0.5$. Considering the obstacle case we find that here a deformation takes place which leads to a deformation of the void and a not uniform deformation along the two shown strain directions. As the material is deformed out of the initial dimensions, as in the homogeneous case, the difference in the strain pattern is not as large as for the bound case. The deviations lead to $\Delta = 91\%$. The cloak recovers the deformation of the homogeneous material still better as the hole and can reduce the deviations by about a factor of 3 to $\Delta = 29\%$. The strains on the outer boundaries are not perfectly homogeneous. Nevertheless the cloak can provide a significant improvement with regard to the deformations in this case.

Comparing the loading under compression, probing the bulk modulus, and unidirectional loading, probing the Young’s modulus, have shown that the lattice transformation cloak can improve the deformations in that it recovers the strain field of a homogeneous material. To probe a further general loading condition, a shear load is applied onto the sample. By applying a force on the top into the positive $x$-direction, and on the bottom into the
negative $x$-direction, while fixing the vertical movements of these boundaries a shear loading is generated. The other boundaries are free to move. This loading leads to a shear like deformation of the effective material as depicted in Figure 9. The homogeneous material reveals the actual expected deformation. The top of the structure has a positive $x$ component of the strain $\epsilon_x$, whereas the opposite is the case at the lower boundary. As we have fixed the top and bottom boundaries in the vertical direction $y$, and we have a finite sample, we get a non zero strain in the $y$-direction on the right and left boundaries. In the obstacle case we find that the displacements along the $x$-direction are enlarged and thus the effective material is softer under shear loading because of the cut out material part in the center. The cloak again reduces this effect to a large extent and can recover the effective material properties of the homogeneous material. The improvement of a factor of about 3 is very similar to the Young’s type of loading.

Considering different loading conditions reveals that the cloak improves the recovery of the strain field in all considered cases, but the effect is most drastic for a compression
type of loading. This is mainly due to the larger deviation of the obstacle case compared to the homogeneous material. The cloak has only small differences of a few % in the different loading conditions.

Changing the transformation

Changing the loading condition reduces the effectiveness of the cloak, but revealing undoubtedly that the cloak shows still a remarkably improvement compared to the obstacle or hole case. The next question would be how the performance of the cloak is changed when changing the transformation parameters. Here one has in general (staying with the Pendry transformation) two different parameters which could be changed, namely the two transformation radii $R_1$ and $R_2$. As the later radius is responsible for the dimension of the cloak, and thus the ratio of the lattice period to the extends of the cloak, it determines how many unitcells take place in the cloaking procedure. As one increases the outer radius, the surrounding of the cloak would change as well, and one would have difficulties in comparing these results to the structures discussed so far. At the same time the numerical constraints are limiting us to a finite number of unitcells to be considered, limiting our variable. This is why we have not changed the radius $R_2$ here. A change in the inner transformation radius $R_1$ does not change the number of considered unitcells, and only changes the size of the inner void. This directly means though that the cells undergo a higher deformation and that the radial compression gets more drastic. A more drastic deformation also leads to longer unitcells, and thus more cells being limited by $W_{\text{max}}$.

As a start one can thus reduce the radius $R_1$ and relax these constraints. Figure 10 shows a cloak with a inner transformation radius of $R_1 = 15 \text{mm}$. We have of cause no change in the homogeneous reference case, but the hole case changed, as there the obstacle radius is also determined by $R_1$. This reduction in the obstacle has smaller strain deviations as a result leading to a reduced $\Delta$ of 264 %. Nevertheless the pattern is still the same, but the maximum strain has reduced to about half of what it has been before. Considering the cloak one can find that the changed transformation has lead to a structure which is showing smaller deformations of the unitcells, and thus it is harder to determine the outer radius $R_2$ by sight. The next feature that directly becomes visible, is the increased central width $W$ towards the center. The more relaxed parameters of coarse lead to a better cloaking performance as before, showing only a deviation of about $\Delta = 6 \%$. Comparing the improvement factor of 41 reveals that the cloak actually performs better, not only on the absolute error, but also on the improvement factor. The cloak improves performance, but the hole to be cloaked also reduces in size which leaves effectively more cloak area to void area or the ratio of the radii is reduced from formerly $R_1/R_2 = 0.5$ to now $R_1/R_2 = 0.25$. One more feature turns up very prominently, namely the stress distribution at the inner radius. Closer observation shows, that the stress is immensely reduced at the innermost double cones and that nearly no stress is present there. The imposed stress is guided around the void in the outer part of the cloak protecting the inner part of the cloak, and the void. This feature can be seen in all of the cloaks, but is most prominent here.
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Figure 10: The same plot as Figure 3.12, but for a changed inner transformation radius of $R_1 = 15\text{mm}$. The hole and the cloak case have changed their geometry, as both depend on the radius $R_1$. Note that the colorscale is always adjusted to the maximum strain obtained, which has been reduced by a factor of 2 compared to Figure 3.12 as the inner radius has been reduced by a factor of 2. Previously published in [140].

A reduction of the inner radius $R_1$ results in an even better cloak regarding the strain deviations and the improvement factor. One has to keep in mind that the ratio of the radii and the resulting space needed to cloak a certain sized object is also an interesting aspect, as one wants to have a large object and a cloak that is as thin as possible. So it is natural to explore the performance increasing the inner transformation radius $R_1$. As the inner radius is bound at the upper side to the larger transformation radius $R_2$, which we would like to keep fixed as described before, we cannot increase the inner radius by a factor of 2. Thus we start by increasing the inner radius in smaller steps of 5mm to first $R_1 = 35\text{mm}$ and later to $R_1 = 40\text{mm}$. This gives a good insight into what one can expect when changing the inner radius. First, an inner transformation radius of $R_1 = 35\text{mm}$ is examined. The resulting hole and cloak structure have been adapted to the changed transformation, depicted in Figure 11. Here the trend goes just the other way, as for a reduction of the inner radius. The absolute errors increase in both cases, as the unitcells
Figure 11: The same plot as Figure 3.12, but for a changed inner transformation radius of $R_1 = 35\text{mm}$. Previously published in [140].

get more deformed. The deviations $\Delta$ increase and the improvement factor is about 31. This shows the general trend as for a reduction of the cloaking shell thickness, the performance in absolute values goes down.

Further increasing the radius to $R_1 = 40\text{mm}$ underlines the dependence of the performance on the transformation parameter. The geometries and outcome of the calculations are shown in Figure 12. Here the transformation is already quite extreme and the cloaking area is reduced, as the ratio of radii is $R_1/R_2 = 2/3 = 0.666$. This leads to a very dense cloaking area and a stronger (smaller) cut of width $W_{\text{max}}$. This can be seen especially on the innermost connecting double cones, which nearly turn into bars in this case. We find that the hole is showing a very large deformation as the $\Delta$ is increasing to about 1476%. This means that we find a very large deformation in the hole case, which we need to compare with the cloak showing only $\Delta = 47\%$. The improvement factor resulting from this is still as large as 31, rendering the performance of the cloak at least comparable to the initial case (showing an improvement factor of 34). The absolute deviation from the homogeneous reference case is though increased by about a factor of 2 showing a larger deviation from the initial homogeneous material.
These results lead to some conclusions regarding the change of the transformation, more precisely the inner transformation radius \( R_1 \). At first the strain field shows larger deviations from the homogeneous reference for increased void size. This is somewhat natural expecting a better cloaking performance for a smaller void, and thus less deviations to start from. Further the cloak shows less extreme deformations of the unitcells, implying a less extreme gradient in the material properties, and thus a smoother geometry, generally connected to a better cloaking performance. A consideration of the improvement factor in comparison to the hole or obstacle case, leads to a slight change (also decreasing with increasing \( R_1 \)) for the different geometries. The cloak did show an improvement factor of about 30 for all considered cloaks. This shows that the strain field can be recovered to a very large extent in all cases. As already pointed out in the beginning there are a lot more options to change the transformation. One could e.g. also change the outer radius \( R_2 \), or use a totally different transformation. As pointed out before, due to numerical constraints these considerations are not done, but might lead to a improved performance, or a tailored solution to a specific problem.

One interesting fact not mentioned so far, is that the cloak is nearly stress free at the inner boundary. This feature prevents forces to penetrate into the inner most unitcells,

**Figure 12:** The same plot as Figure 3.12, but for a changed inner transformation radius of \( R_1 = 40\,nm \). Previously published in [140].
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Figure 13: The same plot as Figure 3.12 with the same transformation radius of $R_1 = 30\text{mm}$. Further the inner part of the cloak is cut out at a radius of $R_{\text{cut}} = 40\text{mm}$. Previously published in [140].

and keeps the void protected. This specific feature could be used in principle to improve a cloaking performance with the regard of void size compared to the strain deviations. A less extreme transformation resulted in a better cloaking performance and the inner part of the cloak is still nearly stress free. This leads to the idea of cutting out part of the inner structure. As nearly no stress is present the performance should not deteriorate dramatically. To be able to compare the results a transformation based on an inner radius of $R_1 = 30\text{mm}$ is chosen and the inner part of the geometry is cut out in a circular fashion with a radius $R_{\text{cut}} = 40\text{mm}$. The cloak thus has a relaxed transformation, but an enlarged void in the central region, allowing to cloak larger objects. The resulting structure and calculations can be seen in Figure 13. The resulting performance is to be compared to the cloaks seen in Figures 3.12 and 12. We can see that the performance decreases as compared to the initial structure without cutting out the inner most part, but has improved in performance as compared to the more drastic transformation with a larger transformation radius $R_2$. The improvement factor has changed comparing it to the hole of $R_1 = 30\text{mm}$ to 23, whereas comparing it to the enlarged hole size, which is actually present, of $R_1 = 40\text{mm}$ one gains on the improvement factor leading to 46.
This is a significant step to consider if searching for the optimum cloak for a certain given problem.

We have thus seen that different cloaks can be designed resulting in every case in an improved strain field recovery compared to the hole case. All of these considerations have taken the same homogeneous material as a starting point and have changed the void to cloaking area.

**Changing the Initial Material**

As the performance of the lattice transformation cloak has been explored with respect to changed transformation schemes, the initial material has not been changed. Initially we have just picked any reasonable combination of the diameters \( w \) and \( W \). To explore if the cloaking performance is linked to the initial material, other homogeneous materials are considered. To simplify the concepts, we have changed the connection diameter \( w \) to larger, and smaller values, but kept the hexagonal lattice here (square lattices do work though, see Appendix Figure 16 and 17), as well as the double conical elements with the constant initial central width \( W = 1 \) mm for all length of elements (see Appendix Figure 18). To compare different materials, we have reduced the connection width to \( w = 0.05 \) mm and then increased it to \( w = 0.8 \) mm. Both cases are just two examples of the infinite number of possible materials based on a periodic lattice, but still give a good hint onto what can be expected when changing the material properties. As the connection width is changed, the transformation is fixed to \( R_2 = 60 \) mm and \( R_1 = 30 \) mm as in the initial case.

Reducing the connection width from \( w = 0.4 \) mm to a much lower value of \( w = 0.05 \) mm will lead to a material which is approaching the bimode material, the counter part of the pentamode material in two dimensions as discussed in Chapter 2.2. To estimate the material properties band structure calculations are performed, and the bulk to shear modulus are extracted, e.g. along the \( \Gamma X \) direction. This has been done for all three materials. The initial material returned a ratio of \( B/G = 40 \), relating to a material comparable to rubber rather than being already a bimode material. A reduction of the connection width to \( w = 0.05 \) mm enlarges the ratio to \( B/G = 1300 \) which definitely qualifies as a bimode material. Considering the opposite case and increasing the connection width to \( w = 0.8 \) mm, thus nearly the same value as the central width, rather normal material properties are found with a ratio of \( B/G = 13 \). By changing the initial material not only the material system one starts of with is alternated, but also the scaling of constant spring constant needs to be adapted. This is why the dependence of the width compared to the length, seen in Figure 3.11, is evaluated for the three different connection widths \( w \). These different dependencies have to be taken into account when creating the cloak. The geometries created in this fashion, for \( w = 0.05 \) mm, are displayed in Figure 14. The strain has increased to very high values for this material, more than 1, leading in an actual sample to a complete filling of the hole structure. As the calculations performed are linear, we can thus still consider this case and compare it quantitatively to the other materials. The strain fields in the homogeneous and cloak geometry are with the set five fold saturation still quite close to zero, and only a slight strain can be seen.
Figure 14: The same plot as Figure 3.12, but for a changed initial material. The connection width is reduced to \( w = 0.05 \text{mm} \), increasing the bulk to shear ratio to \( B/G = 1300 \). Previously published in [140].

on the outer side of the cloak. The deviations have increased to \( \Delta = 2368\% \) for the hole and have also slightly increased for the cloak to \( \Delta = 56\% \). This result means that we can still cloak a void in a material approaching a bimode material. The performance is not as good as in the initial material, but considering the improvement factor of 42, the relative improvement has even gained.

Reducing the connection width has obviously not hindered the cloak’s performance in a significant way. It is thus interesting to consider a more natural and normal material. As described we have increased the connection width to \( w = 0.8 \text{mm} \) in the initial material. This reduces the bulk over shear modulus by two orders of magnitude and comes close to a material consisting of bar shaped elements. The resulting geometries, created as described earlier, can be seen in Figure 15. Here, just opposite of the decreasing width \( w \) case, the initial material gets more rigid and the induced strain is below one percent. As the shear modulus is enlarged in this material the hole case gets more stable and the deviations from the homogeneous sample are reduced to about \( \Delta = 244\% \). The cloak has a deviation of \( \Delta = 19\% \), leading to an improvement factor of about 13. This improvement is reduced
as compared to the initial or even the bimode material, but is still a large improvement considering the already reduced effect in the hole case.

The choice of different materials the lattice transformation cloak is based on, can change the performance of the cloak. The two shown examples prove that the concept of lattice transformation cloaking leads to a significant improvement for a variety of material systems, and is not limited to bimode materials. Here only hexagonal lattices are shown, but this concept should work in principle for all kind of lattice periodic materials, and seems to be also robust against changed material parameters in the cloaking region. In the Figures 16 and 17 a square lattice for different transformations is shown.

Here the deviation on the hole sample is more localized at the center and extends to about the width of the hole. The cloak though can guide the forces around the hole’s site and perform comparable to the hexagonal design. As there are only a few lattice symmetries which can cover up the whole space only the triangular lattice is missing in this parameter sweep, but as it is related to the hexagonal lattice we assume no further gained insight by considering this lattice symmetry as a material system. As the hexagonal as well as the
Figure 16: Lattice transformation cloak with $R_2 = 60\text{mm}$ and $R_1 = 30\text{mm}$, but for a square lattice.

square lattices have performed comparably and only deviated slightly in their performance we consider the approach to work for both of the initial lattice structures.
3. Additional Information on the Lattice Transformation Cloak

Figure 17: Lattice transformation cloak with $R_2 = 60$mm and $R_1 = 20$mm, but for a square lattice.
To reduce the complexity of the design, one possible way is to place elements with the same width than the initial material everywhere in the cloak or even take bars for all of the elements, not changing the performance dramatically, rendering the concept very simple and useful for truss and scaffold systems or situations, where these simplifications are still performing good enough for a certain task, and simplifying the design.

**Figure 18**: Lattice transformation cloak with $R_2 = 60\text{mm}$ and $R_1 = 30\text{mm}$. Here all central connection are fixed and the same $W = W' = 1\text{mm}$. The performance has not significantly changed from the adjusted width $W'$. This suggests, that the design is not sensitive at all to width changes, and rather is based on the directions and angle the different elements inscribe.

One can see in Figure 18 how this kind of cloak performs. The resulting performance is comparable to the adapted width case in the main text.
Additional Measurements on Other Transformations

To evaluate the performance of the cloaks further with regard to the measurement we have fabricated further structures for different transformation radii. As the sensibility of our measurement does not allow to detect the reasonable cloaking performance for smaller deviations, the radius $R_1$ was increased. As the constituent material of a new batch of VeroGrey is used the material is apparently stiffer leading to deviations especially prominent in the hole case.

![Figure 19: Measurement of a lattice transformation cloak with $R_2 = 60$mm and $R_1 = 35$mm. The cloaking performance is comparable to the simulations. The hole sample is though stiffer than expected, eventually caused by a new batch of printing polymer.](image)

Comparing the two measurements depicted in Figure 19 and 20 show the trend of slightly decreased cloaking performance as the transformation radius increases. This is even more prominent for the hole case. Both designs show a good improvement in the deformation as compared to the hole. Comparing the reference with the numerical calculations reveals that the boundary conditions are not perfect and friction is present at the top and bottom surface. There is also some movement along the vertical direction leading to strain along $\epsilon_y$. 
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Figure 20: Measurement of a lattice transformation cloak with $R_2 = 60\text{mm}$ and $R_1 = 40\text{mm}$. Here the cloaking performance is close to the expected values. The hole case again is not showing a deformation as large as expected.

The cloaking concept can thus be applied to different settings and for various possible parameters of the transformation or the initial material. The theoretical concept is validated by numerical calculations as well as experiments.
Pulse-Shape Incident in the Dynamic Considerations

After the additional data shown for the static simulations and measurements dynamic considerations are performed. To be able to send a pulse into the mechanical domain, a displacement is assigned onto one boundary of the simulation space. The pulse is consisting of a sinusoidal enveloped by a gaussian as:

$$u(t) = A \times \sin(\omega t) \times \exp(-\frac{(t - t_0)^2}{2\sigma^2})$$  \hspace{1cm} (13)

The absolute amplitude $A$ was set to 1. The pulse is further shifted in time by $t_0 = 0.5\, \text{s}$ to be incident only at finite times. The displacement over time is plotted in Figure 21 for a frequency of $\omega = 80\, \text{Hz}$ and a width of $\sigma = 0.1$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure21.png}
\caption{Pulse shape of the dynamic evaluation of the lattice transformation cloak. The amplitude is plotted over time.}
\end{figure}
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4 D - Material Information

4.1 IP Photoresists

**Data Sheet**

**IP-Photoresists**

Nanoscribe’s family of negative-tone IP-photoresists is specifically designed for the demands of true 3D laser lithography by two-photon polymerization (2PP). IP-photoresists provide extraordinary resolution and high mechanical stability for structures in the micro and sub-micron range.

IP-L and IP-L 780 are the liquid photoresist formulations showing the highest resolution achieved so far in combination with Nanoscribe’s laser lithography systems Photonic Professional (see Figure 2).

IP-G and IP-G 780 are the corresponding gel formulations of the acrylic photoresist. The high viscosity makes this resist ideal for complex writing tasks with arbitrary writing sequences and minimum feature sizes on the micro- and sub-micrometer scale (see Figure 2).

IP-Dip is the specially designed photoresist for Nanoscribe’s novel Dip-in Laser Lithography (DILL) technology. IP-Dip serves as immersion and photosensitive material at the same time by dipping the microscope objective into this liquid photoresist. Due to its refractive index matched to the focusing optics IP-Dip guarantees ideal focusing and hence highest resolution for DILL (see Figure 2).

**Features**

- Feature sizes down to 150 nm
- Low proximity effect
- Low stress
- Little shrinkage
- Good adhesion on glass substrates
- Easy handling: drop-casting of the photoresist

<table>
<thead>
<tr>
<th>Features</th>
<th>IP-L (780)</th>
<th>IP-G (780)</th>
<th>IP-Dip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refractive Index</td>
<td>L.48</td>
<td>L.50</td>
<td>L.52</td>
</tr>
<tr>
<td>at 780 nm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unexposed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Process</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Cast process</td>
<td>drop-casting</td>
<td>drop-casting or spin-casting</td>
<td>drop-casting</td>
</tr>
<tr>
<td>Exposure</td>
<td>780 nm for 21s</td>
<td>780 nm for 21s</td>
<td>780 nm for 21s</td>
</tr>
<tr>
<td>Postbake</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Developer</td>
<td>POMCA / 3IA</td>
<td>POMCA / 3IA</td>
<td>POMCA / 3IA</td>
</tr>
</tbody>
</table>

Fig.1: Woodpile structures consisting of parallel rods stacked upon another. The center-to-center rod distance is varied from 1.5 µm to 0.4 µm in steps of 100 nm. Resist: IP-L.

Fig.2: Eiffel tower, written with Photonic Professional (scale 1:3,000,000). Resist: IP-G.

**Figure 22: IP Photoresist**
4. **D - Material Information**

**IP-Photoresists**

**RESOLUTION**
- Down to 600 nm laterally in 3D
- 2½ D structuring with enormous design freedom
- 2D structuring with feature sizes down to 100 nm and resolution down to 300 nm
- DILL: Abbreviation constant writing in liquid resists for ultra-high and precise microstructures even on opaque substrates

**APPLICATIONS**
- Photonic crystals
- Photonic wire bonds
- Micro-optics
- Micro-/nano-fluidics
- Biomimetics
- Ultralight materials
- Mechanical metamaterials
- Scaffolds and tissue engineering
- Micro rapid prototyping
- And many others...

**REFERENCES**

![Figure 23: IP Photoresist](image)

**CONTACT**
- Nanocrystix GmbH
- Hermann-von-Helmholtz-Platz 1
- 53446 Eggenstein-Leopoldshafen
- Germany
- Tel: +49 721 60 88 46
- Fax: +49 721 60 88 48
- E-Mail: sales@nanocrystix.de
- Web: www.nanocrystix.de
4.2 Full-Cure Printing Materials

Support Your Application
- Choice of materials enables a wide variety of applications
- Excellent surface smoothness and fine details of the cured model
- Instant curing models ready to use
- Diversified Finishing
- Environmental Safety
- Easy to remove gel-like support material for all modeling materials

Figure 24: 3D printer materials
Support your Applications

Objet’s FullCure® Materials family of proprietary acrylic-based photopolymer materials enables Objet users to create highly accurate, finely detailed 3D models and parts for a wide range of Rapid Prototyping and Rapid Manufacturing applications. Based on Objet PolyJet™ Technology, FullCure materials produce fully cured models than can be handled immediately after being built. The wide variety of materials within the FullCure materials family, including transparent, colored, opaque, flexible and rigid properties, enables models that meet a wide range of fit, form, and functional requirements. FullCure Support material, used in combination with any FullCure Model material enables models with an unlimited array of complex geometries, including overhangs and undercuts. This gel-like support material, is easily removed with a water-jet or by hand.

FullCure Supports material, used in combination with any FullCure Model material enables models with an unlimited array of complex geometries, including overhangs and undercuts. This gel-like support material, is easily removed with a water-jet or by hand. FullCure model materials currently include the following families:

- **General Purpose Family**
  - General Purpose
  - Transparent - FullCure720 General-purpose transparent material, offering excellent properties including Tensile Strength of 60 MPa, Modulus of Elasticity of 2700 MPa, Elongation at Break of 20%, Flexural Strength of 76 MPa, Flexural Modulus of 1718 MPa, Izod Notched Impact of 24 ft lb/in, Shore Hardness of 83, Rockwell Hardness of 52, HDT at 0.45 MPa of 48°C, HDT at 1.82 MPa of 44°C, Tg of 49°C.
  - Rigid - FullCure303 Rigid material with excellent properties including Tensile Strength of 72 MPa, Modulus of Elasticity of 3100 MPa, Elongation at Break of 16%, Flexural Strength of 97 MPa, Flexural Modulus of 2173 MPa, Izod Notched Impact of 28 ft lb/in, Shore Hardness of 90, Rockwell Hardness of 81, HDT at 0.45 MPa of 62°C, HDT at 1.82 MPa of 54°C, Tg of 50°C.
  - Flexible - FullCure802 Flexible material with excellent properties including Tensile Strength of 48 MPa, Modulus of Elasticity of 1500 MPa, Elongation at Break of 160%, Flexural Strength of 69 MPa, Flexural Modulus of 1338 MPa, Izod Notched Impact of 15 ft lb/in, Shore Hardness of 28, Rockwell Hardness of 63, HDT at 0.45 MPa of 36°C, HDT at 1.82 MPa of 42°C, Tg of 37°C.

- **Durus Family**
  - DurusWhite - FullCure430 Polypropylene-like Material addressing a broad range of applications requiring polypropylene-like appearance, flexibility, strength and toughness. Properties include: Notched Impact of 10 ft lb/in, Elongation at break of 60% and Flexural Modulus of 1028 MPa.

- **Vero Family**
  - Opaque rigid materials offering toughness, dimensional stability and great detail visualization.

- **Tango Family**
  - Rubber-like flexible materials with various levels of elasticity. Elongation at break of 47% and 218%, Hardness Shore A values of 27, 61 and 75.

---

**Figure 25: 3D printer materials**
### VeroWhite - FullCure830

<table>
<thead>
<tr>
<th>Property</th>
<th>ASTM</th>
<th>Metric</th>
<th>Imperial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength</td>
<td>D-638-03</td>
<td>MPa 50 psi</td>
<td>7221 N/mm²</td>
</tr>
<tr>
<td>Modulus of Elasticity</td>
<td>D-638-04</td>
<td>MPa 2495 psi</td>
<td>361775 N/mm²</td>
</tr>
<tr>
<td>Elongation at Break</td>
<td>D-638-05</td>
<td>% 20%</td>
<td>20%</td>
</tr>
<tr>
<td>Flexural Strength</td>
<td>D-790-03</td>
<td>MPa 75 psi</td>
<td>10817 N/mm²</td>
</tr>
<tr>
<td>Flexural Modulus</td>
<td>D-790-04</td>
<td>MPa 2137 psi</td>
<td>309865 N/mm²</td>
</tr>
<tr>
<td>Notched Impact</td>
<td>D-256-06</td>
<td>J/m 24 ft/lb</td>
<td>0.45 J/mm²</td>
</tr>
<tr>
<td>Hardness (D)</td>
<td>D Scale</td>
<td>83 Scale D</td>
<td>83 Scale D</td>
</tr>
<tr>
<td>Rockwell Hardness</td>
<td>M Scale</td>
<td>81 Scale M</td>
<td>81 Scale M</td>
</tr>
<tr>
<td>HDT at 0.45 MPa</td>
<td>D-648-06</td>
<td>˚C 43 ˚F</td>
<td>109 °C</td>
</tr>
<tr>
<td>HDT at 1.82 MPa</td>
<td>D-648-07</td>
<td>˚C 40 ˚F</td>
<td>104 °C</td>
</tr>
<tr>
<td>Tg DMA, E”</td>
<td>-</td>
<td>˚C 58 ˚F</td>
<td>136 °C</td>
</tr>
<tr>
<td>Ash Content</td>
<td>USP 28%</td>
<td>% &lt;0.3</td>
<td>% &lt;0.3</td>
</tr>
<tr>
<td>Water Absorption</td>
<td>D570-98-24 Hr</td>
<td>% 1.18</td>
<td>% 1.15</td>
</tr>
</tbody>
</table>

### VeroBlue - FullCure840

<table>
<thead>
<tr>
<th>Property</th>
<th>ASTM</th>
<th>Metric</th>
<th>Imperial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength</td>
<td>D-638-03</td>
<td>MPa 55 psi</td>
<td>7990 N/mm²</td>
</tr>
<tr>
<td>Modulus of Elasticity</td>
<td>D-638-04</td>
<td>MPa 2740 psi</td>
<td>397300 N/mm²</td>
</tr>
<tr>
<td>Elongation at Break</td>
<td>D-638-05</td>
<td>% 20%</td>
<td>20%</td>
</tr>
<tr>
<td>Flexural Strength</td>
<td>D-790-03</td>
<td>MPa 84 psi</td>
<td>12122 N/mm²</td>
</tr>
<tr>
<td>Flexural Modulus</td>
<td>D-790-04</td>
<td>MPa 1983 psi</td>
<td>287535 N/mm²</td>
</tr>
<tr>
<td>Notched Impact</td>
<td>D-256-06</td>
<td>J/m 24 ft/lb</td>
<td>0.40 J/mm²</td>
</tr>
<tr>
<td>Hardness (D)</td>
<td>D Scale</td>
<td>83 Scale D</td>
<td>83 Scale D</td>
</tr>
<tr>
<td>Rockwell Hardness</td>
<td>M Scale</td>
<td>81 Scale M</td>
<td>81 Scale M</td>
</tr>
<tr>
<td>HDT at 0.45 MPa</td>
<td>D-648-06</td>
<td>˚C 49 ˚F</td>
<td>120 °C</td>
</tr>
<tr>
<td>HDT at 1.82 MPa</td>
<td>D-648-07</td>
<td>˚C 45 ˚F</td>
<td>113 °C</td>
</tr>
<tr>
<td>Tg DMA, E”</td>
<td>-</td>
<td>˚C 49 ˚F</td>
<td>120 °C</td>
</tr>
<tr>
<td>Ash Content</td>
<td>USP 28%</td>
<td>% &lt;0.3</td>
<td>% &lt;0.3</td>
</tr>
<tr>
<td>Water Absorption</td>
<td>D570-98-24 Hr</td>
<td>% 1.18</td>
<td>% 1.15</td>
</tr>
</tbody>
</table>

### VeroBlack - FullCure870

<table>
<thead>
<tr>
<th>Property</th>
<th>ASTM</th>
<th>Metric</th>
<th>Imperial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength</td>
<td>D-638-03</td>
<td>MPa 51 psi</td>
<td>7352 N/mm²</td>
</tr>
<tr>
<td>Modulus of Elasticity</td>
<td>D-638-04</td>
<td>MPa 2192 psi</td>
<td>317840 N/mm²</td>
</tr>
<tr>
<td>Elongation at Break</td>
<td>D-638-05</td>
<td>% 18%</td>
<td>18%</td>
</tr>
<tr>
<td>Flexural Strength</td>
<td>D-790-03</td>
<td>MPa 80 psi</td>
<td>11542 N/mm²</td>
</tr>
<tr>
<td>Flexural Modulus</td>
<td>D-790-04</td>
<td>MPa 2276 psi</td>
<td>330020 N/mm²</td>
</tr>
<tr>
<td>Notched Impact</td>
<td>D-256-06</td>
<td>J/m 24 ft/lb</td>
<td>0.45 J/mm²</td>
</tr>
<tr>
<td>Hardness (D)</td>
<td>D Scale</td>
<td>83 Scale D</td>
<td>83 Scale D</td>
</tr>
<tr>
<td>Rockwell Hardness</td>
<td>M Scale</td>
<td>49 Scale M</td>
<td>49 Scale M</td>
</tr>
<tr>
<td>HDT at 0.45 MPa</td>
<td>D-648-06</td>
<td>˚C 47 ˚F</td>
<td>117 °C</td>
</tr>
<tr>
<td>HDT at 1.82 MPa</td>
<td>D-648-07</td>
<td>˚C 43 ˚F</td>
<td>109 °C</td>
</tr>
<tr>
<td>Tg DMA, E”</td>
<td>-</td>
<td>˚C 56 ˚F</td>
<td>134 °C</td>
</tr>
<tr>
<td>Ash Content</td>
<td>USP 28%</td>
<td>% 0.3</td>
<td>% 0.3</td>
</tr>
<tr>
<td>Water Absorption</td>
<td>D570-98-24 Hr</td>
<td>% 1.18</td>
<td>% 1.15</td>
</tr>
</tbody>
</table>

### VeroGray - FullCure850

<table>
<thead>
<tr>
<th>Property</th>
<th>ASTM</th>
<th>Metric</th>
<th>Imperial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength</td>
<td>D-638-03</td>
<td>MPa 60 psi</td>
<td>8700 N/mm²</td>
</tr>
<tr>
<td>Modulus of Elasticity</td>
<td>D-638-04</td>
<td>MPa 3000 psi</td>
<td>435000 N/mm²</td>
</tr>
<tr>
<td>Elongation at Break</td>
<td>D-638-05</td>
<td>% 15%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Flexural Strength</td>
<td>D-790-03</td>
<td>MPa 95 psi</td>
<td>13775 N/mm²</td>
</tr>
<tr>
<td>Flexural Modulus</td>
<td>D-790-04</td>
<td>MPa 300 psi</td>
<td>435000 N/mm²</td>
</tr>
<tr>
<td>Notched Impact</td>
<td>D-256-06</td>
<td>J/m 25 ft/lb</td>
<td>0.50 J/mm²</td>
</tr>
<tr>
<td>Hardness (D)</td>
<td>D Scale</td>
<td>86 Scale D</td>
<td>86 Scale D</td>
</tr>
<tr>
<td>Rockwell Hardness</td>
<td>M Scale</td>
<td>49 Scale M</td>
<td>49 Scale M</td>
</tr>
<tr>
<td>HDT at 0.45 MPa</td>
<td>D-648-06</td>
<td>˚C 47 ˚F</td>
<td>117 °C</td>
</tr>
<tr>
<td>HDT at 1.82 MPa</td>
<td>D-648-07</td>
<td>˚C 45 ˚F</td>
<td>113 °C</td>
</tr>
<tr>
<td>Tg DMA, E”</td>
<td>-</td>
<td>˚C 56 ˚F</td>
<td>134 °C</td>
</tr>
<tr>
<td>Ash Content</td>
<td>USP 28%</td>
<td>% 0.3</td>
<td>% 0.3</td>
</tr>
<tr>
<td>Water Absorption</td>
<td>D570-98-24 Hr</td>
<td>% 1.18</td>
<td>% 1.15</td>
</tr>
</tbody>
</table>

**Figure 26:** 3D printer materials
### Tango

#### TangoBlack - FullCure970

<table>
<thead>
<tr>
<th>Property</th>
<th>ASTM</th>
<th>Metric</th>
<th>Imperial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength</td>
<td>D-412</td>
<td>MPa</td>
<td>2 psi</td>
</tr>
<tr>
<td>Elongation at Break</td>
<td>D-412</td>
<td>%</td>
<td>48 %</td>
</tr>
<tr>
<td>Compressive Set</td>
<td>D-395</td>
<td>%</td>
<td>1 %</td>
</tr>
<tr>
<td>Shore A Hardness</td>
<td>D-2240</td>
<td>Scale A</td>
<td>61 Scale A</td>
</tr>
<tr>
<td>Tensile Tear Resistance</td>
<td>D-624</td>
<td>kg/cm</td>
<td>21 Lb/in</td>
</tr>
<tr>
<td>Tg DSC (-80˚C+100˚C)</td>
<td>°C</td>
<td>-11 ˚F</td>
<td>13</td>
</tr>
</tbody>
</table>

#### TangoGray - FullCure950

<table>
<thead>
<tr>
<th>Property</th>
<th>ASTM</th>
<th>Metric</th>
<th>Imperial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength</td>
<td>D-412</td>
<td>MPa</td>
<td>1.5 psi</td>
</tr>
<tr>
<td>Modulus of Elasticity at 20% Strain</td>
<td>D-413</td>
<td>MPa</td>
<td>0.1 psi</td>
</tr>
<tr>
<td>Modulus of Elasticity at 30% Strain</td>
<td>D-414</td>
<td>MPa</td>
<td>0.2 psi</td>
</tr>
<tr>
<td>Modulus of Elasticity at 50% Strain</td>
<td>D-415</td>
<td>MPa</td>
<td>0.3 psi</td>
</tr>
<tr>
<td>Elongation at Break</td>
<td>D-412</td>
<td>%</td>
<td>218 %</td>
</tr>
<tr>
<td>Compressive Set</td>
<td>D-395</td>
<td>%</td>
<td>4 %</td>
</tr>
<tr>
<td>Shore A Hardness</td>
<td>D-2240</td>
<td>Scale A</td>
<td>27 Scale A</td>
</tr>
<tr>
<td>Tensile Tear Resistance</td>
<td>D-624</td>
<td>kg/cm</td>
<td>3 Lb/in</td>
</tr>
<tr>
<td>Tg DSC (-80˚C+100˚C)</td>
<td>°C</td>
<td>3 ˚F</td>
<td>37</td>
</tr>
</tbody>
</table>

### About Objet Geometries

Objet Geometries Ltd., the innovation leader in 3D printing, develops, manufactures and globally markets an ultra-thin-layer, high-resolution 3D printing systems and materials that utilize PolyJet™ polymer jetting technology, to print ultra-thin, highly detailed 3D parts.

The market proven Eden™ line of 3D Printing Systems and the Alaris™ 3D desktop printer are based on Objet’s patented office-friendly PolyJet™ Technology. The Conex™ family is based on Objet’s PolyJet Matrix™ Technology, which jet multiple model materials simultaneously and creates composite Digital Materials™ on the fly. All Objet systems use Objet’s FullCure® materials to create accurate, clean, smooth, and highly detailed 3D parts.

Objet’s solutions enable manufacturers and industrial designers to reduce cost of product development and dramatically shorten time-to-market of new products. Objet systems are in use by world leaders in many industries, such as automotive, electronics, toy, consumer goods, and footwear industries in North America, Europe, Asia, Australia, and Japan.

Founded in 1998, Objet serves its growing worldwide customer base through offices in USA, Europe and Hong Kong, and a global network of distribution partners. Objet owns more than 50 patents and patent pending inventions. Visit www.objet.com.

---

Figure 27: 3D printer materials
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