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Introduction

“Yesterday’s sensation is today’s calibration.” — R. P. Feynman
“. . . and tomorrow’s background.” — V. L. Telegdi

The standard model of particle physics has defied all challenges of the last few years
and has been established with great success and precision. The first run of the Large
Hadron Collider (LHC), the most powerful particle collider built to date, enabled precise
measurements of particle properties and the discovery of the last missing piece of the
standard model, the Higgs boson. Although the standard model seems to be complete
now, a lot of questions are still unanswered. A couple of measurements deviate from the
standard model predictions and hint that new physics must play a role. One key role in
the standard model is played by the top quark, the heaviest known elementary particle.
Due to its high mass the top quark is supposed to play an important role in electroweak
symmetry breaking.

The recently finished shutdown phase of the LHC, required for the upgrade of the
center-of-mass energy, was used to precisely analyze the currently available data and
measure interesting observables with great scrutiny and precision to refine and prepare
the state-of-the-art for the current Run II of the LHC. This thesis attempts to improve
the understanding of the electroweak production of single top quarks. The electroweak
production of single top quarks is a unique process which allows a detailed study of
the electroweak force and the properties of the top quark, e.g its polarization. The
measurement of the single top quark cross section allows to constrain the magnitude of
the CKM matrix element Vtb, which can be used to exclude the existence of a possible
fourth generation.

Since the establishment of single top quark production, in 2009 at the Tevatron, a
vast amount of data has now been collected at the LHC. This enables a detailed study
of top quark physics, even in single top quark production which has changed from
yesterday’s signal to precision measurement and calibration and will play an important
role in future searches for Higgs boson production in association with single top quarks.

This thesis introduces the theory of single top quark production and describes the
cross section and property measurements performed by the CMS Collaboration in the
context of the work performed during the creation of this thesis. The main focus of this
thesis lies on the description of a differential cross section measurement of the top quark
transverse momentum pT and rapidity |y| in the single top quark t-channel production
mode. The analysis employs a multivariate technique, i.e. a neural network, to separate
signal from background events with similar topologies and to create a signal enriched
dataset. Detector reconstruction effects and selection efficiencies are corrected for with
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INTRODUCTION

an unfolding method. Predictions from several Monte Carlo generators are compared
with the corrected measured distributions. Differential measurements are well suited to
establish the accuracy of current Monte Carlo generators and simulation techniques and
to look for deviations from known physics.

This thesis is structured as follows: First a brief introduction to the theoretical framework
of particle physics is given in Chapter 1. The current experimental status of single top
quark measurements with contributions made in the scope of this thesis is summarized
in Chapter 2. The experimental setup, consisting of the accelerator and detector, is
described in Chapter 3. The reconstruction and simulation of the involved processes
and particles are described at the end of Chapter 3 and in Chapter 4, respectively. The
selection of particularly interesting events is described in Chapter 5. Chapter 6 de-
scribes the utilized neural network technique to further discriminate between signal and
background events. In Chapter 7 a brief introduction and description of the unfolding
procedure used to correct detector resolution and selection efficiencies is given. The
background estimation and consistency checks are described before the systematic un-
certainties and the result itself are discussed. Finally, a summary and outlook is given
in Chapter 8.

For the sake of simplicity natural units are used in the following, h̄ = c = 1.

2



1. Theoretical Framework

Three of the four known fundamental forces are described by the standard model (SM)
of particle physics. The SM is a quantum field theory which describes the interaction of
elementary particles with the electromagnetic, weak and strong force. No current known
framework allows to include the fourth fundamental force, gravity, for which only a
classical field theory is known [1], into a so-called Theory of Everything. Although
the SM correctly describes reasonably well most experimental observations made at
colliders, recent cosmological measurements have shown that only around 4% of the
matter in our universe is explained by the SM. The SM can not explain the bulk of matter
and energy for which there is very strong evidence from cosmological observations: dark
matter and dark energy [2]. Despite its shortcomings, the SM has been very successful
in predicting particles and their properties before their discoveries. The most recent and
exciting discovery was that of the Higgs boson [3,4], the last missing piece of puzzle in a
self-coherent theory with massive particles.

In the following, a brief introduction to the SM is given. A more detailed introduc-
tion can be found in Ref. [5], an introduction focused on the theoretical foundations
in Ref [6]. The historical development of quantum field theories and the SM is nicely
summarized in Ref. [7].

1.1. Standard Model of Particle Physics

The dynamics of the elementary particles and fields of the SM are described by a La-
grangian. The symmetries of the SM are described by the Lie group SU(3)C × SU(2)L ×
U(1)Y. According to Noether’s theorem [8] every global symmetry of the Lagrangian
implies the conservation of a charge. The gauge symmetries of the SM lead to the con-
servation of the color charge (C), the weak isospin charge (L) and the weak hypercharge
(Y). The unification of the weak and electromagnetic interaction was described by the
Glashow-Weinberg-Salam theory [9–11].
The Lagrangian of the SM consists of the following four terms

L = LYang−Mills + LFermions + LHiggs + LYukawa , (1.1)

which describe the dynamics of the gauge bosons (LYang−Mills) and fermions (LFermions)
for the unbroken symmetry as well as the Higgs field (LHiggs) and mass terms from the
electroweak symmetry breaking (LYukawa).

3



1. Theoretical Framework

The Yang-Mills term describes the free propagation of the gauge bosons and their self
interactions. Since observed particles are massive and local gauge invariance forbids the
addition of a mass term, a different concept has to be used to add massive particles to
the SM. The last two terms introduced by electroweak symmetry breaking (EWSB) and
the Higgs mechanism are explained in Section 1.1.2.

1.1.1. Fermions and Bosons

Each elementary particle has an internal quantum number called spin. Elementary
particles are either of integer spin, e.g 0 or 1, or half integer spin, e.g 1

2 . Particles with
integer spin are mediators of forces and called bosons. All gauge particles are bosons.
Particles with half integer spin are called fermions.

Fermions

Fermions obey the Pauli principle, which forbids that two fermions can occupy the same
quantum state. Fermions are classified into leptons and quarks. Leptons interact via the
electroweak interaction, quarks via the strong and electroweak interaction. The leptons
and quarks are grouped into three generations with a mass hierarchy. Each generation
consists of two quarks, up and down type, a charged lepton and a corresponding neu-
trino. Neutrinos only interact via the weak force. The properties of the three generations
are given in Table 1.1. The corresponding anti-particles are not listed, they have the
same quantum numbers but opposite charge.

Quarks have an electric charge of either 2/3 in units of the elementary charge e like the
up, charm and top quark; or −1/3 like the down, strange and bottom quark. Outside
hadrons quarks can not exist alone due to color confinement. When two quarks are
beginning to separate, the gluon field between them forms strings of color charge which
hold them together like a rubber band. Near each other quarks are asymptotically free.
Each quark has a color charge which is either red, green or blue. Anti-quarks carry
the corresponding anti-color. Together with gluons, the gauge bosons of the strong
interaction, the quarks make up composite fermions called hadrons. Composites of
quarks have to be colorless. Hadrons with two quarks are called mesons, e.g. kaons and
pions. Hadrons made up of three quarks are called baryons, e.g. protons or neutrons.
The dynamics of quarks and gluons are described by quantum chromodynamics (QCD).

Fermion masses in the SM are free parameters, the values are not predictable and
have to be measured. The masses of the fermions increase with each generation. Why
such a mass hierarchy exists in the SM is still an open question in particle physics.

The observation of neutrino oscillations shows that neutrinos must have non-vanishing
masses as well [12]. The latest data from the Planck satellite [2] underpins the obser-
vation that neutrinos come in three generations. Together with observations from
other telescopes the mass of all three known neutrinos is constrained to be less than
0.21 eV. The KATRIN experiment [13] will measure the upper bound of the electron

4



1.1. Standard Model of Particle Physics

Table 1.1.: List of fermions in the standard model and their properties. The three
generations of quarks and leptons, their masses and electric charges are
shown [12]. The top quark mass is taken from Ref. [14]. Electric charges are
given in units of the elementary charge e. Anti-particles have opposite charge.

Name Symbol Electric Charge [e] Mass [MeV]

up quark u + 2
3 2.3+0.7

−0.5
down quark d − 1

3 4.8+0.5
−0.3

electron e −1 0.511
electron neutrino νe 0 < 2.2 · 10−6

charm quark c + 2
3 (1.275± 0.025) · 103

strange quark s − 1
3 95± 5

muon µ −1 105.7
muon neutrino νµ 0 < 0.17

top quark t + 2
3 (173.34± 0.76) · 103

bottom quark b − 1
3 (4.18± 0.03) · 103

tau τ −1 1776.82± 0.16
tau neutrino ντ 0 < 15.5

anti-neutrino mass in the next few years and probably will give a hint how the hierarchy
of the neutrino mass eigenstates is ordered.

Bosons

Bosons are integer spin particles, i.e. their behavior is described by Bose-Einstein
statistics. The bosons governing the interactions of the SM are the photon, the neutral
Z0 boson, the charged W+ and W− bosons and the eight gluons. In addition, the Higgs
boson is a remanent scalar with spin 0 of the Higgs mechanism, described in Section 1.1.2.

Photons are massless bosons with spin 1 and no electric charge and mediate the
electromagnetic force. The gauge bosons of the electroweak force after EWSB are the
W± and Z0 bosons with spin 1. The Z0 boson has no electric charge and a mass of
around 91.2 GeV. W bosons either have positive, W+, or negative, W−, charge and a
mass of around 80.4 GeV. Since the Z boson and W bosons have mass the range of the
electroweak force is limited. Gluons are massless and have a simultaneous color and
anti-color charge with eight possible independent combinations. Gluons are the gauge
bosons of the strong interaction described by quantum chromodynamics and mediate
the strong force between quarks and themselves.

The properties of the standard model bosons are summarized in Table 1.2.
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1. Theoretical Framework

Table 1.2.: List of bosons in the standard model.

Name Symbol Force Electric Charge [e] Mass [GeV]

Photon γ Electromagnetic 0 0
W bosons W± Weak ±1 80.385± 0.015
Z boson Z0 Weak 0 91.1876± 0.0021
Gluons g Strong 0 0

1.1.2. Electroweak Symmetry Breaking and the Higgs Mechanism

The Lagrangian of the SM is not allowed to have a mass term since this would violate
local gauge invariance. Since the observed gauge bosons W±, Z and fermions carry
mass there must be another mechanism generating mass.

The answer is to generate the masses with a spontaneous electroweak symmetry
breaking according to the Higgs-Brout-Englert-Guralnik-Hagen-Kibble mechanism [15–
18], which will from now on be referred to as Higgs mechanism for simplicity. The last
missing piece of the SM, the Higgs boson, was recently discovered by the ATLAS and
CMS collaborations which lead to the Nobel price for Peter Higgs and François Englert
in 2012.

An additional SU(2) doublet of complex scalar fields is introduced to the SM La-
grangian. The Lagrangian density of this field is

L =
1
2

∂µ∂µφ−V(φ) , (1.2)

where the Higgs potential V(φ) is given by

V(φ) =
1
2

µ2φ2 +
1
4

λφ4 , (1.3)

with a mass term µ2 and self coupling term λ. When the mass term is negative µ2 < 0
the potential V(φ) has a local maximum and an infinite number of local minima, i.e
a degenerate vacuum. This potential is known as the Mexican hat potential, shown
in Fig. 1.1.

The minimum occurs at φ = eiθ
√

µ2

2λ = eiθ . If one chooses θ = 0 for the vacuum this
breaks the U(1) invariance and the field φ has a non-zero vacuum expectation value
(VEV) of < φ >= v√

2
, which results as seen later with the known values of the W boson

and Z boson mass in v ≈ 246 GeV. Since there are possible excitations that change
the state of the vacuum but not the energy there must exist massless particles. The
Goldstone theorem postulates that every broken symmetry with N degrees of freedom
leads to N −m massless scalar bosons, where m is the number of generators that leave
the vacuum invariant. These bosons are called Goldstone bosons. In the case of U(1)
this leads to exactly one Goldstone boson [20–22].
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Re(ϕ)

Im(ϕ)

V (ϕ)

Figure 1.1.: Mexican hat potential of the Higgs field. Shown are the real and imaginary
parts of the field φ introduced in Eq. (1.3). For the case of µ2 < 0 there are
an infinite number of local minima around the vacuum expectation value
of v. The blue ball symbolizes how the symmetry is spontaneous broken by
rolling from the unstable local maximum to one of the local minima [19].

In the case of local symmetries the Goldstone bosons are “eaten” up by the gauge
bosons which thereby gain their masses. One degree of freedom remains, which leads to
the appearance of a massive scalar particle, the Higgs boson.

The non-zero vacuum expectation value breaks the electroweak symmetry and gener-
ates the masses of the gauge bosons

MW =
1
2

gv, MZ =
1
2

√
g2 + g′2v (1.4)

where g and g′ are free parameters.
The mass of the W boson and Z boson are related by the Weinberg angle. It can be

expressed by the SU(2)L and U(1)Y coupling constants

cos θW =
g√

g2 + g′2
, (1.5)

and can be written and measured in terms of the W boson and Z boson mass

cos θW =
mW

mZ
. (1.6)

Fermions get their mass via the Yukawa coupling to the Higgs field. The Yukawa part
of the Lagrangian couples the left and right handed up and down-type spinors to the

7



1. Theoretical Framework

Yukawa coupling matrices. Since no right-handed neutrinos exist in the SM, the Yukawa
coupling is not responsible for the observed Neutrino masses and there must be another
mechanism, for example seesaw, responsible for generating these very small masses.

1.1.3. Quark Mixing and the CKM Matrix

The masses and mixings of the quarks arise from the Yukawa interaction with the
Higgs field. Since the mass eigenstates (d, s, b) are not the same as the flavor eigen-
states (d′, s′, b′) quarks can mix. The mixings are described by the Cabbibo-Kobayashi-
Maskawa (CKM) matrix [23, 24], a 3× 3 unitary matrix in the SM:d′

s′

b′

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

d
s
b

 . (1.7)

Imposing the SM constraints (three generations, unitarity) the CKM matrix elements
can be determined with a global fit [12] from several different measurements:

|VCKM| =

0.97427± 0.00014 0.22536± 0.00061 0.00355± 0.00015
0.22522± 0.00061 0.97343± 0.00015 0.0414± 0.0012

0.00886+0.00033
−0.00032 0.0405+0.0011

−0.0012 0.99914± 0.00005

 . (1.8)

The absolute squares of the matrix elements state the transition rates between the
different flavor eigenstates. The small values in the off-diagonal entries in the last row
lead to the fact, that top quarks almost exclusively decay into b quarks and W bosons.

1.2. Hard Scattering Processes

Fundamental interactions can be illustrated with Feynman diagrams [25]. Feynman
diagrams for typical fundamental interactions are shown in Fig. 1.2.

γ

e−

e+

e+

e−

(a)

Z0

e−

e+

ν̄e

νe

(b)

W−

ū

d

ν̄µ

µ−

(c)

g
ū

u

t̄

t

(d)

Figure 1.2.: Leading order Feynman diagrams of fundamental interactions. Time is
evolving from left to right. As an example for electromagnetic interaction,
electron-positron annihilation is shown in (a). Examples for the weak inter-
action are shown in (b) and (c). The annihilation of two quarks via the strong
force is shown in (d).

These diagrams can be translated with Feynman rules into formulas to calculate the
transition amplitudeM. The cross section of a given interaction can be calculated by
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1.2. Hard Scattering Processes

integrating the transition amplitude over the complete phase space, taking into account
all possible initial and final states. Cross sections are a measure of probability of an
interaction and are typically given in the unit barn with 1b = 10−28 m2. Typical SM cross
sections are shown in Fig. 1.3. The single top quark t-channel cross section, shown in red
as σt, is around 11 magnitudes smaller than the total proton-antiproton cross section.

Parton Distribution Functions

The substructure of the proton consists of partons. A proton consists of two up quarks
and one down quark. These valence quarks are bound through the exchange of vir-
tual gluons. Additionally, virtual quark anti-quarks pairs are constantly created and
destroyed by vacuum fluctuations and gluon splitting.

Knowledge about parton distribution functions (PDFs) is obtained mostly through
deep inelastic scattering experiments, i.e. ep+→ eX collisions. Only in recent times, data
from the LHC experiments is used to constrain some PDFs. The DGLAP (Dokshitzer [27],
Gribow, Lipatow [28], Altarelli, Parisi [29]) QCD evolution function is used to calculate
PDFs at different energy scales Q2.

Parton distribution functions and the hard matrix element are assumed to collinear
factorize in Monte Carlo (MC) generators based on the DGLAP evolution. The total
cross section σ for a process AB→ cd + X in this ansatz is then

σ(AB→ cd + X) = ∑
i,j

∫
dxidxj fi/A(xi, µ2

F) fi/B(xi, µ2
F)× σ̂ij(ij→ cd; ŝ, µ2

R, µ2
F) , (1.9)

where fi/A(xi, µ2
F) is the probability density to find a parton i with a longitudinal

momentum fraction xi =
pi
pA

inside a hadron A, µF is the factorization scale describ-
ing the typical energy scale of the process, µR the renormalization scale of QCD and
σ̂ij(ij→ cd; ŝ, µ2

R, µ2
F) the partonic cross section of the hard interaction.

The square of the center-of-mass energy can be written in terms of the total hadronic
center-of-mass energy, s = (pA + pB)

2, as ŝ ≈ xixjs. When the two incoming hadrons
have the same energy E and negligible mass m, this formula reduces to ŝ = 4xixjE2.

Up to the factorization scale µF the process is calculated with the matrix element (ME)
and then showered with the parton shower (PS), where the radiation of gluons and
the subsequent radiation is simulated. Further splitting of gluons is parametrized with
Sudakov form factors, using the DGLAP equation.
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Figure 1.3.: Standard model cross sections as a function of collider energy [26].
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Figure 1.4.: CT10 [30] parton distribution functions for u, ū, d, d̄, c, s, b quarks and gluons
at NLO. The energy scale was set to Q2 = 200 GeV2.
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1. Theoretical Framework

1.3. Top Quark Physics

The top quark is the heaviest known elementary particle. It was discovered in 1995 at
the Tevatron by the CDF and DØ experiments [31, 32]. Its mass of 173.34± 0.27(stat.)±
0.71(syst.) GeV [14], approximately the same as a tungsten atom, leads to a very short
lifetime. Due to this large mass, it is suspected to play an important role in EWSB.

1.3.1. Top Quark Pair Production

Most top quarks at the LHC are produced in pairs via the flavor conserving strong
interaction. The leading order (LO) Feynman diagrams of top quark anti-quark pair
production are shown in Fig. 1.5. Pair production occurs either via quark-anti-quark an-
nihilation (a) or gluon fusion processes (b)(c)(d). The probability of either is dictated by
the initial state parton distributions which are described by PDFs evaluated at an energy
scale µ2, usually set to the top quark mass threshold m2

t . At the LHC, the contribution
to the total cross section is around 80% or 90% gluon-gluon fusion and 20% or 10%
quark-anti-quark annihilation at center-of-mass-energies of

√
s = 7 TeV or

√
s = 14 TeV,

respectively [12].

Recently the calculation of the tt̄ cross section reached an accuracy of next-to-next-to-

g

q̄

q

t̄

t

(a)

g

g

g

t̄

t

(b)

g

g

t̄

t

(c)
g

g

t̄

t

(d)

Figure 1.5.: Leading order Feynman diagrams of top quark pair production (tt̄) via
light quark-anti-quark annihilation (qq̄→ tt̄) (a), and gluon fusion (gg→ tt̄)
(b),(c),(d).

leading order (NNLO) [33]. The predicted cross section for tt̄ production at
√

s = 8 TeV
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1.3. Top Quark Physics

is
σtt̄ = 245.8+6.2

−8.4(scale)+6.2
+6.4(PDF), (1.10)

assuming a top quark mass of mt = 173.3 GeV and utilizing the “MSTW2008nnlo68cl”
PDF [34, 35].

1.3.2. Single Top Quark Production

Apart of the top-quark pair production via the strong interaction, single top quarks can
be produced via the weak interaction. Single top quark production can be divided into
three different mechanisms according to the virtuality of the involved W boson [36],
Q2 = −q2, where q is the four momentum of the W boson. The corresponding leading
order Feynman diagrams of s-channel, t-channel and associated production (tW) are
depicted in Fig. 1.6. The s- and t-channel are named after the invariant quantities of the
involved processes, the Mandelstam variables [37].

W+

q

q̄′

b̄

t

(a) s-channel

W−

b

q

t

q′

(b) t-channel

t

b

g

W−

t

(c) tW

Figure 1.6.: Leading order Feynman diagrams of single top quark production in the
s-channel (a), t-channel (b) and associated production (tW) (c).

Single top quark production was first observed in 2009 by the CDF [38] and DØ [39]
experiments at the Tevatron. It offers a unique opportunity to study the properties of
the V − A structure of electroweak interaction, to analyze the properties of a bare quark,
to constrain the magnitude of the CKM matrix element Vtb, and thus the possibility of a
fourth generation, and to search for new physics.

In the following, each electroweak production mechanism will be described briefly
and the corresponding predicted cross sections at different center-of-mass energies will
be given.

s-channel

In s-channel production a time-like W boson is created through quark anti-quark fusion
similar to Drell-Yan production of heavy vector bosons. It subsequently decays to a top
quark and an anti-b quark. This production mode is strongly suppressed at the LHC
since the anti-quark has to be created by gluon splitting. The LO diagram is shown
in Fig. 1.7, the NLO contributions are shown in Fig. 1.8. The predicted cross sections for
different center-of-mass energies are stated in Table 1.3.
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q̄′

b̄

t

Figure 1.7.: LO Feynman diagram for single top quark s-channel production.
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q̄′

q

b̄

t

g

(b)
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q̄′

q

b̄

g

t

(c)

Figure 1.8.: NLO Feynman diagrams of single top quark production in the s-channel
with initial state gluon splitting (a), gluon radiation in the initial (b) and
final (c) state.

Table 1.3.: Predicted s-channel single top quark production cross sections for different
center-of-mass energies relevant at the LHC. The calculations were performed
at NLO+NNLL with the “MSTW2008” PDF set and a top quark mass of
mt = 173 GeV [40]. The quoted uncertainties include the uncertainty due to
the PDF choice and due to variations in renormalization/factorization scales.

Cross section σ [pb]
Mode 7 TeV 8 TeV 13 TeV

top t 3.19± 0.06+0.13
−0.10 3.79± 0.07± 0.13 7.20± 0.13+0.29

−0.23

anti-top t̄ 1.44± 0.01+0.06
−0.07 1.76± 0.01± 0.08 4.16± 0.05+0.12

−0.23

combined t + t̄ 4.63± 0.07+0.19
−0.17 5.55± 0.08± 0.21 11.36± 0.18+0.40

−0.45

t-channel

The t-channel production mode is the most abundant at the Tevatron and LHC and the
focus of this thesis. An incoming light quark scatters via a W boson exchange with a
b quark and produces a top quark. Due to the gluon splitting needed to produce the
incoming b quark an additional a anti-b quark is produced. This second or spectator b
quark often has small transverse momentum pT. Additionally the outgoing light quark q′

is scattered preferably in forward region. Although suppressed by the weak interaction,
it is kinematically enhanced and only a factor three smaller than tt̄ production. This is
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1.3. Top Quark Physics

due to the fact that it scales with the W boson mass 1/M2
W instead of 1/ŝ like in tt̄ or

s-channel production. The 2→ 2 and 2→ 3 production diagrams are shown in Fig. 1.9.
The 2→ 3 process is also known as W-gluon fusion. The NLO contributions to the 2→ 2
process are shown in Fig. 1.10. Comparing these to the s-channel NLO contributions
in Fig. 1.8 one finds the same initial and final states, gq → q′tb̄, which would lead to
interference and make them not separable. However, due to the Wtb vertex in the
s-channel diagram, the b quark and the top quark are created as color singlet since they
stem from the W boson decay, whereas in the t-channel diagram they are created as
color octect due to the color connection with the initial gluon. Therefore no interference
occurs and the processes are separable.

W−

b

q

t

q′

W+

g

q

b̄

t

q′

Figure 1.9.: Feynman diagram for single top quark t-channel production. Depicted is the
2→ 2 (left) and 2→ 3 (right) process where the second b quark originates
from gluon splitting.

The predicted t-channel single top quark cross sections for pp collisions at different
center-of-mass energies, given in Table 1.4, have been calculated for a top quark mass of
172.5 GeV at NLO in QCD with HATHOR v2.1 [41, 42]. The PDF and αS uncertainties
were calculated using the PDF4LHC prescription [43] with the MSTW2008 68% CL
NLO [44, 45], CT10 NLO [30] and NNPDF2.3 [46] PDF sets, added in quadrature to the
scale uncertainty.

W+

b

g

t

q′

q̄

(a)

W+

b

q

t

q′

g

(b)

W+

b

q

t

g

q′

(c)

Figure 1.10.: NLO Feynman diagrams of single top quark production in the t-channel
with initial state gluon splitting (a), gluon radiation in the initial (b) and
final (c) state.

Recently, a first calculation at NNLO for the t-channel cross section was published [48].
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Table 1.4.: Predicted single top quark t-channel production cross sections for differ-
ent center-of-mass energies relevant at the LHC. The calculations were per-
formed at NLO with Hathor v2.1 according to the “TopLHCWG” recommen-
dations [47]. The given systematic uncertainties include renormalization and
factorization scale uncertainties and combined PDF and αS uncertainties.

Cross section σ [pb]
Mode 7 TeV 8 TeV 13 TeV

top t 41.80+1.78
−1.52 54.87+2.29

−1.94 136.02+5.40
−4.57

anti-top t̄ 22.02+1.27
−1.16 29.74+1.67

−1.51 80.95+4.06
−3.61

combined t + t̄ 63.89+2.91
−2.52 84.69+3.76

−3.23 216.99+9.04
−7.71

The NNLO corrections are rather small, on the order of a few percent.

Associated tW production

t

b

g

W−

t

Figure 1.11.: Feynman diagram for associated single top quark production (tW).

In associated production (tW) the top quark is produced in association with a real or
close to real W boson. This channel is the second most important channel at the LHC.
One leading order Feynman diagram is shown in Fig. 1.11. Associated production was
for the first time detected in 2012 at the LHC by the CMS experiment [49]. The predicted
cross sections for associated production are given in Table 1.5.

The NLO Feynman diagrams for associated production are shown in Fig. 1.12. The final
states of these NLO contributions are the same as in LO tt̄ production which leads to
interference and makes it hard to separate these two processes and define associated
production as an independent process. The interference is largest in the phase space
where the top quarks are close to the mass shell. The interference effect and suitable
cuts to define tW as an independent process have been studied in Ref. [50]. There are
two methods available to handle the interference terms in simulation, diagram removal
and diagram subtraction. In the diagram removal method all diagrams in Fig. 1.12 are
removed from the NLO cross section calculation, the diagram subtraction method intro-
duces a subtraction term to cancel the contributions from tt̄. Within the scale variations
both methods lead to the same event rate and kinematic distributions.
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Figure 1.12.: NLO Feynman diagrams of associated single top quark production (tW).

Table 1.5.: Predicted associated (tW) single top quark production cross sections for dif-
ferent center-of-mass energies relevant at the LHC. The calculations were
performed at NLO+NNLL with the “MSTW2008” PDF set and a top mass of
mt = 173 GeV [40]. The cross sections for tW+ are identical to those of tW−.
The quoted uncertainties include the uncertainty due to the PDF choice and
due to variations in renormalization/factorization scales.

Cross section σ [pb]
Mode 7 TeV 8 TeV 13 TeV

top t, anti-top t̄ 7.87± 0.20+0.55
−0.57 11.1± 0.3± 0.7 35.6± 0.9± 1.7

combined t + t̄ 15.74± 0.40+1.10
−1.14 22.2± 0.6± 1.4 71.2± 1.8± 3.4

New Physics in Single Top Quark Production

New physics like a potential fourth generation, vector-like quarks or anomalous top
quark couplings can be detected in single top quark production.

Vector-like quarks will either show up as resonances in mass spectra or through a
value of |Vtb| different from one [51]. A fourth generation is ruled out by measurements
of the CKM matrix elements, see Section 2.2, and constraints from the mass of the discov-
ered Higgs boson [52, 53]. If there are anomalous top quark couplings, they will show
up in the spin asymmetry of the top quark decay, see Section 2.4.

1.4. Top Quark Properties

1.4.1. Top Quark Mass

With a mass of 173.34± 0.27 (stat.)± 0.71 (syst.)GeV [14] the top quark is the heaviest
known elementary particle. Since the top quark mass is close to the vacuum expectation
value, mt ≈ v/

√
2, the Yukawa coupling to the Higgs boson is close to one, λt ≈ 1. Since

the mass of the top quark appears in calculations linked to the stability of the electroweak
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vacuum if one assumes validity of the SM up to the Planck scale, its precise value is
deemed of high interest to the fate of the universe [54]. The current measurements of the
Higgs boson and top quark mass and their uncertainties point to a meta stable vacuum.

1.4.2. Top Quark Decay

The top quark preferably decays to a b quark and a W boson, t → Wb, due to the
large value of Vtb ≈ 1, see Eq. (1.8). Decays to charm or strange quarks are strongly
suppressed. Neglecting higher-order electroweak corrections and quadratic terms, the
width of the top quark in the SM at NLO is predicted as [55]:

Γt =
GFm3

t

8π
√

2

(
1−

M2
W

m2
t

)(
1 + 2

M2
W

m2
t

) [
1− 2αs

3π

(
2π2

3
− 5

2

)]
, (1.11)

where mt is the top quark pole mass. The width for a top-quark mass of 173.3 GeV,
assuming αS(MZ) = 0.118), is

Γt ≈ 1.35 GeV (1.12)

which increases with larger masses. The large mass of the top quark leads to a very
short lifetime of

τhad ∝
1

ΛQCD
≈ 5 · 10−24 s . (1.13)

Therefore the top quark decays before it can form top-flavored hadrons or tt̄-quarkonium
bound states.

The combination of the top quark branching ratios from tt̄ measurements and the
direct measurement of |Vtb| in the single top-quark t-channel allows to measure the
decay width of the top quark.

If one assumes that top quarks only decay to b quarks then the branching ratio is
∑q B(t → Wq) = 1 and the decay ratio is R = B(t → Wb) and the top-quark decay
width can be written as:

Γt =
σt−ch.

B(t→Wb)
· Γ(t→Wb)

σtheor.
t−ch.

, (1.14)

where σt−ch. (σtheor.
t−ch. ) is the measured (theoretical) t-channel single top-quark cross

section and Γ(t → Wb) is the partial decay width to Wb. A recent measurement
is described in Section 2.3. The subsequent decays of the W boson decay are listed
in Table 1.6. It decays predominantly to pairs of quarks (ud̄, cs̄) or charged leptons and
neutrinos. Whereas the τ lepton can further decay hadronically or to either an electron
or muon and the corresponding neutrino.

In general W bosons from top quark decays can be produced with left-handed, right-
handed or with longitudinal polarization. In the SM the helicity of the W boson from
top quark decay has mostly longitudinal polarization or is left-handed. The NNLO
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Table 1.6.: Decay modes of the W+ boson [12].

Decay mode Fraction (Γi/Γ)

Hadrons 67.41± 0.27
`+ν 10.86± 0.09

e+ν 10.71± 0.16
µ+ν 10.63± 0.15
τ+ν 11.83± 0.21

predictions for the W helicity fractions, with a top quark mass of mt = 172.8± 1.3 GeV
and a b quark mass of mb = 4.8 GeV, are FL = 0.311± 0.005, F0 = 0.687± 0.005, and
FR = 0.0017± 0.0001 [56], where FL, FR and F0 are the left-handed, right-handed or
longitudinally polarized fractions, respectively.

1.4.3. Top Quark Spin Polarization

Single top quark production offers a unique opportunity to study bare quarks since the
top quark decays before it can hadronize and spin information is conserved, in contrast
to tt̄ production where only correlations can be measured.

The angular distribution (θX) of the decay product X (W, `, ν, b) in the top-quark
rest frame is

1
Γ

dΓ
d cos θX

=
Γ
2
(1 + Ptαx cos θX) =

Γ
2
(1 + AX cos θX) , (1.15)

where Pt is the polarization of the top quark (production vertex) along a given direction
and αX is the spin-analyzing power of the decay particle. Both parameters can be
combined into a spin asymmetry AX and can be affected by anomalous top quark
couplings [57]. The spin analyzing power αX describes the correlation between the decay
products and the top quark. The different possible spin analyzing powers are depicted
in Fig. 1.13, the lepton has the maximum spin analyzing power [57, 58].

Several possible angles and bases are suitable to study spin polarization. In the anal-
ysis described in this thesis, the angle between the charged lepton from the top quark
decay and the spectator basis of the second b quark measured in the top-quark rest
frame is used.

A recent measurement of the top quark polarization in single top quark production is
presented in Section 2.4.
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1. Theoretical Framework

Figure 1.13.: Spin analyzing powers of top quark decay products [59]. The spin analyzing
power describes the correlation between the decay product and the parent
top quark. In this figure, the previously defined angle between the top
quark and the decay product, cos θ, is called cos χ. The charged lepton
(besides the down type quark) has the largest spin analyzing power of
α` ≈ 1.

20



2. Experimental Status of Single Top Quark
Production

Since the discovery of single top quark production at the Tevatron in 2009 it only took
two years for the first evidence to show up at the LHC [60, 61]. Nowadays the LHC
produced a plethora of top quarks which enabled a detailed study of its properties.

In this chapter, several measurements of top quark properties in single top quark pro-
duction performed by the CMS Collaboration are presented. Contributions to these
results made as part of this thesis will be mentioned explicitly.

2.1. Cross Section Measurements

The single top quark production cross section in the t-channel has been measured at
7 and 8 TeV by the CMS Collaboration. The measurement at 7 TeV utilized a dataset
of 1.17 fb−1 and 1.56 fb−1 in the electron and muon channel, respectively [62]. The
measurement at

√
s = 8 TeV was performed with 19.7 fb−1 of data [63].

2.1.1. 7 TeV Measurement

For the 7 TeV measurement three different analyses were combined. Two of them used
complementary multivariate analysis (MVA) techniques.

The first approach exploits that the light quark jet in single top quark t-channel events
is preferably in the forward region and employs a robust fit to the distribution of the
pseudorapidity of this jet, ηl j, shown in Fig. 2.1. The W+jets background is estimated in
a data-driven way. The two MVAs exploit multiple input variables and define several
different signal and background enriched regions. The different regions are defined
according to the jet multiplicity and number of b-tagged jets and are used to constrain
systematic uncertainties and get a handle on the background modeling. The employed
techniques use a Boosted Decision Tree (BDT) and a neural network (NN) to combine
several input variables and separate signal and background which are estimated by
performing a fit on the discriminators in the different regions simultaneously. The
NN analysis [64] has been developed as part of this thesis based on a first feasibility
study [65]. The discriminator outputs for the neural network analysis in the muon
channel are shown in Fig. 2.2. In all these analyses the QCD multijet background is
estimated in a data-driven way in a sideband region defined by inverting the relative
isolation and the mT,W or 6ET cuts. The ηl j fit analysis uses a maximum likelihood fit
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2. Experimental Status of Single Top Quark Production

to estimate the signal and background fraction. Both of the MVAs utilize a Bayesian
method.
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Figure 2.1.: Pseudorapidity of the light quark jet ηl j in the 7 TeV measurement. Result
of a simultaneous fit to the pseudorapidity of the light quark jet ηl j in the
muon (left) and electron (right) decay channels.
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Figure 2.2.: Distributions of the NN discriminator output in the muon channel for the
“2-jets 1-btag” (left) and “3-jets 1-btag” (right) categories. Simulated signal
and background contributions are scaled to the best fit results.

The result of all three analyses is combined using the BLUE method [66], described
in Appendix A.1. The combined result of the measured single-top-quark t-channel
production cross section at

√
s = 7 TeV is

σt−ch. = 67.2± 3.7 (stat.)± 3.0 (syst.)± 3.5 (theor.)± 1.5 (lum.) pb = 67.2± 6.1 pb .
(2.1)

2.1.2. 8 TeV Measurement

The 8 TeV measurement uses the same method as one of the 7 TeV measurements, a
robust fit to the pseudorapidity ηl j of the light quark jet, shown in Fig. 2.3. The main
backgrounds were estimated with data-driven techniques.
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2.1. Cross Section Measurements
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Figure 2.3.: Pseudorapidity of the light quark jet ηl j in the 8 TeV measurement. Fitted |ηl j|
distributions for muon (left) and electron (right) decay channels, normalized
to the yields obtained from the combined total cross section fit. Systematic
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The inclusive cross section was measured to be

σt−ch. = 83.6± 2.3(stat.)± 7.4(syst.) pb . (2.2)

The measured inclusive cross sections agree very well with theoretical predictions [67,
68], as shown in Fig. 2.4.

The single t and t̄ cross sections were measured to be

σt−ch.(t) = 53.8± 1.5(stat.)± 4.4(syst.)pb , (2.3)
σt−ch.(t̄) = 27.6± 1.3(stat.)± 3.7(syst.)pb . (2.4)

The ratio of the top quark and anti-top quark cross sections was measured to be

Rt−ch. = σt−ch.(t)/σt−ch.(t̄) = 1.95± 0.10(stat.)± 0.19(syst.) . (2.5)

This ratio Rt−ch. is thus sensitive to the PDF of the up and down quarks involved in
the hard scattering process and can be used to constrain these contributions in a PDF fit
if smaller uncertainties can be achieved. The measured charge ratio is compared with
predictions made as part of this thesis with the most commonly used PDF sets, shown
in Fig. 2.5. Currently all compared PDF sets agree within the estimated uncertainties.
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2.1. Cross Section Measurements
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2. Experimental Status of Single Top Quark Production

2.2. Determination of the CKM Matrix Element |Vtb|
The appearance of the Wtb vertex in single top quark production allows a direct mea-
surement of the CKM matrix element Vtb, without being restricted to three generations
like tt̄ measurements. Potential anomalous couplings can introduce anomalous form
factors [69–71], which can be parametrized as fLV where LV refers to the left-handedness
of the coupling that would modify the interaction. Current measurements indicate that
one can assume |Vtd|, |Vts| � |Vtb|, i.e. the branching ratio of t→Wb is almost one, and

obtains | fLV Vtb| =
√

σt−ch./σtheo.
t−ch.. Several BSM scenarios predict a value of fLV different

than one but only a mild modification of the branching ratio B [51].
The most stringent measurement [63], a combination of the

√
s = 7 TeV [62] and√

s = 8 TeV [63] measurements of the CMS experiment, of |Vtb| is

|Vtb| = 0.998± 0.038(exp.)± 0.016(theo.) . (2.6)

Setting fLV to 1 and constraining |Vtb| to the interval [0, 1] by employing a unified
Feldman-Cousins approach [72] yields a confidence interval of

0.92 < |Vtb| ≤ 1 at 95% C.L. . (2.7)

This measurement combined with constraints from recent Higgs boson measurements
diminishes the possibility of a fourth generation [52, 53].

2.3. Top Quark Width

The total top quark decay width Γt can be extracted from the partial decay width,
Γ(t→Wb), measured in single top quark t-channel production and the branching ratio
B(t→Wb) measured in dileptonic tt̄ events.

The branching ratio of the top quark decay to b quarks is defined as

R = B(t→Wb)/B(t→Wq) . (2.8)

By counting the number of b jets per event in the tt̄ dilepton channel an unconstrained
value of

R = 1.014± 0.003(stat.)± 0.032(syst.) (2.9)

is measured at
√

s = 8 TeV by the CMS collaboration.

Assuming the SM case with three generations and |Vtb| = 1 one can write the branching
ratio as R = |Vtb|2. Further assuming ∑q B(t→Wq) = 1, the branching ratio of top
quark decays to W bosons and b quarks reduces to R = B(t→Wb) and the total top
quark decay width can be written as

Γt =
σt−ch.

B(t→Wb)
. (2.10)
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2.4. Top Quark Polarization
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Figure 2.6.: Unfolded distributions of cos θ∗l in the muon (a) and electron (a) channel.

The most recent measurement by the DØ collaboration yields Γt = 2.00+0.47
−0.43 GeV with

an uncertainty of 24% [73].
The combination performed by the CMS collaboration [74] of the top quark decay ratio
and t-channel cross section measurement at

√
s = 7 TeV [62], presented earlier in this

thesis, yields a total width of

Γt = 1.36± 0.02(stat.)+0.14
−0.11(syst.)GeV, (2.11)

which is in good agreement with the SM prediction given in Eq. (1.12).

2.4. Top Quark Polarization

A first measurement of the top quark polarization in single top quark events was
attempted by the CDF collaboration [75]. However, the available amount of data was
not enough and the precision of the measurement was not sufficient to exclude the
hypothesis of unpolarized or oppositely polarized top quarks. In the following, a first
measurement of the top quark polarization by the CMS experiment will be described. A
detailed description of this analysis can be found in Ref. [76]. The measured quantity is
the difference between forward and backward going leptons in the rest frame of the top
quark after unfolding

A` =
1
2
· Pt · α` =

N(↑)− N(↓)
N(↑) + N(↓) , (2.12)

where Pt is the top quark polarization to be measured, α` is the spin analyzing power of
charged leptons. N(↑) and N(↓) are the number of charged leptons aligned or counter
aligned with the direction of the light quark recoiling against the top quark in the top
quark rest frame. The analysis is based on 19.7 fb−1 of data taken at a center-of-mass
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2. Experimental Status of Single Top Quark Production

energy of
√

s = 8 TeV. Events with top quark decays t→ bW → b`ν are selected, where `
is either a muon or electron. The signal MC sample is simulated with the NLO generator
POWHEG [77–79] interfaced to PYTHIA 6.4 [80] for the parton shower. The decays of τ
leptons are modeled with TAUOLA [81]. The generator COMPHEP [82] is used as an
alternative to estimate the dependence on the signal modeling with approximative full
NLO properties [83].

Signal events are required to have exactly one isolated lepton and missing transverse
energy (6ET), stemming from the leptonic W boson decay, one central b jet from the top
quark decay and an additional light quark jet from the hard scattering process, preferably
produced in the forward region. The spectator b jet is often not detected due to its soft pT
spectrum. The analysis uses an event selection similar to the

√
s = 7 TeV cross section

measurement in the same channel [62].

In order to further reduce the amount of background contributions and obtain a signal
enriched region a Boosted Decision Tree (BDT) is trained and a cut on the discriminator
is applied. The BDT is trained for each lepton channel separately with 9 input variables.
The BDT discriminator outputs, including a zoom into the signal enriched region and
the distribution of cos θ∗l in this region, are shown in Fig. 2.7.
After the number of background events has been estimated with a likelihood fit to

the BDT discriminator and subtracted from data, the signal enriched sample has to be
corrected for detector resolution and selection efficiency effects. This unfolding is per-
formed with a smearing matrix obtained from simulated events and a generalized matrix
inversion method based on the TUNFOLD package [84] which has been implemented
as part of this thesis. The unfolding procedure is explained in detail in Chapter 7. The
unfolded distributions yield asymmetries of

Aµ
` = 0.42± 0.07(stat.)± 0.15(syst.) , (2.13)

Ae
` = 0.31± 0.11(stat.)± 0.23(syst.) . (2.14)

which are in good agreement with the standard model prediction of 0.5. A combination
of both lepton channels with the BLUE method 1 yields

A` = 0.41± 0.06(stat.)± 0.16(syst.) . (2.15)

All systematic uncertainties except the lepton efficiencies and QCD modeling, which are
assumed to be uncorrelated, are considered as 100% correlated across both channels, in-
cluding the signal and background normalizations from the fit to the BDT discriminator
output. With a BLUE coefficient [85] of 96% the combination is strongly dominated by
the muon channel.

Under the assumption that the spin analyzing power of a charged lepton is 100% the
resulting top quark polarization is

Pt = 0.82± 0.12(stat.)± 0.32(syst.) . (2.16)
1See Appendix A.1 for more details on the BLUE method and utilized implementation.
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Figure 2.7.: Top row: BDT discriminator output in the muon (left) and electron (right)
channel. Middle row: Enriched signal region zoom. Bottom row: cos θ∗l
distribution in the signal enriched region. All processes are normalized to
the outcome of the maximum likelihood fit. The depicted uncertainties on the
MC templates, dashed lines, include statistical and systematic uncertainties.
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This result is in good agreement with the standard model prediction of Pt ≈ 1.
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3. The Large Hadron Collider and CMS
Detector

Matter on earth consists mostly of particles of the first generation in form of quarks,
bound in protons and neutrons, which together with electrons form atoms. Cosmic
radiation which is constantly hitting the atmosphere creates particle showers with many
decay products also from other generations. In order to study particles of the second
and third generation in detail these particles have to be created through accelerators
and colliders. Through the infamous relation between energy and mass, E = mc2, it is
possible that particles can be created by providing collisions with large enough energy.
The energy has to be at least as large as the mass of the newly created particle. The
number of particles produced by a collider depends on the interaction rate Ṅ of a process.

This chapter will describe the experimental setup employed for this thesis consisting of
the Large Hadron Collider, described in Section 3.1, and the CMS detector, described
in Section 3.2.

3.1. The Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s largest and most powerful particle
collider. It was built from 1998 to 2008 in the already existing 26.7 km long tunnel of
the Large Electron-Positron (LEP) collider. The tunnel is located between 45 and 170 m
underground near Geneva and has an internal diameter of 3.7 m. Due to its small size the
two required beam pipes needed to be combined into one common cryostat. The design
luminosity of the LHC is 1034cm−2s−1 with a center-of-mass energy of

√
s = 14 TeV. The

LHC can also collide heavy ions (Pb) with an energy of 2.8 TeV per nucleon and a peak
luminosity of 1027cm−2s−1.

An overview of the LHC complex is shown in Fig. 3.1. The ring of the LHC is not a
perfect circle but an octant structure with eight arcs and eight straight sections, each with
an access point labeled from 1 to 8. Experiments and utility services are installed along
these eight points. All in all, seven experiments are installed along the LHC tunnel. The
largest are the two general purpose detectors, ATLAS [87] and CMS [88]. Besides that,
two special purpose detectors LHCb [89] and ALICE [90] study b quark physics and
QCD in heavy ion collisions, respectively. Three smaller detectors have special purposes
and focus on the total cross section, forward physics and the search for monopoles. The
data in this thesis was recorded with the CMS detector, which will be described in the
following Section 3.2.
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3. The Large Hadron Collider and CMS Detector

Figure 3.1.: Schematic layout of the LHC and CERN accelerator complex [86]. The
accelerator chain for the protons released from the source consists of the
Radio Frequency Quadrupole (RFQ), the linear accelerator LINAC2, the
Proton Synchrotron (PS), the Proton Synchrotron Booster (PSB), and the
Super Proton Synchrotron (SPS). After the SPS, the proton bunches are
injected as two counter-rotating beams in the LHC via the transfer lines TI 2
and TI 8. The LHC is depicted with the superimposed octant structure of
eight arcs and eight straight sections used for utility services or experiments.
Two sections are used for cleaning the beams, one for the beam dump system
and one for the RF systems. The two general purpose detectors, ATLAS
and CMS, are located at P1 and P5, the special purpose detectors LHCb and
ALICE are located at P8 and P2, respectively.

Before protons can be accelerated in the main LHC ring they have to pass a complex
chain of accelerators [91]. All protons are produced by the ionization of hydrogen gas
with high energy electrons from a pulsed duoplasmatron. The protons are extracted
from the plasmatron by applying a voltage of 90 kV and send to a radio frequency
quadrupole (RFQ). The RFQ accelerates the beam of protons to 750 keV while focusing
and dividing the beam into separate bunches. These bunches are accelerated to 50 MeV
by the linear accelerator LINAC2. After that the proton bunches are further accelerated
by the Proton Synchrotron Booster (PSB) and the Proton Synchrotron (PS) to 1.4 GeV
and 25 GeV respectively. The last station before the LHC main ring is the Super Proton
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3.1. The Large Hadron Collider

Synchrotron (SPS). This 6.9 km long synchrotron increases the beam energy to 450 GeV.
Finally, the beam is split up and injected via the two transfer lines as counter-rotating
beams into the LHC main ring.

The proton beams are accelerated in two beam pipes surrounded by one common
cryostat. The beams are kept on track by 1232 superconducting dipole magnets, 392
quadrupole magnets are used to focus the beams. The magnets are arranged according
to the focusing-defocusing (FODO) principle. The Niobium-Titanium (NbTi) magnets
have a maximum field strength of 8.33 Tesla at the design beam energy of 7 TeV and
are cooled down to a temperature of 1.9 K through superfluid helium. Cooling down
helium below temperatures of 2.2 K has the benefit that it is superfluid and can flow
without friction. The large thermal conductivity of superfluid helium allows efficient
cooling of the LHC.

The number of events Ṅ generated in the LHC collisions per second is given by

Ṅ = Lσ , (3.1)

where L is is the instantaneous luminosity and σ is the cross section for the investigated
process. The luminosity for two colliding bunches a and b consisting of Na and Nb
particles is

L = f · NaNb

4πσxσy
, (3.2)

were f is the collision frequency and σx and σy are the transverse sizes of the Gauss
shaped bunches [12]. The total integrated luminosity per day provided by the LHC and
recorded by the CMS experiment is shown in Fig. 3.2.
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3.2. The Compact Muon Solenoid Detector

3.2. The Compact Muon Solenoid Detector

The Compact Muon Solenoid (CMS) detector [88] is a multipurpose detector located
100 m below ground at Point 5 near Cessy, France. It is designed to study proton-proton
collisions as well as heavy ion collisions. The CMS detector has a total length of 28.7 m,
a diameter of 15.0 m and a total weight of 14000 t, with the steel return yoke alone
weighting 12500 t. An overview of the CMS detector and its detector parts is shown
in Fig. 3.3. It has twice the mass and half the volume of ATLAS and can be referred
to as compact. This compactness allows to fit the tracker and most calorimeter systems
in the solenoid. The design of the CMS detector was driven by the aim to discover
the Higgs boson and to search for supersymmetric particles. The most promising
channels before and now validated during the Higgs boson discovery either have
leptons (H → ZZ∗ → µµµµ) or photons (H → γγ) in the final states. For this reason the
CMS detector was built to be able to precisely measure isolated leptons, especially muons,
and photons. The high angular coverage and hermetic design of the detector allows to
measure missing transverse energy which is an important indicator for supersymmetric
processes.

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000A

PRESHOWER
Silicon strips ~16m2 ~137,000 channels

SILICON T"CKERS
Pixel (100x150 μm) ~16m2 ~66M channels
Microstrips (80x180 μm) ~200m2 ~9.6M channels

MUON CHAMBERS
Barrel: 250 Dri$ Tube, 480 Resistive Plate Chambers
Endcaps: 468 Cathode Strip, 432 Resistive Plate Chambers

FORWARD CALORIMETER
Steel + Quartz %bres ~2,000 Channels

STEEL RETURN YOKE
12,500 tonnes

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels

CRYSTAL 
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PbWO4 crystals

Total weight
Overall diameter
Overall length
Magnetic %eld

: 14,000 tonnes
: 15.0 m
: 28.7 m
: 3.8 T

CMS DETECTOR

Figure 3.3.: Schematic overview of the CMS detector [93]. The cutaway view shows all
relevant parts of the detector and a description. A humanoid figure is shown
as scale reference.
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Figure 3.4.: Schematic overview of the CMS tracking system [88]. The pixel detector
surrounds the interaction point (black dot). The strip detector consists of
tracker inner barrel (TIB), tracker outer barrel (TOB), tracker inner disc (TID)
and tracker endcaps (TEC). Detector modules are depicted as single lines,
stereo modules as double lines.

Coordinate System

The coordinate system employed by the CMS Collaboration has its origin at the nominal
collision point, with the y-axis pointing upward and the x-axis pointing radially towards
the LHC center. The z-axis points along the beam direction towards the Jura mountains.
The azimuthal angle φ is defined in the x-y plane measured from the x-axis. The polar
angle θ is measured from the z-axis. The pseudorapidity is defined as η = − ln tan (θ/2).

Tracking system

The tracking system [94,95] provides precise measurements of tracks, impact parameters
and secondary vertices of charged particles. The tracking system is 5.8 m long, has a
diameter of 2.5 m and is embedded into a support tube cooled down to −20 ◦C. The
active material of all silicon detectors is 200 m2, approximately the size of a tennis court.
The charge and momentum of a particle passing trough the tracker can be inferred by
the curvature of the track caused by the applied magnetic field of 3.8 T produced by the
solenoid. The tracker needs to have a fast response time and high granularity to register
the on average 1000 particles traversing the tracker during each bunch crossing at the
LHC design luminosity. An overview of the tracking system is shown in Fig. 3.4.
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Silicon Pixel Detector

The silicon pixel detector encloses the beam pipe with 1440 modules arranged in three
barrel layers with a total length of 53 cm and two endcaps extending from 6 cm to 15 cm
in radius. It has an area of 1 m2 and 66 million pixels. Each pixel has an area of 100 x
500 µm2. The expected single point resolution is 10 µm in the r− φ direction and 15 µm
in the z direction. The pseudorapidity range covered is |η| < 2.5.

Silicon Strip Detector

The silicon strip detector surrounds the pixel detector. It consists of 15148 silicon strip
detector modules with 9.6 million silicon strips in different subsystems: tracker inner
barrel (TIB), tracker outer barrel (TOB), tracker inner discs (TID) and tracker endcaps
(TEC). The TIB consists of four layers of silicon sensors, has a thickness of 320 µm and
uses sensors with a strip pitch between 80 and 120 µm. The first two of these layers from
the interaction point consists of stereo modules. The TOB consists of six layers with
a thickness of 500 µm and a strip pitch from 120 µm to 180 µm. In r− φ the single hit
resolution is 23− 25 µm in the TIB and 35− 53 µm in the TOB. The z resolution varies
between 230 and 530 µm. For muons with a transverse momentum on the order of
100 GeV the expected transverse momentum resolution is around 1.5%.

Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) surrounds the tracking system and contains
75848 lead tungstate crystals (PbWO4) which are completely transparent although
made of 86% metal. The electromagnet barrel contains 61200 crystals and each of
the electromagnetic endcaps (EE) contain 7324 crystals. The high energy density of
8.28g/cm3 and a short radiation length X0 = 0.89 cm of lead tungstate allow the ECAL
to be a homogeneous calorimeter where the absorbing material is the same as the
sensitive material. About 80% of the scintillating photons are emitted within the 25 ns of
the nominal LHC bunch crossing time. These photons are detected by silicon avalanche
photodiodes (APD) in the barrel region and vacuum phototriodes in (VPTs) in the endcap
region. The performance of the electromagnetic calorimeter has been estimated with
electron beam measurements (20 -250 GeV) [96] as

σE

E
=

2.8%√
E
⊕ 12%

E
⊕ 0.3% , (3.3)

where the three terms correspond to a stochastic, noise and constant term. The energy
resolution of the ECAL has been further calibrated with collision data taken at

√
s =

7 TeV to excellent precision [97].

Hadron Calorimeter

The hadron calorimeter (HCAL) is a sampling calorimeter. The absorber material
consists of non-magnetic brass which has a radiation length of X0 = 1.5 cm and a short
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nuclear interaction length of 16.42 cm due to its high density. The HCAL consists of
the hadron barrel (HB), hadron endcap (HE), hadron outer (HO) and hadron forward
(HF) calorimeters shown in Fig. 3.5. The HB consists of 36 wedge shaped flat brass
absorber plates aligned parallel to the beam axis. Sandwiched between them are 17
active plastic scintillators. The inner- and outermost layers are made of stainless steel to
have the necessary structural strength. The pseudorapidity range covered by the HB is
|η| ≤ 1.3. Next to it is the HE which covers the pseudorapidity range 1.3 < |η| < 3.0.
The ECAL is surrounded by both the HB and HE. The HO covers the pseudorapidity
range of |η| ≤ 1.26 and is located outside the solenoid. It consists of two scintillator
tiles mounted on the outside of the vacuum tank of the solenoid. Using the solenoid
as additional absorber material it improves the tails of the energy resolution function
and missing transverse energy measurement. The forward region is covered by the HF
with a pseudorapidity range of 3.0 < |η| < 5.0. It is made of quartz fibers embedded
in cylindrical steel absorbers. The Cherenkov light emitted by particle showers in
the quartz fibers is amplified by fast photomultipliers, enabling real time luminosity
measurements. The large η coverage of the HF enables the detection of forward jets
which are an important signature of the single top quark t-channel process.

Superconducting Solenoid

With a diameter of 6 m, a length of 13 m, and a mass of 220 t, the superconducting
solenoid is the largest ever built today. The solenoid coil was designed to be large
enough so that all calorimeter system fit inside it which avoids scattering, absorption
and showering in the solenoid material. The maximum magnet field supplied is 4 Tesla.
At
√

s = 8 TeV it was operated at 3.8 Tesla. The magnetic flux of this field is returned via
the iron return yoke. With a weight of 11400 t the return yoke is the heaviest part of the
CMS detector.

Muon System

The muon system is the outermost part of CMS since usually only muons travel that far
in the detector. It is integrated into the return yoke in a magnetic field of 2 T and is used
to identify muons and to provide a secondary measurement of their transverse momenta
besides the tracking system. Depending on the used detector part, identified muons
are classified into standalone, tracker or global muons. The layout of the muon system
is shown in Fig. 3.6. The CMS muon system consists of three different gaseous muon
detectors: Aluminium drift tube (DT) chambers are arranged in four layers and are used
to identify muons in the barrel region with |η| < 1.6. In contrast to the endcap regions
the muon rate and neutron-induced background is low enough for DTs. Cathode strip
chambers (CSC) measure the position of muons in the endcaps and are used to match
tracks within the silicon detectors. Each endcap has four stations of CSCs which cover a
η region of 0.9 < |η| < 2.4. Resistive plate chambers (RPC) identify muons in the central
barrel and endcap region with very high time resolution that aid in the identification
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Muon Chambers

Muon Chambers

HF

HO
Superconducting Solenoid

HE

HB

EB

EE

Figure 3.5.: Longitudinal view of one quarter of the CMS detector [88]. Shown is the
tracking system together with the ECAL and HCAL surrounded by the
superconducting solenoid with the exception of the Hadron Outer (HO) and
Hadron Forward (HF) calorimeters. The central part is equipped with the
Electromagnetic Barrel (EB) and Hadron Barrel (HB). The Electromagnetic
Endcap (EE) and Hadronic Endcap (HE) are installed at the endcaps. The
muon chambers are installed in the iron return yoke.

of the collision by providing fast trigger information in the |η| < 1.6 region. A more
detailed description of the muon system can be found in Ref. [99].

Data acquisition and Trigger System

The bunch crossing interval at the nominal LHC design luminosity is 25 ns. This corre-
sponds to a crossing frequency of 40 MHz with approximately 20 simultaneous proton-
proton collisions every crossing. The enormous amount of data (100 TB/s) resulting from
all these collisions is impossible to store and process in real-time. In order to reduce this
rate a trigger system selects only a subset of these events relevant for physics analyses.
This reduction is performed in two steps with the Level-1 (L1)trigger and subsequently
the High-Level Trigger (HLT). The L1 trigger consists of programmable hardware like
FPGAs and ASICs, allowing a low latency of 3.2 µs, which use coarse information from
the calorimeters and muon system to reduce the event rate to less than 100 kHz. The
HLT consists of a cluster of around thousand computers which run software similar
to the offline analysis framework. The HLT has access to the full detector readout and
can run on more detailed information with sophisticated algorithms to enable a full
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Figure 3.6.: Longitudinal view of one quarter of the CMS muon system [98]. Muons are
detected by DT chambers (green) in the barrel region and by CSCs (blue) in
the endcap region. Both regions are covered by RPCs (red).

reconstruction which further reduces the event rate to 100 Hz. This allows the storage
of the raw detector data of these events for further processing. An overview of the
architecture of the CMS Data Acquisition system is shown in Fig. 3.7.

3.3. Computing Infrastructure

The computing infrastructure is a vital part of the experimental setup. Even after the
reduction of several orders of magnitudes by trigger systems the experiments at the
LHC produce many petabytes each year which have to be processed, archived and
distributed to the different computing centers in order to be reachable for the end users
to be analyzed. The Worldwide LHC Computing Grid (WLCG) [101] was launched in
2002 to process and store the massive amount of data produced by the LHC experiments.
The computing services are integrated into a single service, called the grid. An overview
of the CMS computing grid [102] is shown in Fig. 3.8 [100]. The raw data is read out
from the detector and stored at the Tier-0 site at CERN. After a first processing step
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Figure 3.7.: Architecture of the CMS Data Acquisition System [88]. The complete detector
read-out data of an event is first buffered in a pipeline. After receiving a L1
trigger signal the detector information is forwarded to the readout systems.
The event manager controls the data flow. The builder network processes
and defragments the information and passes it to the filter system of the HLT.
All steps are controlled and monitored by the control and monitor system.

it is forwarded to various Tier-1 centers around the world. At least two independent
sites archive a dataset. Tier-1 centers also provide custodial storage for simulated data.
The smaller Tier-2 centers store copies of MC samples and datasets needed for analyses.
Analysis jobs submitted by a user to the grid are sent to clusters provided by Tier-2
sites. Local analyses are performed at Tier-3 sites which provide computing and storage
services to the end users.

As the functionality of a grid site is one of the most important factors for analyses to
be successful it is crucial to actively monitor a grid site in order to prevent computing
outtakes or data loss. Grid sites provide their services through the interplay of heteroge-
neous software. Each service has to be monitored individually and often comes with
its own monitoring solution providing unstructured data. Correlation between error
sources becomes difficult as each monitoring solution provides different output and has
a distinct graphical interface. To gather all relevant information one has to check multiple
monitoring systems and change their specific visualization settings. Additionally, most
available monitoring solutions are difficult to use for non-experts and often have high
latency due to their database backends. All this unnecessarily increases the amount of
time required for people on shift monitoring the site.

During the service work part of this thesis a new version of an existing monitor
framework was developed and extended in order to facilitate the administration of
the local grid site. The HappyFace project [103, 104] is a meta-monitoring software
developed in order to monitor the GridKa Tier-1 center at the Karlsruhe Institute of
Technology for the CMS Collaboration. HappyFace provides a modular framework
to gather information from different monitoring sources, process this information and
provide an overview of all relevant information. It allows real-time site monitoring
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Figure 3.8.: Schematic overview of the CMS computing grid [100]. The Tier-0 site at
CERN processes and distributes all raw data collected by the detector. This
data is transferred to Tier-1 centers all over the world for custodial storage.
Selected data and MC samples are distributed to Tier-2 sites, where they are
made available for processing. The final analysis is performed on Tier-3 sites.
Remark: The Tier-1 site in Taiwan has been recently replaced by a new site
in Russia.

for shifters and experts. All relevant information from different sources is fetched in a
defined time interval and processed. The processed information is displayed graphically
with a powerful rating system.
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3.4. Reconstruction of Detector Objects

In order to reconstruct physical objects the raw data from the detector has to be processed.
Within the CMS experiment this is performed with the CMSSW software framework. As
a first step, tracks of charged particles, calorimeter deposits and muon track segments
are reconstructed. The reconstruction of these objects is described briefly in the following
and in detail in Ref. [98].

3.4.1. Particle Flow Reconstruction

The Particle Flow (PF) algorithm [105–107] tries to correctly identify and reconstruct all
collision particles by taking into account information from different subsystems of the de-
tector. This approach results in a much better direction resolution and energy calibration
compared with older approaches of jet and missing transverse energy reconstruction
that only take the energy deposits in the electromagnetic and hadron calorimeter into
account. The PF algorithm clusters objects into five different categories: photons, elec-
trons, muons, charged hadrons and neutral hadrons. In each step the identified particle
is removed from the list of input objects and all energy deposits are recalculated to avoid
double-counting and ensure that the energy is only associated with one particle. The
PF approach starts with the reconstruction of muons since they can be easily identified
by their tracks in the muon system. Tracks associated with energy deposits mostly in
the ECAL are classified as electrons whereas the corresponding energy is estimated
with a multivariate regression technique. Remaining tracks with energy deposits in the
HCAL are identified as charged hadrons. Photons and neutral hadrons are distinguished
by their energy deposits. The result is a set of PF candidates and missing transverse
momentum from which neutrinos can be reconstructed. In the following the basic
reconstruction of PF input candidates is described briefly.

3.4.2. Tracks

Charged particles traversing the tracker generate hits in the different tracking layers.
The trajectories of these particles can be reconstructed by combining these to tracks.
Tracks are reconstructed using an iterative tracking method [108]. The demands set by
physic goals [98, 109] of the CMS collaboration requires good momentum resolution of
transverse momenta up to 1 TeV and at the same time efficient reconstruction of tracks
with pT on the order of 100 MeV for optimal jet energy resolution. The first step of
track reconstruction is called local reconstruction. It consists of the clustering of signals
above a certain threshold in the pixel and strip channels into hits. Track reconstruction
at CMS uses these hits from the local reconstruction in order to reconstruct tracks in
several steps with the Combinatorial Track Finder (CTF), an extended Kalman filter
track finder [110]. The CTF algorithm is iterative, i.e it is passed in multiple sequences.
Each of the six sequences consists of four steps. First, initial track candidates are found
using track seeds with initially two or three hits. This defines the initial trajectory and its
uncertainty. The subsequent track finding is based on a Kalman filter, extrapolating the
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charged particles path of flight along the tracks seeds to find further hits. Track fitting is
used to provide the best possible estimate of the trajectory parameters using a smoother
and Kalman filter. At last, tracks failing certain quality criteria are discarded.

3.4.3. Vertices

Vertex reconstruction is based on reconstructed tracks and consists of two parts, vertex
finding and vertex fitting. During the vertex finding tracks are grouped into vertex
candidates, depending on the use case different algorithms are applied. For the HLT
where speed is an important requirement and high efficiency is negligible a fast algorithm
is used. Hits which are found in three consecutive layers in the pixel detector are
clustered into triplets while taking only the z-coordinates closest to the beam line into
account in order to reduce the problem to a one-dimensional search. These clusters
are then used as input for the vertex fit. Primary vertex candidates are reconstructed
using Adaptive Vertex fitting, a method based on a Kalman filter. The vertex with the
highest sum of p2

T of the associated tracks is tagged as primary vertex (PV). Since the
PV is the point where the hard interaction took place the knowledge of the PV is crucial
for the reconstruction of an event. Higher accuracy can be achieved by using a full
reconstruction of the tracks. For this the tracks have to pass a set of quality criteria.
There must be at least two hits in the pixel detector, seven hits in the silicon strip detector
and the χ2-value of the fit divided by the number of degrees of freedom nDOF must be
smaller than five, χ2/nDOF < 5.0.

3.4.4. Muons

The reconstruction and identifications of muons with the CMS detector is described in
Ref. [98,111]. Muons can be reconstructed in several ways. Depending on the subsystems
used for reconstruction they are either classified as standalone, tracker or global muons.
Standalone muons are reconstructed with information from the detectors of the muon
system: DT, CSC, or RPC. The reconstruction is similar to the previously described track
reconstruction. A local reconstruction is performed with hits from the muon chambers
taken as seeds. These hits are then clustered to track segments. Tracks are propagated
from layer to layer using a Kalman filter method while taking energy loss, multiple
scattering and the non-uniform magnetic field into account. When no track segment can
be found the track is nevertheless propagated to the next layer. A cut on the χ2-value
of the fit is performed to reject bad hits due to showering and pair production. Pairs
of tracks sharing a large fraction of hits are cleaned. After the outer layer is reached,
the Kalman filter is applied backwards and the track is extrapolated to the nominal
interaction point. In the end a vertex-constrained fit on the track hits is performed to
estimate the track parameters. Tracker muons are reconstructed without information
from the muon chambers and therefore can be used to reconstruct muons with low
transverse momentum that only leave a small number of hits in the muon chambers.
Tracks reconstructed in the tracker are propagated through the detector to the muon
chambers and muons are reconstructed by looking for compatible hits in the muon
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chambers. Global muons are reconstructed using information from the muon system
and the silicon pixel and strip detector. Tracks from the tracker are combined with
standalone muon tracks. In order to limit the number of possible combinations a subset
of tracks from the tracker is chosen with corresponding momentum and position in
the standalone muon tracks. More stringent matching criteria are applied iteratively
to further reduce this subset. A global fit is performed in the end on the remaining
combinations and the track with the best χ2-value is chosen as global muon track.

Muon Identification

Additional steps are performed in order to identify muons stemming from the hard
interaction. Muons originating from the decay of B mesons or kaons and pions can also
be reconstructed as global muons. Hadrons with high enough energy can traverse the
HCAL and reach the muon chambers which leads to punch-through hadrons misidenti-
fied as muons. These non-prompt muons all have hadronic activity in common which
leads to energy deposited in a cone around the muon. Energy deposits in the ECAL
and HCAL are used to calculate a scalar sum of energy deposits in a cone with radius
R = 0.3 in the η − φ plane around the muon track. Energy deposits inside a veto cone
are excluded to account for the energy deposited by the muon. The radius of the veto
cone is R = 0.07 in the ECAL and R = 0.1 in the HCAL. The muon identification
algorithms [111] furthermore use additional information from the tracker such as the
number of hits of the muon candidates, the χ2-values of the track fits and the number of
invalid hits.

3.4.5. Electrons

The reconstruction of electrons [112] is more difficult than the one of muons since
electrons have to be reconstructed with the tracking system and ECAL depositions
and are hard to separate from fake electrons stemming from jets or photons. Recent
improvements in electron reconstruction and identification at CMS are described in
Ref. [113]. The energy measurement in the calorimeter is complicated by the radiation
of bremsstrahlung by electrons interacting with the tracker material. The amount of
bremsstrahlung depends on the tracker material traversed by the electrons. The radiation
length of the tracker material varies with the pseudorapidity η and ranges from 0.4
radiation lengths at the central η region up to 1.6 radiation lengths at η ≈ 1.6. The
magnetic field leads to the fact that electrons radiate bremsstrahlung photons along
their helical trajectories which leads to a spread of the deposited ECAL energy in the φ
direction. This spread is taken into account by the combination of several clusters into
a supercluster (SC). At first, SCs with an energy larger than 1 GeV are used as starting
points to find seeds in the pixel detector. Seeds require electron tracks with two hits in the
pixel detector. Tracks matched to a SC with a pseudorapidity |η| < 2.5 and a transverse
momentum pT ≥ 2.5 GeV are classified as primary electron candidates. The track finding
is performed with a nonlinear Gaussian Sum Filter (GFS) [114, 115]. Here a GSF is used
because in comparison with a KF the GSF can cope with the nonlinear effects in the
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propagation of electrons caused by bremsstrahlung. Similar to muon reconstruction
a backward fit is performed in the end. This method works best for high energetic
electrons. Electrons with low transverse momentum inside a jet are better reconstructed
with a tracker based approach. This approach uses a multivariate technique to identify
electron candidates with low transverse momentum inside jets [116].

Electron Identification

In order to distinguish electrons and objects with similar signatures such as charged
hadrons more sophisticated algorithms are employed which utilize variables sensitive
to bremsstrahlung and electromagnetic showering in the tracker. Transverse energy of
the supercluster or the ratio of energy deposited in the ECAL and HCAL are further
variables used to identify electrons. For the best performance an electron ID is defined
by combining all these variables in a multivariate technique. Depending on the analysis
a suitable cut on the discriminator can be chosen with the required purity of electron
candidates.

3.4.6. Jets

Colored quarks and gluons cannot exist alone due to color confinement, they hadronize
and form clusters of hadrons, detected as jets in the detector. Jets are reconstructed from
tracks and grouped into jet objects according to different jet clustering algorithms.

Jet algorithms can take any object with four-momentum as input, e.g. simulated
partons, generated stable particles after hadronization and decay or detector objects such
as calorimeter hits. Jet algorithms have to satisfy two important requirements, infrared
an collinear safety. Infrared safety means that for a given input additional radiation does
not lead to a different number of jets. The large probability of soft gluon emissions in a
hadron shower, soft contributions from the underlying event or calorimeter noise make
this an important requirement. Collinear safety means that a splitting of one particle
into two particles with the same four-momentum should not change the output of the
jet algorithm. This requirement is important because collinear splitting of one gluon into
two gluons and two quarks often occurs in the showering process.

Jet Clustering

Jets are reconstructed with cone algorithms or sequential clustering algorithms. Cone al-
gorithms cluster all particles in a cone with fixed radius R in the η − φ plane. Sequential
clustering algorithms have the advantage of not depending on a particular shape. In the
following sequential clustering algorithms will be discussed. For each input particle i
the distance di,j to a particle j is defined as di,j = min(p2n

T,i, p2n
T,j) ·∆R2

i,j, where R is defined

as the distance in the η − φ plane R =
√

∆η2 + ∆φ2. The distance of a particle to the
beam is defined as di,beam = p2n

T,i · D2.

Depending on the choice of the parameter n the algorithms are classified as
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• n = 1 kT algorithm [117, 118]

• n = 0 Cambridge/Aachen algorithm [119]

• anti-kT algorithm [120]

All of these algorithms and several others are implemented in the FASTJET package [121,
122]. The current default algorithm used by the CMS experiment is the anti-kT algorithm
with a resolution parameter of 0.5.

Jet Energy Corrections

Jet energy correction (JEC) tries to correct the energy measurement of jets from multi-
ple sources of distortion in a sequence of multiple factorized correction steps. These
correction levels, defined in Ref. [123] are:

• Level 1: The energy offset stemming from pile-up is corrected by subtracting the
average pile-up density per unit area depending on the area of the jet.

• Level 2: Relative corrections depending on the pseudorapidity η are applied to
correct for the non-compensating behavior of the calorimeter and uninstrumented
regions of the detector. Correction factors as a function of the pseudorapidity η are
calculated to equalize the jet response to the level of the central region |η| < 1.6.

• Level 3: Absolute corrections based on the transverse momentum pT are applied to
correct for non-compensating effects and to make the jet response uniform in pT.

The corrections in Level 1-3 take all instrumental effects into account. In addition, the
L2L3 residual corrections correct for the fact that the L2 and L3 corrections are determined
only from MC samples. Further optional corrections are available in Level 4-7 to estimate
the momentum and energy of the underlying partons but are not used in this analysis.
The jet energy corrections have been validated in data at

√
s = 7 TeV with dijet and γ/Z

events [124]. In addition, the difference between the resolution of jet energy in data and
MC simulations is corrected by smearing the jet energy resolution in MC samples [125].

Identification of b-quark jets

Top quark decays lead to jets produced by b-quark hadronization. In order to decimate
backgrounds it is crucial to correctly identify these jets. This procedure is known as b
tagging. The CMS Collaboration uses several algorithms to accomplish this [126]. Differ-
ent approaches from simple but robust methods to complex multivariate algorithms are
available.

Hadrons with b quarks decay primarily via the weak interaction and therefore have
long lifetimes. Jets which originate from a b quark can be distinguished from light quark
or gluon jets by the long lifetimes and large masses of B hadrons and relatively high
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fractions of semileptonic decays which lead to the presence of a soft charged lepton in the
jet. The longer lifetimes of B hadrons lead to a displaced secondary vertex. The distance
between the track and the PV at closest approach is called impact parameter (IP). A
schematic view of a B hadron decay with PV, SV and IP is depicted in Fig. 3.9. The typical

primary vertex

xy
decay length L

secondary vertex

jet axis

track
impact
parameter

Figure 3.9.: Schematic view of a B hadron decay inside a jet [127]. The decay leads to
a secondary vertex displaced with a decay length of Lxy from the primary
vertex. The impact parameter of a track is the distance between the track
and the PV at closest approach.

scale of the IP for B hadrons is defined by their lifetime, cτ ≈ 480 µm. The scalar product
of the IP segment with the jet direction yields the sign of the IP. Mis-measured tracks
can lead to a difference between the reconstructed jet axis with the flight direction of the
B hadron which yields a wrong sign of the IP. Decays with a short lifetime have a signed
IP significance centered around zero while the one of B hadrons is mostly positive. The
main ingredients to identify b jets are charged tracks and lepton identification. In order
to compare different algorithms, the efficiency to correctly identify jets from b quarks
and the misidentification probability of identifying jets from light quark jets as b quark
jets are needed. In general, these are dependent on the transverse momentum pT and
pseudorapidity η of a jet. Since it is difficult to model all b-tagging parameters correctly,
the performance has to be corrected with measurements from b quark jet enriched data.

This analysis uses the Combined Secondary Vertex (CSV) algorithm which exploits multiple
variables to distinguish b quark jets from non-b quark jets. Information such as the
IP, the SV and jet kinematics are combined into a likelihood ratio to calculate a b-tag
discriminator. Soft lepton information is not included. The probability to falsely classify
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3.4. Reconstruction of Detector Objects

a light quark or gluon jet as b quark jet is the mistag rate. According to the mistag rate
several working points are defined by the minimum threshold of the discriminator. The
working points are named loose (L), medium (M) and tight (T) with a misidentification
probability for light parton jets around 10%, 1% and 0.1%, respectively, at an average jet
pT of about 80 GeV.
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Figure 3.10.: Discriminator values for the CSV algorithm in an inclusive QCD multijet (a)
and in a tt̄ enriched (b) sample [128].

3.4.7. Missing Transverse Energy

Since the colliding particles at the LHC only have longitudinal momentum the transverse
momentum must be conserved due to momentum conservation. However, particles like
the neutrino or proposed supersymmetric neutralinos do not interact with the detector
material and lead to an imbalance in the transverse energy measured in the calorimeters.
Missing transverse momentum (6~ET) is defined as the vectorial sum of all transverse
momenta deposits in the calorimetry system [129]:

6~ET = −
N

∑
n=1

(En sin θn cos φn x̂ + En sin θn sin φnŷ) , (3.4)

where the index n runs over all calorimeter input objects and x̂ and ŷ denote the unit
vectors in the x and y direction, respectively. The magnitude of 6~ET is called missing
transverse energy, E/T or MET. In the case of Particle Flow MET (PFMet) [105] the missing
transverse energy is calculated with PF objects instead of using calorimeter information.
In order to accurately estimate the amount of missing transverse energy one has to take
pile-up effects and mis-reconstruction into account. Particles too close to the beam line
can escape the detector without being reconstructed. Detector malfunction and dead
sensors or poorly instrumented regions have to be considered as well. If the number
of affected channels is small, the event can be cleaned. Events with large anomalous
signals in the calorimeter system are tagged as nonphysical and filtered out. The impact
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of multiple interactions per bunch crossing, pile up, leads to the degradation of missing
transverse energy resolution. The nonlinearity of the calorimeter response for neutral
and charged hadrons due to its non-compensating nature, neutrinos from semileptonic
particle decays or minimum energy thresholds of the calorimeters and inefficiencies in
the tracker can lead to an underestimation of 6ET.

Jets are an important ingredient for the calculation of missing transverse energy. The
Type-I corrections propagate the jet energy corrections (JEC), introduced in the previous
section, to 6ET. Type-0 correction mitigates the effect of pile-up on 6ET. Charged hadron
subtraction (CHS) removes charged hadrons originating from pile-up vertices from the
6ET estimation. In addition to CHS, an integral part of type-0 corrections is the removal
of neutral pile-up contributions. This is performed by removing an estimated amount of
neutral pile-up contributions from 6ET. Only removing the charged contribution would
lead to a worse estimate of 6ET. The missing transverse energy used for the analysis in
this thesis can be written as

6~ET = 6~ET
raw

+ ~Ctype-0 + ~Ctype-I (3.5)

where ~Ctype-0 and ~Ctype-0 are the type-0 and type-I corrections for 6~ET.
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4. Simulation of Single Top Quark
Production

The first step of a particle physics analysis is the simulation of the physical processes
in order to study kinematic distributions and selection efficiencies. Both signal and
background processes have to be studied in order to define a suitable selection with a
sufficient signal-to-background ratio. The simulation of physical processes is performed
with the help of Monte Carlo (MC) methods [130], stochastic methods based on random
sampling. The hard interaction of a process is simulated by randomly producing events
according to the matrix elements of the process and the probability density of the accord-
ing phase space. In order to be able to compare measurements on data with simulations,
the simulated events have to be reconstructed with a detector simulation. In the fol-
lowing chapter the main ingredients of such a simulation are described, the available
generators and the different modeling techniques for single top quark production are
introduced and a brief overview of the detector simulation is given.

4.1. Monte Carlo Simulation

A full proton-proton collision can be factorized in several different steps of the interaction.
An illustration of this factorization is shown in Fig. 4.1. In the following, the different
steps will be described briefly.

Hard Scattering and Parton Distributions

The momentum fractions of each parton flavor in a proton at a given momentum transfer
Q2 are described by a set of parton distribution functions. (PDFs). A brief introduction
was already given in Section 1.2. In a proton-proton collision one parton from each
proton takes part in the hard scattering process. Since the strong coupling constant αS is
small at large Q2 the cross section of a hard scattering process can be calculated with
perturbation theory.

Parton Shower

A parton shower (PS) simulates the radiation of gluons and quarks in the initial and
final state of a hard process. Initial state showers are produced by an incoming parton
radiating a gluon. Final state showers are produced by a gluon radiated from quark the
final state. Gluon radiations are described by branchings which are calculated with the
help of the DGLAP QCD evolution functions, see Section 1.2, where the probability of
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f(x,Q
2
) f(x,Q

2
)

Parton
Distributions

Hard
SubProcess

Parton
Cascade

Hadronization

Decay

+
Minimum Bias
Collisions

Figure 4.1.: Schematic illustration of the factorization of a proton-proton collision [131].

radiating a gluon is calculated with the Altarelli-Parisi splitting functions. Initial state PS
are approximated as space-like showers where the scale is increased backwards in time
until the initial parton of the shower is found. Final state PS are instead approximated by
time-like showers starting from the final state partons of the hard scattering. The scale
is decreased along the positive time axis. A lower cutoff scale is introduced in order to
avoid singularities from soft and collinear gluon emissions.

Hadronization

Perturbation theory is only valid when the couplings are small enough, therefore pertur-
bative QCD is only valid at short distances where the strong coupling constant is small.
In nature colored partons can not be directly observed since they are bound in hadrons.
The transformation of colored partons into bound states of colorless hadrons is called
hadronization. There are only phenomenological models and no analytical explanations
available for this confinement. One phenomenological model of hadronization is the
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Lund string model [132] used by PYTHIA. The color field between the separating quarks
and anti-quarks in the finale state is modeled as a color flux string. When the separation
is large enough, the potential energy between these strings is large enough to create new
quark anti-quark pairs with color and anti-color. These newly created quark anti-quark
pairs lead to the production of colorless hadrons.

Underlying Event and Pileup

Apart from the hard scattering process there is a color charged proton remnant from the
proton collision which interacts with particles in the hard interaction. This underlying
event has to be taken into account in the MC simulation for a correct modeling of the
proton-proton collision.

During the same bunch crossing multiple interactions can occur at high luminosities.
The number of additional collisions in an event is called pileup (PU) rate. The average
pileup rate at

√
s = 8 TeV was around 23 additional collisions with in extreme cases well

over 40 pileup events [133]. The correct simulation of pileup is an important ingredient
for a correct MC simulation of proton-proton collisions.

Detector Simulation

In order to be able to compare events reconstructed from data with generated events,
the interaction of the generated particles with the detector material, the applied mag-
netic field and the response of the different detector subsystems have to be calculated.
Physical effects like energy loss by ionization, multiple scattering, bremsstrahlung and
electromagnetic and hadronic interactions have to be considered. All simulated events
used in this analysis pass a full detector simulation with the GEANT4 [134, 135] toolkit
using a detailed model of the CMS detector.

4.2. Parton Showers and Monte Carlo Generators

In the following, the parton showers and MC generators used in this thesis are presented.
A detailed overview of MC generators available for hadron colliders can be found in
Ref. [136]. The generated events are stored in the Les Houches event format (LHE) [51],
a standardized XML-like format which can be passed on to parton shower programs.

Pythia

PYTHIA [80] is a multi-purpose MC event generator for particle collisions at high energies.
It includes theories and models for hard and soft interactions, parton distributions,
initial- and final-state parton showers, multiple interactions, fragmentation and decay.
Hadronization is described by the Lund string model explained in Section 4.1.

In this thesis PYTHIA 6 is used for the modeling of QCD multijet and diboson back-
ground events and for the showering and hadronization of events generated with
different MC generators listed in the following.
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MadGraph

MADGRAPH [137] is a program which can generate matrix elements at tree-level for any
Lagrangian based model implemented in FEYNRULES [138] and produce the amplitudes
and information for the phase space integration for a given process. MADEVENT [139]
uses this information to produce standalone code in order to calculate cross sections and
generate events.

aMC@NLO

Recent versions of MADGRAPH since version 5 include the AMC@NLO package [140]
which enables the automatic computation of LO and NLO amplitudes for arbitrary
processes and their matching to parton shower simulations according to the MC@NLO
formalism [141].

POWHEG

The POWHEG method [79,142] (Positive Weight Hardest Emission Generator) is a method
for interfacing parton showers with fixed NLO QCD calculations. It is designed to
remove a potential overlap between the parton shower and the NLO hard process and
to only produce events with positive weight. This method is used by the framework
POWHEG BOX [77] to produce events with NLO precision. Several SM processes are
available. The s- and t-channel [78] and tW [143] events used in this analysis have been
produced with POWHEG BOX. Although not used in this analysis it can also be used to
simulate tt̄ events [144]. POWHEG BOX can be either interfaced to PYTHIA 6 or Herwig
for the parton shower modeling.

CompHEP

COMPHEP [82] is an automated package for the evaluation of Feynman diagrams and
generation of events. It can be interfaced to PYTHIA for the showering and hadronization
and is used in this thesis for the production of an alternative single top quark t-channel
sample [83].

Tauola

The TAUOLA library [81] was designed to correctly simulate the decay of τ leptons,
especially the spin correlation effects important for the correct modeling of the top quark
polarization are taken into account. The library can be interfaced to other MC generators
to simulate the decay. It is used here for the simulation of the decay of the single top
quark and diboson events.
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4.3. Simulation of t-channel Single Top Quark Physics

The initial b quark needed for t-channel single top quark production can be simulated
in two distinct flavor schemes (FS), either in the 4FS with four, or in the 5FS with five
different quark flavors in the initial state. The Feynman diagrams of the 2→ 2 process
used at Born level in the 5FS and the 2 → 3 process used at Born level in the 4FS are
shown in Fig. 4.2.

P

q

b

t

W

q′

(a) 5FS

P

q

b̄g

b

t

W

q′

(b) 4FS

Figure 4.2.: Single top quark t-channel production in the 4- and 5-flavor scheme. The
2→ 2 process is shown in (a), where the b quark originates from the proton
PDF. The second b quark is simulated through the parton shower. The 2→ 3
process is shown in (b), where the b quark originates from gluon splitting.
Here the second b quark is simulated directly and therefore more accurately
modeled than with a parton shower.

The 2 → 2 process is shown in Fig. 4.2 (a). Here the initial state b quark originates
from the proton PDF, the logarithms related to the initial state gluon splitting are
resummed in the b quark PDF. The second b quark only enters via NLO corrections and
is simulated through the parton shower, describing it effectively only at LO. In order
that the factorization of matrix element and parton shower is valid, the mass of the b
quark has to be neglected in the matrix elements of the 5FS, mb = 0, and only enters
through some higher order corrections.

The 2→ 3 process is shown in Fig. 4.2 (b), where the b quark originates from a gluon
splitting into a bb̄ pair. In the 4FS the b quark is part of the matrix element and massive,
the second b quark is also simulated directly and massive. Although the calculation is
much more complicated, the modeling of the kinematic distributions is more accurate.
The difference in the resulting kinematic distributions of these two flavor schemes has
been studied in detail at NLO in Ref. [67].

The kinematic distributions of the top quark resulting from the POWHEG BOX 4FS
modeling are very similar to the ones obtained with AMC@NLO [144].

The parton level distribution of the top quark transverse momentum pT generated
with AMC@NLO in the 4FS and 5FS is shown in Fig. 4.3. The distributions agree within
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Figure 4.3.: Transverse momentum pT of the top quark (a) and second b quark (b)
generated with AMC@NLO at NLO in the 4FS and 5FS [145].

the uncertainties indicated by the shaded areas. Small differences are seen only in the
low pT area [145].

A different approach is used by the COMPHEP generator. In order to get an approxi-
mative NLO modeling, the contributions of the 2→ 2 and 2→ 3 processes are merged
according to a matching in the distribution of the second b quark transverse momentum
pT.
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5. Event Selection and Signal Event
Reconstruction

As shown before in Fig. 1.3 the single top quark t-channel cross section is around 11
orders of magnitude smaller than the total inelastic proton-proton cross section. An event
selection has to be defined where only events with signal-like final state are selected.
However, many background processes have the same final state as t-channel single top
quark production. With the help of MC simulations suitable cuts are defined that reject
most of the background events without rejecting too many signal events. The selection
used in this analysis selects for events where the top quark decays to a W boson and
b quark with a subsequent decay of the W boson to either a muon or electron and the
corresponding neutrino, t→Wb , with W → µν (eν). The hadronic decay mode of the
top quark is neglected as it is too similar to the QCD multijet background.

5.1. Utilized Data Samples

The data used for the analysis in this thesis consists of an integrated luminosity of
19.7 fb−1 collected during 2012 at

√
s = 8 TeV with single lepton triggers.

The following data samples have been used:

• /SingleElectron/Run2012A-22Jan2013-v1/AOD

• /SingleElectron/Run2012B-22Jan2013-v1/AOD

• /SingleElectron/Run2012C-22Jan2013-v1/AOD

• /SingleElectron/Run2012D-22Jan2013-v1/AOD

• /SingleMu/Run2012A-22Jan2013-v1/AOD

• /SingleMu/Run2012B-22Jan2013-v1/AOD

• /SingleMu/Run2012C-22Jan2013-v1/AOD

• /SingleMu/Run2012D-22Jan2013-v1/AOD

Only events where the CMS detector was fully operational have been used for this
thesis. The luminosity sections marked bad by the Detector Performance Group (DPG)
have been excluded. The certified JSON file, containing all good runs,
Cert 190456-208686 8TeV 22Jan2013ReReco Collisions12 JSON.txt has been
used to exclude these events.
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The MC samples used in this thesis are listed in Table 5.1. Listed are the sample
name, the amount of generated events and the cross section times the branching ratio
(BR). All samples are from the Summer12 cycle of the CMS MC production and have
been processed with the 5_3_11 release of the CMSSW package. The QCD Multijet
contribution has been estimated with a data driven technique described in Section 5.4.

5.2. Background Processes

Several other processes have the same signature as single top-quark production in the
detector and have to be considered in the analysis as background. In the following the
background processes relevant for this analysis will be described.

5.2.1. Top Quark Production

Top quark pair production is one of the most important background processes for single
top quark production. The production of tt̄ pairs is described in in Section 1.3.1. The
main contribution stems from the semileptonic decay mode, where one top quark decays
hadronically, producing two jets from the W boson and one b quark jet, and the other
leptonically, producing a b quark and a charged lepton and neutrino. Two of these jets
are not reconstructed due to either low transverse momentum pT or blind regions in
the detector. Other top quark production backgrounds are s-channel and tW single top
quark production.

5.2.2. Vector Boson Production
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Figure 5.1.: Vector boson production. LO diagrams for the production of W bosons (a)
and Z bosons (c) decaying with decays to muons. Exemplary higher order
contributions are shown in (b) and (d). Additional jets can lead to similar
final states as in t-channel single top quark production.

The production of vector bosons, depicted in Fig. 5.1 in addition with gluons, light
quarks or heavy quarks is an important background contribution for this analysis.
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5. Event Selection and Signal Event Reconstruction

The production of W bosons in association with jets is the second most important
background process. Events where the W boson decays to W → µν or W → eν and is
produced in association with a c quark or bb̄, cc̄ quark pairs can easily be misidentified
with single top quark t-channel production. Also W boson production in association with
light quark jets can be misidentified since the production cross section times the mistag
probability is still larger than the t-channel cross section. LO samples simulated with
MADGRAPH are produced separately with different additional parton multiplicities com-
bined to obtain a sample with higher jet multiplicities. Despite correctly describing the
process kinematics the heavy flavor component is underestimated by the MADGRAPH

simulation as seen by different analyses.
Another, though smaller, background contribution stems from the production of Z

bosons in association with jets. In order to have a signal-like final state one of the charged
leptons has to be mis-reconstructed which reduces the probability to pass the event
selection.

5.2.3. Diboson Production
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Figure 5.2.: Diboson production in the WW (a), WZ (b) and ZZ (c) production modes.

Diboson production can occur in the WW, WZ and ZZ modes. The WW and WZ
production modes have a charged lepton, neutrino and heavy quarks in the final state.
ZZ production can contribute to the background when one charged lepton is not detected.
The diboson processes, including all decay channels, are modeled with PYTHIA. Overall,
the contribution is nearly negligible.

5.2.4. QCD Multijet Production

The background process with the largest production cross section is the production of
multijet events via the strong interaction.

Heavy flavor decay or in-flight decay of pions and kaons can lead to the production
of charged leptons. Hadrons reaching the muon chambers are detected as punch-
through muons. The available QCD multijet sample simulated with PYTHIA contains
too few events after the event selection. Therefore the contribution of this background is
estimated from a sideband region in data, see Section 5.4.
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Figure 5.3.: QCD multijet production with same final state as single top t-channel
events (a) and with a high energetic jet which can be reconstructed as a
fake muon (b).

5.3. Event Selection

The final state of single top t-channel events consist of exactly one charged lepton (muon
or electron), missing transverse energy from the W boson decay neutrino, one b-tagged
jet stemming from the top-quark decay, as well as a light quark jet produced in forward
region. The following event selection implementing the CMS Single Top Quark Group
recommendations is applied to both simulated samples and data. The following event
selection reduces the number of background events significantly. However, the fraction
of background events is still estimated to be 86% (87%) in the muon (electron) channel
based on simulation studies. In order to further reduce the number of background
events a multivariate approach is chosen as described in Chapter 6.

Event Cleaning

Events with high energetic noise in the HCAL barrel or end caps are rejected with
the HBENoiseFilter module [147] using pulse shape, hit multiplicity and timing
information. Another filter is used to reject beam scraping events.

Trigger Requirements

Events with muons are selected using the High Level Trigger (HLT) path
HLT_IsoMu24_eta2p1 which requires muon candidates with pT > 24 GeV and |η| <
2.1 during online reconstruction. Reference efficiencies, obtained with “tag&probe” in
Z boson decays [148], are applied η-dependent on simulated events to scale the event
yield [149]. Electron events are selected using the HLT path HLT_Ele27_WP80 which
requires electron candidates with ET > 27 GeV and tracking identification criteria. The
selection efficiency is estimated at 80%.
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5. Event Selection and Signal Event Reconstruction

Primary vertex

Primary vertices are required to be reconstructed with at least four tracks where the
track fit has to have at least five degrees of freedom, nDOF ≥ 5, and a z-distance to the
primary vertex of 24 cm, |zPV | < 24 cm.

Lepton Requirements

Several lepton requirements are applied in order to select real leptons stemming from
the W boson decay and not fake leptons produced in QCD multijet events.

Muons

Selected muons are required to have a transverse momentum pT > 26 GeV, be within the
trigger acceptance range (|η| < 2.1) and must pass the muon ID. The muon candidates
have to fulfill the criteria of “global muons” with an additional set of requirements called
tight muon ID [111, 150].

The Particle Flow relative isolation Irel with “∆β” corrections is defined as follows

I∆β
rel =

Ich.h + max ((Iγ + In.h − IPU), 0)
pT

, (5.1)

where Ich.h, Iγ and In.h are the sum of transverse energy deposited by the charged
hadrons, photons and neutral hadrons in a cone size of ∆R =

√
(∆η)2 + (∆φ)2 = 0.4

around the direction of the muon. IPU is the sum of transverse momenta of tracks
associated with non-leading vertices. A multiplicative factor of 0.5 is applied to take the
neutral-to-charged particles ratio expected from isospin invariance into account. Tight
muons are required to have a relative isolation of I∆β

rel < 0.12.

Electrons

Electrons are required to lie within the tracker acceptance region of |η| < 2.5 and have
transverse energy ET larger than 30 GeV. Electrons with superclusters within the endcap-
barrel transition region 1.4442 < ηSC < 1.5660 are rejected. The relative isolation is
calculated Effective area corrections

Iρ−corr.
rel =

Ich.h + max ((Iγ + In.h − ρ× A), 0)
pT

, (5.2)

where ρ is the average energy of particles not used for the jet reconstruction and A
is the area of the jet cone in the η − φ plane. The average energy ρ is calculated with
jets reconstructed with the kT algorithm and a distance parameter of 0.6. The relative
isolation is required to be Iρ−corr.

rel < 0.1. Electrons are classified with a multivariate
method [151]taking into account variables based on calorimetry and tracking information
as well as the pseudorapidity and transverse momentum. The discriminator of this MVA
ID is required to be larger than 0.9

62



5.3. Event Selection

A conversion rejection method [152] is applied in order to remove electrons stemming
from the conversion of high energetic photons into pairs of electrons.

Loose Lepton Veto

Background processes like the tt̄ dilepton channel or Drell-Yan production often have
one or more loose leptons not included in the above definitions.

Loose muons need to have a transverse momentum of pT > 10 GeV within the full
muon acceptance range |η| < 2.5, be flagged as global or tracker muons and have a
relative isolation of Irel < 0.2. The loose electron definition requires a PF electron with
ET > 20 GeV, |η| < 2.5 and Irel < 0.15 which passes the cut-based veto ID. Events with
one or more loose leptons are discarded.

Transverse W boson Momentum and Missing Transverse Energy
Requirements

The reconstructed transverse momentum of the W boson is defined as

mT,W =
√
(pT,` + pT,ν)2 − (px,` + px,ν)2 − (py,` + py,ν)2 , (5.3)

where pT,` and pT,ν are the transverse momenta of the charged lepton and neutrino
which is approximated by 6~ET, respectively. In events with a W boson, the shape of mT,W
is a Jacobian peak at the W boson mass of 80.4 GeV, while in contrast the value of mT,W
in QCD multijet events is distributed along small values. In the muon channel the QCD
contribution in the signal region is rejected by requiring mT,W > 50 GeV. In the electron
channel the events are required to have E/T > 45 GeV in order to suppress events from
QCD multijet production. Studies performed for a different analysis [64] have shown
that this variable performs better in the electron channel.

Jet and b-tagging Requirements

Jets are required to have transverse momentum pT > 40 GeV and pseudorapidity
|η| < 4.5. Jet energy corrections are applied like described in Section 3.4.6. PF jets must
have more than one constituent, neutral hadronic and neutral electromagnetic energy
fractions smaller than 99% and if in the central region a charged electromagnetic fraction
smaller than 99% and nonzero charged energy fraction and charged particle multiplicity.

Since the top quark decays to a W boson and b quark, it is crucial to identify those jets
stemming from the b quark as described in Section 3.4.6. In this analysis b tagging is
performed using the Combined Secondary Vertex (CSV) algorithm at its tight working
point (dCSV > 0.898) with a defined mistag rate of 0.1%. Two jets with exactly one
b-tagged jet are required in the signal region. The tt̄ control region requires three jets
where exactly two need to be b tagged.

The average number of b quark jets in simulated samples is different than the one
observed in data. The b-tagging efficiency εdata or εMC is defined as ε = Nb-tagged/Ntotal,
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5. Event Selection and Signal Event Reconstruction

where Nb-tagged and Ntotal is the number of b-tagged jets and total number of jets, re-
spectively. In order to correct for this difference the b-tagging object working group
provides scale factors for correction of light and heavy flavor jet tagging efficiencies
SF = εdata/εMC. These scale factors are applied to simulated samples using a reweight-
ing method [153]. The probability for a given configuration of jets in a simulated sample
is

PMC = ∏
i=tagged

εi ∏
j=not-tagged

(1− εj) , (5.4)

similar for data where the probability is defined as

Pdata = ∏
i=tagged

SFiεi ∏
j=not-tagged

(1− SFj · εj) , (5.5)

where εi is b-tagging efficiency in simulation and SFi the scale factor, both as functions
of the jet flavor (light or heavy flavor), jet-pT and jet-η. The flavor of the jet is determined
using tools provided in the software framework. The event weight obtained with these
probabilities, w = PData/PMC, is used to reweight simulated events.

Signal Event Reconstruction

The top quark decays immediately due to its short lifetime and has to be reconstructed
from the decay products. Multiple choices in the reconstruction lead to several possible
top quark candidates. In the following the reconstruction of the top quark is described
and the probabilities for a correct assignment obtained from simulated data are given.

In order to reconstruct the top quark first the W boson has to be reconstructed which in
the scope of this analysis decays to a charged lepton, muon or electron, and the corre-
sponding (anti)-neutrino. Assuming a signal-like final state the transverse components
of 6~ET must stem from the neutrino. The longitudinal momentum of the neutrino, pz,ν, is
reconstructed from 6ET and the charged lepton using a W boson mass constraint.

M2
W = (Eµ +

√
6~ET

2
+ p2

z,ν)
2 − (pT,µ + 6~ET)

2 − (pz,µ + pz,ν)
2 . (5.6)

Solving this equation for pz,ν leads to two general solutions

pz,ν = Λ
pz,`

p2
T,`
± 1

p2
T,`

√
Λ2 p2

z,` − p2
T,`(E2

`E/2
T −Λ2) , (5.7)

with

Λ =
m2

W
2

~pT,` · ~6 pT . (5.8)

In the case with two real solutions for pz,ν, which happens in 72% of the cases, the
solution with the smallest absolute value is chosen. If the discriminant in Eq. (5.8) is
negative, which happens in 28% of the cases when the transverse mass mT is larger
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5.4. Data-driven Estimation of QCD Multijet Background

than the W boson mass mW , the solution has an imaginary component. The main cause
for this is the finite 6ET resolution. Lepton momentum resolution or the finite intrinsic
width of the W boson only contribute negligibly. In order to eliminate the imaginary
component the neutrino transverse components are modified while the ET vector is kept
fixed under the W boson mass constraint of Eq. (5.6). Setting the determinant in Eq. (5.7)
to zero yields a quadratic equation in px,ν and py,ν. Setting the W boson mass to the
measured mass of 80.4 GeV allows 6~ET to be modified. Assuming that the transverse
energy measurement is approximated correctly one can minimize the distance δ between
the reconstructed transverse momentum of the neutrino and the missing transverse
energy with respect to the solutions py1,2,ν

δ1,2((px,ν) =
√
(px,ν − (6~ET)x)2 + (py1,2,ν · px,ν − (6~ET)y)2 (5.9)

The smallest solution of δ1,2 is chosen in order to minimize the distance. The new values
obtained from this minimization are used to calculate a new value of pz,ν.

The signal event reconstruction has been studied in simulated data in order to esti-
mate the probabilities of matching the correct jets to the required generator level partons.
The result are shown in Table 5.2. In the signal region around 84% of the jets can be
correctly matched to the top quark.

Table 5.2.: Matching of the reconstructed b-tagged and untagged jets to the underlying
final state parton in selected signal events in the muon channel. For the
matching, the jet and parton must have a distance ∆R < 0.3.

Assignment Fraction 2j1t 3j1t

b tagged jet is b-quark jet from top quark 84.04% 64.69%
b tagged jet is spectator b-quark jet 10.58% 21.92%
b tagged jet is the recoiling light quark jet 3.36% 5.65%
b tagged jet is none of the above 2.01% 11.45%

untagged jet is b-quark jet from top quark 7.59% 6.67%
untagged jet is spectator b quark jet 5.07% 9.94%
untagged jet is the recoiling light quark jet 81.2% 62.48%
untagged jet is none of the above 6.18% 21.49%

5.4. Data-driven Estimation of QCD Multijet Background

All processes except QCD multijet production are modeled using simulated samples.
The available simulated QCD multijet sample is generated for general usage and a
large phase space, only few events pass the event selection described previously. The
large cross section allow to model QCD multijet production directly from data. This is
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5. Event Selection and Signal Event Reconstruction

accomplished with a modified event selection which enriches the selected sample with
QCD multijet events. This enriched dataset is then used to estimate the fraction and
modeling of QCD multijet events of the signal region.

Templates for QCD multijet distributions are obtained in the QCD enriched sidebands
separately for the 2j1t and 3j2t regions by inverting the isolation criteria for muons and
electrons. The relative isolation of leptons is required to lie between 0.3 < Irel < 0.5. In
order not to bias the modeling of variables a good separation between jets and leptons
is required and only jets with a distance of ∆R(jet, `) > 0.3 from leptons are selected.
The estimation of the number of QCD multijet events is performed in two sensitive
variables, mT,W in the muon channel and 6ET in the electron channel. The contamination
from non-QCD multijet events in the anti-isolated regions is estimated with simulated
samples and is below 1.5% in the 2j1t region for both channels before the cuts on mT,W
and 6ET. The purity of the sideband selection in the signal region is shown in Fig. 5.4.
The contamination in the tt̄ control region is higher, however QCD multijet events are
negligible in this region due to two required b-tagged jets. In general the distribution F
of a kinematic variable x can be parametrized as

F(x) = a · S(x) + b · B1(x) + c · B2(x) , (5.10)

where S(x) and B1,2(x) are the expected distributions of signal and background
processes and x is either the transverse mass of the W boson mT,W in the muon channel
or the missing transverse energy in the electron channel. In this case S(x) refers to the
amount of QCD events derived from data as described above. Backgrounds containing
a real W boson in the hard interaction are added up to the template B1(x), whereas the
template B2(x) consists of Z boson events in association with jets. Due to the similarity
with QCD events this background contribution is fixed to prediction. The normalization
constants a and b are determined by a fit of F(x). The fit is performed in the region
of mT,W (6ET) defined by mT,W < 50 GeV in the muon channel and E/T < 45 GeV in the
electron channel and extrapolated to the signal region. The data-driven templates for
QCD multijet events and the simulated samples used in the fit are shown in Fig. 5.5 for
the signal region and in Fig. 5.6 for the tt̄ control region. The number of QCD multijet
events estimated with the fit are given in Table 5.3.
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Figure 5.4.: Purity of the QCD multijet sideband selection in muon (a) and electron (b)
channel. Non-QCD processes are simulated and normalized to their pre-
dicted cross section and the assumed luminosity. Due to the small amount
of no visible difference is observed in templates with subtracted non-QCD
processes in the muon (c) and electron (d) channel.
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Table 5.3.: Estimation of QCD multijet events in the signal and tt̄ control region for
the muon and the electron channel. The quoted uncertainties are statistical
uncertainties.

Muon Channel Events Electron channel Events
2j1t region

mT,W < 50 GeV 21554±614 E/T < 45 GeV 26359±551
mT,W > 50 GeV 5448±173 E/T > 45 GeV 2793±93

3j2t region

mT,W < 50 GeV 133±228 E/T < 45 GeV 580±14
mT,W > 50 GeV 160±273 E/T > 45 GeV 117±41
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Figure 5.5.: QCD multijet sideband and non-QCD templates, normalized to the fit results,
for the 2j1t region.

68



5.4. Data-driven Estimation of QCD Multijet Background

MTW[GeV]
0 5 10 15 20 25 30 35 40 45 50

E
ve

nt
s/

5G
eV

0

200

400

600

800

1000

1200

1400
Data
W-like
Z+jets
QCD

Data Driven QCD: mu-3j2t

(a)

MET[GeV]
0 5 10 15 20 25 30 35 40 45

E
ve

nt
s/

5G
eV

0

200

400

600

800

1000

1200

1400

1600

1800
Data
W-like
Z+jets
QCD

Data Driven QCD: el-3j2t

(b)

Figure 5.6.: QCD multijet sideband non-QCD templates, normalized to the fit results, for
the 3j2t region.
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6. Multivariate Neural Network Analysis

After applying the event selection described in Chapter 5 the dataset is still dominated
by background events and the signal to background ratio is much lower than in a
comparable tt̄ analysis. In order to further enrich the signal, a multivariate analysis
(MVA) method is utilized. The most common MVA methods usually employed in
particle physics are artificial neural networks (NN), boosted decision trees (BDT) or
likelihood functions (LF). This analysis uses an NN implemented with the NeuroBayes
package [154, 155].

6.1. Theory of Neural Networks

Artificial neural networks are mathematical models for pattern recognition inspired by
neural pathways in the central nervous systems of animals [156]. The nodes of a neural
network, analog to neurons, are ordered in different layers and are connected to each
other by weighted connections, similar to synapses. Neural networks are nonlinear
functions of linear input functions, making them powerful statistical tools for regression
and classification when some precautions are taken. A comprehensive introduction to
neural networks can be found in Ref. [157].

The first presented and most simple of these models, the perceptron [158], was not very
powerful and could not approximate the XOR function [159]. Multilayer perceptrons
overcome this limitation by introducing one or more additional layers, the hidden
layers, and non-linear activation functions. Usually these networks are feed-forward,
i.e with connections in one layer only connecting in one direction to the next layer.
These networks can be trained with historical or simulated data by adapting the weights
according to the difference between predicted and true value. If the weight between two
nodes becomes too small the connection can be pruned. Through supervised learning,
these networks can learn almost any non-linear dependence. Feed-forward networks
with at least one hidden layer and a suitable activation function, e.g. a sigmoid (shown
in Fig. 6.1), can approximate any continuous function with arbitrary precision as shown
by the universal approximation theorem [160, 161]. A neural network can be imagined
as a mapping from k input units to l output units, Rk → Rl . A representation of a
feed-forward neural network, without bias nodes, is shown in Fig. 6.2.

The first layer consists of the input nodes which take the values of the individual
preprocessed input variables. The input for a node j in the hidden layer is a biased
weighted sum of the values of the input nodes:

hj(x) = ∑
i

wijxi + µ0,j , (6.1)
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Figure 6.1.: Logistic sigmoid function, Eq. (6.2), in the interval [−10, 10].
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Figure 6.2.: Representation of a feed-forward neural network with three layers and one
output node. Nodes in one layer are only connected to the next layer. The
bias nodes are not depicted.
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6.1. Theory of Neural Networks

where xi is the input data of node i, wij the weight between the nodes i and j, and
µ0,j the weight between the node j and the bias node in the input layer which acts as a
threshold of the node j. Visualized geometrically, the weights span a decision boundary
separating signal and background in an n-dimensional hyperplane with an offset from
the bias nodes.

A transfer function S(x) maps the output from (−∞, ∞) to the interval [−1, 1].

S(x) =
2

1 + e−h(x)
− 1. (6.2)

The logistic sigmoid function given in Eq. (6.2) is depicted in Fig. 6.1. This function
is only sensitive in a small region around zero, for very large or small values it reaches
saturation. Therefore the weighted sum of input values ∑i wijxi is shifted to the linear
region of the transfer function by the weight of the bias node.

The final output of the neural network is thus calculated as follows

o = S

(
M

∑
j

ωj · S(
N

∑
i

ωijxi + µ0)

)
. (6.3)

In order to train the network, a cost or error function is defined for the network output
comparing the current output oi to the expected output Ti. The most commonly used
error function for regression is the quadratic error function

ED =
1

2N

N

∑
i
(oi − Ti)

2 . (6.4)

In some cases, like classification which is used in the following, it is more common to
use the entropy error function, which is defined as

ED =
1
N

N

∑
i

log
(

1
2
(1 + Ti · oi + ε)

)
, (6.5)

where N is the number of training events and Ti is a binary target value used to classify
an event i as either signal or background. The regularization constant ε is introduced
to avoid numerical problems at the start of the training. A small value is chosen at the
beginning which is reduced in each training iteration until it reaches zero after the first
few iterations.

The minimization of the error problem is non-trivial since the global minimum in a
multi-dimensional space has to be found without getting stuck in local minima. Usually,
a gradient descent method is used where the change of each weight ωij is proportional to
the gradient of the error function δωij = −η ∂ED

∂δωij
. The step width η is varied individually

for each weight during the training. NeuroBayes has the option to use the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) [162–165] algorithm which converges much faster
than a simple gradient descent. The BFGS algorithm is a Quasi-Newton method which
approximates the Hessian matrix used in the gradient descent, consisting of the second
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partial derivatives, by iteratively approximating it with the gradient and rank-one
updates.

The change of each weight is calculated through backpropagation in [166]. The
aim of backpropagation is to calculate the partial derivative recursively. The error for
each weight is propagated back to the hidden layer from the output node and to the
input layer from the hidden layer by applying the chain rule of the partial derivative.
One assumption for backpropagation is, that the total error function is the average of
individual training samples. This allows to calculate the individual partial average for
one sample by using the partial derivative of the average error function. A pedagogical
description of backpropagation is available in [167].

Preprocessing and Regularization

Since the various different input variable distributions have different scales the input
variables have to be preprocessed before being fed to the neural network. NeuroBayes
automatically preprocesses the input training and uses several techniques like spline fits
and Bayesian regularization to prevent the network from learning statistical fluctuations
and overtraining. Overtraining can occur if too many hidden nodes are used and the
network starts to learn random noise in the used training sample and does not generalize.
This can be checked by splitting the input sample into a training and validation sample.
An illustration of an overtrained network is shown in Fig. 6.3.

Figure 6.3.: Visualization of overtraining. Two-dimensional representation of signal
(red) and background (blue) events. The dashed line represents the optimal
decision boundary for both the training and validation data. The green line
shows the overtrained decision boundary. The diagram on the left shows an
overtrained network on the training data. If this network is applied on the
validation sample (right), background events within the green line would be
wrongly classified as signal [168].

Before the training, the input variables are preprocessed to facilitate an optimal
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network training. The input variables are first flattened into bins with equal bin content
in the interval [−1, 1] in order to reduce the effect of outliers. All input variables can
then be transformed, e.g. to follow a normal distribution with mean zero and width one
so that all inputs to the hidden layer nodes have the same scale and the output of the
hidden layer is not saturated. Another option is to use a spline fit in order to smoothen
the distribution.

After the transformation, the variables are decorrelated by diagonalizing the covari-
ance matrix of the transformed variables through iterative Jacobian rotations. During
the training, the weights are regularized by a Bayesian regularization method. Three
regularization classes are used for the weights of the input layer, hidden layer and the
output layer [169].

6.2. Selection of Input Variables

Many possible variables, some of them already successfully used for the single top quark
observation at CDF [170], have been tested for their separation power. In addition, their
data to simulation agreement in the W+light enriched sideband region has been checked.
Out of these variables, 21 were found to be suitable for the NN training. The training
has been performed separately for the muon and electron channel.

The input variables used for the NN training are:

1. Pseudorapidity of the light quark jet, ηlq: The pseudorapidity η of the light quark
jet is the most discriminating variable in the training. For the single top t-channel
process, the light quark jet is mostly detected in the forward region, while for all
background processes it is detected in the central region of the detector.

2. Transverse momentum of light quark, pT,lq: The transverse momentum of the jet
assigned to the light quark.

3. Mass of light quark, mlq: The invariant mass of the jet assigned to the quark
recoiling against the intermediate W boson produced in the t-channel.

4. Mass of first leading jet, mjet1: The invariant mass of the jet with the highest
transverse momentum pT.

5. Mass of second leading jet, mjet2: The mass of the second leading (ordered in terms
of decreasing transverse momentum) jet present in the event.

6. Invariant di-jet mass, mjet1,jet2: The invariant mass of the two selected jets can
discriminate between signal and background due to the longer tail of the signal.
In case of more than two jets, the two leading jets, ordered in decreasing jet-pT, are
used for the calculation of this variable.

7. Reconstructed top quark mass, m`νb: The invariant mass of the top quark recon-
structed from the four-vectors of the charged lepton, the neutrino, and the jet
assigned to the b quark from the top-quark decay. The peak around 173 GeV is
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6. Multivariate Neural Network Analysis

a clear indication for the production of top quarks. The peak is broadened for
tt̄ production compared to single top t-channel production. The reason for this
is, that in half of the cases, the selected b quark is not coming from the same top
quark as the selected muon. Also, if the two W bosons decay leptonically, there are
two neutrinos which contribute to the missing transverse energy. Contributions
from W bosons and light or heavy flavor jets do not peak at the top-quark mass
and have a longer tail.

8. Mass of the b quark from the top-quark decay, mbtop : The invariant mass of the jet
assigned to the b quark from the top-quark decay.

9. Transverse mass of the W boson, mT,W: The transverse mass of the W boson
obtained from the isolated charged lepton and the missing transverse energy.

10. Missing transverse energy, E/T: The energy associated to the undetected neutrino
present in the final state of single-top-quark production.

11. Lepton charge, Q`: The charge of the selected isolated lepton in the event.

12. Pseudorapidity of the W boson, ηW: The pseudorapidity of the W boson stemming
from the decay of the top quark.

13. Difference in φ between the lepton and the light jet, ∆φ[`, lq]: ∆φ[l, lq] is defined as
the difference of the azimuthal angle between the four vector of the isolated lepton
and the four-vector of the light quark jet.

14. Difference in φ between the second leading jet and the charged lepton, ∆φ[jet2, `]:
Difference of the azimuthal angle of the four vector of the second leading jet and
the four vector of the lepton.

15. Azimuthal angle of 6~ET, φ6ET
: The azimuthal angle of the 6ET vector.

16. Difference in φ between the leading jet and 6~ET, ∆φ[jet1, 6ET]: The difference in the
azimuthal angle between the four-vector of the leading jet and 6~ET.

17. Difference in φ between the second leading jet and 6~ET, ∆φ[jet2, 6ET]: The difference
between the azimuthal angle of second leading jet and 6~ET.

18. Angular separation of first jet and 6~ET, ∆R[jet1, 6ET]: The angular separation between
the four-vector of the first jet and 6~ET.

19. Event shape variable, C: The C-parameter is derived from the eigenvalues λi of
the momentum tensor:

C = 3× (λ1λ2 + λ2λ3 + λ3λ1)

20. Event shape variable, D: The D-parameter is defined by the eigenvalues λi of the
momentum tensor:
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6.3. Neural Network Training

D = 27(λ1λ2λ3)

21. Event shape variable, A: The aplanarity A is calculated from the third largest
eigenvalue of the momentum tensor:

A = 3
2 (λ3)

See Appendix B for a more detailed description of the event shape variables.
As an example, the two most important variables in the network training, the light

quark jet pseudorapidity ηlq and the reconstructed top quark mass m`νb, are shown
in the “2j1t” category for both the muon channel, see Fig. 6.4, and electron channel,
see Fig. 6.5. The distributions for all input variables can be found in Appendix C.

6.3. Neural Network Training

The NN is trained in the “2j1t” category separately for the muon and electron channel
and applied to both the signal and control regions. The discriminator outputs in the
control regions are used to check the modeling of the backgrounds and validity of the
training. The tt̄ control region is later used in the fit to constrain the tt̄ contribution in the
signal region. The training of the neural network is performed with a limited memory
implementation of the BFGS algorithm [171], a quasi-Newton method which iteratively
approximates the Hessian matrix of the second derivatives in order to minimize the
error function. With this option the training converges after a few iterations.

During the training, connections with insignificant weights are removed. Pruning
avoids learning unimportant information and thus helps against overtraining.

The training sample consists of the signal t-channel sample and the most important
MC samples, tt̄ and W+jets. 70% of the events are used for the training, the rest is used
as a test sample to check for overtraining.

After the variables have been preprocessed the correlation matrix of the N input
variables and the total correlation to the signal target are calculated. One variable after
another is removed and the correlation to the target is computed again. The variable
with the least loss of correlation is removed and the procedure is repeated until the most
significant variable remains. The ranking is given in terms of significance, which is equal
to the loss of correlation multiplied by

√
n, where n is the sample size. The ranking of

the input variables in the NN training is listed in Table 6.1 for the muon channel and
in Table 6.2 for the electron channel. The training is only taking variables into account
with an additional significance larger than 3σ. Variables with less than 3σ have not been
considered and do not affect the NN training. The linear correlation (Pearson [172])
between the input variables themselves and the target variable is shown in Fig. 6.6 for
the muon and electron channel, separately.

After the training a good separation between background and signal is achieved, as
can be seen in Fig. 6.7. Backgrounds peak at low discriminator values near −1, while
the signal peaks at high discriminator values near +1.
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Figure 6.4.: Two of the most important input variables for the network training in the
muon channel signal region (left), ηlq (a) and m`νb (c), and tt̄ control region
(right), ηlq (b) and m`νb (d).

The purity of a network output o is defined as

P(o) =
Nsig

Nsig + Nbkg
, (6.6)

where Nsig and Nbkg are the number of signal and background events. The network
output should be proportional to the purity P, which can be seen in Fig. 6.8. The signal
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Figure 6.5.: Two of the most important input variables for the network training in the
electron channel signal region (left), ηlq (a) and m`νb (c), and tt̄ control region
(right), ηlq (b) and m`νb (d).

purity versus the signal efficiency is shown in Fig. 6.9 for several discriminator cut
values. The upper curve depicts the purity-efficiency above a certain cut, the lower
curve for values below a certain cut value. The resulting neural network discriminator
output is shown in Fig. 6.10 for the “2j1t” region and in Fig. 6.11 for the “3j2t” tt̄ control
region for both muon and electron channel.
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Table 6.1.: Input variables ranked by relevance for the neural network discriminator
performance in the muon channel.

Rank Add. sig This var. loss-removed Global corr. to others [%] Variable

1 195.30 195.30 52.32 84.8 ηlq
2 103.59 133.41 91.84 40.8 m`νb
3 82.07 157.99 66.42 74.8 mjet1,jet2
4 64.09 83.69 54.36 28.7 mT,W
5 31.64 56.13 31.21 11.6 Q`

6 27.26 19.62 14.84 82.9 mlq
7 22.95 13.32 23.72 29.1 ηW
8 20.51 43.73 23.03 32.3 ∆φ[`, lq]
9 20.81 50.54 6.24 78.9 mbtop

10 17.24 12.00 13.63 65.7 ∆φ[jet1, 6ET]
11 14.05 180.49 10.43 97.9 C
12 11.32 15.91 13.66 77.0 pT,lq
13 9.02 163.61 4.90 99.3 D
14 8.81 43.55 9.30 85.3 mjet1
15 7.05 52.46 8.39 45.5 E/T
16 6.82 15.45 6.74 55.6 ∆φ[jet2, 6ET]
17 5.85 15.47 5.58 70.2 mjet2
18 5.03 105.89 5.11 68.2 ∆R[jet1, 6ET]

19 1.80 131.98 1.82 97.7 Aplanarity A
20 1.29 1.38 1.29 0.9 φ6ET
21 0.58 9.70 0.58 45.7 ∆φ[jet2, `]
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6.3. Neural Network Training

Table 6.2.: Input variables ranked by relevance for the neural network discriminator
performance in the electron channel.

Rank Add sig. This var. loss-removed Global.corr to others [%] Variable

1 158.23 158.23 40.82 84.1 ηlq
2 90.63 116.65 71.27 51.8 m`νb
3 68.35 127.98 57.64 74.6 mjet1,jet2
4 59.65 79.12 52.73 30.2 mT,W
5 25.99 43.00 12.33 86.6 mjet1
6 24.65 44.64 24.03 11.7 Q`

7 22.60 5.38 22.15 33.4 ηW
8 14.04 18.89 8.52 76.5 mjet2
9 13.81 21.51 17.10 74.3 pT,lq
10 10.39 1.30 12.65 48.4 ∆φ[jet2, `]
11 12.21 23.94 12.44 45.9 ∆φ[`, lq]
12 9.93 146.40 10.06 97.6 C
13 6.92 10.42 7.51 83.1 mlq
14 6.38 52.21 8.09 49.7 E/T
15 6.44 101.17 6.48 68.7 ∆R[jet1, 6ET]
16 6.57 22.92 6.70 49.1 ∆φ[jet2, 6ET]
17 4.18 131.13 7.47 99.1 D
18 6.37 103.81 6.17 97.2 Aplanarity A

19 2.80 7.03 2.82 36.4 ∆φ[jet1, 6ET]
20 2.22 54.44 2.22 84.0 mbtop

21 0.87 3.55 0.87 1.7 φ6ET
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Figure 6.6.: Correlations between the input variables of the NN in the muon channel
(left) and the electron channel (right). The target variable is entry 1, entries 2
to 22 correspond to the 21 input variables in the ranking order of tables 6.1
and 6.2 (Entry number = rank +1).
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and electron (right) channel. The purity is proportional to the network
discriminator.
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Figure 6.9.: Purity-efficiency plot for different cuts on the network discriminator for
the muon (left) and electron (right) channel. The upper curve depicts the
purity-efficiency above a certain cut, the lower curve for values below a
certain cut value.
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Figure 6.10.: Neural network discriminator in the signal region (2j1t) for the muon (a)
and electron (b) channel.
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Figure 6.11.: Neural network discriminator in the tt̄ control region (3j2t) for the muon (a)
and electron (b) channel.
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6.4. Estimation of Optimal Cut Values

In order to get a signal enriched sample, a cut on the NN discriminator is applied. The
optimal cut value is determined on the basis of the figure of merit S√

S+B
. A scan on the

NN discriminator is performed, ranging from the minimum to the maximum value and
performing a cut on the discriminator for both the signal and background templates.
A cut value of 0.3 for the muon channel and of 0.4 for the electron channel yields the
largest significance. The scan and the optimal cut value (dashed line) for both muon and
electron channel is shown in Fig. 6.12.
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Figure 6.12.: Neural Network discriminator scan in the signal region. The NN discrim-
inator is scanned from minimum to maximum range for the signal and
background templates in order to find the optimum cut value (dashed line)
depending on the signal and background ratio, separately for the electron
and muon channel.

6.5. Background and Signal Estimation

The amount of background events is determined by a simultaneous fit of the neural
network discriminator in the signal and tt̄ control region in order to improve constraining
the fraction of tt̄ events. The fit is performed separately for the muon and electron
channel.

A binned likelihood fit ranging from -1 to 1 in 20 bins of the discriminator distribution
is performed with the THETA framework [173] in order to estimate the scale factors. The
scale factors are defined as βi =

σmeas.
σSM

, where i is the index of the fitted process, σmeas.
is the measured cross section and σSM is the predicted SM cross section. A scale factor
of βi = 1 means that exactly as many events have been measured as predicted. The
predictions are taken from theoretical calculations and simulation.

Background processes are constrained within already measured uncertainties while
still allowing for additional deviations due to different phase spaces than in this mea-
surement. The prior uncertainty on tt̄ is ∆ = 20% while the prior uncertainty on the
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other backgrounds is ∆ = 30%. The QCD multijet template is being fixed during the fit
to the results from the dedicated QCD estimation described in Section 5.4.

The likelihood function L is defined as

L(β1 , . . . , βC) =
B

∏
k=1

P(nk|µk) ·
C

∏
j=2

G(β j|∆j) , (6.7)

where k is the bin index, B the number of bins, j the process index and C the number
of all processes.

P(nk|µk) =
(µk)

nk

nk!
· e−µk , (6.8)

where µk is the mean value of the expected number of events in bin k and nk is the
number of observed events in bin k. The mean value of the expected number of events
µk is the sum of expected events for all processes

µk =
C

∑
j=1

µjk =
C

∑
j=1

β j · ν̂j · αjk , (6.9)

where µjk is the expected number of events for process j in bin k and αjk is the relative
fraction of events for process j in bin k. The sum of all relative fractions must add up to
one, ∑B

k=1 αjk = 1 for all processes j.
The second term G(β j|∆j) in Eq. (6.7) is used to constrain background processes with

a normal distribution with mean value 1 and a standard deviation of ∆j

G(β j|∆j) =
1√

2π∆j
· e

(
−

(βj−1)2

2∆2
j

)
, (6.10)

where ∆j is the relative rate uncertainty of the background process j.

The resulting scale factors for the muon and electron channel are shown in Table 6.3
and Table 6.4, respectively. Both the fit to the signal region and the combined fit including
the tt̄ control region are shown. The combined fit significantly reduces the uncertainty
on the tt̄ contribution while only marginally changing the signal beta factor. Therefore
the results of the combined fit are used for the further analysis.
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Table 6.3.: Scale factors for the neural network discriminator fit in the muon channel.
The uncertainty quoted on the scale factor is the statistical uncertainty on the
signal and background yields.

Combined (3j2t-2j1t) 2j1t

Process Scale Factor Scale Factor

t-channel 0.98±0.02 1.00±0.02
s-channel 0.73±0.29 0.80±0.21
tW 1.38±0.24 0.78±0.28
tt̄ 1.08±0.01 1.25±0.05
W+jets(heavy) 1.32±0.07 1.10±0.11
W+jets(light) 0.82±0.29 0.91±0.28
Z+jets 0.98±0.28 0.88±0.28
Diboson (VV) 1.18±0.29 1.07±0.29

Table 6.4.: Scale factors for neural network discriminator fit in the electron channel. The
uncertainty quoted on the scale factor is the statistical uncertainty on the
signal and background yields.

Combined (3j2t-2j1t) 2j1t

Process Scale Factor Scale Factor

t-channel 0.99±0.03 1.00±0.03
s-channel 0.93±0.29 0.98±0.29
tW 1.36±0.25 0.96±0.29
tt̄ 1.14±0.01 1.22±0.04
W+jets(heavy) 1.34±0.09 1.23±0.13
W+jets(light) 1.02±0.29 1.02±0.29
Z+jets 1.03±0.29 1.03±0.29
Diboson (VV) 1.08±0.29 1.02±0.29
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6.6. Resulting Templates

The event yields after applying the NN cut NNDiscr > 0.3 and NNDiscr > 0.4 are given
in Table 6.5 and Table 6.6 for the muon and electron channel, respectively. Due to the
applied lepton criteria around twice as much muon as electron events are selected.
In order to increase the amount of events for the unfolding procedure both channels
are combined. The resulting histograms in the combined lepton+jets channel for the
top quark transverse momentum pT and rapidity |y| after applying the NN cut are
shown in Fig. 6.13(a) and Fig. 6.13(b), respectively. The MC templates of signal and
background processes are normalized to the fit results of the combined fit. The QCD
multijet templates are normalized to the results obtained from the dedicated data-driven
QCD estimation described in Section 5.4. Both distributions of top quark transverse
momentum pT and rapidity |y| and show a good agreement with the measured data.
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Figure 6.13.: Top quark transverse momentum pT (a) and rapidity |y| (b) in the combined
lepton+jets channel after applying the NN cut. The MC templates are
normalized to the fit results.
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Table 6.5.: Event yield in the muon channel after cutting the scaled neural network
templates at NNDiscr > 0.3. The quoted uncertainties are the statistical uncer-
tainties on the fit.

Muon Channel Process Events Unc.

t-channel 6618 ± 135
s-channel 75 ± 31
tW 508 ± 95
tt̄ 3638 ± 76
W+jets(heavy) 3366 ± 200
W+jets(light) 253 ± 90
Z+jets 172 ± 51
VV 58 ± 17
Multijet QCD 1083 ± 55

Total 15772 ± 297
Data 15843

Table 6.6.: Event yield in the electron channel after cutting the scaled neural network
templates at NNDiscr > 0.4. The quoted uncertainties are the statistical uncer-
tainties on the fit.

Electron Channel Process Events Unc.

t-channel 3307 ± 92
s-channel 43 ± 15
tW 260 ± 53
tt̄ 1985 ± 57
W+jets(heavy) 1360 ± 104
W+jets(light) 129 ± 39
Z+jets 57 ± 18
VV 26 ± 9
Multijet QCD 375 ± 40

Total 7540 ± 170
Data 7548
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7. Differential Cross Section Measurements

In this chapter the final results of this thesis are presented. Based on the analysis in the
previous chapters, differential measurements in the single top-quark t-channel of the
top quark transverse momentum pT and absolute value of rapidity |y| are performed
and compared with predictions from several generators with different approaches. In
order to compare with theoretical predictions, the measurement has to take into account
the limited detector resolution and selection efficiencies. Events reconstructed in the
detector are measured with a finite detector resolution and the efficiency of the event
selection cuts affects, if dependent on the investigated variable, its distribution.

In order to correct for these effects, the reconstructed simulated events are compared to
events at generator level via a migration matrix. A generalized matrix inversion method,
called unfolding, is performed on this migration matrix with the TUNFOLD package [84].
The algorithm is based on a least squares fit and the Tikhonov-Phillips regularization [174,
175], also known as ridge regression. The regularization strength parameter τ is estimated
by minimizing the global correlation in pseudo experiments [176].

This matrix inversion problem can be formulated mathematically as

ỹi =
m

∑
j=1

Aij x̃j + bi, 1 ≤ i ≤ n, (7.1)

where the m bins x̃j describe the true distribution, Aij is the smearing matrix, consisting
of the migration matrix filled with the possibilities of migration from bin j to the bins i on
detector level times the selection efficiency for each bin in the diagonal entries, ỹi is the
average event count per bin at detector level and bi is the background in bin i. In addition,
systematic uncertainties affecting the migration matrices or the background estimations
have to be considered. A schematic representation of the unfolding procedure is shown
in Fig. 7.1.

Unfolding is an ill-posed problem in the sense that estimating the inverse of the
migration matrix A is very sensitive to perturbations in the data. Ill-posed is the opposite
of well-posed [177], which means, that the solution must exist, be unique and depend
continuously on the initial boundary conditions. That implies, that simply inverting
the matrix is not possible since statistical fluctuations in the event count are amplified
and lead to unstable results. However, these fluctuations can be dampened by imposing
certain conditions on the smoothness of the unfolded result, called regularization.

In the following, first the background estimation and subtraction are discussed. Then,
the regularized unfolding method is described in detail and closure tests are presented
to check the correctness of the method. After that, the estimation and definition of the
systematic uncertainties and their propagation through the unfolding procedure are
described. At last, the results are presented and discussed.
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Figure 7.1.: Schematic view of the unfolding procedure with migration effects and
statistical fluctuations. The smearing matrix A is used to correct for selec-
tion efficiencies and detector resolution effects in data, taking into account
statistical fluctuations.

7.1. Background Subtraction

The templates shown in Fig. 6.13 are used as input for the unfolding procedure. The
contributions from background processes to data have to be subtracted before unfolding.
The number of events stemming from background processes is estimated with a binned
likelihood fit to the neural network discriminator as described in Section 6.5.

The reconstructed distributions are corrected for background contributions by sub-
tracting the background templates, normalized to the fit results, from data. In order
not to overestimate the statistical uncertainty, the correlations between the different
background processes have to be considered. In this analysis, it has been checked
with pseudo experiments that the correlation increases the statistical uncertainty only
marginally and is not relevant when compared to the systematic uncertainties.

7.2. Regularized Unfolding

As mentioned before, the regularized unfolding solves the ill-posed problem of inverting
the smearing matrix in order to get the true, non-smeared distribution from the measured
data. The problem can be described mathematically as ~y = A~x, where ~x is the true
underlying distribution and A is the smearing matrix, taking into account the selection
efficiency, shown in Fig. 7.2, and bin-by-bin migration, shown in Fig. 7.4. The shapes
of the investigated variables at generator level, generator level after selection cuts and
reconstruction level are shown in Fig. 7.3. In this case the correction from the variable
dependent selection efficiency is larger than the migration effect.
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7.2. Regularized Unfolding

The problem can be solved by posing it as a least-square problem and minimizing

χ2(~x) = (A~x−~y)TV−1
y (A~x−~y) , (7.2)

where Vy is the covariance matrix of the measured distribution ~y. A general solution of
this problem is

~xχ2 = A†~y , where A† = (ATV−1
y A)−1ATV−1

y . (7.3)

However, as described before, the solution is not stable and fluctuates wildly with small
changes in~y. In order to get a more stable solution, the problem is regularized by adding
two additional terms

χ2(~x, κ) = χ2(~x) + τ||L(~x−~xbias)||2 + κ(Nobs −
n

∑
i=1

(A~xi))
2 , (7.4)

where ~xbias is a bias distribution generated from the signal MC sample to allow the
curvature to be weighted correctly despite inhomogeneity in the bin statistics. It is
normalized to the observed number of events after subtraction divided by the overall
selection efficiency. The two additional terms are proportional to the regularization
parameter τ and the normalization constant κ. The regularization term introduces a
matrix L which in this case is chosen such that L(~x−~xbias) is proportional to the second
derivatives of ~x−~xbias. This regularization scheme is a common choice to smoothen the
resulting distributions and suppress unphysical fluctuations. The norm of the solution
is fixed by the second additional term proportional to the Lagrangian multiplier κ. The
minimization is performed with regard to the two parameters simultaneously.

The choice of the strength of the regularization parameter τ has a large impact on
the resulting distribution. If the regularization parameter is too small, the unfolded
result often has large fluctuations. When the regularization is too strong, the result is
biased against the assumed distribution. Many different methods are known in literature
to estimate the best regularization parameter, e.g. minimum global correlation or an
L-curve scan [178]. In some cases however, the L-curve scan does not converge. Despite
this, the methods are nearly equivalent and the choice is arbitrary. In this analysis
the minimum global correlation [176] method is used, where the optimal solution
has the smallest correlation between the bins in the unfolded distribution. When the
regularization is too weak, the result will have strongly anti-correlated bins. If it is
too strong, the result will be mostly flat with large correlation between neighboring
bins. The global correlation coefficient is defined as the measure of the total amount of
correlation between an element of ~x and all other elements, the correlation for each data
in bin i is defined as:

ρi =
√

1− (Vx,ii ·V−1
x,ii )

−1 . (7.5)

The correlation coefficient ρi can take values between 0 and 1. If all bins of the result
are completely uncorrelated the covariance matrix Vx is diagonal and all ρi are zero.
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The global correlation efficient is the total correlation between all bins is defined as the
arithmetic or geometric mean of all correlation efficients

ρtot =

(
1
n

n

∑
i=1

ρ2
i

) 1
2

. (7.6)

A scan with different values of the regularization parameter τ is performed and each
time the global correlation ρtot is calculated for the unfolded distribution. The result
with the minimal global correlation yields the best choice for τ.

The unfolding is performed in twelve bins for the reconstructed spectrum, six bins are
used for the unfolded distribution. The number of reconstructed bins has to be larger
than the number of unfolded bins to guarantee a stable solution [84]. The reasonableness
of the chosen binning scheme can be estimated by looking at the purity P and stability S
of each bin in the unfolded spectrum. The purity is defined as

P =
Nrec,gen

Nrec
, (7.7)

and measures the probability for events with a reconstructed top-quark pT (or |y|)
value in a certain range, Nrec, to have also a generated value in this range, Nrec,gen. Since
the number of reconstructed bins is twice as large as the number of generated bins,
each time two reconstructed bins are compared with one generated bin. The stability is
defined as

S =
Nrec,gen

Ngen
, (7.8)

and measures the probability for events with a generated top-quark pT (or |y|) value
in a certain range, Ngen, to also have a reconstructed value in this range, Nrec,gen. Values
above 50% for both quantities are advised.

For the measurement of top-quark pT the purity lies in the range between 50 and 75%
while the stability is in the range from 50 to 85%. For the measurement of top-quark |y|
the purity is between 53 and 67% while the stability is between 41 and 81%. The stability
of the sixth bin is a bit lower with only 32%. While events with top-quark pT (|y|)values
beyond 240 GeV (|y| > 2.1) are collapsed into the last visible bin in the reconstructed
bin shown in Fig. 6.13 (overflow bin), the events are not considered in the unfolding, i.e.
only events with pT < 240 GeV (|y| < 2.1) are used to derive the unfolded differential
cross sections.
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Figure 7.2.: Selection efficiency as a function of the true top quark pT (a) and as function
of the true top quark |y| (b) for the combined lepton+jets channel. The error
bars indicate the statistical uncertainty due to the limited MC sample size.
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Figure 7.3.: Shape comparison of the transverse momentum pT (a), (b) and the absolute
value of the rapidity |y| (c), (d) of the single top quark on generator level
without any selection cuts, generator level after selection cuts, and recon-
struction level after selection cuts in the combined lepton+jets channel. The
comparison is shown in two different binnings: (a) and (c) 50 bins; (b) and (d)
six bins.

96



7.2. Regularized Unfolding

0

0.2

0.4

0.6

0.8

1

 0.11  0.01  0.00  0.00  0.00  0.00

 0.39  0.08  0.01  0.00  0.00  0.00

 0.34  0.34  0.03  0.01  0.00  0.00

 0.10  0.38  0.16  0.02  0.01  0.00

 0.03  0.15  0.36  0.05  0.01  0.01

 0.01  0.03  0.29  0.16  0.01  0.01

 0.01  0.01  0.12  0.32  0.04  0.01

 0.00  0.00  0.03  0.27  0.16  0.01

 0.00  0.00  0.01  0.13  0.30  0.06

 0.00  0.00  0.00  0.03  0.29  0.21

 0.00  0.00  0.00  0.01  0.14  0.38

 0.00  0.00  0.00  0.00  0.04  0.31

 [GeV]
T

Bins of generated top p
1 2 3 4 5 6

 [
G

eV
]

T
B

in
s 

o
f 

re
co

n
st

ru
ct

ed
 t

o
p

 p

1

2

3

4

5

6

7

8

9

10

11

12

Simulation Preliminary CMS

(a)

0

0.2

0.4

0.6

0.8

1

 0.47  0.12  0.05  0.02  0.01  0.01

 0.34  0.20  0.07  0.02  0.01  0.01

 0.14  0.31  0.11  0.05  0.02  0.01

 0.04  0.25  0.20  0.06  0.03  0.02

 0.01  0.09  0.28  0.12  0.06  0.02

 0.00  0.02  0.21  0.20  0.08  0.04

 0.00  0.00  0.08  0.26  0.13  0.07

 0.00  0.00  0.02  0.20  0.20  0.11

 0.00  0.00  0.00  0.06  0.25  0.16

 0.00  0.00  0.00  0.01  0.16  0.22

 0.00  0.00  0.00  0.00  0.05  0.22

 0.00  0.00  0.00  0.00  0.01  0.11

Bins of generated top |y|

1 2 3 4 5 6

B
in

s 
o

f 
re

co
n

st
ru

ct
ed

 t
o

p
 |y

|

1

2

3

4

5

6

7

8

9

10

11

12

Simulation Preliminary CMS

(b)

Figure 7.4.: Migration matrices for top quark pT and |y|. Each migration matrix gives
the probability of an event with a certain true top quark pT to show up in
one of the bins of the reconstructed top quark pT (a), same for |y| (b).
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7.3. Closure Tests of the Unfolding Procedure

The correctness of the unfolding procedure is checked with a closure test, where pseudo
data is used and the unfolded value of the top quark pT (|y|) is compared to the true
value. Fifty thousand pseudo experiments are performed, where a Poisson number N is
diced with the expectation value of the bin content and drawn from each bin for each of
the templates.

For the closure test, the pull and the relative difference in each of the six generated
bins are calculated. The pull for each bin is defined as the difference between the
generated and unfolded spectrum in that bin divided by the uncertainty of the unfolded
spectrum in that bin. The relative difference is the difference between the generated and
unfolded spectrum in that bin divided by the generated spectrum in that bin. The relative
differences for each of the six bins are shown in Fig. 7.5 and Fig. 7.6 for the top quark
pT and |y|, respectively. For the pull distributions Fig. 7.7 and Fig. 7.8 a mean around
zero and a width, root mean square (RMS), close to one indicate that the uncertainties
are estimated correctly. Similarly, a relative difference around zero indicates that the
unfolding is unbiased, while the width is an indicator for the uncertainty from the
unfolding procedure. Both conditions are almost fulfilled in the closure test. Only the
pull distributions indicate that the binning and regularization scheme introduce a small
bias.
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Figure 7.5.: The relative difference between unfolded and true top quark pT in the com-
bined lepton+jets channel per bin. The means are nearly zero which shows
that the unfolding method has minimal bias.
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Figure 7.6.: The relative difference between unfolded and true top quark |y| in the
combined lepton+jets channel per bin. The means are nearly zero which
shows that the unfolding method has minimal bias.

100



7.3. Closure Tests of the Unfolding Procedure

Pull in bin 1

-3 -2 -1 0 1 2 3

#P
E

s

0

500

1000

1500

2000

2500

0.0046±Mean: 0.0963

0.0032±RMS:  1.0242

Pull in bin 2

-3 -2 -1 0 1 2 3

#P
E

s

0

500

1000

1500

2000

2500

0.0045±Mean: 0.0901

0.0032±RMS:  1.0145

Pull in bin 3

-3 -2 -1 0 1 2 3

#P
E

s

0

500

1000

1500

2000

2500
0.0046±Mean: 0.0607

0.0032±RMS:  1.0232

Pull in bin 4

-3 -2 -1 0 1 2 3

#P
E

s

0

500

1000

1500

2000

2500

0.0046±Mean: 0.0520

0.0032±RMS:  1.0241

Pull in bin 5

-3 -2 -1 0 1 2 3

#P
E

s

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

2400
0.0046±Mean: 0.0542

0.0033±RMS:  1.0260

Pull in bin 6

-3 -2 -1 0 1 2 3

#P
E

s

0

500

1000

1500

2000

2500

0.0046±Mean: 0.0191

0.0033±RMS:  1.0261

Figure 7.7.: Pulls for top quark pT in the combined lepton+jets channel per bin. The
mean is only slightly above zero and the width nearly 1, which shows that
the unfolding method has minimal bias.
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Figure 7.8.: Pulls for top quark |y| in the combined lepton+jets channel per bin. The
mean is only slightly above zero and the width nearly 1, which shows that
the unfolding method has minimal bias.
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7.4. Estimation of Systematic Uncertainties

The unfolded spectra of the top quark pT and top-quark |y| can be affected by various
sources of systematic uncertainties due to either the detector resolution, reconstruction
efficiencies or theoretical uncertainties in the modeling of signal and background pro-
cesses. Some systematic uncertainties cancel due to the fact that the result is a normalized
differential cross section, where the resulting unnormalized spectrum is divided by the
inclusive cross section with the same systematic uncertainties. However, changes in the
result are still expected due to the variation in various parameters. The impact of the
individual systematic uncertainties described in the following are estimated as follows in
a similar way as in the tt̄ charge asymmetry analysis [179]. The full analysis is repeated
on the measured data using signal and background templates for the background esti-
mation and unfolding that are affected by the investigated systematic uncertainty. When
the systematic uncertainty affects the signal process the affected migration matrices and
selection efficiencies are used as well.

The following systematic uncertainties have been considered:

• Jet energy scale (JES): The uncertainty of jet energy scale (JES) is estimated from
the uncertainties on the jet energy corrections (JEC) [180]. The uncertainties stem
from several independent sources but are combined into one uncertainty. All
reconstructed jet four-momenta in simulated events are varied according to the η
and pT dependent uncertainties which also changes the total momentum in the
transverse plane. Thereby the effect is propagated to 6ET.

• Jet energy resolution (JER): Jet asymmetry measurements suggest that resolutions
in jet pT are about 5% to 29% worse in data compared to simulation, depending
on the |η| value of the jet. For that reason the distribution of reconstructed pT
for a fixed generated jet pT is broader by the given percentage. The uncertainty
on this measurement is about 6 to 20 percent points, again depending on the jet
|η|. To account for this difference, all jets in the simulated samples are scaled
accordingly. The systematic uncertainty on this correction is estimated based on
further smearing within the uncertainties of the used correction factors [181].

• Unclustered energy in 6ET: The energy contribution from all jets with pT < 10 GeV
and “PFCandidates” not clustered to jets is called “unclustered energy”. This
energy contribution is varied by ±10% and the resulting uncertainty is propagated
to the calculation of the missing transverse energy.

• Pileup modelling (PU): All MC samples used in this analysis are reweighted in a
manner that the number of simulated pileup events matches the number of pileup
events inferred from data. To account for uncertainties in the pileup distribution
of data events, the measurement is performed with samples reweighted to match
shifted versions of the data pileup distribution, as described at [182]. This corre-
sponds to a ±6% variation in reference to the nominal total inelastic cross section
of 69.4 mb.
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7. Differential Cross Section Measurements

• b-tagging: In order to estimate the uncertainty related to b-tagging, the applied
b-tagging scale factors are varied within their uncertainties [153]. The variations
are performed simultaneously for b- and c-quark jets, and they are combined in a
common uncertainty. The scale factors for light-flavor jets are varied independently
from the heavy-flavor scale factors and are treated as an independent mistag
uncertainty.

• Top-quark pT reweighting: Differential cross section measurements have shown
that the pT spectrum of the top quarks in tt̄ events is significantly softer than the
one generated by simulation programs. To correct for this effect the used events
are reweighted according to scale factors derived from these measurements. As a
measure of the resulting uncertainty, the measurement is performed with samples
lacking any reweighting and with samples that have been reweighted twice.

• Top-quark mass: The impact of a different top quark mass than the nominal one of
172.5 GeV is estimated by using different samples for t-channel and tt̄ with a top
quark mass of either 171 GeV or 173 GeV.

• Electron and muon trigger/efficiencies: The uncertainties on the globally derived
scale factors for electron and muon trigger, isolation and ID are added in quadra-
ture to the already applied scale factors.

• Q2 scale: The uncertainties on the renormalization and factorization scales are
studied with dedicated samples for tt̄, W+jets and single top t-channel. These sam-
ples are generated with twice and half the nominal Q value of the hard scattering
process.

• Matching threshold: The impact of a higher and lower matching threshold for
MADGRAPH processes is studied with dedicated samples for tt̄ and W+jets.

• Muon resolution: The reconstruction of muons has been studied in Z boson decays.
A transverse momentum resolution uncertainty of 0.6% is applied to all muons.

• QCD multijet modeling: The estimated rate of the QCD multijet template is scaled
up by a factor of two to account for a potential mismodeling from the anti-isolated
region.

• Parton Distribution Functions (PDFs): The impact of different PDF sets (CT10,
NNPDF2.1 and MSTW2008) and their uncertainty bands has been taken into
account for the signal modeling according to the PDF4LHC [43] recommendation.

A breakdown of the impact of the individual systematic uncertainties is given in Ta-
ble 7.1 and Table 7.2 for top-quark pT and |y|, respectively. The effect on top-quark pT
due to systematic variations is shown in Fig. 7.9,Fig. 7.10 and Fig. 7.11, while the effect
on top-quark |y| due to systematic variations is shown in Fig. 7.12,Fig. 7.13 and Fig. 7.14.
It can be seen, that the JES, 6ET and matching scale uncertainties have the largest impact
on the measurement.
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7. Differential Cross Section Measurements
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7.4. Estimation of Systematic Uncertainties
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Figure 7.9.: Effect on the shape of the unfolded top-quark pT spectrum due to variations
in (a) the jet energy scale (JES); (b) the jet energy resolution (JER); (c) the
unclustered energy; (d) pile up modeling; (e) and (f) b tagging efficiencies.
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7. Differential Cross Section Measurements
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Figure 7.10.: Effect on the shape of the unfolded top-quark pT spectrum due to variations
in (a) top-quark-pT reweighting; (b) the top-quark mass; (c) the lepton
efficiencies; (d-f) the scale variations for single top t-channel, tt̄ and W+jets.

108



7.4. Estimation of Systematic Uncertainties

 [GeV]
T

top p
0 20 40 60 80 100 120 140 160 180 200 220 240

T
/d

p
σ

 d× σ
1/

0

0.1

0.2

0.3

0.4

0.5
Nominal
matching_ttbar up
matching_ttbar down

 (8 TeV)-119.7 fb

 [GeV]
T

top p
0 20 40 60 80 100 120 140 160 180 200 220 240

T
/d

p
σ

 d× σ
1/

0

0.1

0.2

0.3

0.4

0.5
Nominal
matching_wjetsbc up
matching_wjetsbc down

 (8 TeV)-119.7 fb

Figure 7.11.: Effect on the shape of the unfolded top-quark pT spectrum due to variations
in the matching threshold of (a) tt̄ and (b) W+jets simulated events.
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7. Differential Cross Section Measurements
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Figure 7.12.: Effect on the shape of the unfolded top-quark rapidity spectrum due to
variations in (a) the jet energy scale (JES); (b) the jet energy resolution
(JER); (c) the unclustered energy; (d) pile up modeling; (e) and (f) b tagging
efficiencies110
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Figure 7.13.: Effect on the shape of the unfolded top-quark rapidity spectrum due to
variations in (a) top-quark-pT reweighting; (b) the top-quark mass; (c) the
lepton efficiencies; (d-f) the scale variations for single top t-channel, tt̄ and
W+jets. 111
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Figure 7.14.: Effect on the shape of the unfolded top-quark rapidity spectrum due to
variations in the matching threshold of (a) tt̄ and (b) W+jets simulated
events.
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7.5. Results

The aforementioned unfolding technique is used in the signal enriched phase space
and the transverse momentum pT and the rapidity of the top quark |y| are unfolded in
the combined lepton+jets channel. The unfolded data and generated distributions are
shown in Fig. 7.15, normalized to the measured inclusive cross section. The normalized
differential cross sections for each bin in pT and |y| are given in Table 7.3 and Table 7.4,
respectively. The unfolded distributions from data are compared with distributions gen-
erated with different MC generators: POWHEG and AMC@NLO, two NLO generators,
and COMPHEP. The largest difference between the two NLO generators is the flavor
scheme used for the calculation. The signal MC generated with POWHEG was simulated
in the 5-flavor-scheme and showered with PYTHIA 6. The AMC@NLO sample was
produced in the 4FS and showered with PYTHIA 8. The matched COMPHEP sample,
combining the 2 → 2 and 2 → 3 processes matched on the basis of the pT spectrum
of the second b quark, was showered with PYTHIA 6. All three different simulations
describe the unfolded data well within the estimated statistical and systematic uncer-
tainties. Although the simulations show differences in the hardness of the pT spectrum
and centralness of the |y| spectrum, the dominating systematic uncertainties have to be
greatly reduced in order to differentiate between them. No large deviation can be seen
which would be a sign for new physics. The results presented here have been published
by the CMS Collaboration as a preliminary physics analysis summary [183].
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Table 7.3.: Normalized differential cross section as function of the transverse momentum
of the top quark, 1

σ ×
dσ

dpT
, compared to theory predictions calculated with

POWHEG.

Normalized differential cross section: 1
σ ×

dσ
dpT

pT Unfolded Generated (POWHEG)

[0.0, 40.0] 0.323± 0.020(stat.)+0.067
−0.040(syst.) 0.330

[40.0, 80.0] 0.394± 0.011(stat.)+0.013
−0.030(syst.) 0.373

[80.0, 120.0] 0.182± 0.006(stat.)+0.017
−0.023(syst.) 0.179

[120.0, 160.0] 0.072± 0.004(stat.)+0.019
−0.024(syst.) 0.074

[160.0, 200.0] 0.023± 0.003(stat.)+0.013
−0.011(syst.) 0.031

[200.0, 240.0] 0.007± 0.004(stat.)+0.007
−0.006(syst.) 0.014

Table 7.4.: Normalized differential cross section as function of the absolute rapidity of the
top quark, 1

σ ×
dσ

d|y| , compared to theory predictions calculated with POWHEG.

Normalized differential cross section: 1
σ ×

dσ
d|y|

|y| Unfolded Generated (POWHEG)

[0.0, 0.35] 0.216± 0.009(stat.)+0.025
−0.030(syst.) 0.233

[0.35, 0.7] 0.222± 0.007(stat.)+0.013
−0.022(syst.) 0.219

[0.7, 1.05] 0.200± 0.007(stat.)+0.006
−0.011(syst.) 0.193

[1.05, 1.4] 0.162± 0.007(stat.)+0.018
−0.012(syst.) 0.158

[1.4, 1.75] 0.119± 0.008(stat.)+0.023
−0.010(syst.) 0.118

[1.75, 2.1] 0.081± 0.006(stat.)+0.019
−0.008(syst.) 0.078
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Figure 7.15.: Unfolded top-quark pT (top) and top-quark |y| (bottom) spectra in the
combined lepton+jets channel. The distributions are normalized to 1.0 by
dividing each bin with the inclusive cross section corresponding to the
fitted event yields. Statistical and systematic uncertainties are shown.
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8. Summary and Outlook

8.1. Summary

The endeavor to study electroweak single top quark production in the scope of this thesis
at CMS has been very fruitful. Several properties of the top quark and the standard
model have been measured:

• cross sections, and thus the CKM matrix element |Vtb|,

• charge ratio, giving a handle on the u/d PDF of the proton,

• top quark polarization, constraining anomalous couplings,

• differential cross sections in the t-channel for top-quark pT and |y|.

Single top-quark production cross sections have now been measured at
√

s = 7 TeV
and
√

s = 8 TeV in all three production modes. The development of a neural network
analysis for the first measurement at

√
s = 7 TeV was crucial to select a large enough

amount of signal candidates with the limited amount of data available. The CKM matrix
element |Vtb| has been measured with an uncertainty of 4.2%, currently the world’s most
precise measurement, and can be constrained in the SM to 0.92 < |Vtb| ≤ 1.0 at 95%
confidence level. Together with recent Higgs boson measurements this diminishes the
possibility of a fourth quark generation.

The charge ratio measurement performed at
√

s = 8 TeV is consistent with several
predictions made in the scope of this thesis with different PDFs. However, the uncertain-
ties on the charge ratio are currently too large to distinguish between different PDFs or
to pick a favorite.

The top quark polarization has been measured with an unfolding method developed
in the scope of this thesis and is consistent with the SM predictions within the estimated
uncertainties. With the current amount of data no further constraints on anomalous
couplings than with measurements from W boson helicity are possible.

As the main focus of this thesis, the differential cross section of single top-quark
production in the t-channel has been measured as a function of the transverse momentum
pT and the rapidity |y| of the top quark using a dataset corresponding to a total integrated
luminosity of 19.7 fb−1 collected by the CMS detector at a center-of-mass energy of√

s = 8 TeV.
In order to obtain a signal-enriched sample a multivariate analysis employing a neural

network has been trained. Detector effects and selection efficiencies have been corrected
with an unfolding method. Closure tests have been performed on pseudo data in order
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to check that the bias introduced by the unfolding is negligible. The unfolded distribu-
tions are well described by three different NLO MC predictions within the estimated
uncertainties. With the current amount of data, all three compared MC generators using
different flavor schemes, 4FS or 5FS, describe the measured distributions remarkably
well. No deviations from the SM as sign of new physics is visible in the measured
distributions with the currently available amount of data.

Single top quark physics has drawn level with measurements from top quark pair
production and entered the precision era. Measurements such as the differential cross
section of single top-quark production in the t-channel presented in this thesis can be
used to compare different QCD predictions for several kinematic variables and allow a
better understanding of SM physics and the calibration of MC generators for the ongoing
search for new physics beyond the SM.

8.2. Outlook

After the first two-year-long upgrade, the LHC was successfully resurrected again
on Easter Sunday, and first test beams traversed the main ring consecutively in both
directions with an upgraded center-of-mass energy. With an expected increased center-
of-mass energy of

√
s = 13 TeV and an expected integrated luminosity of up to 100 fb−1

in Run II, a plethora of top quarks will be produced. With a large dataset like this,
the methods developed and utilized in this thesis will allow the detailed study of the
production and properties of single top quarks. With enough data, even the Higgs
coupling to top quarks is accessible through associated production.

The analysis developed in this thesis can be enhanced through performing the differ-
ential cross section in a fiducial region. This will lessen the effects from the extrapolation
of the measured cross section in the selected phase space to the total cross section. An-
other possible enhancement of this thesis and exciting prospect for many theorists is the
measurement of the single top quark t-channel cross section differential in the transverse
momentum and rapidity of the jet assigned to the second b quark. Although more
work is needed to accomplish this, this measurement would for the first time enable to
constrain the b quark PDF without data from DIS and with data directly obtained at the
energy scale Q2 relevant for the search of new physics.
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A. Statistical Methods

A.1. Best Linear Unbiased Estimator (BLUE)

The Best Linear Unbiased Estimator (BLUE) [66] method applies the Gauss-Markov
theorem to correctly combine two or more measurements with uncertainties1. Like the
name suggests the nature of the BLUE technique is that

• the solution is a linear combination of the individual estimates;

• the estimate is unbiased and

• has the smallest possible variance σ2.

For a combination of two measurements, the aim is to find the linear combination x =
w1 · x1 + w2 · x2 with the results xi and the corresponding weights wi. This is equivalent
to the minimization of a χ2-function while taking into account the full covariance matrix:

χ2 =
(

x1 − x x2 − x
) ( σ2

1 ρσ1σ2
ρσ1σ2 σ2

2

)−1

,
(

x1 − x
x2 − x

)
(A.1)

with the correlation ρ between the two measurements and their uncertainties σ1 and σ2.
Minimizing this χ2-function yields the two weights

w1 =
σ2

2 − ρσ1σ2

σ2
1 − 2ρσ1σ2 + σ2

2
, (A.2)

and

w2 =
σ2

1 − ρσ1σ2

σ2
1 − 2ρσ1σ2 + σ2

2
. (A.3)

1See http://agiamann.web.cern.ch/agiamann/blue for the implementation used in this thesis.
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B. Event Shape Variables

Event shape variables [80, 184] describe the geometry of a hadronic event. The momen-
tum or sphericity tensor is defined as follows

Sαβ =
∑i pα

i pβ
i

∑i |pi|2
, (B.1)

where pα
i is the momentum of the final state particle i of the event and α, β = 1, 2, 3

correspond to the x, y and z components. Standard diagonalization of the tensor yields
three eigenvalues λ1 ≥ λ2 ≥ λ3 with λ1 + λ2 + λ3 = 1.

The sphericity of an event is defined as

S =
3
2
(λ2 + λ3) , (B.2)

and is a measure of the summed transverse momenta squared of the final state particles
with respect to the event axis. S approaches 0 for 2-jet events and events with small
transverse momenta and 1 for events with large multiplicity and isotropic phase-space
distributions of the involved particles.

Aplanarity can distinguish between spherical and planar events and is defined as

A =
3
2

λ3 . (B.3)

Aplanarity is constrained to the range 0 ≤ A ≤ 1
2 and measures the transverse momen-

tum component out of the event plane. It can be used to distinguish between planar
events, A ≈ 0, and isotropic events, A ≈ 1

2 .

The event shape variable C is a linear combination of the eigenvalues and defined
as

C = 3(λ1λ2 + λ1λ3 + λ2λ3) . (B.4)

and measures the 3-jet structure of an event. It vanishes for a perfect 2-jet event.
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C.1. Muon channel
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Figure C.1.: Muon channel input variables. ηlq, m`νb and mjet1,jet2.
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Figure C.2.: Muon channel input variables. mT,W, Q` and mlq.
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Figure C.3.: Muon channel input variables. ηW, ∆φ[`, lq] and mbtop .
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Figure C.4.: Muon channel input variables. ∆φ(jet1, E/T), C and pT,lq.
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Figure C.5.: Muon channel input variables. D, mjet1 and E/T.

130



C.1. Muon channel
E

ve
nt

s

0

500

1000

1500

2000

2500

3000

3500

4000

4500

 at 8 TeV-119.7 fb

Data
t-channel
s+tW
tt

WJets
ZJets,VV
QCD

[jet2,met]φ∆

-3 -2 -1 0 1 2 3

D
at

a
D

at
a-

M
C

-0.05

0

0.05

(a)

E
ve

nt
s

0

100

200

300

400

500

600

700

800

900
 at 8 TeV-119.7 fb

Data
t-channel
s+tW
tt

WJets
ZJets,VV
QCD

[jet2,met]φ∆

-3 -2 -1 0 1 2 3

D
at

a
D

at
a-

M
C

-0.1

0

0.1

(b)

E
ve

nt
s

0

2000

4000

6000

8000

10000
 at 8 TeV-119.7 fb

Data
t-channel
s+tW
tt

WJets
ZJets,VV
QCD

mass jet2

0 2 4 6 8 10 12 14 16 18 20 22 24

D
at

a
D

at
a-

M
C

-0.5

0

0.5

(c)

E
ve

nt
s

0

200

400

600

800

1000

1200

1400

 at 8 TeV-119.7 fb

Data
t-channel
s+tW
tt

WJets
ZJets,VV
QCD

mass jet2

0 2 4 6 8 10 12 14 16 18 20 22 24

D
at

a
D

at
a-

M
C

-2
-1
0
1
2

(d)

E
ve

nt
s

0

1000

2000

3000

4000

5000

6000

7000

8000

 at 8 TeV-119.7 fb

Data
t-channel
s+tW
tt

WJets
ZJets,VV
QCD

R[jet1,met]∆

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

D
at

a
D

at
a-

M
C

-0.4
-0.2

0
0.2
0.4

(e)

E
ve

nt
s

0

200

400

600

800

1000

1200

1400

 at 8 TeV-119.7 fb

Data
t-channel
s+tW
tt

WJets
ZJets,VV
QCD

R[jet1,met]∆

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

D
at

a
D

at
a-

M
C

-1

0

1

(f)

Figure C.6.: Muon channel input variables. ∆φ(jet2, E/T), mjet2 and ∆R(jet1, E/T).
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Figure C.7.: Electron channel input variables. ηlq, m`νb and mjet1,jet2.
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Figure C.8.: Electron channel input variables. mT,W, mjet1 and Q`.
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Figure C.9.: Electron channel input variables. ηW, mjet2 and pT,lq.
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Figure C.10.: Electron channel input variables. ∆φ[jet2, `], ∆φ[`, lq] and C.
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Figure C.11.: Electron channel input variables. mlq, E/T and ∆R(jet1, E/T).
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Figure C.12.: Electron channel input variables. ∆φ(jet2, E/T), D and A.
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[110] R. Frühwirth, “Application of Kalman filtering to track and vertex fitting,”
Nucl.Instrum.Meth. A262 (1987) 444–450.

[111] CMS Collaboration, “Performance of CMS muon reconstruction in pp collision
events at

√
s = 7 TeV,” Journal of Instrumentation 7 no. 10, (2012) P10002.

http://stacks.iop.org/1748-0221/7/i=10/a=P10002.

[112] S. Baffioni, C. Charlot, F. Ferri, D. Futyan, P. Meridiani, et al., “Electron
reconstruction in CMS,” Eur.Phys.J. C49 (2007) 1099–1116.

[113] CMS Collaboration, V. Khachatryan et al., “Performance of electron
reconstruction and selection with the CMS detector in proton-proton collisions at
sqrt(s)=8 TeV,” arXiv:1502.02701 [physics.ins-det].
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