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A B S T R A C T

Simulation models for the two-phase condensing flow in steam injectors are
presented that allow determination of major flow parameters on a physically
sound basis. The investigated phenomena are steam expansion, gas dynamic jet
adaptation and direct contact condensation.

Steam expansion in convergent-divergent nozzles is calculated based on the
classical nucleation theory in order to account for the non-equilibrium phe-
nomenon of spontaneous condensation of the supersaturated steam. The em-
ployed droplet growth model takes into account effects in both the molecular
and the continuum regime.

The initial shape of submerged over- and underexpanded steam jets is deter-
mined based on a homogeneous equilibrium model. Analytical ideal gas solu-
tions for oblique shocks and Prandtl-Meyer expansion fans are used as initial es-
timate for an iterative solution based on the two-phase conservation equations.

Direct contact condensation of steam jets in pools and channels is modeled by
taking into account steam condensation on entrained droplets and on the jet-
water interface. Entrainment of water into the steam jet is determined based on
the Kelvin-Helmholtz and Rayleigh-Taylor instability theories. Primary atom-
ization due to acceleration of interfacial waves and secondary atomization due
to aerodynamic forces account for the initial size of entrained droplets. An in-
terfacial area transport equation is used to track changes of the interfacial area
density due to droplet entrainment and steam condensation on droplets. Con-
densation at the interface between the steam jet and the surrounding water is
calculated according to the surface renewal theory.

The one-dimensional conservation equations of the steam-water two-phase flow
during steam expansion and direct contact condensation constitute systems of
ordinary differential equations which are solved using Runge-Kutta algorithms.
The simulation results are in good qualitative agreement with published exper-
imental data over a wide parameter range without the need for adaptation to
specific experimental conditions.
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K U R Z FA S S U N G

Es werden Modelle zur Simulation der kondensierenden Zweiphasenströmung
in Dampfstrahlpumpen vorgestellt, mit deren Hilfen wichtige Strömungsgrößen
auf physikalisch fundierter Basis ermittelt werden können. Die untersuchten
Phänomene sind Dampfexpansion, gasdynamische Strahlanpassung und Direkt-
kontakt-Kondensation.

Dampfexpansion in konvergent-divergenten Düsen wird auf Grundlage der klas-
sischen Keimbildungstheorie modelliert, um den Nicht-Gleichgewichts-Vorgang
der spontanen Kondensation des übersättigten Dampfes berücksichtigen zu kön-
nen. Bei der Berechnung des Tropfenwachstums werden Austauschprozesse im
Knudsen-Bereich sowie unter Kontinuumsbedingungen berücksichtigt.

Die Form von über- und unterexpandierten Dampfstrahlen beim Eintritt in Was-
ser wird mit Hilfe eines homogenen Gleichgewichts-Modells ermittelt. Analyti-
sche Lösungen der idealen Gasgleichungen für schiefe Verdichtungsstöße und
Prandtl-Meyer-Expansionsfächer bilden dabei die Grundlage für eine iterative
Lösung der zweiphasigen Erhaltungsgleichungen.

Die Modellierung der Direktkontakt-Kondensation von Dampfstrahlen in Was-
serbecken und in Rohrströmungen erfolgt unter Berücksichtigung der Dampf-
kondensation an mitgerissenen Tropfen sowie an der Zweiphasengrenze zwi-
schen Strahl und umgebendem Wasser. Tropfenmitriss wird mit Hilfe der Kelvin-
Helmholtz- sowie Rayleigh-Taylor-Instabilitätstheorien berechnet. Primärzerstäu-
bung durch Beschleunigung der Wellen an der Strahlgrenze und Sekundärzer-
stäubung durch aerodynamische Kräfte bilden die Grundlage zur Bestimmung
der Tropfengröße. Eine Grenzflächentransportgleichung wird verwendet, um
Änderungen der Grenzflächendichte aufgrund von Tropfenmitriss und Dampf-
kondensation an den Tropfen zu ermitteln. Kondensation an der Phasengrenze
zwischen Dampfstrahl und Wasser wird anhand der Oberflächenerneuerungs-
theorie modelliert.

Die eindimensionalen Erhaltungsgleichungen der zweiphasigen Wasser-Dampf-
Strömung während Dampfexpansion und Direktkontakt-Kondensation bilden
Systeme gewöhnlicher Differentialgleichungen, die mit Hilfe von Runge-Kutta-
Algorithmen gelöst werden. Die Simulationsergebnisse zeigen gute qualitative
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kurzfassung

Übereinstimmung mit veröffentlichten Experimenten, die einen breiten Werte-
bereich abdecken. Dabei war es nicht erforderlich, das Simulationsmodell an
spezifische experimentelle Randbedingungen anzupassen.
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1 M OT I VAT I O N

On March 11th, 2011, the most severe earthquake since the beginning of cor-
responding records in Japan occurred off the east coast of the Japanese main
island Honshū. The earthquake and the tsunami triggered by it claimed more
than 18 000 lives and led to the destruction or damage of about one million build-
ings. On the nuclear power plant site Fukushima Daiichi, the event caused an
almost complete loss of power supply at four of the total six boiling water re-
actors, resulting in a major accident (International Nuclear and Radiological Event
Scale (INES) 7).

As far as is currently known, the loss of core cooling capabilities resulted in a lo-
cal core destruction in Unit 2, a severe core destruction in Unit 3 and a complete
core destruction in Unit 1 (Band et al., 2015). The following outline of the chain
of events leading to these core destructions is based on the detailed reports (Band
et al., 2015; INPO, 2011) by the Gesellschaft für Anlagen- und Reaktorsicherheit (GRS)
and the Institute of Nuclear Power Operations (INPO).

Per design, the earthquake caused the automatic reactor shutdown (“scram”) in
all three units. Due to the loss of external power supply, the emergency diesel
generators started as planned and the penetration isolation valves of the main
steam valves closed. The subsequent pressure rise resulted in the intermittent op-
eration of the Isolation Condenser (IC)1 in Unit 1. In Units 2 and 3, the safety relief
valves opened automatically for pressure control, and the Reactor Core Isolation
Cooling System (RCIC)2 began to operate intermittently.

Approximately forty-five minutes after the earthquake, the site was struck by
several tsunami waves, which damaged the service water system and the emer-
gency diesels. In Units 1 and 2, the battery-based power supply was incapaci-
tated as well, while it remained partially functional in Unit 3.

In Unit 1, the IC was not in operation when this total loss of power ensued.
Without battery power, it could not be restarted, and the operation of all other
core cooling systems failed as well. Therefore, no water could be supplied to the
reactor pressure vessel (RPV) for the next fourteen hours, until fire engines were
deployed for water injection.

1 passive decay heat removal system based on natural circulation
2 auxiliary reactor makeup water supply system using a steam turbine-driven pump
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In Unit 2, the RCIC was in operation at the time of the tsunami impact. The RCIC
uses a steam turbine-driven pump and can thus feed water from the pressure
suppression pool into the core without electric power supply. Therefore, core
cooling could be ensured for four days, until the RCIC failed. Although the cause
of failure is not clearly established yet, two probable explanations can be given.
On the one hand, saturation conditions could have been reached in the pressure
suppression pool, thus rendering the pump unusable. On the other hand, the
uncontrolled operation of the RCIC after battery failure may have caused over-
filling of the RPV, resulting in two-phase flow instead of vapor flow at the steam
turbine inlet and subsequent turbine failure. In consequence of the RCIC mal-
function, no water was supplied to the RPV for eleven hours until mobile pumps
could be utilized.

In Unit 3, the tsunami did not destroy the complete battery supply, thus the RCIC
could be started. However, it failed after twenty-one hours due to exceedance of
the maximum steam turbine outlet pressure, thus initiating the automatic start
of the steam-driven High-pressure Coolant Injection System (HPCI)3. Two days after
the earthquake, the HPCI was deactivated in an unsuccessful attempt to switch
to a mobile pump. Subsequently, neither RCIC nor HPCI could be started, thus
no water was injected into the RPV until the mobile pump could be put to use
approximately seven hours later.

The Fukushima accident amplified the interest and the research in means to
ensure the heat removal from the reactor core during beyond-design scenarios
such as a station blackout (SBO), when conventional pumping systems cannot be
used due to the failure of external and emergency power supply (fig. 1.1). The
steam turbine-driven RCIC and HPCI employed in the Fukushima power plants
do not require electrical power and were able to mitigate the SBO consequences
in Units 2 and 3. However, the vulnerability of these systems when operated
beyond design limits is high, as demonstrated by the failure of the RCIC in Unit 2,
and start-up may be impeded under these circumstances, as can be seen from the
events in Unit 3. Hence, diversified, robust and electricity-independent systems
are advantageous to increase the time available to initiate emergency procedures.
The steam injector is an example of such systems, because it requires only steam
for operation and can therefore make use of the reactor decay heat. It does not
contain any rotating parts, and active components are limited to controls and
valves for start-up. As such, it fulfills the criteria of a category D passive system
as defined by the International Atomic Energy Agency (IAEA, 2009). Due to its
compact build, the machine could potentially be used for retrofit measures in
existing nuclear power plants.

3 emergency core cooling system using a steam turbine-driven pump
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Figure 1.1: The station blackout is a beyond-design scenario with extremely small incidence rate.
After a malfunction of the plant auxiliary power system, it is assumed that neither
the subsequent automatic switch to off-site power is successful nor the redundant
emergency diesel generators can be started. This results in a complete loss of al-
ternating current electric power and thus failure of all electrically driven pumps, in
particular the feed water pumps and the motor-driven pumps of the Emergency Core
Cooling System (ECCS). The uninterrupted power supply of the reactor protection sys-
tem is guaranteed by batteries and the automatic reactor shutdown is ensured by
pressurized tanks. The subsequent pressure increase in the reactor pressure vessel (RPV)
automatically triggers the pressure control and finally the fill level dependent pres-
sure relief function of the pressure suppression system. Venting can be used for
pressure relief of the primary containment via the pressure suppression pool.

Although the mechanical design of the steam injector is straightforward, it is
characterized by a complex two-phase flow, and a discharge pressure which is
sufficiently high for residual heat removal can only be achieved if the steam
injector is applied under optimized conditions. Accordingly, additional research
is required to study the operating behavior of the injector, its impact on the
water level in the reactor core and to identify the ideal boundary conditions that
permit using the injector for emergency core cooling.

Predictions of the performance of steam injectors as well as their reliable opera-
tion require a simulation model of the injector that can be integrated into ther-
malhydraulic system codes for further analysis. Main requirements on a such-
like model are the accurate prediction of the major fluid-dynamic parameters
(first and foremost the pressure rise of the suction water) and a high simulation
speed. For these reasons, the motivation of the present work is the development
of a universally valid, computationally efficient simulation model. To this end,
the crucial physical phenomena occurring in steam injectors are identified and
suitable model approaches are presented.

The working principle of the steam injector is described in chapter 2 and results
of previous studies, both experimental and theoretical, are summarized. In the
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subsequent three chapters, physically-based models for two-phase flow phenom-
ena in different parts of the injector are developed: Homogeneous nucleation and
spontaneous condensation during steam expansion (chapter 3), oblique shocks and
Prandtl-Meyer expansions at the steam nozzle exit (chapter 4), and direct contact
condensation of steam in the mixing chamber (chapter 5). Each of these chap-
ters begins with a comprehensive literature review and a description of the oc-
curring physical processes. Previous studies in related fields of fluid-dynamic
research are presented where relevant. The insights gained in this manner are
then extended and consolidated to develop suitable model approaches. Lastly,
the simulation results obtained by these models are validated by comparison
with published experiments. In chapter 6, first steps towards a complete steam
injector simulation model are presented and the preliminary results for the pres-
sure profile of a steam injector are compared to experimental data. Finally, a
conclusion of the work is given in chapter 7.
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Seldom has an invention caused so much as-
tonishment and wild speculation among me-
chanics, and even among scientists, as the
injector did [. . .]. It was regarded as a case of
perpetual motion—the means of doing work
without power, or, as Americans expressed
it, by the same means a man could raise
himself by pulling on his boot-straps.

— Angus Sinclair, Locomotive engine
running and management, 1887





2 T H E S T E A M I N J E C TO R
A steam injector uses high-pressure steam to draw in and increase the pressure of
low-pressure, liquid suction water. It does not require electric power for operation
and can be used in passive emergency core cooling systems of light water reactors.
Due to the complexity of the occurring flow phenomena, various experimental and
numerical studies have been performed to assess the applicability in nuclear
power plants. However, additional work is required to develop physically-based
simulation models suitable for system studies.

Injectors are devices to pump liquids by transferring energy from a vaporous
motive fluid, which is expanded and subsequently mixed with the fluid to be
pumped. If steam serves as motive fluid, the term steam injector is commonly
used. The steam injector was invented by Henri Giffard in 1858 and originally
used for feed water supply in steam locomotives (Kneass, 1910).

Injectors and similar types of jet pumps, such as ejectors, allow for efficient,
direct contact heat exchange and mixing and are therefore used in various tech-
nical applications, such as refrigeration and air conditioning, desalination, and
in the petrochemical and chemical industry (Trela et al., 2010).

2.1 principle of a steam injector
A steam injector (fig. 2.1) uses high-pressure steam (normally either saturated
or slightly superheated) to draw in and increase the pressure of low-pressure,
liquid suction water. To this end, the steam is first accelerated in a convergent-
divergent nozzle in order to obtain a static outlet pressure which is below the pres-
sure of the suction water. The nozzle discharges into a tapered mixing chamber,
where the suction water is taken in through a coaxial, annular conduit. Here, the
high-velocity, low-pressure steam entrains and condenses upon the low-velocity
liquid water, thus causing a mass, momentum and energy transfer from the va-
por to the liquid phase. Ideally, most of the condensation takes place almost
instantaneously in the vicinity of the mixing chamber throat. This phenomenon,
commonly referred to as condensation shock, causes a rapid pressure rise. Finally,
the now single-phase liquid is decelerated in a diffuser, thus causing a further
increase of the static pressure.
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(a) Axial profile of the central steam nozzle type
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(b) Static pressure from the steam nozzle entry to the diffuser exit

Figure 2.1: Schematic of a steam injector

An overflow valve in the vicinity of the mixing chamber throat (not shown in
fig. 2.1) is usually included for start-up of the injector, which creates a suction
pressure by draining the mixing chamber. The overflow valve is of particular
importance when starting up against a high back pressure (Cattadori et al., 1995)
or for low water suction pressures (Narabayashi et al., 2000).

The geometrical layout described above is known as central steam jet configura-
tion. This injector type is recommended to achieve high discharge pressures
(Ohmori et al., 2005) and can be operated if the suction pressure of the inlet wa-
ter is low (Narabayashi et al., 2000). The layout reduces viscous dissipation,
because there is no contact between the high-velocity steam and the mixing
chamber walls (Cattadori et al., 1995; Yan et al., 2011). It is easier to design
and therefore used more widely in the industry (Yan et al., 2011).

In contrast, the central water jet configuration uses an inversed inlet layout, i. e.
a central water jet surrounded by an annular steam flow. This type requires
higher water inlet pressures (Narabayashi et al., 2000) and is recommended for
low-pressure injection (Ohmori et al., 2005).

Due to its applicability at high discharge pressures, the present work focuses on
the central steam jet configuration.
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2.2 application for emergency core cooling inlight water reactors
Being a compact, electricity-independent pumping system without rotating parts,
the injector fulfills important requirements for a passive emergency core cool-
ing system and has therefore been studied with respect to its applicability in a
light water reactor for several decades. The main research focus was on attain-
able discharge pressures, operating behavior, operation stability, start-up and
the development of system configurations.

2.2.1 Attainable discharge pressures
Independent experiments have shown that steam injectors can obtain discharge
pressures that exceed the pressure of the motive steam. For instance, Cattadori
et al. (1995) achieved outlet pressures of 80 bar using a steam inlet pressure of
70 bar and a water inlet pressure of 4 bar, Deberne et al. (1999) used steam at
a pressure of 10 bar to increase the water pressure from 1.3 bar to 14 bar. In
principle, the device is therefore capable of using the steam produced by the
reactor decay heat to pump water into the core of a boiling water reactor or into
the steam generator of a pressurized water reactor (table 2.1 and fig. 2.2).

However, a pressure gain could not be obtained in all experiments. Dumaz et
al. (2005) could only achieve a small pressure increase within a limited range
of boundary conditions, although their experiments were based on the success-
fully tested configuration of Cattadori et al. (1995). Zhang et al. (2011) reported
unstable operation throughout their entire experiments which was attributed to
the employed injector geometry.

Independent of the specific experimental conditions, two main criteria were iden-
tified by several authors that strongly influence the attainable discharge pressure:

• Increasing the temperature of the suction water leads to a rapid decrease of
the discharge pressure. Deberne et al. (1999) found that the maximum dis-
charge pressure decreased from 14 bar to 8 bar when increasing the water
inlet temperature from 13 ◦C to 43 ◦C. Similar findings were reported by
Cattadori et al. (1995), Yan et al. (2011), and Zhang et al. (2011).

• The injector geometry, in particular the steam/water cross-section ratio at
the mixing chamber inlet (Yan et al., 2011) and the mixing chamber layout
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pressure pressure ratio
steam water dis-
inlet inlet charge
ps,in

bar
pw,in

bar
pout

bar
pout

pw,in

pout

ps,in

Cattadori et al. (1995) 87 2 98 49 1.1
Narabayashi et al. (1997) 55 16 90 5.6 1.6
Narabayashi et al. (2000) 70 4 75 19 1.1
Deberne et al. (1999) 10 1.3 14 11 1.4
Yan et al. (2011) 5 1.5 7 4.7 1.4
Zhang et al. (2011) 3.5 5 1.4
Deberne et al. (2000) 6.1 2.1 3.6 1.7 0.59

Table 2.1: Experimentally measured steam injector discharge pressures pout and pressure ratios
for different steam and water inlet pressures ps,in and pw,in
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Figure 2.2: Experimentally measured steam injector discharge pressures pout for different steam
and water inlet pressures ps,in and pw,in
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Cattadori et al. (1995) point out that low water-steam mass flow ratios promote
high discharge pressures, provided that the water flow rate is sufficient for com-
plete condensation. According to Yan et al. (2011), the ratio between discharge
and motive pressure increases with decreasing steam inlet pressure or increasing
water inlet pressure.

2.2.2 Operating behavior
A stable and self-controlled injector operation over a large pressure range is pos-
sible if above criteria regarding fluid-dynamic boundary conditions and injector
geometry are fulfilled (Deberne et al., 2000; Dumaz et al., 2005; Soplenkov et al.,
1995; Yan et al., 2011). However, experimental studies have consistently shown a
sharp performance limit at high discharge pressures. No stable operation could
be achieved above this threshold (Abe et al., 2006; Deberne et al., 2000; Dumaz
et al., 2005; Yan et al., 2011). Dumaz et al. observed that the condensation shock
moves upstream with rising discharge pressure and suggested that the threshold
was reached as soon as the shock entered the mixing chamber.

In the steam nozzle, irreversible losses due to friction, spontaneous condensa-
tion (chapter 3) and shock waves at the nozzle exit (chapter 4) deteriorate the
performance (Trela et al., 2010). Moreover, incomplete condensation in the mix-
ing chamber (chapter 5) results in a decrease of the discharge pressure (Deberne
et al., 2000). Similarly, the presence of non-condensable gases inhibits the con-
densation efficiency, which decreases the attainable discharge pressures and may
lead to unstable operating behavior (Abe et al., 2006; Iwaki et al., 2005).

2.2.3 System developments
Previously proposed steam injector systems for emergency core cooling can be
broadly classified by two categories (fig. 2.3):

• The recirculation configuration is based on a closed circuit, where a part of
the pumped water is being cooled down in a heat exchanger and fed back
into the steam injector. High absolute discharge pressures can be attained
in this way, as the injector only has to overcome the pressure losses in the
circuit.
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• The injection configuration uses an open circuit to inject directly from an
external water reservoir. The attainable discharge pressures depend on
the pressure of the water supply and are generally lower than in recircula-
tion configurations. However, the temperature of the suction water can be
kept low for a longer time by suitable design of the water reservoir, thus
ensuring stable operation.

Howard (1984) proposed a multistage injection configuration with two injectors
in serial connection and the additional use of a water-jet pump to achieve higher
discharge pressure. Check valves were used to minimize manual operations
during start-up.

Similarly, the injection configuration of Narabayashi et al. (1993) used serially
connected injectors to increase the discharge pressure. Additionally, a parallel
arrangement of multiple injectors was suggested to allow automatic start-up of a
failed injector by using the suction force of the parallel injectors still in operation.
Oscillations created by the serial connection were dampened by an accumulator
to avoid unsteady operation.

Mazzocchi and Galbiati (1994) developed an injection configuration where the
injector was placed 10 m below the water reservoir to make use of its static pres-
sure head. The system included a hydraulic control mechanism for the overflow
(start-up) valve.

RPV

(a) Recirculation configuration

RPV

(b) Injection configuration

Figure 2.3: General concepts for the application of a steam injector for emergency core cooling
in light water reactors. The water can be either directly injected into the reactor pres-
sure vessel (RPV) of boiling water reactors, or into the steam generator of pressurized
water reactors.
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The opposite approach was used in the recirculation configuration by Reinsch
(1995), Reinsch et al. (1995), and Soplenkov et al. (1995), where the injector was
placed above the reactor pressure vessel to allow for passive, gravity-driven start-
up. The authors point out that the supersonic flow in the steam nozzle prevented
feedback within the coolant loop, thus allowing for stable operation.

Gautier and Aujollet (1999) combined both the injection and the recirculation
configuration, thereby enabling high-pressure injection even at low suction pres-
sures. Water from a pressurized tank was used for start-up, while a portion of
the discharge water of the steam injector was recirculated and used in a water-jet
pump to suck in water at lower pressures during steady operation.

Dumaz et al. (2005) and Dumaz and Duc (2003) suggested an injection configu-
ration based on an injector with a needle-shaped drain positioned at the injector
axis downstream from the mixing chamber. This drain was used instead of an
overflow valve to remove excess steam which had not condensed in the mixing
chamber, thus increasing the attainable discharge pressure and broadening the
application range of the system. The injector was placed 2 m to 5 m below a
water reservoir to make use of the static pressure head.

The research group around Narabayashi et al. (1997, 2000), Ohmori et al. (2006),
and Ohmori et al. (2005) conducted extensive studies for the applicability of
steam injectors in light water reactors. Among others, their results include sev-
eral concepts for passive emergency core and containment cooling based on
injection configurations. They used injectors with a central steam jet at high
pressures and injectors with a central water jet at low pressures, thus covering a
combined operation range from 1 bar to 80 bar.

2.3 modeling approaches – state of the art
Various numerical studies of steam injectors have been conducted in the past.
The approaches can be broadly divided into global models, which consider only
the inlet and outlet states, and local models, which attempt to reproduce the flow
structure within the injector.

Anand (1993) developed one-dimensional local models for the different phenom-
ena encountered in central water type steam injectors. Expansion in the steam
nozzle was based on compressible gas dynamic equations, allowing for non-
equilibrium condensation under assumption of an initial droplet size. In the
mixing chamber, condensation of steam on the liquid jet was assumed to be
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steam-side limited and solved based on the kinetic gas theory. Cavitational
breakup in consequence of turbulent pressure fluctuations was considered as
the cause of jet atomization. The condensation shock was presumed to be due to
steam bubble cavitation and simulated based on the Rayleigh–Plesset equation
in combination with a mass transfer model according to the kinetic gas theory.
The trends obtained by these model approaches were reported to be in agree-
ment with literature data, but no complete model validation was possible due to
limited experimental data.

Narabayashi et al. (1997) presented a two-dimensional CFD model for central wa-
ter type injectors based on the separate two-phase flow model of the PHOENICS
code. The heat transfer coefficient of condensation at the jet interface in the mix-
ing chamber was calculated according to the kinetic gas theory in combination
with the Clausius–Clapeyron equation. Good agreement with experimental data
was reported.

Deberne et al. (1999) used a global control volume method which required an
empirical correlation to determine the pressure rise in the mixing chamber of a
central-water type injector. The condensation shock was assumed to be at the
mixing chamber throat and to result in complete steam condensation. This ap-
proach was able to predict the influence of geometrical and physical parameters
with an accuracy of 15 %.

Beithou and Aybar (2001a,b) proposed a one-dimensional local model for cen-
tral steam type injectors. Single-phase, frictionless flow was assumed in the
steam nozzle. The two-phase flow in the mixing chamber was solved under
the assumptions of constant pressure and of thermal equilibrium at the mix-
ing chamber throat. An empirical heat transfer correlation for direct contact
condensation of steam jets in stagnant water (Chun and Y.-S. Kim, 1996) was
employed. The simulation results for the pressure distribution were compared
with the experiments by Cattadori et al. (1995) and good qualitative agreement
was reported.

Dumaz et al. (2005) developed a one-dimensional local model to be integrated in
the CATHARE2 system code. Empirical correlations derived from experimental
data were used for the interfacial heat flux and the interfacial friction factor in
the mixing chamber. Their model was able to predict the discharge pressure of
a central steam type injector within 10 % of accuracy.

Shah (2012) and Shah et al. (2011, 2013) presented a CFD model for central steam
type injectors which was implemented in Fluent 6.3. Expansion in the steam noz-
zle was calculated assuming one-dimensional, isentropic, single-phase flow. A
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three-dimensional Eulerian two-phase flow model in conjunction with the realiz-
able k-ε turbulence model was used for the mixing chamber. Here, bubbly flow
was assumed, and the bubble diameter was taken as a linear function of local liq-
uid subcooling using a correlation originally developed for condensation in rod
bundles (Anglart and Nylund, 1996). The liquid-side heat transfer coefficient
was determined according to Hughmark (1967) while a constant value was used
for the gas-side, following Brucker and Sparrow (1977). The simulation results
of static pressure and temperature matched closely with experimental data.

Neither of these approaches fulfills all requirements on a steam injector system
study: The one-dimensional models are based on empirical correlations and thus
lack universal validity, while the CFD models are too computationally intensive
for system studies. The following chapters are devoted to bridging this gap
by developing a physically-based, one-dimensional simulation model without
application-specific empirical correction factors.

2.4 general modeling assumptions
Typical steam injectors have a rotation-symmetric geometry and a fairly smooth
development of the flow cross-section. This allows to assume a one-dimensional
flow field, i. e. to consider only changes of flow properties in the axial direction
(coordinate z). Accordingly, the thermo-fluiddynamics of the two-phase flow in a
steam injector are described by a one-dimensional model throughout this work.
Additionally, the flow is taken to be stationary, since no transient phenomena
such as start-up or unstable operation are to be studied. Moreover, gravitational
forces can be neglected with regard to the high momentum of the flow, and heat
conduction is negligible in comparison to the occurring turbulent heat transfer
processes.

In one-dimensional models, local flow properties xi must be replaced by area-
averaged quantities 〈xi〉. Ishii and Mishima (1984) show that the product of
average quantities is not necessarily equal to the average of the product, i. e.
∏ 〈xi〉 6= 〈∏ xi〉. They account for this so-called covariance effect by introducing
distribution parameters for various regimes (bubbly, plug, annular, droplet, etc.)
of fully developed pipe flow. The flow in a steam injector, however, is far from
fully developed and this concept cannot be applied here. Therefore, the distri-
bution parameters are assumed to be equal to unity (i. e. ∏ 〈xi〉 = 〈∏ xi〉). For
simplification, the area-averaging notation 〈〉 will be omitted subsequently, as all
quantities will be considered to be area-averaged.
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At [. . .] 200 pounds per square inch steam
passes into the atmosphere with a velocity
of 1960 feet per second. When steam at
this speed strikes like a lightning-flash into
the tubes of the injector, it becomes the ram
which forces the water towards the boiler
[. . .].

— Angus Sinclair, Locomotive engine
running and management, 1887





3 S P O N TA N E O U S C O N D E N S AT I O N I N
T H E S T E A M N O Z Z L E
A one-dimensional modeling approach is presented for the steam expansion in
convergent-divergent nozzles. Main objective is a generic model that accurately
predicts the pressure at the primary nozzle exit plane of a steam injector while
keeping a high simulation speed. The approach uses the classical nucleation
theory in order to account for the non-equilibrium phenomenon of spontaneous
condensation caused by homogeneous nucleation of the supersaturated steam.
The modifications by Courtney and Kantrowitz/Feder are included in order to
account for the partial pressure of the nucleation clusters and non-isothermal
effects during nucleation, thus allowing an accurate prediction of the nucleation
rate over a wide pressure range. Droplet growth is modeled using a theory
developed by Peters and Meyer which takes into account effects in both the
molecular and the continuum regime. The resulting two-phase flow equations
constitute a system of ordinary differential equations which is discretized by
means of the Euler method. The model is validated using published data of
steam nozzle experiments.

The steam injector can be divided into three major sections, as sketched in fig. 2.1:
the steam nozzle, the mixing chamber and the diffuser. In the convergent-
divergent steam nozzle, the high-pressure steam expands to a low static outlet
pressure and reaches supersonic velocities. This expansion process is examined
in the following.

Current steam expansion simulation efforts focus on two- or three-dimensional
approaches to model complex flow structures, particularly in the low-pressure
stages of steam turbines (e. g. Gerber and Kermani, 2004; Sigg, 2010; Starzmann
et al., 2012). They are normally based on existing CFD-codes and are therefore
not within the scope of the present work.

In most cases, one-dimensional flow models are sufficient to yield good results
for simple geometries such as convergent-divergent nozzles. However, existing
one-dimensional models are mostly based on out-dated equations of state or are
only valid at low pressures (e. g. Hedbäck, 1982; Ludwig, 1975; Treffinger, 1994).

For these reasons, the objective of this chapter is the development of an effi-
cient simulation model for the steam expansion in convergent-divergent nozzles
which does not rely on application-specific correction factors. The model has to
take into account the real-gas behavior of steam at high pressures and has to be
capable of reproducing two major physical phenomena: The nucleation, i. e. the
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spontaneous condensation in the steam nozzle

creation of stable liquid clusters from the gas phase, and the subsequent growth
of these clusters.

3.1 fundamentals
3.1.1 Supersaturation and spontaneous condensation
The expansion of saturated or slightly superheated vapor differs from the expan-
sion of a dry gas due to the proximity to the saturation state. This results in a
phenomenon known as spontaneous condensation and leads to a two-phase flow of
small liquid droplets in a continuous gas phase towards the end of the nozzle.

Upon entering the nozzle, the high expansion rate causes the vapor to cool to
temperatures below the saturation line without measurable condensation. Defin-
ing the saturation ratio S as the ratio of vapor pressure pg [Pa] to the saturation
pressure psat at the vapor temperature Tg [K],

S =
pg

psat

(
Tg

) , (3.1)

the saturation state is then reached at S = 1, whereas supersaturated, i. e.
metastable states are characterized by S > 1.

A maximum saturation ratio will be reached at a certain point in the nozzle, whose
location depends on the stagnation condition of the steam. At this point, gener-
ally referred to as Wilson point, measurable condensation can be detected in the
flow, resulting in the formation of small liquid droplets. The initial dimension of
these droplets is normally in the range of only a few micro- or even nanometers.

The latent heat release during condensation causes a static pressure and temper-
ature rise as well as a deceleration of the flow. The saturation ratio decreases
until a state close to the thermodynamic equilibrium, i. e. S = 1 is reached.

3.1.2 Classical nucleation theory
Nucleation, i. e. the formation of stable liquid clusters from a gas phase, can
in general occur in two ways: Homogeneous nucleation, where clusters are sponta-
neously formed due to density and energy fluctuations in the vapor, and heteroge-
neous nucleation, where condensation takes place on foreign particles. Gerber and
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Kermani (2004) point out that heterogeneous nucleation may occur during rapid
steam expansion, but only the large number of very small droplets created by ho-
mogeneous nucleation is capable of providing the droplet surface area required
to revert the flow to equilibrium. This is supported by the experiments of Di-
belius et al. (1983) which have shown that heterogeneous nucleation in steam tur-
bine flows is negligible for foreign particle concentrations of less than 108/cm3.
For this reason, only homogeneous nucleation is considered in the following.

The prevailing model of homogeneous nucleation is the classical nucleation the-
ory, which determines the nucleation rate based on Boltzmann statistics and has
been mainly developed by Volmer and Weber (1926) as well as R. Becker and
Döring (1935). A short overview is presented in the following, while a more
exhaustive summary is given by Bakhtar et al. (2005).

The formation of a single spherical droplet of radius r from a supersaturated
vapor at constant pressure pg and temperature Tg results in a change of Gibbs
free energy

∆G = 4πr2σ− 4
3

π
r3

vl
∆gS , (3.2)

where σ is the surface tension [kg/s2], vl the specific volume [m3/kg] of the
liquid, and ∆gS the supersaturation term

∆gS = g
(

Tg, pg

)
− g
(

Tg, psat

(
Tg

))
− vl ·

[
pg − psat

(
Tg

)]
, (3.3)

with g(Tg, pg) and g(Tg, psat(Tg)) being the specific Gibbs free energy [J/kg] at
vapor temperature and pressure or at vapor temperature and saturation pres-
sure, respectively.

In eq. (3.2), the first term describes the creation of the cluster surface and is al-
ways positive, while the second term describes the phase change and is negative
for S > 1 (fig. 3.1). The maximum value of ∆G can be found by derivation of
eq. (3.2) by r, which leads to the critical radius r∗ and the critical Gibbs free
energy change ∆G∗:

r∗ = 2
σvl
∆gS

(3.4)

∆G∗ =
16
3

πσ3

(
vl

∆gS

)2

(3.5)

Clusters above this critical radius are stable nuclei that will start growing and
thereby initiate the condensation process.
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r
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∆G∗
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−4/3π ∆gS
/

vl r3

(phase change)

Figure 3.1: Change of Gibbs free energy ∆G ( ) during formation of a liquid nucleus with
radius r in a supersaturated environment as a sum of the energy increase due to
surface formation ( ) and the decrease due to phase change ( ). Clusters above
the critical radius r∗ are stable and will start growing.

According to the classical theory (indicated by the index CL), the mass-specific
nucleation rate of critical clusters J [1/(kg s)] can be determined by the following
expression (Bakhtar et al., 2005; Ehrler and Schaber, 2006):

JCL = Cco ·
vl
vg

√
2σ

πm3
�
· exp

(
−∆G∗

kBTv

)
. (3.6)

Here, vg is the specific vapor volume, m� the mass of a molecule [kg], kB the
Boltzmann constant and Cco ≤ 1 is the condensation coefficient.

The radius of critical clusters is normally in the range of few micro- or even
nanometers. Nevertheless, the classical nucleation theory is based on macro-
scopic properties such as specific volume and surface tension, which are not
properly defined at these microscopic scales. Particular debate has arisen over
the surface tension, which appears in the exponential term of eq. (3.6) to the
third power and thus has a considerable effect on the nucleation rate. Several
corrections for the surface tension of microscopic droplets have been proposed,
but yield contradicting results, as discussed by Bakhtar et al. (2005).

Various refinements and corrections to the classical nucleation theory have been
proposed since its development. Upon comparing the major augmentations,
Bakhtar et al. (2005) concluded that the correction terms derived by Courtney

24
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(1961) and Kantrowitz (1951) are most suitable to achieve good agreement with
experimental data over a wide pressure range, when used in combination with
a condensation coefficient of Cco = 1 and no correction for the surface tension.
Courtney’s correction term accounts for partial pressure effects, while the correc-
tion term developed by Kantrowitz and refined by Feder et al. (1966) accounts
for non-isothermal effects during nucleation. Using these correction terms leads
to the corrected nucleation rate

J =
vg

vg,sat

(
Tg

) ·Θ · JCL , (3.7)

where vg,sat

(
Tg

)
is the specific vapor volume at saturation and Θ the

non-isothermal factor

Θ =

(
cv,g +

kB
2m�

)
kBT2

g

(
cv,g +

kB
2m�

)
kBT2

g + m�

[
Tg ·

(
sg − sl

)
− kBTg

2m� −
2σvl
r∗2

]2 , (3.8)

with cv,g being the specific isochoric heat capacity [J/(kg K)] of the vapor and sg
and sl the specific entropy [J/(kg K)] of vapor and liquid, respectively.

3.1.3 Thermodynamics of nanodroplets
The definition or derivation of thermodynamic variables and relationships by
means of continuum mechanics assumes local equilibrium in the considered
system. This assumption is fulfilled if there is a sufficient number of particle
interactions in a sufficiently small control volume. For an ideal gas at standard
conditions, a cube with an edge length of 1 µm contains approximately 2.7× 107

molecules and therefore represents a suitable control volume.

The radius of critical clusters created by homogeneous nucleation may be as
small as a few nanometers and is thus normally below the validity limit of macro-
scopic continuum mechanics. Therefore, a universally valid droplet growth
model has to consider both transport processes in the molecular and the con-
tinuum regime.

For this reason, a collision free zone is defined around the droplet, having a thick-
ness of the order of the mean free path of gas molecules l̄ [m]. Evaporating
molecules from the droplet and incoming vapor molecules are assumed to pass
this area without collision, and exchange processes in this region are determined
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using the kinetic theory of gases. This region is normally referred to as Knudsen
layer with the corresponding outer radius rKn, as depicted in fig. 3.2.

Based on this assumption, Peters and Meyer (1995) have developed and exper-
imentally validated a droplet growth model of pure vapor which will be used
in the following. Main aspects of the theory are the calculation of the temper-
ature of a water droplet in a pure vapor atmosphere and the evaluation of the
mass and heat flow rates that result from a deviation of the thermodynamic
equilibrium between gas and vapor phase (i. e. condensation or evaporation).

Calculation of the droplet temperature

As discussed by Peters and Meyer, the pressure gradient in the continuum region
can be neglected as a driving potential for condensation or evaporation with
respect to the influence of the temperature gradient. Hence, the pressure at the
outer boundary of the Knudsen layer is assumed equal to the vapor pressure
(pKn = pg).

According to the kinetic theory of gases, pressure changes are caused by momen-
tum exchange between particles. Consequently, there is no pressure difference
in the Knudsen layer since it is assumed to be collision-free.

Peters and Meyer show that the deviation of the pressure at the droplet surface
pdrp,if from the equilibrium vapor pressure of small droplets psat,r is negligible
and thus assume pdrp,if = psat,r. The equilibrium vapor pressure of small droplets

r drp
l̄

rKn

droplet

Knudsen
layer

continuum
region

Figure 3.2: Definition of the collision-free Knudsen layer with outer radius rKn around a liquid
droplet with radius rdrp. The thickness of the Knudsen layer is assumed equal to
the mean free path l̄.
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can be determined as a function of the droplet radius rdrp and temperature Tdrp
using Kelvin’s equation1:

psat,r

(
Tdrp, rdrp

)
= psat

(
Tdrp

)
· exp

(
2σvl

rdrpRsTdrp

)
(3.9)

Here, psat is the equilibrium vapor pressure for a flat surface and Rs is the specific
gas constant [J/(kg K)] of the vapor.

Assuming that ambient pressure, the pressure at the Knudsen boundary and
surface pressure are equal (pg = pKn = pdrp,if = psat,r), Tdrp can be determined
iteratively from eq. (3.9) for a given vapor pressure and droplet radius.

Calculation of the mass and heat flow rate

From a microscopic viewpoint, thermodynamic equilibrium between a liquid
and a vapor phase exists if the number of molecules entering the liquid phase
is equal to the number of molecules leaving. Net condensation or evaporation
occurs as soon as the droplet state deviates from the equilibrium state, i. e. if
the droplet temperature Tdrp and/or surface pressure pdrp,if differ from their
saturation values.

The heat flow rate Q̇ [J/s] is taken to be constant in the continuum region and it
is assumed that the latent heat of condensation ∆hlg [J/kg] is completely released
to the vapor:

Q̇ = −Ṁ · ∆hlg (3.10)

This allows determining the mass flow rate Ṁ [kg/s] in the continuum region
(r ≥ rKn),

Ṁ = 4π
λ

∆hlg

(
Tdrp

)rKn ·
(

TKn − Tg

)
, (3.11)

where λ is the thermal conductivity [W/(m K)] of the vapor, ∆hlg

(
Tdrp

)
is

the latent heat of condensation at the droplet temperature Tdrp, TKn is the (yet
unknown) temperature at the Knudsen boundary and Tg the ambient vapor
temperature for r → ∞. Positive values of Ṁ indicate condensation.

1 derivation in appendix A.2.2
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Allowing only small deviations from equilibrium, Peters and Meyer derive an
additional equation for the mass flow rate in the collision free zone (rdrp ≤ r ≤
rKn) based on the kinetic theory of gases:

Ṁ = −4πr2
d

pdrp,if√
2πRsTdrp

− pKn√
2πRsTKn

1− 1
2

(
rdrp
rKn

)2 (3.12)

Assuming rKn = rdrp + l̄, eqs. (3.11) and (3.12) provide two equations for the two
remaining unknown variables TKn and Ṁ. Based on the kinetic theory, the mean
free path is calculated as

l̄ =
kBTKn√
2πd2

�pg
, (3.13)

where d� is the molecular diameter.

The numerator of eq. (3.12) describes the difference of molecular impingement
rates, where the first term accounts for molecules leaving the droplet (evapo-
ration), and the second term for molecules entering the collision-free zone and
hitting the droplet (condensation). Upon comparing their model to experimental
data, Peters and Meyer concluded that either the condensation or evaporation
term had to be corrected by 1 % to achieve agreement with the experiments.

Similar to common formulas such as the Hertz-Knudsen-Langmuir or the Schrage
equation, eq. (3.12) allows to determine the mass flow rate in the Knudsen layer
without solving the Boltzmann equation. However, as discussed by Fujikawa et
al. (2011), this simplification may yield incorrect solutions. In particular, the mass
flow rate does not only vanish under equilibrium conditions (pKn = pdrp,if , TKn =

Tdrp), but for all values that satisfy the relation TKn/Tdrp = (pKn/pdrp,if )
2. Fur-

thermore, the correction of the condensation or evaporation term as applied by
Peters and Meyer (1995) prevents the mass flow rate from approaching zero even
when equilibrium conditions are reached. Accordingly, while being convenient
to improve the model accuracy, the approach is not suitable when approaching
equilibrium conditions. Nevertheless, good agreement with experimental data
justifies the use of such simplifications for practical considerations.
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3.2 theoretical model
3.2.1 Two-phase droplet flow
J. Young (1995) provides a general system of conservation equations for the mul-
tiphase flow consisting of a continuous gas phase and a discontinuous liquid
phase of small dispersed water droplets. Owing to the small volume fraction of
droplets, droplets are assumed to be homogeneous and droplet interactions are
neglected. Additionally, viscosity, heat conduction and diffusion in the gas phase
are neglected, except for interfacial exchange processes. The model is based on
a distribution of the continuous droplet spectrum into k discrete droplet groups,
each consisting of a number of droplets with equal radii.

The liquid mass fraction xl can then be obtained using the mass-specific droplet
number ni [1/kg] of a droplet group and the mass of a single droplet mdrp,i,

xl =
k

∑
i=1

xi =
k

∑
i=1

nimdrp,i , (3.14)

which can be used to define a mixture density ρm [kg/m3]

1
ρm

=
1− xl

ρg
+

k

∑
i=1

xi

ρi
, (3.15)

where ρg and ρi are the densities of the vapor and of the droplet group i,
respectively.

In the following, a one-dimensional, stationary flow without the presence of
inert gases (pure vapor) and without slip (equal velocity c [m/s] of the liquid and
the gas phase) is assumed. This simplifies J. Young’s equations to the following
form:

c
dni

dz
= Ji (3.16)

c
dxi

dz
= ni Ṁi + mdrp,i Ji (3.17)

1
c

dc
dz

+
1

ρm

dρm

dz
= 0 (3.18)

c
dc
dz

+
1

ρm

dpg

dz
= 0 (3.19)

(1− xl) c

(
dhg

dz
− 1

ρg

dpg

dz

)
=

k

∑
i=1

(
mdrp,i Ji∆hlg,i − niQ̇i

)
(3.20)
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Equations (3.16) and (3.17) are the droplet number and mass conservation for
droplet group i, eqs. (3.18) and (3.19) are the mass and momentum conservation
of the mixture, and eq. (3.20) is the energy conservation in the gas phase using
the specific enthalpy h [J/kg].

The use of the integral form of the mixture mass conservation instead of eq. (3.18)
allows to calculate the flow along the axis of a nozzle (axial coordinate z, flow
cross section A [m2]):

1
c

dc
dz

+
1

ρm

dρm

dz
= − 1

A
dA
dz

(3.21)

3.2.2 Single-phase vapor flow
For superheated vapor or metastable vapor with negligible condensation, the
nozzle flow is assumed to be isentropic. Using the sonic velocity of the vapor w,
the density change can then be expressed as

dρg

dz
=

∂ρg

∂pg

∣∣∣∣∣
s

dpg

dz
=

1
w2

dpg

dz
, (3.22)

allowing to express the single-phase flow conservation equations in the follow-
ing well-known form:

dc
dz

= −C1 (3.23)

dpg

dz
=cρg·C1 (3.24)

dhg

dz
= c·C1 (3.25)

C1 =
c
A

dA
dz

1− c2

w2

(3.26)

3.3 simulation model
The conservation equations for the two-phase flow (eqs. (3.16), (3.17) and (3.19)
to (3.21)) constitute a system of 3 + 2k ordinary differential equations (ODEs) for
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4 + 2k unknown derivatives (dc/ dz, dρm/ dz, dpv/ dz, dhv/ dz, dni/ dz and
dyi/ dz) and thus cannot be solved in this form.

The equation of state provides the necessary additional relationship that allows
to eliminate dρm

/
dz from the ODE system. For this purpose, the mixture den-

sity, eq. (3.15), is derived by z while neglecting the change of liquid density
(dρi/ dz = 0), leading to

− 1
ρ2

m

dρm

dz
=

dvm

dz
= (1− xl)

dvg

dz
+

k

∑
i=1

(
vi − vg

) dxi

dz
. (3.27)

The specific vapor volume can be represented as a function of pressure and
enthalpy using the equation of state. Accordingly, dvg/ dz can be omitted from
eq. (3.27) using the total differential

dvg

dz
=

∂vg

∂pg

∣∣∣∣∣
hg

dpg

dz
+

∂vg

∂hg

∣∣∣∣∣
pg

dhg

dz
, (3.28)

where the partial derivatives can be determined from the equation of state.

The numerically convenient form of the conservation equations is given in ap-
pendix B.1, eqs. (B.1) to (B.5). The ODE system defined in this way is discretized
and solved using the first-order Euler method. Runge-Kutta methods of higher
order are not used due to the varying number of equations: Each solver step
may result in the creation of a new droplet group, which adds two equations
(droplet number and mass conservation) to the system.

3.3.1 Boundary conditions
The critical state at the nozzle throat is used as inlet boundary condition. Assum-
ing single-phase flow at the nozzle throat, the vapor pressure and enthalpy at
the throat are first estimated using the ideal gas equations and are then updated
iteratively2 until the conditions of isentropic and isenthalpic flow are fulfilled
from the stagnation state to the nozzle throat.

Owing to the exponential nature of eq. (3.6), the nucleation rate starts at very
small values and grows by several orders of magnitude before it has any effect
on the nozzle flow. For this reason, a lower limit for the nucleation rate Jmin =
1020/(kg s) is defined and nucleation is neglected up to this limit.

2 multidimensional root finding algorithm for n = 2 variables according to appendix B.5
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The single-phase flow eqs. (3.23) to (3.26) are used to model the nozzle flow
up to the onset of spontaneous condensation in the divergent nozzle section.
However, eq. (3.26) becomes singular at the nozzle throat (z = zcrit), where the
flow velocity is equal to the sonic velocity and both numerator and denominator
approach zero. Application of l’Hôpital’s rule allows to transform eq. (3.26) in
combination with eqs. (3.23) to (3.25), resulting in

C1,crit = −
c

w2
dw
dz ±

√(
c

w2
dw
dz

)2
+ 2

A
d2 A
dz2

2
w

. (3.29)

The physically correct solution of eq. (3.29) has to fulfill the condition for shock-
free nozzle flows

dc
dz

> 0 ⇔ C1,crit = −
dc
dz

< 0 . (3.30)

Equation (3.29) includes the initially unknown spatial derivation of the sonic
velocity dw/ dz. Therefore, the approximation

dw
dz

∣∣∣∣
z
≈ w (z + ∆z)− w (z)

∆z
(3.31)

is being used in order to solve the first step from zcrit to zcrit + ∆z: The solver
step starts with an estimate for dw/ dz and is iterated until eq. (3.31) is fulfilled
sufficiently well.

3.3.2 Solution procedure
The single-phase flow equations derived in section 3.2.2 are used until the nu-
cleation rate threshold Jmin is reached for the first time and the two-phase flow
solver is invoked. Subsequently, each solver step consists of the following major
sub-steps:

1. The thermodynamic properties of the vapor at the axial coordinate z are
determined according to the equation of state using the values of vapor
pressure pg and enthalpy hg.

2. The thermodynamic state of each droplet group i at the axial coordinate
z is determined iteratively3. Starting with the values of the previous step
as first estimate, the droplet radius rdrp,i and temperature Tdrp,i are used

3 multidimensional root finding algorithm for n = 2 variables according to appendix B.5
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to calculate the internal pressure of the droplet according to the Young-
Laplace equation4:

pdrp,i = pg +
2σ

rdrp,i
(3.32)

Next, the thermodynamic properties of the droplet are obtained using
the values of droplet pressure pdrp,i and temperature Tdrp,i. With these val-
ues, the equilibrium vapor pressure psat,r,i is calculated from eq. (3.9) and
the droplet mass is calculated using mi = 4

/
3 πr3

drp,iρi. The values for
rdrp,i and Tdrp,i are updated until the following two conditions are fulfilled:
mi = xi

/
ni ; psat,r,i = pg.

3. Using the value of the previous step as first estimate, the interface temper-
ature TKn,i is iteratively updated5 until the droplet mass flow rate Ṁi ac-
cording to eqs. (3.11) and (3.12) yields the same result. The heat flow rate
Q̇i is then obtained from eq. (3.10).

4. The nucleation rate for the current vapor conditions is calculated using
eq. (3.7) and a new droplet group is created if the nucleation rate is above
the specified threshold Jmin.

5. The derivatives dc/ dz, dpg/ dz, dhg/ dz, dni/ dz and dxi/ dz are calcu-
lated using eqs. (B.1) to (B.5), which are then used to determine the flow
variables at the next step z + ∆z based on the Euler method.

The iterative calculation of the mass flow rate (step 3 in above-mentioned list)
converges only when the initial estimate of the interface temperature TKn,i is suf-
ficiently close to the final solution. No convergence could be achieved when in-
cluding the condensation/evaporation coefficient proposed by Peters and Meyer
(1995) as described in section 3.1.3. For this reason, the mass flow rate is instead
reduced by a fixed factor of 0.64, which is the average correction that would re-
sult from applying the condensation/evaporation coefficient suggested by Peters
and Meyer. However, this approach overestimates the growth of small droplets
and underestimates the growth of large ones.

The thermodynamic fluid properties are calculated using the IAPWS-IF97 equa-
tion of state (Wagner et al., 2000). The IAPWS-IF97 is valid for pressures up to
100 MPa and thus covers the extremely high internal pressures of very small
droplets. Furthermore, it includes a formulation for metastable vapor that is
valid from the saturated vapor line to the 5 % equilibrium moisture line. Addi-
tional details on thermodynamic property calculation are given in appendix A.1.

4 derivation in appendix A.2.1
5 multidimensional root finding algorithm for n = 1 variables according to appendix B.5
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3.4 validation
Two experimental test series based on different nozzle geometries and stagnation
conditions were selected for validation of the simulation model.

3.4.1 Low pressure experiments
The first series was conducted by Barschdorff (1971), who used steam with a
constant stagnation pressure of p0 = 0.7839 bar and a varying stagnation tem-
perature between T0 = 93.8 ◦C and T0 = 135.2 ◦C. As can been seen from fig. 3.3,
the simulation is in good agreement with the experimental data, but precise
quantitative accordance is not achieved: The axial position of the condensation-
induced pressure rise is predicted very accurately, while the pressure rise itself is
overestimated. Moreover, the calculated pressure prior to condensation is lower
than the value obtained experimentally, and the experimental data indicate a
faster pressure drop after the condensation zone than predicted by the model.
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Figure 3.3: Simulation of experiments by Barschdorff (1971), showing the pressure ratio p/p0

in the divergent nozzle section (axial position of the nozzle throat at z = zcrit,
stagnation pressure p0 = 0.7839 bar) for varying stagnation temperatures T0.
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Barschdorff conducted additional experiments with lower stagnation tempera-
tures than the ones shown in fig. 3.3. This causes the Wilson point to move
further upstream and finally leads to a normal shock as soon as the energy re-
lease is sufficient to decelerate the flow below the sonic velocity. The ODE system
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derived in section 3.2 is not valid for flow discontinuities and cannot be applied
in these cases which are therefore not shown here.

3.4.2 High pressure experiments
The second test series, conducted by Gyarmathy (2005), is based on consider-
ably higher stagnation pressures up to over 100 bar and four different nozzle
shapes. Figure 3.4a shows results for the nozzle geometry with designation
2/M for three different stagnation conditions. Again, good agreement between
simulation and experiment is obtained with respect to the axial position of the
pressure rise, while the simulation shows a steeper and higher pressure rise than
the experimental data and the pressure before condensation is lower than in the
experiment. The arithmetic mean droplet radius determined by the simulation
is higher than the experimental value at early stages of condensation, whereas
the opposite is true as soon as the flow approaches equilibrium conditions.

Simulation of nozzle 4/B (fig. 3.4b) yielded similar results, whereas simulation
of nozzles 5/B and 6/B (appendix, fig. D.1) globally underestimates the droplet
radius. In the last-mentioned nozzles, nucleation starts in the subsonic part of
the nozzle, while the model assumes single-phase flow up to the throat.

3.4.3 Interpretation of results
The developed model is capable of accurately predicting the Wilson point, i. e.
the axial position of the condensation-induced pressure rise, while precise quan-
titative accordance of the pressure rise itself is not achieved. It is believed that
the main source of the pressure deviations is the droplet growth model. As
described in section 3.3, the model approach overestimates the growth of small
droplets, which can be confirmed when comparing the simulated and the mea-
sured mean droplet radius in fig. 3.4. Higher droplet growth rates in the early
stages of condensation increase the energy release due to condensation and thus
cause a faster pressure rise. Accordingly, additional research is required regard-
ing (i) improvement of the numerical stability when including the condensa-
tion/evaporation coefficient proposed by Peters and Meyer and (ii) refinement
of the droplet growth model itself to maintain its validity when approaching
equilibrium conditions (cf. section 3.1.3).
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(a) Nozzle 2/M test run designation 36-A 40-D 40-E
stagnation pressure p0/bar 107 109 109
stagnation temperature T0/◦C 389 364 346

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
0

0.2

0.4

0.6

18-B
18-C

axial coordinate z − zcrit/mm

pr
es

su
re

ra
ti

o
p/

p 0

0

20

40

60

18-B
18-C

m
ea

n
dr

op
le

t
ra

di
us

r/
nm

(b) Nozzle 4/B test run designation 18-B 18-C
stagnation pressure p0/bar 101 101
stagnation temperature T0/◦C 366 342

Figure 3.4: Simulation of experiments by Gyarmathy (2005), showing pressure distribution p/p0

and average droplet radius r̄ in the divergent nozzle section. The designations of
the test runs correspond to the ones used by Gyarmathy.

p/p0 r
experiment
simulation

36



[The] swelling of the jet is due to the fact
that the internal pressure at the moment of
discharge is greater than that of the medium
into which it is flowing; [. . .] if [it were]
lower, a contraction would be caused by the
pressure of the air.

— Strickland Landis Kneass, Practice and
theory of the injector, 1910





4 G A S DY N A M I C P H E N O M E N A
AT T H E N O Z Z L E E X I T
A simulation approach for the gas dynamic adaptation of over- and underexpanded
steam jets is presented. Analytical ideal gas solutions for oblique shocks and
Prandtl-Meyer expansion fans are used as initial estimate for an iterative solu-
tion based on the two-phase conservation equations. A simplifying assumption of
instantaneous non-equilibrium relaxation allows the use of a homogeneous equi-
librium model. The initial shape of submerged steam jets is reproduced accurately
by the model.

After expansion in the steam nozzle, the supersonic steam enters the mixing
chamber. In this chapter, it is assumed that the steam enters a pool at ambient
pressure p∞ in order to separately study the processes at the nozzle exit.

In supersonic nozzle flow, information about the ambient state cannot propagate
upstream. Therefore, the nozzle exit pressure pe may be below (overexpanded) or
above (underexpanded) the ambient pressure p∞. Adaptation to the ambient state
is then achieved after the nozzle outlet by a series of oblique shocks and expansion
fans. For overexpanded jets, the course of events is as follows (fig. 4.1):

1. An oblique shock wave is formed at the nozzle exit. Across the shock, the
pressure increases to the ambient pressure.

2. The shock causes a flow deflection towards the jet axis, i. e. a contraction.

2 5

pe < p∞

p∞

1
3

4

Figure 4.1: Gas dynamic phenomena in an overexpanded supersonic jet (nozzle exit pressure
pe below ambient pressure p∞): (1) oblique shock wave (2) flow deflection towards
jet axis (3) reflected shock (4) expansion fan (5) flow deflection away from jet axis
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gas dynamic phenomena at the nozzle exit

3. The oblique shock is reflected at the jet axis to maintain the symmetry
condition (no radial velocity component at the jet axis), causing a further
pressure rise.

4. In order to comply with the free jet boundary condition (p = p∞), this sec-
ond shock is reflected at the jet boundary as an expansion fan, resulting in
a pressure decrease.

5. Across the expansion fan, the flow is directed away from the jet axis and
the jet expands radially.

This compression-expansion sequence recurs periodically until the structure dis-
integrates due to dissipation. For underexpanded jets, the sequence is analogous,
starting with an expansion wave at the nozzle exit (step 4 in above list).

Calculation of oblique shocks and expansion fans is common practice for single-
phase gas flows, while research on two-phase flows is less extensive. In the
following, the governing equations and solution methods for single-phase gas
flows are described. Subsequently, previous research on gas dynamic phenom-
ena in two-phase flows is presented. Finally, a model approach for oblique
shocks and expansion waves in pure steam flows is developed and compared to
experimental data.

4.1 compressible two-dimensionalgas dynamics
4.1.1 Oblique shock
Consider a supersonic flow towards an inwardly bent channel wall with a de-
flection angle ϑ (fig. 4.2a). Due to the supersonic nature of the flow, the change
in flow direction occurs abruptly across an oblique shock wave (shock angle θ).
For a given upstream Mach number Ma, the lower boundary of the shock angle
is the Mach angle αMa, and the limiting case of a normal shock represents the
upper boundary:

αMa = arcsin
(

1
/

Ma
)
≤ θ ≤ π

2 (4.1)
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4.1 compressible two-dimensional gas dynamics

Across the shock, the velocity component normal to the shock front c⊥ decreases,
while the tangential velocity component cq remains unchanged. Conservation of
mass, momentum and energy requires

cq = ĉq , (4.2)
ρc⊥ = ρ̂ĉ⊥ , (4.3)

p + ρc2
⊥ = p̂ + ρ̂ĉ2

⊥ , (4.4)

h + 1
2 c2
⊥ = ĥ + 1

2 ĉ2
⊥ . (4.5)

Here, ∗̂ indicates a property downstream of the shock. The velocity components
and angles are related as follows (fig. 4.2b):

cq = c cos θ = ĉx cos θ + ĉy sin θ (4.6)
c⊥ = c sin θ (4.7)

ĉ⊥ = c sin θ − ĉy

cos θ
(4.8)

tan ϑ =
ĉy

ĉx
(4.9)

tan θ =
c− ĉx

ĉy
(4.10)

Combination of eqs. (4.6) to (4.10) yields a relation between the shock angle and
the deflection angle:

tan ϑ = tan θ
1− ĉ⊥

c⊥

1 + ĉ⊥
c⊥

tan2 θ
(4.11)

sh
oc

k

θ ϑ

c

c q

c⊥
θ

ĉ

ĉ q

ĉ⊥
θ-ϑ

(a) flow geometry

c

c q
=

ĉ q c⊥

θ
ĉ

ĉ⊥

ϑ
ĉy θĉx

(b) velocity triangle

Figure 4.2: Schematic of an oblique shock
θ: shock angle; ϑ: deflection angle; c: velocity; q/⊥: tangential/normal to the shock;
∗̂: property downstream of the shock; x/y: horizontal/vertical component
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Ideal gas solution

For an ideal gas, the conservation equations and geometric relations can be
transformed as follows (Zierep, 1972):

ĉ⊥
c⊥

=
ρ

ρ̂
= 1− 2

κ + 1

(
1− 1

Ma2 sin2 θ

)
(4.12)

p̂
p
= 1 +

2κ
κ + 1

(
Ma2 sin2 θ − 1

)
(4.13)

T̂
T
=

ĉ2

c2 =

[
1 +

2κ
κ + 1

(
Ma2 sin2 θ − 1

)] [
1− 2

κ + 1

(
1− 1

Ma2 sin2 θ

)]
(4.14)

tan ϑ = 2 cot θ
Ma2 sin2 θ − 1

Ma2 (κ + cos 2θ) + 2
(4.15)

Here, κ = cp/cv is the isentropic exponent, and cp and cv are the specific
isobaric/isochoric heat capacities [J/(kg K)], respectively.

Combination of eqs. (4.13) and (4.15) results in:

tan ϑ =

p̂
p − 1

κ Ma2−
(

p̂
p − 1

)

√√√√√
2κ
κ+1

(
Ma2−1

)
−
(

p̂
p − 1

)

p̂
p +

κ−1
κ+1

(4.16)

By considering the graphic representation of eq. (4.16), the following observa-
tions can be made (fig. 4.3):

• A unique solution for the post-shock state can be obtained from eqs. (4.12)
to (4.14) if the shock angle θ or a downstream property (p̂, ρ̂, etc.) is
known.

• However, there are multiple solutions for a given deflection angle ϑ: A
strong shock solution (M̂a < 1), a weak solution (M̂a ≶ 1) and a physically
invalid solution (decreasing entropy). The weak solution occurs in most
practical applications (Zierep, 1972).

• There is no valid solution above a maximum deflection angle ϑmax. For
ϑ > ϑmax, the shock detaches and a subsonic flow region is created
between the shock and the wall corner.
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invalid

ϑ ϑmax

Figure 4.3: Oblique shock solutions (ideal gas) for a given deflection angle ϑ
p̂/p: downstream/upstream pressure; Ma: upstream Mach number; κ: isentropic
exponent

In order to obtain an analytical, exact solution for the shock angle θ as a func-
tion of the deflection angle ϑ, Thompson (1950) transformed eq. (4.15) into the
following form:

a tan3 θ − tan2 θ + b tan θ + c = 0 (4.17)

a = tan ϑ

(
κ − 1

2
+

κ + 1
2

1
Ma2−1

)
(4.18)

b = tan ϑ

(
κ + 1

2
+

κ + 3
2

1
Ma2−1

)
(4.19)

c =
1

Ma2−1
(4.20)

This cubic equation has three solutions:

tan θn =
b + 9ac

2 (1− 3ab)
−

d
(

27ac2 + 9ab− 2
)

6a (1− 3ab)
· tan

[
n
3

π +
1
3

arctan
1
d

]
;

n ∈ {−1, 0, 1}
(4.21)

d =

√√√√ 4 (1− 3ab)3

(
27a2c + 9ab− 2

)2 − 1 (4.22)

In eq. (4.21), n = 0 yields the weak solution, n = 1 the strong solution, and
n = −1 the invalid solution.
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4.1.2 Prandtl-Meyer expansion
Consider a supersonic flow towards an outwardly bent channel wall with a de-
flection angle ϑ (fig. 4.4). Just as in the case of an inwardly bent wall, infor-
mation about the deflection cannot propagate upstream. However, while the
inwardly bent wall causes a sudden, irreversible compression by means of an
oblique shock, the outwardly bent wall causes a gradual, isentropic expansion
via a sequence of infinitesimal Mach expansion waves.

Heims (1958) proposes to describe the expanding flow in a polar (r, ϕ)-coordinate
system with the origin at the wall corner. Then, continuity and momentum
conservation require

dcr

dϕ
= cϕ = w , (4.23)

and the energy conservation can be written as

htot = h +
c2

ϕ + c2
r

2
= const. (4.24)

ϕ = 0

ϕ1

Mach lineϕ2

α2

c1

c 1,
r

c1,ϕ

α1

c2

c2,r

c2,ϕ

ϑ

Figure 4.4: Schematic of a Prandtl-Meyer expansion
c: velocity; 1/2: upstream/downstream property; r/ϕ: radial/azimuthal coordinate;
ϑ: deflection angle; α: Mach angle
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4.2 gas dynamic phenomena in two-phase flows

Here, cr and cϕ are the radial and azimuthal velocity components, w is the sonic
velocity, and htot is the total enthalpy. Moreover, the following relations hold for
the initial (upstream) flow state (index 1):

cos ϕ1 = 1
/

Ma1 (4.25)

c1,r = w1

√
Ma2

1−1 (4.26)

In order to integrate eq. (4.23), Heims introduces two auxiliary variables η and ψ:

η := 1 +
2h
w2 (4.27)

dϕ

dψ
:=
√

η (4.28)

The flow field can now be obtained as a function of ψ:

cr =
√

2htot sin ψ ; ψ ≥ ψ1 (4.29)

cϕ = w =

√
2htot√

η
cos ψ (4.30)

Ma =

√
1 +

(
cr

/
cϕ

)2

=
√

1 + η tan2 ψ (4.31)

ϑ = ϕ− arccos
(

1
/

Ma
)

(4.32)

4.2 gas dynamic phenomena intwo-phase flows
Gas dynamic phenomena such as compression shocks or expansion waves may
occur in dispersed droplet flows, just as in single-phase gas flows. However,
the presence of liquid droplets in the continuous gas phase and the resulting
exchange mechanisms have to be accounted for. Research in this field is mostly
focused on condensable vapor flows with an inert carrier gas, e. g. moist air.

4.2.1 Two-phase compression shocks
Compression shocks cause an increase in pressure and temperature and a de-
crease in velocity. In dispersed droplet flows, this leads to a disturbance of the
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phase equilibrium and therefore causes heat removal from the gas phase and par-
tial or complete droplet evaporation. Consequently, the final downstream state
may be either gas-liquid two-phase flow or superheated gas flow. Droplet evap-
oration is diffusion controlled in the presence of an inert gas, and heat transfer
controlled for pure vapor-droplet flow (J. B. Young and Guha, 1991).

Two shock types may be distinguished in two-phase flows (Guha, 1992; J. B.
Young and Guha, 1991): Fully dispersed shock waves with a continuous change
between two equilibrium states, and partly dispersed shock waves. The latter start
with a virtually discontinuous shock front, similar to pure gases. However, only
the properties of the gas phase change across the shock front. The liquid phase
is initially unaffected and a new equilibrium state is attained in the subsequent
droplet relaxation zone. Even for very strong shocks, no droplet fragmentation
occurs across the shock front according to a droplet stability criterion proposed
by J. B. Young and Guha (1991).

For partly dispersed shocks, three different relaxation time scales twb, tme and tev
can be distinguished (Smolders and Dongen, 1992):

twb: The droplet temperature rises to a quasi-steady state
(“wet bulb temperature”).

tme: Momentum is transferred from the droplets to the gas phase until
mechanical equilibrium is reached.

tev: The droplets evaporate partially or fully and the gas
temperature decreases.

Smolders and Dongen (1992) and J. B. Young and Guha (1991) show that the wet
bulb temperature is reached before the mechanical equilibrium, and that droplet
evaporation takes significantly longer than both other relaxation processes:

twb < tme � tev (4.33)

Model approaches

Kouremenos and Antonopoulos (1989) used a real gas equation of state to model
oblique shock waves in pure steam and derived simplified empirical relations.
Two-phase flow phenomena were not taken into account by the model.

J. B. Young and Guha (1991) simulated normal shocks in two-phase flows using
a mixture model based on the droplet mass fraction and taking into account
Knudsen effects in the exchange processes.
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4.3 model development

Smolders and Dongen (1992) used a similar approach, but assumed instanta-
neous temperature and velocity relaxation (twb = 0, tme = 0) and thus only
considered the process of droplet evaporation. The maximum relative error in
the total evaporation time due to this simplification was quoted below 5 % for
upstream Mach numbers less than Ma = 2.

Guha (1992) developed jump conditions between the equilibrium states up- and
downstream of the shock region, which required no explicit consideration of the
droplet relaxation process. He also presented a unified theory for aerodynamic
and condensation shock waves in vapor-droplet flows in the presence of an inert
carrier gas based on a mixture model (Guha, 1994).

4.2.2 Prandtl-Meyer expansion with
non-equilibrium condensation

Experimental and numerical studies have shown that non-equilibrium conden-
sation may occur during Prandtl–Meyer expansion of a condensable vapor with
an inert carrier gas (Delale et al., 2007). The underlying mechanism is equiv-
alent to steam expansion in a nozzle (chapter 3): The rapid expansion results
in a metastable, supersaturated vapor state which will revert to equilibrium by
means of homogeneous nucleation and droplet condensation. This may result in
an oblique shock wave embedded in the expansion fan. Methods for numerical
computation of such flows were presented, inter alia, by Delale and Crighton
(1998) and Otobe et al. (2006).

4.3 model development
As pointed out in the previous section, shocks and expansion waves in two-
phase flows lead to a non-equilibrium state. In a steam injector, the subsequent
relaxation processes (droplet evaporation for overexpanded flows, metastable
condensation for underexpanded flows) occur simultaneously with the steam
condensation on subcooled droplets in the mixing chamber.

In light of the objective of a computationally efficient model and the limited
experimental data available for validation, a detailed treatment of the relaxation
zone seems disproportionate. Therefore, a homogeneous equilibrium mixture
(no slip, thermal equilibrium) is assumed in the model development, similar to
the approach by Guha (1992) in developing normal shock jump conditions. Then,
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the critical two-phase mass flux is characterized by the homogeneous equilibrium
speed of sound (Oertel, 2012):

1
w2

h
=

(
xg

ρg
+

xl
ρl

)−2

 1

ρ2
l w2

l
+ xg

(
1

ρ2
gw2

g
− 1

ρ2
l w2

l

)
− ∂xg

∂p

∣∣∣∣∣
s

(
1
ρg
− 1

ρl

)
 (4.34)

The nozzle exit state is determined iteratively under the assumption of isen-
tropic and isenthalpic equilibrium expansion and a choked flow. Details on the
procedure are given in appendix B.2.

4.3.1 Overexpanded nozzle flow
First shock: Adaptation to ambient pressure

At the nozzle exit, the oblique shock is determined by the ambient pressure,
thus the downstream pressure is known (p̂ = p∞). Accordingly, a unique and
analytical solution exists for ideal gases1. For the two-phase mixture, the shock
solution is obtained by the following iterative procedure:

1. The shock angle θ is estimated by the ideal gas solution (eq. (4.13)).

2. The shock-normal upstream velocity is calculated according to eq. (4.7)
(c⊥ = c sin θ).

3. The shock-normal downstream velocity is obtained by combining continu-
ity and momentum conservation (eqs. (4.3) and (4.4)).

4. The energy equation (eq. (4.5)) is used to determine the downstream en-
thalpy ĥ.

5. The downstream density ρ̂ is calculated from the state equation as a func-
tion of p̂ and ĥ.

6. Steps 2–5 are iterated2 until continuity (eq. (4.3)) is fulfilled.

up
da

te
θ

7. The deflection angle ϑ is obtained from eq. (4.11).

1 For strongly overexpanded jets, there may be no possible stationary solution and the shock
will migrate upstream. This situation is not considered here.

2 root bracketing algorithm algorithm according to appendix B.5
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4.3 model development

Second (reflected) shock

Across the second shock (reflection at the jet axis), the flow is deflected to main-
tain center line symmetry. Accordingly, the deflection angle ϑ is given and
multiple solutions may exist. Again, an iterative procedure is required for the
two-phase mixture flow:

1. The shock angle θ is estimated by the weak ideal gas solution according to
Thompson (eqs. (4.17) to (4.22) with n = 0).

2. The shock-normal upstream velocity is calculated according to eq. (4.7)
(c⊥ = c sin θ).

3. The shock-normal downstream velocity is obtained from the relation
between the shock angle and the deflection angle (eq. (4.11)).

4. Combination of continuity and momentum conservation (eqs. (4.3)
and (4.4)) yields the downstream pressure p̂.

5. The energy equation (eq. (4.5)) is used to determine the downstream
enthalpy ĥ.

6. The downstream density ρ̂ is calculated from the state equation as a
function of p̂ and ĥ.

7. Steps 2–6 are iterated3 until continuity (eq. (4.3)) is fulfilled.

up
da

te
θ

4.3.2 Underexpanded nozzle flow
Due to the isentropic nature of the Prandtl-Meyer expansion, the thermodynamic
state after the expansion can be determined from the equation of state as a func-
tion of the downstream pressure p2 and entropy s2 = s1. The two-dimensional
flow geometry is then calculated as follows:

1. The auxiliary variables η, φ for both up- and downstream state are calcu-
lated according to eqs. (4.27) and (4.30) based on the local enthalpy and
sonic velocity.

2. Equation (4.31) is used to determine the downstream Mach number Ma2
and thus the downstream velocity (c2 = Ma2 wh,2).

3. The initial azimuthal angle ϕ1 is obtained from eq. (4.25).

3 multidimensional root finding algorithm for n = 1 variables according to appendix B.5
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4. Equation (4.28) is integrated from ψ1 to ψ2 in order to obtain the down-
stream azimuthal angle:

ϕ2 =
∫ ψ2

ψ1

√
η dψ + ϕ1 (4.28 revisited)

The integration is performed numerically based on the quadpack-
routine (Piessens et al., 1983) as implemented in the GNU Scientific Li-
brary (GSL) (Gough, 2009). An adaptive integration scheme based on the
Gauss-Konrod quadrature method (41-point rule) is used (Kronrod, 1965).

5. Finally, the deflection angle is calculated from eq. (4.32).

4.4 validation
Wu et al. (2010a) measured the axial and radial temperature profiles in over-
expanded submerged steam jets. Their results show a sharp temperature peak
immediately after the nozzle exit. This can be explained by a partly dispersed
shock with a sudden increase of the gas phase temperature, followed by a relax-
ation zone with heat removal from the gas phase and an associated temperature
decrease. The developed model does not consider the relaxation process, and
can therefore not predict this temperature peak.

Therefore, the experimental study on over- and underexpanded submerged
steam jets by Wu et al. (2009b) is used for validation. Here, initially saturated
steam was expanded in a nozzle and injected into a water pool at ambient pres-
sure. Measurements were focused on geometric parameters such as the jet expan-
sion ratio and jet length. A visual comparison between experiments and simula-
tion results is presented in fig. 4.5. The figure shows the jet photographs taken by
Wu et al., combined with the simulation results for the shock/expansion wave
geometry. The deflection angle ϑ is accurately predicted in all four cases.

For overexpanded jets, the reflection of the shock wave at the jet axis causes an
expansion wave when reaching the outer jet boundary (cf. fig. 4.1). This expan-
sion is clearly visible in the experimental photograph. The calculated second
shock wave (shock angle θ2) for the weakly overexpanded jet (fig. 4.5b) reaches
the jet boundary approximately at the location where the experimental jet ex-
pands outwards. For the strongly overexpanded jet (fig. 4.5b), no valid solution
could be obtained for the second shock. This suggests a Mach reflection with a
subsequent subsonic flow region instead of a regular shock reflection, which is
beyond the scope of the present work.
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Figure 4.5: Visual comparison between simulation and experimental results of over- and under-
expanded submerged steam jets – experimental data by Wu et al. (2009b), steam
stagnation pressure p0 = 4 bar, ambient pressure p∞ = 1.02 bar.
pe/Mae/ṁe: pressure/Mach number/mass flux at nozzle exit; θ: oblique shock an-
gle; ϑ: deflection angle; ϕ: azimuthal coordinate; α: Mach angle
Jet photographs © 2009 Elsevier B. V., reprinted with permission
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Da es sich bei den Strahlapparaten um tur-
bulente Mischvorgänge handelt, könnte man
vermuten, daß diese Vorgänge auf Grund
des bekannten Ansatzes von Prandtl über
turbulente Mischströmungen sich in exakter
Weise berechnen lassen würden. Die mathe-
matischen Schwierigkeiten sind aber hier so
groß, daß [. . .] jener Ansatz kaum zu einem
brauchbaren Rechenverfahren führen dürfte.

— Gustav Flügel, “Berechnung von
Strahlapparaten”, 1939





5 D I R E C T C O N TA C T C O N D E N S AT I O N
I N T H E M I X I N G C H A M B E R
A simulation model for the direct contact condensation of steam jets in pools
and channels is presented. Entrainment of water into the steam jet is modeled
based on the Kelvin-Helmholtz and Rayleigh-Taylor instability theories. Primary
atomization due to acceleration of interfacial waves and secondary atomization
due to aerodynamic forces account for the initial size of entrained droplets. Con-
densation at the interface between the steam jet and the surrounding water is
calculated according to the surface renewal theory. The resulting steam-water
two-phase flow is simulated based on a one-dimensional three-fluid model. An
interfacial area transport equation is used to track changes of the interfacial area
density due to droplet entrainment and steam condensation on droplets. Interfa-
cial heat and mass transfer rates during condensation are calculated using the
two-resistance model. The simulation results are in good qualitative agreement
with published experimental data over a wide range of pool temperatures and
mass flow rates. The trends for steam jet condensation in channels are also
predicted by the model.

The mixing chamber or mixing nozzle is the most important part of a steam injec-
tor. Here, the high-velocity steam leaves the steam nozzle, mixes with the inlet
water and condenses upon it. This process is called direct contact condensation
(DCC). Efficient condensation is crucial for stable operation: The strong pres-
sure rise at the mixing chamber throat can only occur if the steam condenses
completely before entering the diffuser.

Direct contact condensation of a steam jet in subcooled water is based on two
different mechanisms: The condensation directly at the steam-water interface on
the one hand, and entrainment, atomization and subsequent droplet condensa-
tion on the other hand. Condensation due to atomization can be divided into
two parts. First, the interface between the steam jet and the water is disrupted
due to the high velocity difference between the two phases. Waves arise, ex-
pand into the high-speed gas phase and atomize to form small liquid droplets.
The large interfacial area density obtained by this turbulent mixing process then
establishes the basis for rapid steam condensation. Accordingly, the initial devel-
opment of the two-phase jet flow is mainly governed by the momentum transfer
from the high-velocity steam to the entrained droplets, while mass and heat
transfer dominate with growing interfacial area density.

55



direct contact condensation in the mixing chamber

There is only limited experimental data for DCC in channels, i. e. confined environ-
ments. Incontrast, DCC inpools, i. e. infreeenvironments, hasbeenbroadlystudied
in the past. In channel DCC, the flow of the water surrounding the jet may be turbu-
lent, which enhances the heat and mass transfer at the jet interface. Apart from this,
it is believed that the same physical phenomena occur in both situations.

Therefore, an overview of studies of both pool and channel DCC is given subse-
quently, followed by a brief outline of the incompressible turbulent jet theory and
its extension to two-phase jets. Afterwards, previous investigations concerning
the mechanisms of heat and mass transfer at sheared interfaces are presented.
The knowledge gained from these fields is then used to develop a simulation
model for jet DCC. Finally, the simulation results obtained with this model are
compared to experimental data from the literature.

5.1 previous studies
Numerous experimental and theoretical studies of DCC have been performed in
the past to gain a better understanding of the occurring physical phenomena.
However, experimental data is mostly limited to the global flow structure. Reli-
able information regarding the local fluid-dynamic properties is limited due to
the complex two-phase flow which impedes experimental measurements.

5.1.1 Experimental observations
In general, three different DCC modes can be distinguished: chugging, bubbling
and jetting (C. K. Chan and Lee, 1982). The oscillating flow modes of chugging
and bubbling occur at low steam mass fluxes, while a stable jet flow appears
as soon as the steam flow is choked, i. e. for sonic or supersonic steam injection
(Song and Y.-S. Kim, 2011). The present work focuses on the jetting mode.

Three flow regimes have been observed during stable jet condensation (e. g.
Song et al., 2012; Song and Y.-S. Kim, 2011):

1. The vapor core (also called steam cavity) in the immediate proximity of the
injection nozzle, where the flow velocity is almost constant (Dahikar et al.,
2010) and the axial and the radial temperature profiles are independent of
the surrounding water temperature (Song et al., 2012; Song and Y.-S. Kim,
2011; Wu et al., 2010a).
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2. The mixing region, where liquid droplets are entrained into the vapor core
and provide a large interfacial area for steam condensation.

3. The condensation-induced turbulent liquid jet, which has been shown to be in
good agreement with the incompressible turbulent jet theory (section 5.2).

In the first two regions, two exchange mechanisms have been identified (Y.-S.
Kim et al., 2004; Song et al., 2012): Wave formation, atomization and droplet
condensation on the one hand, and condensation at the interface between the
vapor jet and the surrounding water on the other hand. If the surrounding
water is stagnant, interfacial eddies are believed to result mainly from the kinetic
energy carried by the condensing steam (Liang and Peter-Griffith, 1994), while
the bulk liquid turbulence must be considered if the water is in motion (Q. Xu
et al., 2013).

The jet shape mainly depends on the steam injection velocity and the water tem-
perature. For subsonic injection, conical, ellipsoidal and divergent shapes (fig. 5.1)
have been identified (H. Y. Kim et al., 2001; Song et al., 2012), while four addi-
tional shapes were observed for supersonic injection: double expansion-contraction,
double expansion-emanative, contraction-expansion-contraction, and contraction-expan-
sion-emanative. The supersonic jet shapes result from oblique shocks and expan-
sion waves in over- and underexpanded jets (H. Y. Kim et al., 2001; Wu et al.,
2007), as discussed in chapter 4. These phenomena influence the flow struc-
ture near the nozzle exit and become more pronounced with increasing water
temperature (fig. 5.2).

One of the major parameters to characterize the DCC flow is the dimensionless jet
penetration length L, which is defined as the ratio of the jet penetration length l
[m] to the nozzle exit diameter de:

L = l
/

de (5.1)

(a) Conical shape (low steam mass flux) (b) Ellipsoidal shape (high steam mass flux)

Figure 5.1: Steam jet shapes observed by H. Y. Kim et al. (2001)
© 2001 John Wiley & Sons, Inc., reprinted with permission
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Figure 5.2: Shapes of overexpanded supersonic steam jets (pe < pw) observed by Wu et al.
(2010a). The steam mass flux ṁe varies with the steam stagnation pressure p0.
Therefore, the nozzle exit pressure pe rises with increasing steam mass flux, thus
reducing the underexpansion of the jet ( pe

/
pw ) and consequently the contraction

angle at the nozzle exit. The evolving contraction-expansion pattern becomes more
pronounced with increasing water temperature Tw.
© 2009 Elsevier Inc., reprinted with permission

Rew = 8e3 29e3 59e3 88e3 118e3

Figure 5.3: Decrease of steam jet length with rising Reynolds number of the surrounding water
Rew during channel DCC as observed by Q. Xu et al. (2013)
© 2013 Elsevier Ltd., reprinted with permission
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Figure 5.4: Range of measured average DCC heat transfer coefficients αavg

Most measurements of L rely on visual observation and are therefore subject to
a large experimental bias (Gulawani et al., 2006). Nevertheless, various investiga-
tors have shown that for pool DCC, L is mainly dependent on the steam mass flux
and the temperature of the water pool (Song et al., 2012). Both jet length and ex-
pansion ratio (maximum jet diameter divided by nozzle diameter) will increase
if either of these parameters rises. For channel DCC, jet shape and length further-
more strongly depend on the water flow rate. Q. Xu et al. (2013) report a decrease
of the dimensionless jet penetration length L by 64 % to 82 % as the flow Reynolds
number Rew increases from 8× 103 to 118× 103 (fig. 5.3). A similar decrease of
60 % to 65 % has been observed by de With (2009) for a Reynolds number of ap-
proximately1 Rew ≈ 105. With increasing water flow rate, the influence of steam
mass flux and water temperature decreases (Q. Xu et al., 2013).

For (super-)sonic jet injection, various authors report average heat transfer coef-
ficients in the order of 106 W/(m2 K) (fig. 5.4), which is five to ten times above
the average of subsonic jets (Simpson and C. K. Chan, 1982) and indicates the
virtual absence of a laminar sublayer at the jet interface (Liang, 1991). These
measurements are generally based on a global energy balance and assume a
smooth gas-liquid interface, e. g. a conical jet shape. According to Aya and Nar-
iai (1991), this approach offers engineering conveniences, but one should keep
in mind that the “real” jet interface will be wrinkled and additional interfacial
area is provided by the entrained droplets. Therefore, the local heat transfer
coefficient may be much lower than these global average values. For instance,
local measurements by Gulawani et al. (2009) indicate heat transfer coefficients
between 103 W/(m2 K) and 107 W/(m2 K).

1 estimated assuming a pipe diameter of 60 mm based on a photograph of the experimental
setup in Petrovic-de With, 2006 and the provided flow velocity of 1.9 m/s
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Measurements by H. Y. Kim et al. (2001) show that buoyancy forces may be
neglected with respect to the high inertial forces of the steam jet. This is corrob-
orated by a theoretical criterion given by Richards and Pitts (1993), stating that
buoyancy effects can be neglected if

ẑB = Fr−1/2
(

ρg

/
ρ∞

)−1/4

z
/

de < 0.5 , (5.2)

where ρg and ρ∞ are the densities of the gas phase and the ambient fluid, respec-
tively. Van Wissen et al. (2004) estimate a Froude number Fr ≈ 1016 and thus
ẑB ≈ 10−7 � 0.5.

5.1.2 Modeling approaches
(Semi-)Empirical correlations

Kerney et al. (1972) derived a semi-empirical correlation for the jet penetration
length in a pool based on the nozzle diameter, the mass flux at the nozzle exit
ṁe [kg/(m2 s)] and the rate of subcooling:

L = l
/

de = Sm

(
ṁe
/

ṁcrit

)0.5
B−1 (5.3)

Here, the transport modulus Sm is an empirical parameter analogous to the Stan-
ton number of convective heat transfer, and ṁcrit is the critical mass flux of
saturated single-phase steam at ambient water pressure (275 kg/(m2 s)). The
condensation driving potential B is defined as

B = cp (Tsat − T∞)
/

hlg , (5.4)

where cp is the specific isobaric heat capacity [J/(kg K)], Tsat and T∞ are the sat-
uration temperature [K] and the temperature of the ambient water, respectively,
and hlg is the specific condensation enthalpy [J/kg].

This correlation was later revised by Weimer et al. (1973) based on a homoge-
neous equilibrium mixture model in order to account for the influence of water
pressure, droplet entrainment and bubble formation. Nevertheless, most sub-
sequent authors have relied on the original formulation when deriving similar
correlations for pool DCC (Chun et al., 1996; H. Y. Kim et al., 2001; Wu et al.,
2010a). Wu et al. (2009a, 2007) attempted to account for gas dynamic effects
by including the nozzle exit pressure in their correlation, while de With (2009)
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derived a correlation based on the Reynolds number Ree at the nozzle exit and
the condensation driving potential B. Moreover, Q. Xu et al. (2013) proposed a
correlation for channel DCC which takes into account the influence of the flow
Reynolds number Rew.

In general, these empirical correlations agree well with the experimental data
that was used to derive the correlation. However, there is substantial disagree-
ment when applying the various correlations to a single experimental data set
(Gulawani et al., 2006).

Additionally, several authors proposed empirical correlations for other jet pa-
rameters such as the jet expansion ratio (Wu et al., 2009a,b, 2007) or the average
heat transfer coefficient (Aya and Nariai, 1991; Chun et al., 1996; Gulawani et al.,
2006; Y.-S. Kim et al., 2004). Here, Gulawani et al. (2006) observed a strong in-
fluence of the nozzle exit diameter on the heat transfer and thus distinguished
between small (de < 2 mm) and large (de > 6 mm) nozzles, while other authors
such as H. Y. Kim et al. (2001) argued that the influence of the nozzle diameter
is negligible.

Lastly, Y.-S. Kim et al. (2004) proposed three different semi-empirical models to
determine the interfacial heat transfer coefficient:

• An “interfacial transport model due to the turbulent intensity” based on
the ratio between the thermal boundary layer thickness and the integral
eddy size (assumed to be equal to the value for single-phase turbulence)
and an experimental value for the Stanton number;

• a “surface renewal model” based on a predefined jet shape and using an
experimental value for the period between turbulent bursts at the inter-
face; and

• a “shear stress model”, using a correlation for the Stanton number in addi-
tion to the assumptions of the “surface renewal model”.

Simulation models

One of the first simulation models was proposed by Weimer et al. (1973). Their
measurements indicated that the radial mass and energy transport is faster than
the momentum transport. Accordingly, they suggested that the radial density
and enthalpy profiles are wider than the velocity profile, just as in turbulent
single-phase jets. Furthermore, they presumed isentropic adaptation of the
steam nozzle exit state to the ambient pool pressure. Based on these presuppo-
sitions, they derived a one-dimensional homogeneous mixture model, assuming
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a symmetrical bubbly flow in the two-phase jet region. Turbulent mixing of the
surrounding water into the two-phase jet was modeled according to the turbu-
lent entrainment assumption, which requires an empirical entrainment constant
(cf. section 5.2). By introducing a second empirical constant to model the radial
enthalpy distribution, they used their model to derive a correlation for the di-
mensionless jet penetration length, as already mentioned in the previous section.
It is noteworthy that later experiments on air jets submerged in water (Loth and
Faeth, 1989) confirm the validity of the aforementioned assumptions.

Petrovic (2005) used a one-dimensional two-fluid model to determine the dimen-
sionless jet penetration length based on four different predefined jet shapes. The
heat transfer coefficient used for the calculation of heat and mass transfer was
varied between 1.4 and 8 MW/(m2 K) in order to obtain good agreement with
experimental data.

More detailed analyses have been performed using CFD. In most models, the
void distribution and the rate of condensation are estimated based on local tur-
bulence values (Gulawani et al., 2009, 2006), often in conjunction with a proba-
bility density function (Chen and Faeth, 1982). Additional information can be
found in a review article by Gulawani et al. (2007).

5.2 incompressible turbulent jet theory
5.2.1 Free circular jets
The flow of an incompressible single-phase fluid jet into an ambient, stagnant en-
vironment of the same fluid has been extensively studied in the past. This section
provides a brief outline based on the detailed treatment by Rajaratnam (1976).

Experimental observations have shown that the flow field of incompressible jets
can be divided into two regions: The flow development region in the immediate
proximity of the nozzle exit, followed by the fully developed flow region (fig. 5.5).

the flow development region consists of an undisturbed potential core sur-
rounded by an an annular shear layer. The shear layer arises from the initial
velocity discontinuity at the jet boundary and expands inwards into the core
region and outwards into the ambient fluid, thereby flattening the radial veloc-
ity gradient. The velocity profiles in the shear layer are self-similar and can be
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approximate jet boundary
potential core

virtual
origin

flow
development

region
fully developed flow region
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r0.5

c(z, r0.5)

c(z, 0)re

Figure 5.5: Schematic of a free circular jet, following Rajaratnam (1976) – flow development
region with an undisturbed potential core and fully developed jet with a self-similar
velocity profile
ce: nozzle exit velocity; re: nozzle radius; r0.5: jet half radius

described by a cosine function, and the length of the potential core is about 5de
(Rajaratnam, 1976).

the fully developed flow region begins at the end of the potential core.
From this point on, the centerline velocity decreases and the entire jet velocity
profile becomes self-similar, as confirmed by various experiments (cf. Rajarat-
nam, 1976). The radial profile of the axial velocity c(z, r) can be satisfactorily
described by a Gauss-distribution based on the centerline velocity c(z, 0) and
the jet half radius r0.5:

c(z, r)
c(z, 0)

= exp

[
− ln 2

(
r

r0.5

)2
]

(5.5)

The jet half radius r0.5 is the radial location where the axial velocity is one half
of the centerline velocity.

Experiments have shown that both the centerline velocity and the jet half radius
are proportional to the distance from the virtual origin of the jet. Due to the
uncertainties in predicting this distance, Rajaratnam recommends to locate the
virtual origin at the nozzle exit and suggests

c(z, 0)
ce

= 6.3
(

z
de

)−1

, (5.6)

r0.5 = 0.1 · z (5.7)

upon comparing various experimental results.

The velocity profile can be calculated with the well-known models by Tollmien
(1926) and Görtler (1942). Both approaches assume a two dimensional flow field
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with the axial velocity component being much larger than the radial one and no
pressure gradient in the axial direction. Moreover, it is presumed that laminar
shear stress can be neglected with respect to turbulent shear stress.

Tollmien obtained a non-linear second-order ordinary differential equation and
solved it iteratively. The equation was derived using Prandtl’s mixing length
hypothesis (Prandtl, 1925) for the turbulent shear stress

τ = ρl2
m

(
∂c
∂r

)2
, (5.8)

where the mixing length lm [m] was assumed to be proportional to the jet half
radius (lm ∝ r0.5).

Görtler obtained a non-linear first-order ordinary differential equation with an
analytical solution. Here, the turbulent shear stress was calculated based on
Prandtl’s eddy-viscosity concept (Prandtl, 1925)

τ = ρε ∂c
∂r (5.9)

and the coefficient of kinematic eddy viscosity ε [m2/s] was modeled as ε ∝ c(z, 0) r0.5.

Both solutions agree well with experimental data; according to Rajaratnam, the
Görtler-solution is slightly superior near the axis of the jet, while the Tollmien-
solution offers a better prediction in the outer jet regions.

Experiments by Dahikar et al. (2010), Y.-S. Kim and Youn (2008), and Wu et al.
(2010b) show that the turbulent jet induced by direct contact condensation of a
submerged steam jet is in good agreement with the incompressible turbulent jet
theory. Its dimensionless velocity profile is representable by a Gauss curve (Wu
et al., 2010b) and can be modeled based on the Tollmien-model (Y.-S. Kim and
Youn, 2008; Song et al., 2012).

Entrainment hypothesis

The mixing of a turbulent jet with the surrounding fluid can be described by
the turbulent entrainment assumption, initially derived for hot gases rising in
air (Morton et al., 1956; Taylor, 1945). The model considers the change of the
jet mass flow rate Ṁ along the jet axis due to the radial inflow of fluid with
an entrainment velocity cen. By introducing an appropriate outer jet boundary R
where the axial flow velocity is close to zero, this can be expressed as

dṀ
dz

= ρ
d
dz

∫ ∞

0
2πcr dr = 2πRρcen . (5.10)
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Dimensional considerations suggest

cen ∝ c(z, 0) ⇔ cen = E0 · c(z, 0) , (5.11)

where E0 is known as the entrainment coefficient.

For jets with constant density, Rajaratnam proposes E0 = 0.026 in the fully de-
veloped region. Based on experimental data by Hill (1965), he shows that the
entrainment coefficient in the developing region is initially smaller than 0.026
and increases to the fully developed value at z

/
de ≈ 4.

5.2.2 Confined jets
The previous section treated the expansion of a jet into an unbounded, stagnant
fluid. This section highlights some important aspects when a jet inside a duct of
constant diameter (d2 = 2r2) is considered (fig. 5.6). In this situation, the flow
behavior differs from free jets because the flow field is radially bounded and the
surrounding fluid is also in motion. The jet is generally referred to as primary
stream and the surrounding fluid as secondary stream (indices 1 and 2, resp.).

If the inlet velocity of the primary stream is considerably greater than the one of
the secondary stream (c1 � c2), four flow regions can be distinguished:

Region 1 until the end of the potential core;

Region 2 where the jet continues to expand outwards, retarding the secondary
stream until it is completely consumed;

Region 3 where a stable recirculation eddy may be formed under certain flow
conditions; and

Region 4 where the flow degenerates to fully developed pipe flow.

According to Rajaratnam, the velocity distribution is self-similar in all four regions.

In general, confined jets can be treated with similar methods as free jets. How-
ever, Rajaratnam points out that the assumption of a virtual point source for the
jet becomes invalid for small values of d2

/
d1 . This implies that the influence of

the diameter ratio has to be taken into account if the nozzle is large with respect
to the duct.
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region 1 region 2 region 3 region 4
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Figure 5.6: Schematic of a confined circular jet, following Rajaratnam (1976) – region 1: devel-
oping jet with potential core; region 2: expanding jet; region 3: recirculation vortex;
region 4: degeneration into pipe flow
c1, c2: primary and secondary stream velocity; r1, r2: jet and pipe radius

For sufficiently large diameter ratios, the Craya-Courtet number Ct can be used
to describe the flow behavior. This dimensionless parameter was introduced by
H. A. Becker et al. (1963) as

Ct =
ckm(

c2
dm − 1

2 c2
km

)1/2
(5.12)

based on the kinematic mean velocity and dynamic mean velocity:

ckm = (c1 − c2)
(

r1
/

r2

)2
+ c2 (5.13)

c2
dm =

(
c2

1 − c2
2

) (
r1
/

r2

)2
+ 1

2 c2
2 (5.14)

According to H. A. Becker et al., recirculation occurs for Ct < Ct∗ = 0.75. In
addition, Rajaratnam (1976) points out that for decreasing values of Ct

• the recirculation zone grows larger,

• the pressure rise in the recirculation zone increases, and

• the variation of c2 along the axis increases.

For large values of Ct, the jet boundary r1(z) varies linearly with z – similar to
free jets –, whereas the relation becomes non-linear for smaller values (Ct . 0.6).
The axial variation of the inverse relative centerline velocity

(
c(z, 0)− c2(z)

)−1

is linear only in a limited range of Ct ≈ 0.6 and non-linear for both larger and
smaller values.
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5.3 two-phase jets
Experimental studies of round gas jets submerged in water show that such jets
exhibit qualitative similarities to incompressible single-phase jets. For instance,
Loth and Faeth (1989) reported dynamic pressure profiles which are comparable
to single-phase jets. Their measurements show a constant dynamic pressure at
the jet centerline for z

/
de . 4, indicating the presence of an undisturbed poten-

tial core of similar length as in incompressible jets. Furthermore, the authors
report that the entrainment coefficient remains nearly constant when buoyancy
can be neglected.

In contrast to incompressible single-phase jets, the influence of the fluid density
has to be taken into account when treating two-phase jets. For submerged gas
jets, the liquid density is normally much larger than the gas density and the en-
trained fluid will quickly decelerate the jet due to its high inertia. Moreover, the
surface tension has to be considered for immiscible fluids, where entrainment
occurs due to the atomization of interfacial waves.

5.3.1 Extension of the entrainment hypothesis
The entrainment assumption (eq. (5.11)) has been extended to miscible gases
with high density differences by Ricou and Spalding (1961), resulting in

cen = E0

√
ρm
/

ρ∞ cm . (5.15)

Here, ρ∞ is the density of the entrained fluid and ρm is the local mean density
of the jet flowing with the velocity cm. The entrainment coefficient has been
experimentally determined in the range of 0.06 to 0.12 with a recommended
value of 0.08.

Equation (5.15) has been successfully applied to sonic and supersonic gas and
vapor jets in subcooled liquids (Fauske and Grolmes, 1992; Weimer et al., 1973).
This extension from miscible to immiscible fluids can be corroborated using the
Kelvin-Helmholtz instability theory (Epstein and Fauske, 2001), which describes
the formation of waves and vorticities due to velocity shear between two fluids.
Linear stability analysis yields the most amplified wave length at a gas-liquid
interface

λ̃KH =
2πσ(ρl + ρg)

ρlρg

(
cg − cl

)2 (5.16)
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and the corresponding amplification rate [1/s]

ωKH =
2π

λ̃KH

√
ρgρl

ρl + ρg

(
cg − cl

)
. (5.17)

In eqs. (5.16) and (5.17), σ is the surface tension [kg/s2], and the indices g and
l indicate the gas and liquid phase (fast/slow fluid), respectively. Epstein and
Fauske (2001) show that cen ∼ λ̃KHωKH, which yields the entrainment velocity
based on eqs. (5.16) and (5.17) as

cen =
E0

2π
λ̃KHωKH = E0

√
ρgρl

ρl + ρg

(
cg − cl

)
. (5.18)

By using E0
/
(2π) as proportionality constant, the right-hand side of eq. (5.18)

reduces to the empirical eq. (5.15) for ρ∞ = ρl, ρg = ρm, cm = cg and cl = 0 in
the limiting case of ρl � ρg.

Equation (5.18) is well suitable for developed turbulent jets. However, in most
practical applications the two fluid streams are initially separated by a rigid
boundary, which introduces the boundary layer as an additional length scale
(Villermaux, 1998). In this case, the Kelvin-Helmholtz wavelength is initially
proportional to the vorticity layer thickness in the gas stream δg (Raynal, 1997):

λ̃KH ∼ δg

√
ρl/ρg (5.19)

Moreover, studies on submerged gas jets (Weiland and Vlachos, 2013) and on
liquid jets surrounded by an annular high-speed gas stream (Varga et al., 2003)
have shown that the Rayleigh-Taylor instability mechanism is of similar signifi-
cance as the Kelvin-Helmholtz instability in the developing jet region, i. e. near
the nozzle exit.

The Rayleigh-Taylor instability amplifies interfacial disturbances if a dense fluid
l is being accelerated into a lighter fluid g. Here, the most amplified wavelength
and amplification rate are obtained based on the acceleration a [m/s2] and the
wave number k = 2π/λ̃ as

λ̃RT = 2π

√√√√ 3σ(
ρl − ρg

)
a

, (5.20)

ω2
RT =

k
[(

ρl − ρg

)
a− k2σ

]

ρl + ρg
. (5.21)
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Figure 5.7: Entrainment and atomization at a gas-liquid interface according to Varga et al.
(2003). (1) Primary instability due to velocity shear, (2) secondary instability due
to acceleration of wave crests, (3) primary atomization
cg, cl : gas and liquid phase velocity; λ̃KH: Kelvin-Helmholtz wavelength; a: wave
acceleration; b: wave crest thickness

Varga et al. (2003) propose that the Rayleigh-Taylor instability acts as a secondary
destabilization mechanism of the liquid wave crests resulting from the primary
Kelvin-Helmholtz instability of the jet surface (fig. 5.7). This allows to determine
the wave acceleration as

a =
1
b

ρg

ρl


cg

(
1−

√
ρg√

ρl +
√

ρg

)
− cl

√
ρl√

ρl +
√

ρg




2

, (5.22)

where b is the wave crest thickness, which has been experimentally determined
as b ≈ λ̃KH/10. Assuming that the vorticity thickness δg is proportional to the
boundary-layer thickness and scales as

√
νg/cg, eq. (5.19) yields the primary

instability wavelength as

λ̃KH = γ
√

νg/cg

√
ρl/ρg . (5.23)

Here, νg is the kinematic viscosity of the gas phase [m2/s] and γ ≈ 0.055 m1/2 is
an experimentally determined proportionality factor for the vorticity layer.

Non-isothermal Craya-Curtet number

For fluids with different densities, Steward and Guruz (1977) extended the defi-
nition of the Craya-Courtet number (eq. (5.12)) by introducing a mean density

ρm =
r2

1c1ρ1 +
(

r2
2 − r2

1

)
c2ρ2

r2
1c1 +

(
r2

2 − r2
1

)
c2

(5.24)
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and non-isothermal versions of the kinematic and dynamic mean velocity:

ckm,ni =

(
c1ρ1 − c2ρ2

) (
r1
/

r2

)2
+ c2ρ2

ρm
(5.25)

c2
dm,ni =

(
c2

1ρ1 − c2
2ρ2

) (
r1
/

r2

)2
+ 1

2 c2
2ρ2

ρm
(5.26)

Then, the non-isothermal Craya-Curtet number Ctni can be obtained as

Ctni =
ckm,ni(

c2
dm,ni − 1

2 c2
km,ni

)1/2
. (5.27)

5.3.2 Atomization at sheared gas-liquid interfaces
If the velocity difference at a gas-liquid interface is sufficiently high, atomiza-
tion occurs: The surface waves break up and form liquid droplets which are
entrained into the gas flow. In steam injectors, Deberne et al. (2000) estimated a
mean droplet diameter of 5 µm based on an atomization correlation by Monote
(1994). For the sonic injection of nitrogen in water, Epstein et al. (2005) measured
entrained droplets with a Sauter mean diameter in the range of 10 µm to 100 µm
close to the nozzle exit (z

/
de = 1). They observed larger droplet sizes when in-

creasing the nozzle diameter. For gas velocities in the range of 300 m/s, Someya
et al. (2011) reports initial velocities of the entrained droplets in the range of
4 m/s to 10 m/s. This suggests that the droplets are entrained almost perpendic-
ularly to the flow axis and are then accelerated to the gas phase velocity. Due to
the small droplet size and the correspondingly small inertia, the droplets should
quickly reach an equilibrium state with the gas flow.

Liquid atomization due to entrainment is generally divided into two steps (Guil-
denbecher et al., 2009). During primary atomization, the bulk liquid disintegrates
and droplets with an initial Sauter mean diameter d32,1 are formed. Secondary
atomization then describes the deformation and fragmentation of these droplets
due to aerodynamic forces, yielding a final droplet diameter d32,2.

Varga et al. (2003) found that the initial droplet diameter is proportional to the
Rayleigh-Taylor wavelength and suggested

d32,1 ≈ 0.2 · λ̃RT . (5.28)
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The final fragment size distribution can then be determined based on the droplet
Weber number We and the dimensionless initiation and total breakup time (t̂ini,
t̂tot) (Hsiang and Faeth, 1992; Wert, 1995):

Wed32,2 = 0.32
[
Wed32,1

(
t̂tot − t̂ini

)]2/3
(5.29)

t̂ini = 1.6
(

1− Oh
/

7
)−1

(5.30)

t̂tot = 5
(

1− Oh
/

7
)−1

(5.31)

In eqs. (5.29) to (5.31), the Weber and Ohnesorge numbers are defined as

We = ρg

(
cg − cl

)2
d
/

σ , (5.32)

Oh = µl

/√
ρld32,1σ , (5.33)

where µ is the dynamic viscosity [kg/(m s)].

5.4 turbulent transfer across ainterface
There is little experimental data for the heat transfer at the interface of condens-
ing jets. At first glance, experiments for annular condensing flow seem to be a vi-
able alternative. However, while the geometrical configuration is indeed similar
– a steam core surrounded by an annular liquid layer –, the underlying physical
mechanism is different: In most experiments, the liquid annulus is formed due
to steam condensation at the wall and is often dominated by gravitational effects.
For this reason, it seems more appropriate to refer to experiments and models
for stratified condensing flow. The geometric layout is somewhat different, but
in most experiments the two phases are initially separated and thus indepen-
dent of each other. While gravity may be of importance, it will be shown that
interfacial transfer is mainly governed by the velocity difference between the two
phases and the resulting shear stress.

5.4.1 Model approaches
Heat and mass transfer at fluid-fluid and fluid-solid boundaries is an important
aspect of numerous technical applications and has therefore been the subject
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of intensive research over many decades. Both heat and mass transfer can be
treated analogously, the equivalent variables are given in table 5.1.

A widely used approach in modeling interfacial transfer mechanisms is by con-
sidering the fluid motion near the interface. This section provides a brief review
of such concepts, following the comprehensive synopses by Banerjee (1990) and
Gulawani et al. (2009).

Surface Renewal Model

In one of the earliest works that examined the local flow field to model interfa-
cial mass transfer, Lewis and Whitman (1924) assumed a film of laminar fluid at
the boundary. This assumption suggested a direct proportionality between the
mass transfer coefficient β [m/s] and the mass diffusivity D [m2/s], i. e. β ∝ D.
However, experimental data indicated β ∝ D 2/3 at fluid-solid boundaries and
β ∝ D 1/2 at fluid-fluid boundaries. This dependency could be better described
by Higbie (1935), who assumed that turbulent eddies from the bulk flow replen-
ish the laminar boundary layer in fixed intervals, yielding β ∝ D 1/2 . Danckwerts
(1951) refined Higbie’s model by introducing a random distribution of surface
ages with a mean time between surface renewals tSR, resulting in

β =
√

D
/

tSR . (5.34)

Subsequently, two models were proposed to determine the surface renewal time:
The large eddy model (Fortescue and Pearson, 1967) on the one hand, which as-
sumed a renewal rate proportional to the turbulence characteristics of large ed-
dies, and the small eddy model (Banerjee et al., 1968; Lamont and Scott, 1970) on
the other hand, where the renewal rate was considered to be proportional to the
turbulent energy dissipation rate. Theofanous et al. (1976) consolidated both con-
cepts by showing that transfer is controlled by small eddies at high turbulence
levels and by large eddies at low levels.

mass transfer heat transfer
mass transfer coefficient β heat transfer coefficient α/ρcp

mass diffusivity D thermal diffusivity κ = λ/ρcp

Schmidt number Sc = ν
/

D Prandtl number Pr = ν/κ

Table 5.1: Equivalent quantities for heat and mass transfer
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5.4 turbulent transfer across a sheared interface

A criterion for the transition between the large and the small eddy model can be
given by the turbulent Reynolds number based on appropriate turbulent velocity
and length scales (ct, lt) and the kinematic viscosity ν:

Ret =
ctlt
ν

(5.35)

According to Banerjee (1990), large eddies are dominant for Ret = O(100) and
small eddies for Ret = O(1000). Bankoff (1980) recommended Ret = 500 as tran-
sition criterion, while Lakehal and Labois (2011) proposed a transition region for
3000 < Ret < 15 000. There is, however, no consistent definition for the turbulent
Reynolds number. In CFD approaches, ct and lt are generally assumed propor-
tional to the scales in the turbulence model, e. g. the turbulent kinetic energy
and its rate of dissipation (Lakehal and Labois, 2011). If this information is not
available, the shear velocity

cτ =

√
τif

/
ρl (5.36)

is commonly used as turbulent velocity scale. For the length scale, macroscopic
parameters are often used, e. g. the height of the liquid layer for smooth surfaces
or the wave height for rough surfaces (Kirchner and Bankoff, 1985).

Gulawani et al. (2009) incorporated both the small and large eddy model into a
CFD code and compared the simulation results with experimental data for steam
jet DCC. Their results indicate that the small eddy model is best suited to model
the interfacial heat transfer coefficient of steam jets.

Banerjee (1990) correlated the surface renewal time with the turbulence structure
at wave-free gas-liquid and liquid-wall boundaries. His experiments showed
that the turbulence structure at an interface changes with increasing shear stress:

• For low shear stress, “patches” are created at the interface as remnants of
bulk turbulence. The patch area and residence time scale with wall shear
velocity and mean flow velocity, thus both bulk and local properties are
necessary to describe the turbulence structure.

• At high levels of shear stress, “streaks” form at the interface and break
down into “bursts” (fig. 5.8). These patterns are similar for both fluid-
fluid and fluid-solid boundaries, and the burst period scales with the vis-
cosity νl and the shear velocity cτ. Accordingly, the turbulence structure is
only dependent on local flow properties.

In the high shear regime, Banerjee determined the dimensionless mean time
between bursts from experimental data as

t̂b =
tbc2

τ

νl

∼= 40 to 85 . (5.37)
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wall

gas-liquid interface

Figure 5.8: Generation of turbulent bursts near a cocurrently sheared gas-liquid interface, as
observed by Rashidi et al. (1991) (bubble tracer visualization)
© 1991 Elsevier Ltd., reprinted with permission

By assuming tb = tSR, the transfer coefficient was then obtained from eq. (5.34):

β

cτ
=

1√
t̂b

Sc−0.5 (5.38)

Eddy Diffusivity Model

In parallel to the developments of the surface renewal model, Levich (1962) pro-
posed the eddy diffusivity model that incorporated effects of both molecular and
turbulent diffusivity. According to Henstock and Hanratty (1979), both models
have similar implications if the parameters and assumptions are used consistently.

Surface Divergence Model

The velocity component normal to a rigid wall must always be zero to satisfy
continuity. In contrast, the velocity field at free surfaces, e. g. between a gas
and a liquid phase, can have a normal component. Banerjee pointed out that the
most important component of the normal velocity near the free surface is related
to the surface divergence, which in turn is caused by turbulent motion (Banerjee,
1990; Banerjee et al., 2004). Assuming homogeneous, isotropic turbulence, this
leads to an equation for the transfer coefficient at a shear-free interface based on
the turbulent Reynolds number:

β Sc0.5

ct
= C Re−1/2

t f (Ret) (5.39)

f (Ret) =

[
0.3
(

2.83 Re3/4
t −2.14 Re2/3

t

)]1/4

(5.40)
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Although derived for shear-free interfaces, this model could also predict DNS
“experiments” for the mass transfer at a sheared air-water interface (Banerjee
et al., 2004) and for direct contact condensation in a steam-water countercurrent
stratified flow (Lakehal et al., 2008a,b). In general, these DNS results also confirm
the assumptions underlying the surface renewal model (Banerjee et al., 2004;
Lakehal et al., 2008a,b; Lakehal and Labois, 2011).

5.4.2 Turbulent heat transfer
The surface renewal model can be applied to heat transfer problems by using
eq. (5.38) with the equivalent parameters for heat transfer, resulting in

αif ,l

ρlcp,lcτ
=

1√
t̂b

Pr−0.5 . (5.41)

Here, αif ,l is the liquid-side heat transfer coefficient [W/(m2 K)], Pr = cpµ/λ is the
Prandtl number and λ is the thermal conductivity [W/(m K)]. By introducing an
appropriate turbulent length scale lt, eq. (5.41) can be non-dimensionalized as

αif ,l lt
λ︸ ︷︷ ︸

=Nut

=
1√
t̂b
· cτlt

ν︸︷︷︸
Ret

(
cpµ

λ︸︷︷︸
=Pr

)0.5

, (5.42)

where Nut is the turbulent Nusselt number. Various authors have proposed
correlations for the heat transfer in stratified steam-water flow which follow the
functional form of eq. (5.42):

• Jensen (1982) derived an empirical model based on experiments in the hor-
izontal cocurrent flow regime which distinguished between high and low
liquid Reynolds numbers:

Nut =

{
0.14RetPr0.5

t (high liquid Reynolds numbers)

0.1RetPr0.5
t (low liquid Reynolds numbers)

(5.43)

• H. J. Kim et al. (1985) used a similar approach for nearly horizontal and
nearly vertical countercurrent flow that included the impact of the chan-
nel inclination ϑ:

Nut = C1ReC2
t Pr0.5

t

C1 = 0.141− 0.111 (sin ϑ)0.93

C2 = 0.96 + 0.425 (sin ϑ)2.2

(5.44)
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• Hughes and Duffey (1991) modeled the characteristics of homogeneous
isotropic turbulence according to Prandtl’s mixing length model, consider-
ing the influences of both interfacial and wall shear stress. This analytical
approach resulted in

αif ,l =
2√
2π︸ ︷︷ ︸
≈0.8

√
λlcp,l

νl

(
τw + τif

)
. (5.45)

• H. J. Kim and Bankoff (1983) pointed out that that the influence of sur-
face waves is negligible in the smooth interface region (two-dimensional
ripples, capillary waves), but becomes dominant in the rough interface re-
gion (three-dimensional waves, roll waves). This was taken into account
by Murata et al. (1992), who included the surface renewal time due to
Kelvin-Helmholtz waves tλ̃ in addition to the time between interfacial and
wall bursts (tb,if , tb,wall), which were modeled according to Banerjee (1990)
(eq. (5.37) with t̂b = 85):

αif ,l =

√√√√λlρlcp,l

(
1

tb,if
+

1
tb,wall

+
1
tλ̃

)
(5.46)

Their model required the wave height, which was estimated using a corre-
lation by Bontozoglou and Hanratty (1989).

• Lakehal and Labois (2011) applied the surface divergence model
(eq. (5.39)) to condensing flows:

α

ρcpcτ
= C1 · Pr0.5 ReC2

t · f (Ret) (5.47)

C1 =

{
0.35 Pr = 1
0.45 Pr� 1

C2 =

{
−0.5 Ret ≤ 3000 (large eddy regime)
−0.25 Ret ≥ 15 000 (small eddy regime)

The surface divergence function f (Ret) was determined according to
eq. (5.40), and C2 was linearly interpolated for 3000 < Ret < 15 000.

The aforementioned approaches and some additional models are compared in
table 5.2 and fig. 5.9.

For stratified flow with condensation, further correlations have been proposed
based on global flow properties, e. g. by Bankoff (1980), H. J. Kim and Bankoff
(1983), and H. J. Kim et al. (1985). These correlations, however, are based on
globally averaged parameters of stratified flow, such as the Reynolds, Froude
and Prandtl number and can therefore not be applied to other flow types such
as condensing jets.
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flow
regime(a)

Nut Pr−0.5 = C1 ReC2
t f (Ret) remarks(b)

C1 C2 f (Ret)

Lakehal et al. (2008a) inc, cc 0.079 1 Pr ≈ 1

Jensen (1982) h, c
0.10 1 low Rel
0.14 1 high Rel

Murata et al. (1992) h, c 0.11 1 τif � τwall,
no waves

Hughes and Duffey (1991) h, c 0.80 1 τif � τwall

H. J. Kim and Bankoff (1983) inc, c 0.061 1.12

H. J. Kim et al. (1985)
h, cc 0.14 0.96
v, c 0.25 0.535

Lakehal and Labois (2011) h, c 0.35
0.75

eq. (5.40)
Pr ≈ 1, se

0.5 Pr ≈ 1, le
(a) h = horizontal, v = vertical, inc = inclined; c = cocurrent, cc = countercurrent
(b) se/le = small/large eddy regime

Table 5.2: Correlations for the turbulent Nusselt number Nut = αif lt
/

λ in stratified condensing
steam-water flow based on the turbulent Reynolds number Ret

0 0.5 1 1.5 2

·104

0

1

2

3

4

·103

Ret

N
u t
·P

r−
0.

5

H. J. Kim and Bankoff (1983)
Lakehal and Labois (2011)
Jensen (1982) (high Rel)
H. J. Kim et al. (1985), horizontal
Lakehal et al. (2008a)

Figure 5.9: Turbulent Nusselt number Nut in stratified condensing flow as a function of the
turbulent Reynolds number Ret (cf. table 5.2)
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5.4.3 Shear stress and interfacial friction factor
The shear stress due to the velocity difference at a gas-liquid interface can be
determined as

τif =
1
4 fif · 1

2 ρg

(
cg − cl

)∣∣∣cg − cl

∣∣∣ (5.48)

Experiments have shown a linear relation between the interfacial friction factor
fif in stratified flow and the Reynolds number of the liquid phase Rel based on
the water layer thickness δl:

1
4 fif = C1 · Rel +C2 (5.49)

Rel = ρlclδl
/

µl . (5.50)

Values for the empirical constants C1 and C2 for different flow regimes are given
in table 5.3 and compared in fig. 5.10.

1
4 fif = C1 · Rel +C2 C1/10−6 C2 flow regime
Paras et al. (1994) 3.7 0.022 air-water, cocurrent, horizontal,

with atomization
H. J. Kim et al. (1985) 1.4 0.021 steam-water, countercurrent,

nearly horizontal
H. J. Kim et al. (1985) 1.6 0.025 steam-water, countercurrent,

nearly vertical
Linehan et al. (1969) 2.3 0.0131 air-water, cocurrent, horizontal

Table 5.3: Correlations for the interfacial friction factor fif in stratified flow based on the water
Reynolds number Rel

0 0.2 0.4 0.6 0.8 1

·106

0

1

2

3

4

Rel

1 4
f if

Paras et al. (1994)
Linehan et al. (1969)
H. J. Kim et al. (1985), vertical
H. J. Kim et al. (1985), horizontal

Figure 5.10: Interfacial friction factor fif as a function of the water Reynolds number Rel
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5.5 theoretical model
Immediately after steam injection, the jet consists of a conical vapor core sur-
rounded by the pool or channel water, similar to annular two-phase flow. How-
ever, the flow is by no means fully developed: Initially, there is a sharp radial
velocity gradient at the boundary between the vapor core and the surround-
ing stagnant water. Waves are formed at this boundary and liquid ligaments
are entrained into the gas core, rapidly breaking up into small droplets. These
droplets will cause a quick deceleration of the gas phase due to their high iner-
tia. At the same time, steam condenses upon the entrained droplets and at the
two-phase jet boundary and the volume fraction εg decreases, finally resulting
in a dispersed bubbly flow with negligible slip.

There exists little experimental data regarding the local flow structure of a tur-
bulent condensing two-phase jet. Therefore, some simplifying assumptions have
been made in the model development where necessary, in particular regarding
the jet profile and the changes in the flow regime. In contrast, appropriate phys-
ical model accuracy has been sought regarding the dominant processes of water
entrainment and steam condensation.

As shown in fig. 5.11, the proposed model divides the jet region into two areas:
The two-phase jet with radius R2ph, consisting of a gas phase g and a liquid
phase l, and the surrounding annular water layer w (outer radius Rw), which
may be initially stagnant (pool DCC) or in motion (channel DCC). The volume
fraction of fluid i is thus defined as

εi =
Ai

A
=

Ai

πR2
w

(5.51)

and consequently εw + εl + εg = 1. Here, A is the total flow cross section and Ai
the cross-section occupied by fluid i.

The two-phase jet flow is at first considered as a dispersed droplet flow, which
turns into a dispersed bubbly flow at lower void fractions. The transition from
droplet to bubbly flow is assumed at ε̃g = 0.5, with the relative volume fraction
defined as

ε̃g =
εg

εl + εg
; ε̃l = 1− ε̃g . (5.52)

Entrainment is modeled based on the Kelvin-Helmholtz and Rayleigh-Taylor
instabilities, and is assumed to be perpendicular to the flow axis. Accordingly,
the entrained mass is added to the two-phase jet without momentum in the
axial direction. In the droplet flow regime, the diameter of entrained droplets
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z
r

cen,2ph

cen,w

R2ph(z)Rw(z)

ṁe
pe

p∞
T∞

τif

q̇if

(a) Pool DCC: Stagnant, unconfined environment
Rw: jet radius, i. e. boundary between moving and stagnant water; cen,w: water entrainment

velocity based on the turbulent entrainment assumption; p∞, T∞: ambient pool pressure
and temperature

droplet flow bubbly flow

l

z
r

ε̃g = 0.5 ε̃g = 0

cen,2ph

R2ph(z)

ṁe
pe

pw
Tw
cw

τif

q̇if

(b) Channel DCC: Moving, confined environment
pw, Tw, cw: pressure, temperature and velocity of surrounding water

Figure 5.11: The one-dimensional, two-phase DCC model is based on three fluids: The gas
phase g and the liquid phase l in the two-phase flow region 2ph, surrounded by
an annular water layer w, which is initially either stagnant (pool DCC) or flowing
(channel DCC).
l: two-phase jet length; R2ph: two-phase jet radius; ṁe, pe: steam nozzle exit
mass flux and pressure; ε̃g: relative void fraction with respect to the two-phase
region; cen,2ph: entrainment velocity of droplets based on the Kelvin-Helmholtz
and Rayleigh-Taylor instabilities; τif : shear stress at the two-phase jet interface;
q̇if : interfacial heat flux according to the surface renewal theory
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is obtained by taking into account both primary and secondary atomization and
the surface renewal model is used for the heat and mass transfer at the two-phase
jet boundary.
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For channel DCC, the outer boundary of the surrounding water is given by the
channel diameter (2Rw = dchannel). In pool DCC, the outer jet boundary grows
due to turbulent entrainment of pool water into the jet. This boundary between
the moving water layer and the stagnant pool is determined according to the
entrainment assumption for two-phase jets.

5.5.1 Conservation equations
Traditionally, one-dimensional two-phase flow simulations are based on a two-
fluid model, where each phase is represented by a separate fluid. In this study,
the two-fluid model is augmented by introducing additional fluid groups. This
multi-fluid model allows for the distinction of flow properties within a single
phase, for instance between the moving water layer and the liquid droplets. The
conservation equations for the mass, momentum and total enthalpy of these k
fluids are derived from their general form (cf. Guelfi et al., 2007; Ishii and Hibiki,
2011; Oertel, 2012) based on the assumptions made in section 2.4.

Then, the mass conservation equation for fluid i has the form

d
dz
(
εiρici A

)
= A

k

∑
j=1

Γj�i , (5.53)

where ρ and c are the density and velocity of the fluid i, respectively, and Γj�i is
the volumetric mass source term [kg/(m3 s)] due to exchange processes from fluid
j to fluid i.

Introducing the local static pressure p, the momentum equation can be written
as

d
dz

(
εiρic2

i A
)
+ εi A

dp
dz

= A
k

∑
j=1

(
cif ,ijΓj�i + Mj�i

)
, (5.54)

Here, Mj�i is the volume-specific total interfacial shear force [kg/(m2 s2)] and ac-
counts for the effects of particle drag and interfacial shear. The velocity at the
interface between phase i and j cif ,ij is determined by a donor formulation:

cif ,ij = ci ; Γj�i < 0

cif ,ij = cj ; Γj�i > 0
(5.55)
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This treatment is common practice in the numerical scheme development of
one-dimensional system codes (e. g. RELAP5/MOD3) because it offers the most
realistic treatment of the momentum exchange process (Carlson et al., 1995).

The energy conservation equation based on the total enthalpy is

d
dz

[
εiρici

(
hi + 0.5c2

i

)
A
]

= A
k

∑
j=1

[
Γj�i

(
hi,j + cif ,ijci − 0.5c2

i

)
+ aif ,ijq̇j�i + Mj�icif ,ij

]
,

(5.56)

where h is the specific enthalpy, aif ,ij is the interfacial area density [m2/m3] of the
interface between phase i and j, and hi,j and q̇j�i represent the specific enthalpy
and the sensible heat flux [W/m2] at the i-side of the phase interface between i
and j, respectively.

The interfacial transfer conditions are given by

Γj�i + Γi�j = 0 , (5.57)

Mj�i + Mi�j = 0 , (5.58)

Γj�ihi,j + aif ,ijq̇j�i + Γi�jhj,i + aif ,ijq̇i�j = 0 . (5.59)

For pool DCC, the pressure is constant and equal to the ambient pressure p∞,
while the flow cross section A(z) = πR2

w is a function of the axial distance z.
Conversely, the flow cross section is given for channel DCC, and the pressure
p(z) is an independent variable.

5.5.2 Interfacial area transport
In addition to the conservation equations, an interfacial area transport equation
(Ishii and S. Kim, 2004) for the dispersed phase d is used to track the change of
the interfacial area density aif due to droplet entrainment, droplet growth and
bubble condensation:

1
A

d
dz

(
aif ,dcd A

)
= Φd +


2

3
aif ,d

ρd


∑k

j=1 Γj�d

εd
− cd

dρd
dz





 (5.60)
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Here, Φd is the interfacial area source term [1/(m s)], which is equal to zero for
bubbly flow. For droplet flow, the interfacial area source term due to droplet
entrainment Φd = Φen is calculated as

Φen = ṅenπd2
20,en ·

2πR2ph

A
, (5.61)

with the particle flux [1/(m2 s)] of entrained droplets across the two-phase jet
boundary

ṅen =
cen,2ph
π
6 d3

30,en
. (5.62)

In eqs. (5.61) and (5.62), d20 and d30 are the surface and volume mean diameters,
respectively. Using d32 = d3

30/d2
20, eqs. (5.61) and (5.62) can be combined as

Φen =
12πR2ph

A
cen

d32,en
. (5.63)

In eq. (5.63), the Sauter mean diameter of entrained droplets d32,en is the diameter
after secondary atomization d32,2 according to eqs. (5.29) and (5.32).

5.5.3 Turbulent entrainment
In the droplet flow regime, i. e. close to the nozzle exit, it is postulated that the en-
trainment model by Varga et al. (2003) (section 5.3.1) is applicable. This implies
that the flow structure at the interface of a gas jet in a liquid pool is compara-
ble to a liquid jet surrounded by high-speed gas stream and that the primary
instability is proportional to the vorticity layer thickness in the gas stream. En-
trainment is thus governed by the secondary Rayleigh-Taylor instability between
the ambient water and the continuous gas phase of the jet, and it is assumed that
the entrainment velocity can be determined in analogy to the Kelvin-Helmholtz
instability as

cen,RT =
E0,RT

2π
· λ̃RTωRT . (5.64)

The value of the entrainment coefficient E0,RT is obtained based on a parametric
study (cf. section 5.7.1).

In the bubbly flow regime and in the single-phase turbulent jet region, en-
trainment is determined according to the extension of the “classical” turbulent
entrainment assumption by Ricou and Spalding (1961), eq. (5.15):

cen = E0

√
ρm
/

ρ∞ cm . (5.15 revisited)
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The mean density ρm and velocity cm are calculated as

ρm =
εgρg + εlρl

εl + εg
, (5.65)

c2
m =

εgρgc2
g + εlρlc2

l

εlρl + εgρg
. (5.66)

The rationale for this approach is as follows: The entrainment velocity in eq. (5.15)
scales as

√
ρmc2

m, i. e. the square root of the jet momentum flux. By defining cm
according to eq. (5.66), the common definition of the mean density eq. (5.65) can
be used while maintaining cen ∝

√
ρmc2

m.

In their model development for submerged gas jets, Vivaldi et al. (2013) assumed
droplet flow inside the jet for a relative void fraction larger than ε̃g,drp = 0.8 and
bubbly flow below ε̃g,bbl = 0.5. In the transition region ε̃g,drp > ε̃g > ε̃g,bbl, a
weighted logarithmic average was used. This approach is adopted in the present
model, and the entrainment velocity for the two-phase jet is thus obtained as

cen,2ph = exp

[
ε̃∗g − ε̃g,bbl

ε̃g,drp − ε̃g,bbl
ln
(
cen,RT

)
+

ε̃g,drp − ε̃∗g
ε̃g,drp − ε̃g,bbl

ln (cen)

]
, (5.67)

ε̃∗g = max
[

ε̃g,bbl , min
(

ε̃g, ε̃g,drp

)]
. (5.68)

For pool DCC, the “global” entrainment, i. e. the entrainment velocity of stagnant
fluid into the jet cen,w is given by eq. (5.15) with

ρm = ∑
i=g,l,w

εiρi , (5.69)

c2
m =

∑i=g,l,w εiρic2
i

∑i=g,l,w εiρi
. (5.70)

Using eqs. (5.15) and (5.67) with appropriate entrainment coefficients allows to
calculate the volumetric mass source terms due to entrainment:

Γen,w�l = ρwcen,2ph 2πR2ph

/
A (5.71)

Γen,∞�w = ρ∞cen,w 2πRw
/

A (5.72)
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5.5.4 Interfacial shear force
Interfacial drag

The interfacial drag between a continuous phase c and a dispersed phase d is
given as (Ishii and Mishima, 1984)

Mc�d = −3
8

CD

rD
εdρc|cd − cc| (cd − cc) , (5.73)

where the drag coefficient CD is determined based on the drag Reynolds number
ReD using the mixture dynamic viscosity µm:

CD = 24
(

1 + 0.1 Re0.75
D

)/
ReD (5.74)

ReD = 2 rDρc|cd − cc|
/

µm (5.75)

µm =





µc (1− ε̃d)
−1 (bubbly flow)

µc (1− ε̃d)
−2.5 (droplet flow)

(5.76)

Assuming spherical particles, the drag radius can be calculated as rD = d32
/

2.

Interfacial shear

In the droplet flow regime, the interfacial shear between the gas phase g and the
surrounding water w is calculated as (Ishii and Mishima, 1984)

Mg�w = −τif · 2πR2ph

/
A , (5.77)

τif =
1
4 fif · 1

2 ρg

(
cg − cw

)∣∣∣cg − cw

∣∣∣ . (5.78)

According to Hanratty (1991), accounting for the presence of droplets in the gas
phase by using a mean density in eq. (5.78) produces unrealistic results. He
suggests that the increase in interfacial shear stress due to droplet deposition
is counterbalanced by the dampening effect of droplets on turbulence. For this
reason, the gas phase density and velocity are used in eq. (5.78).

In stratified flow, the interfacial friction factor fif is a function of the liquid-side
Reynolds number based on the thickness of the liquid layer, as explained in
section 5.4.3:

fif = C1 · Rew +C2 (5.49 revisited)

Rew = δw · ρwcw
/

µw (5.50 revisited)
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In order to apply this relation to channel DCC, a length scale equivalent to the
water layer thickness is required. For the stratified flow of a gas phase g and a
liquid phase w (liquid layer thickness δw) in a rectangular channel (width W), the
liquid-phase hydraulic diameter based on the wetted perimeter between liquid
and gas is defined as:

dH,if ,w =
4Aw

W
=

4Wδw

W
= 4δw

The equivalent scale for DCC in a circular pipe with radius Rw is:

dH,if ,w =
4π
(

R2
w − R2

2ph

)

2πR2ph
=

2
(

R2
w − R2

2ph

)

R2ph
(5.79)

Accordingly, it is suggested to define the Reynolds number for interfacial shear
in channel DCC as

Rew = 1
4 dH,if ,w · ρwcw

/
µw , (5.80)

using the water-gas hydraulic diameter dH,if ,w according to eq. (5.79). The in-
terfacial friction factor is then determined using the correlation by Paras et al.
(1994) for stratified-atomization flow:

1
4 fif = 3.77× 10−6 · Rew +0.022 (5.81)

For pool DCC, i. e. for the absence of liquid-side turbulence, the interfacial fric-
tion factor at the jet boundary is calculated in analogy to the wall friction in
two-phase flow. Y. Xu et al. (2012) performed a comprehensive evaluation of
existing correlations and recommended the correlation by Fang et al. (2011):

fif = 0.25
[

log
(

150.39 Re−0.98865
gw −152.66 Re−1

gw

)]−2

; 3000 ≤ Re ≤ 108 (5.82)

This correlation is a more accurate representation of the Nikuradse/Moody di-
agram (Moody, 1944; Nikuradse, 1933) than the widely used Blasius equation,
particularly for high Reynolds numbers. The relative Reynolds number between
the gas phase and the surrounding water is defined as

Regw = ρg

∣∣∣cg − cw

∣∣∣ dH,if ,g

/
µg (5.83)

based on the hydraulic diameter of the gas phase:

dH,if ,g =
4πR2

2phε̃g

2πR2ph
= 2R2phε̃g (5.84)
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Wall shear

For channel DCC, the wall shear is calculated as

Mw�wall = −τwall · 2πRw
/

A , (5.85)

τwall =
1
4 fwall · 1

2 ρw (cw)|cw| , (5.86)

and the wall friction factor fwall is given by eq. (5.82) using

Rew = ρw|cw| dH,wall,w
/

µw , (5.87)
dH,wall,w = 2Rwεw . (5.88)

5.5.5 Interfacial heat and mass transfer
Interfacial heat and mass transfer is modeled with the two-resistance model for
the phase change in pure substances. This approach considers the heat transfer
processes on each side of the phase interface, where the total heat flux q̇tot can
be written as

q̇tot,g�l = q̇g�l + ṁg�lhl,if = αl (Tsat − Tl) + ṁg�lhl,if , (5.89)

q̇tot,l�g = q̇l�g − ṁg�lhg,i f = αg

(
Tsat − Tg

)
− ṁg�lhg,if . (5.90)

Tsat, Tl and Tg are the saturation temperature and the temperature of the liquid
and gas phase, respectively, and ṁg→l is the mass flux [kg/(m2 s)] from the gas
to the liquid phase.

Then, the mass flux can be determined from the total heat flux balance (q̇tot,l�g +
q̇tot,g�l = 0) as

ṁg�l =
αl (Tsat − Tl) + αg

(
Tsat − Tg

)

hg,if − hl,if
, (5.91)

provided that the heat transfer coefficients αl and αg are known (see below).

Finally, the volumetric mass source term is obtained as

Γl = ai f · ṁg�l . (5.92)

The equivalent equations for the mass flux at the jet interface ṁg�w are obtained
by replacing the index l with w in eqs. (5.89) to (5.91), the volumetric mass source
term is determined by

Γw =
2πR2ph

A
· ṁg�w . (5.93)
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Heat transfer coefficients at the dispersed interface

The heat transfer coefficient in the continuous phase αc (αg in the droplet flow
regime, αl in the bubbly flow regime) is given by the Nusselt number Nu:

αc = λc Nuc /dd (5.94)

The Nusselt number for 0 ≤ Prc ≤ 250 is calculated according to Hughmark
(1967):

Nuc =

{
2 + 0.6 Re0.5

dc Pr0.33
c ; 0 ≤ Redc < 776.06

2 + 0.27 Re0.62
dc Pr0.33

c ; 776.06 ≤ Redc
(5.95)

In eq. (5.95), the relative Reynolds number between the dispersed and the con-
tinuous phase is defined as

Redc = ρc|cd − cc| dd
/

µc . (5.96)

Direct contact condensation of saturated steam in subcooled water is liquid-side
limited, i. e. the prevailing heat transfer resistance is in the liquid phase. This
implies that the continuous phase is dominant for bubbly flow, but condensation
is initially governed by the heat conduction inside the droplet (dispersed phase),
which in turn depends on the instationary temperature field T(r, t) inside the
droplet:

∂T
∂t

= κ

(
∂2T
∂r2 +

2
r

∂T
∂r

)

The solution of this partial differential equation is common practice for atom-
izing devices, where droplets are created with a fairly uniform size at a single
location and the droplet age is a function of the distance from the injector (Celata
et al., 1991). In condensing steam jets, however, droplets with varying sizes are
constantly entrained into the jet and there is no common time scale. For this rea-
son, a spatially uniform temperature is assumed inside the entrained droplets
and heat transfer is determined based on an average heat transfer coefficient.

Weinberg (1952) measured the heat transfer coefficient during DCC of steam
on droplets produced by a spray nozzle. He found that the value varied be-
tween 104 W/(m2 K) and 1.8× 104 W/(m2 K), but could not identify any statis-
tical trends and thus recommends a mean value of αl = 1.4× 104 W/(m2 K).
As will be shown in section 5.7.1, a parametric study indicated that a value of
αl = 104 W/(m2 K) showed best agreement with experimental data.

Brucker and Sparrow (1977) experimentally determined the heat transfer coeffi-
cient in condensing vapor bubbles. They concluded that the value varies little
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with pressure level and temperature difference and recommend a constant mean
value of αg = 104 W/(m2 K). Thus, the dispersed-side heat transfer coefficient
for both droplet and bubbly flow is taken as

αd = 104 W
m2 K

. (5.97)

Heat transfer coefficients at the jet interface

The heat transfer coefficient at the liquid side of the jet interface is modeled
in analogy to stratified flow (cf. table 5.2), where most researchers assumed a
functional form

Nut ·Pr−0.5 = C1 · ReC2
t . (5.98)

The exponent for the turbulent Reynolds number in eq. (5.98) is in the order of
unity, assuming C2 = 1 eliminates the dependency on the turbulent length scale,
thus

αif ,w

ρlcp,wcτ
=

1√
t̂b︸︷︷︸

=C1

Pr−0.5 . (5.41 revisited)

Due to the high steam velocity, interfacial shear stress in channel DCC is much
larger than wall shear stress (τif � τwall). Nevertheless, both are taken into
account, giving

αif ,w =
1√
t̂b

√
λwcp,w

νw

(
τwall + τif

)
. (5.99)

Suggested values for C1 range between 0.079 and 0.8 (cf. table 5.2), equivalent to
dimensionless renewal rates t̂b between 160 and 1.6. In the present work, t̂b = 10
was chosen based on a parametric study (cf. section 5.7.2).

The influence of the gas side heat transfer coefficient is largely negligible, as the
steam temperature is close to saturation during steam jet DCC. An upper limit
is given by molecular gas dynamics (Aya and Nariai, 1991):

αif ,g =
2Cco

(2− 0.798Cco)

h2
lg√

2πRsTg

ρg

Tg
(5.100)

A condensation coefficient of Cco = 1 is used according to Aya and Nariai. For
atmospheric steam, this gives αif ,g ≈ 13.1× 106 W/(m2 K).
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5.5.6 Qualitative implications of the chosen model approach
In the proposed model approach, condensation (and thus steam jet length) is
based on two mechanisms: Entrainment and subsequent droplet condensation
on the one hand, and condensation at the jet interface on the other hand. These
two condensation mechanisms require specification of three parameters that are
unknown a priori: The entrainment coefficient for droplet flow E0,RT, the droplet
heat transfer coefficient αl and the dimensionless surface renewal time t̂b. In
specifying these parameters, a superposition of the two condensation mecha-
nisms is achieved. For high values of E0,RT, entrainment becomes dominant and
the dependency of the jet length on the mass flux is reproduced well, while the
influence of condensation at the jet interface decreases, thus diminishing the de-
pendency of the jet length on the water Reynolds number. A high value for t̂b
has the opposite effect. Consequently, a balance between both mechanism has to
be found in order to account for both the influence of the steam mass flux and
the water Reynolds number.

The value of t̂b has little effect on the plume length in pool DCC. Therefore, the
three parameters are determined by two subsequent parametric studies: First,
E0,RT and αl are varied to assess their impact on pool DCC (section 5.7.1). Based
on these results, t̂b is varied and the results are compared to experimental data
for channel DCC (section 5.7.2).

5.6 simulation model
For a setup consisting of k different fluids, the conservation equations (eqs. (5.53),
(5.54) and (5.56)) constitute a system of 3k ODEs. This system can be solved
numerically, for instance using a Runge-Kutta algorithm, if sufficient closure
relations are provided.

The interfacial closure relations (i. e. volumetric mass source term Γ, volume-
specific total interfacial shear force M and sensible heat flux q̇) have been derived
in the previous section. If these are known, the system contains 4k + 2 unknown
variables (εk, ρk, hk, ck, p, A), thus k + 2 additional relations are required:
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1. The thermodynamic state of each fluid i is determined by the two inde-
pendent state variables p and h. Then, the density ρ can be expressed as a
function of p and h and its axial derivative is given as

dρi

dz
=

∂ρi

∂p

∣∣∣∣∣
hi

dp
dz

+
∂ρi

∂hi

∣∣∣∣∣
p

dhi

dz
. (5.101)

2. The definition of the volume fraction εi = Ai/A requires

k

∑
i=1

εi = 1 ⇔
k

∑
i=1

dεi

dz
= 0 . (5.102)

3. a) In a confined environment, the flow cross-section A(z) is given while
the local pressure p(z) is unknown.

b) Conversely, in a free environment, A(z) is unknown, but a constant
static pressure p(z) = p can be assumed.

Using above closure relations, the ODE system is solved numerically using the
explicit fourth-order Runge-Kutta-Fehlberg algorithm (Fehlberg, 1969), as im-
plemented in the GSL (Gough, 2009). The routine solves the n-dimensional
first-order system

dyi(z)
dz

= fi
(
z, y1(z) , . . . yn(z)

)

marching in z-direction, where yi are the n independent variables c1...k, h1...k,
ε1...k−1, and either A or p. The functions fi for determining the derivatives are
obtained from eqs. (5.53), (5.54) and (5.56)2. The algorithm uses an adaptive step
size control based on a fifth-order error estimator which will keep the local error
on each step within a predefined absolute and relative error with respect to the
solution yi(z).

The interfacial area transport equation (eq. (5.60)) can be solved in the same
manner3 to determine the interfacial area density for the dispersed phase.

2 see appendix B.3.1, eqs. (B.12) to (B.15) for pool DCC and eqs. (B.21) to (B.24) for channel
DCC

3 see appendix B.3.1, eq. (B.19) for pool DCC and eq. (B.28) for channel DCC
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5.6.1 Boundary conditions
The ambient conditions (p∞, h∞) for pool DCC and the water inlet conditions
(pw, hw, cw, εw) for channel DCC are set according to the values in the par-
ticular experiment to be simulated. For pool DCC, the initial enthalpy of the
annular water layer is given as hw(z=0) = h∞. The physically correct ap-
proach for the initial velocity and volume fraction would be cw(z=0) = 0 and
εw(z=0) = 0, i. e. assuming an infinitesimally small, stagnant water layer. In-
stead, cw(z=0) = 10−3 · cg(z=0) and εw(z=0) = 10−3 is used in order to im-
prove numerical robustness. This alters the mass and momentum balance by
0.1 % and 0.0001 %, respectively, which is deemed to be acceptable.

At the steam nozzle exit, gas dynamic phenomena due to over- and underex-
pansion are neglected and the effective-adapted-jet approximation is applied as
boundary condition. This approach is widely used in treating two-phase jets
with and without condensation (Loth and Faeth, 1989) and assumes isentropic
adaptation from the nozzle exit pressure pe to the ambient pressure p∞ (pool
DCC) or pw (channel DCC). The nozzle exit diameter is then replaced by an equiv-
alent diameter based on the adapted flow conditions. Details on this procedure
are given in appendix B.4.

The adapted exit velocity, density and the equivalent exit diameter are used
as initial values R2ph(z=0), cg(z=0), cl(z=0), εg(z=0), hg(z=0), hl(z=0). A
maximum void fraction of ε̃g(z=0) = 1− 10−8 and a minimum slip of cg/cl =
1.001 are enforced to avoid numerical errors due to division by zero. For the
same reason, the initial temperatures of the liquid and gas phase are restricted to
be slightly below (Tl ≤ Tsat− 10−8 K) or above (Tg ≥ Tsat + 10−8 K) the saturation
temperature.

As discussed in chapter 3, the flow at the steam nozzle exit normally consists of
a continuous gas phase and dispersed droplets with diameters in the order of
one hundred nanometers. These droplets are in equilibrium with the gas phase
and therefore do not contribute to the condensation process of the steam jet.
However, their mass fraction has to be properly accounted for.

It can be safely assumed that the nanodroplets created by spontaneous condensa-
tion will be at least one order of magnitude smaller than the subcooled droplets
which are subsequently entrained into the steam jet and have diameters in the
range of few micrometers. Consequently, it is postulated that the nanodroplets
will quickly coalesce with the entrained droplets and the initial value for the in-
terfacial area density is obtained based on the initial liquid volume fraction and
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the initial diameter of entrained droplets according to step 3 in the following
paragraph:

aif (z=0) =
6εl

d32,en

∣∣∣∣∣
z=0

(5.103)

5.6.2 Solution procedure
Once the boundary conditions have been set, each solver step consists of the
following major sub-steps:

1. Thermodynamic properties are determined using the IAPWS-IF97 equation
of state (Wagner et al., 2000) as a function of the pressure p(z) and the gas
and liquid phase enthalpies hg, hl and hw.

2. The entrainment velocity into the two-phase jet cen,2ph is calculated us-
ing eq. (5.67) with an entrainment coefficient of E0,RT = 0.16 (droplet
flow) and E0 = 0.08 (bubbly flow), and the volumetric mass source term
Γen,w�l is calculated according to eq. (5.71). For pool DCC, the entrainment
of stagnant water (cen,w, Γen,∞�w) is additionally obtained according to
eqs. (5.15) and (5.72).

3. For droplet flow, eqs. (5.28) to (5.31) are solved to obtain the mean diam-
eter of entrained droplets d32,en based on eq. (5.32), which is then used to
calculate the interfacial area source term due to droplet entrainment Φen
according to eq. (5.63).

4. Dispersed interfacial heat and mass transfer (q̇g�l, q̇l�g, ṁg�l, Γl) is solved
using eqs. (5.89) to (5.92) with interfacial heat transfer coefficients αl, αg
according to eqs. (5.94) to (5.96).

5. Interfacial droplet/bubble drag (Mc�d) is determined with eqs. (5.73)
to (5.76), shear stress at the jet interface (τif , Mg�w) with eqs. (5.77)
and (5.78) based on the interfacial friction factor fif according to eq. (5.82)
(pool DCC) or eq. (5.81) (channel DCC).

6. For channel DCC, the wall shear (τwall, Mw�wall) is calculated using
eqs. (5.85) to (5.88). For pool DCC, τwall = 0.

7. Heat and mass transfer at the jet interface (q̇g�w, q̇w�g, ṁg�w, Γw) is given
by eqs. (5.89) to (5.91) and (5.93) with interfacial heat transfer coefficients
αif ,w, αif ,g according to eqs. (5.99) and (5.100).
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8. The Runge-Kutta-Fehlberg algorithm is invoked to determine the values
of the independent variables yi(z + ∆z) for the next step. If necessary, the
step size ∆z is decreased until both absolute and relative error are below
the specified value of 10−8.

Initially, the solver is invoked for dispersed droplet flow (liquid phase l = dis-
persed phase d). The solver proceeds until ε̃g = 0.5 is reached, where the solver
is re-initialized for dispersed bubbly flow (gas phase g = dispersed phase d)
and continues until a minimum relative void fraction of ε̃g = 10−6 is reached.
The axial distance at this point corresponds to the predicted penetration length:
z(ε̃g=10−6) = l.

5.7 validation
5.7.1 Pool DCC
The simulation model has been compared to various experiments taken from
the literature (H. Y. Kim et al., 2001; Y.-S. Kim and Youn, 2008; Wu et al., 2009a,
2010a,b, 2007), which cover a wide range of parameters (nozzle exit diameter,
mass flux and pressure, pool water temperature). Details on the selected exper-
iments are given in table 5.4. For the simulation, initially saturated steam was
assumed for all experiments (xg,0 = 1).

The stagnation state has been determined using the stagnation pressure p0 pro-
vided in the literature while assuming a saturated steam state. Non-equilibrium
effects during expansion (cf. chapter 3) have been neglected, as not all literature
sources provided sufficient information about the nozzle geometry. Accordingly,
the nozzle exit state has been determined assuming isentropic equilibrium ex-
pansion (cf. appendix B.2). The simulated exit conditions obtained in this way
are given in table 5.5 and are in good agreement with the experimental data.

Parametric study: Determination of E0,RT and αl

Due to the uncertainty concerning the value of the entrainment coefficient for
droplet flow E0,RT and the droplet heat transfer coefficient αl, a parametric
study has been performed to assess their impact. For this purpose, the root
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mean square deviation ∆RMS of the predicted penetration length Lcalc from the
experimental value Lexp was used:

∆(L) =

∣∣∣∣∣
Lcalc − Lexp

Lexp

∣∣∣∣∣ (5.104)

∆RMS(L) =

√
1
n

n

∑
i=1

∆(Li)
2 . (5.105)

The results based on n = 154 experimental data sets are listed in table 5.6 and in-
dicate that best agreement with experimental data (∆RMS(L) = 24 %) is achieved
with E0,RT = 0.16 and αl = 104 W/(m2 K).

stagnation state
pressure temperature quality
p0/bar T0/◦C xg,0

H. Y. Kim et al. (2001) 1.90 – 7.20 > 0.99
Wu et al. (2007), nozzle A 2 – 5 ≈ 1
Wu et al. (2007), nozzle B 2 – 5 ≈ 1
Wu et al. (2009a) 2 – 6
Wu et al. (2010a) 3 – 5
Wu et al. (2010b) 4 – 6 1
Y.-S. Kim and Youn (2008) 166 1

(a) Stagnation state (as stated in the literature)

nozzle exit state
Mach no. mass flux pressure quality

Mae ṁe/kg/(m2 s) pe/bar xg,e

H. Y. Kim et al. (2001) 1 284 – 1036 0.96 – 3.65 0.956 – 0.963
Wu et al. (2007), nozzle A 1.35 247 – 601 0.60 – 1.50 0.931 – 0.937
Wu et al. (2007), nozzle B 1.89 133 – 323 0.22 – 0.55 0.885 – 0.893
Wu et al. (2009a) 1 299 – 868 1.01 – 3.04 0.957 – 0.962
Wu et al. (2010a) 1.79 226 – 371 0.40 – 0.67 0.893 – 0.898
Wu et al. (2010b) 1 585 – 868 2.03 – 3.04 0.957 – 0.959
Y.-S. Kim and Youn (2008) 1 1033 3.64 0.956

(b) Nozzle exit state (calculated)

Table 5.4: Parameters of selected DCC experiments taken from the literature. All experiments
have been performed at ambient pool conditions (p∞ ≈ 1 bar).
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stagnation
pressure

nozzle exit state
Mach no. mass flux pressure

p0/bar Mae ṁe/kg/(m2 s) pe/bar

Wu et al. (2007), nozzle A 2 1.4 246.8 (0.2 %) 0.6
4 1.4 483.6 (0.4 %) 1.2

Wu et al. (2007), nozzle B 2 1.9 132.7 (0.2 %) 0.2
4 1.9 260.1 (0.4 %) 0.4

Wu et al. (2010a) 3 1.8 225.8 (0.4 %) 0.4
5 1.8 370.8 (0.2 %) 0.7

Table 5.5: Selected simulation results for the flow conditions at the nozzle exit. Values in
parentheses indicate the deviation from the literature data.

αl/104 W/(m2 K) 0.6 1.0 1.4 0.6 1.0 1.4
E0,RT ∆RMS(L) max ∆(L)

0.12 44.3 % 28.0 % 24.7 % 137.4 % 94.8 % 71.6 %
0.16 29.5 % 23.6 % 27.5 % 102.6 % 65.2 % 53.4 %
0.20 23.6 % 27.1 % 33.6 % 80.0 % 55.0 % 59.6 %

Table 5.6: Root mean square deviation of the penetration length ∆RMS(L) and maximum devi-
ation max ∆(L) for different entrainment coefficients E0,RT and droplet heat transfer
coefficients αl

Jet penetration length

In figs. 5.12a and 5.12b, the simulated dimensionless jet penetration length L
for different nozzle exit conditons and pool temperatures is compared with the
experimental measurements from Wu et al. (2010a) and Wu et al. (2007), respec-
tively. The predicted value of L shows satisfactory agreement with the experi-
mental data for the second experiment, while simulation of the first experimental
data set is less accurate. However, the qualitative dependency of the penetration
length on both the pool temperature and the mass flux/stagnation pressure is
predicted in both cases.

The two experiments shown in figs. 5.12a and 5.12b represent the weakest and
strongest agreement with experimental data, respectively. The remaining simu-
lation results are given in appendix D.2. In general, the simulation model pre-
dicts the qualitative trends of the dimensionless penetration length and provides
a closer quantitative agreement with experimental data than the correlations
provided in the literature, as can been seen in fig. 5.13.
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(a) Experimental data from Wu et al. (2010a)
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Figure 5.12: Dimensionless penetration length L for different pool temperatures T∞ and steam
stagnation pressures p0: Comparison between experimental and calculated values
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present work 23.6 % 65 %
correlations

Chun et al. (1996) 49.9 % 69 %
Kerney et al. (1972) 50.5 % 70 %
Wu et al. (2007) 51.0 % 342 %
H. Y. Kim et al. (2001) 51.2 % 68 %
Weimer et al. (1973) 69.4 % 180 %
Wu et al. (2009a) 105.8 % 894 %
Wu et al. (2010a) 221.1 % 2436 %

Figure 5.13: Comparison of empirical correlations and of the present simulations results for the
dimensionless penetration length Lcalc to experimental values Lexp. Experimental
data from H. Y. Kim et al. (2001) and Wu et al. (2009a, 2010a, 2007).
∆RMS(L): root-mean square deviation of L; max ∆(L): maximum deviation of L
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Figure 5.14: Axial temperature profile: Experimental values (Wu et al., 2010a) for different pool
temperatures T∞ ( 20 ◦C; 30 ◦C; 40 ◦C; 50 ◦C) and respective sim-
ulation results for the mean temperature Tm in the two-phase region ( ; ;

; ) and the liquid temperature Tl ( ; ; ; ). The gas tempera-
ture Tg in the two-phase region is equal to the constant saturation temperature at
pool pressure and is not shown.

Axial temperature profile

In addition to the jet penetration length, the axial temperature profile of the two-
phase jet has been measured by H. Y. Kim et al. (2001) and Wu et al. (2010a).
Since the simulation model provides two different temperatures Tl and Tg in the
two-phase region, an attempt was made to correlate the measurements using a
mean temperature

Tm = f
(
hm, p∞

)
(5.106)

based on the density-averaged mean enthalpy

hm =
εgρghg + εlρlhl

εgρg + εlρl
. (5.107)

Moreover, the simulation was continued from the end of the two-phase flow
region by setting ε̃l = 1 and Γl = q̇l,i f = 0, which converts eqs. (5.53), (5.54)
and (5.56) into the conservation equations for a single-phase, two-fluid jet with
turbulent entrainment (fluid l for r ≤ R2ph, fluid w for R2ph < r ≤ Rw). This al-
lowed for a direct comparison between experiment and simulation in the conden-
sation-induced single-phase jet region (z > l).

Selected results obtained in this manner are shown in fig. 5.14, the remaining
results can be found in appendix D.2. The temperature is overestimated initially
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Figure 5.15: Jet half radius r0.5 along the jet axis z for the condensation-induced liquid jet:
Experimental values at different stagnation pressures p0 and pool temperatures
T∞ ( ; ) and respective simulation results ( ; )

in the two-phase region, but accurately predicted further downstream. The tem-
perature peaks in the experimental data are due to periodic oblique shocks and
expansion waves which are neglected in the simulation model.

Jet half-radius

As pointed out in section 5.2.1, experiments have shown that a condensation-
induced turbulent liquid jet is in good agreement with the turbulent jet theory
and that its radial profile of the axial velocity can therefore be described by a
Gauss-distribution:

c(z, r)
c(z, 0)

= exp

[
− ln 2

(
r

r0.5

)2
]

(5.5 revisited)

This allows to obtain a relationship4 between the one-dimensional jet model
(where c = cl for r ≤ R2ph and c = cw for R2ph < r ≤ Rw) and the jet half
radius r0.5:

r0.5 =

√
ln 2

2

clR2
2ph + cw

(
R2

w − R2
2ph

)

√
c2

l R2
2ph + c2

w

(
R2

w − R2
2ph

) (5.108)

Using eq. (5.108), the calculated jet radius can be compared with experimental
data for the half radius of the liquid jet. The simulation results match closely
with experimental data by Y.-S. Kim and Youn (2008) and Wu et al. (2010b), as
shown in fig. 5.15 and appendix D.2.

4 derivation in appendix C
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direct contact condensation in the mixing chamber

5.7.2 Channel DCC
In contrast to the extensive literature on pool DCC, there is little data on channel
DCC. To the author’s knowledge, the only experimental studies are by Q. Xu
et al. (2013) and Zong et al. (2015). In the experiments by Zong et al., steam was
injected in the lower half of a rectangular, horizontal channel. The data obtained
by these authors is therefore not directly applicable to the present work. Q. Xu et
al. performed experiments in a circular, vertical pipe with a diameter of 80 mm,
where initially saturated steam (xg,0 = 1) was injected coaxially through a 8 mm
nozzle. Water inlet temperature Tw, Reynolds number Rew and steam mass flux
ṁe were varied and the plume length and radial temperature distribution were
measured. The measurements of the plume length will be used for validation of
the present model.

The authors report stable steam jets with mass fluxes at the nozzle exit between
150 kg/(m2 s) and 500 kg/(m2 s) for steam stagnation pressures between 2 bar
and 7 bar. According to the authors, the steam flow rate was controlled by
adjusting manual control valves, but no further information is given concerning
the detailed steam injection conditions. Therefore, the following assumptions
are made to reproduce the experimental setup:

• The static water inlet pressure pw is assumed to be atmospheric (1 bar).

• Steam stagnation pressures are taken as 2, 3, . . . , 7 bar.

• The experiments include steam mass fluxes below the critical (sonic) flux
at atmospheric pressure (279 kg/(m2 s)). For stable injection, the steam
exit velocity must therefore be supersonic.

• The critical (smallest) diameter dcrit is presumed to be the manual control
valve. This value was varied in order to obtain the reported steam mass
fluxes.

The injection conditions calculated in this manner are listed in table 5.7.

Parametric study: Determination of t̂b

A qualitative comparison of the simulation results for different values of the
surface renewal rate t̂b indicates the best agreement with experimental data for
t̂b = 10 (fig. 5.16). At higher values (i. e. lower heat transfer coefficients at the jet
interface), the decrease in plume length with increasing Reynolds number is not
observed. At lower values, the increase in plume length with increasing steam
mass flux is not reproduced properly.

100



5.7 validation

stagnation
pressure

diameter
ratio

nozzle exit state
Mach no. mass flux pressure quality

p0/bar de
/

dcrit Mae ṁe/kg/(m2 s) pe/bar xg,e

2 1.341 1.73 166 ( 0.04 %) 0.31 0.907
3 1.415 1.81 221 ( 0.03 %) 0.39 0.897
4 1.456 1.85 276 ( 0.02 %) 0.48 0.891
5 1.48 1.88 332 (−0.05 %) 0.57 0.886
6 1.497 1.90 387 ( 0.05 %) 0.66 0.883
7 1.51 1.91 442 ( 0.03 %) 0.75 0.880
7 1.424 1.82 497 ( 0.03 %) 0.89 0.887

Table 5.7: Simulation results for the flow conditions at the nozzle exit. The ratio between nozzle
exit and critical diameter is not provided by Q. Xu et al. (2013), it has been set to
obtain the experimental mass flux ṁe. Values in parentheses indicate the deviation
from the literature data.
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Figure 5.16: Dimensionless penetration length L vs. water Reynolds number Rew for differ-
ent surface renewal rates t̂b (experimental data by Q. Xu et al. (2013), water
temperature Tw = 40 ◦C)
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direct contact condensation in the mixing chamber

Jet penetration length

The simulated dimensionless jet penetration length L for different steam flow
rates, water flow rates and water temperatures is compared with the experimen-
tal measurements from Q. Xu et al. (2013) in fig. 5.17. All trends are observed
qualitatively, however, satisfactory absolute agreement is only achieved for high
steam mass fluxes ṁe and low Reynolds number Rew (fig. 5.17c). The decrease
of L for decreasing steam mass fluxes at low Reynolds numbers is underpre-
dicted (fig. 5.17b), and the virtual independence of the water temperature at
high Reynolds number is not observed (fig. 5.17c).

5.7.3 Interpretation of results
In pool DCC, the dimensionless jet penetration length is mainly dependent on the
water temperature and the steam mass flux. Both dependencies are predicted
by the developed model, and good quantitative agreement could be obtained
for most experimental data sets. In addition, the axial profiles of the centerline
temperature and the jet half radius match closely with experimental data for the
condensation-induced single-phase jet. These results support the validity of the
developed model and the employed entrainment correlations.

The entrainment model for the droplet region assumes a thin laminar bound-
ary layer at the steam nozzle exit and cannot account for specific characteristics
of the nozzle geometry under consideration. Therefore, two-dimensional flow
phenomena in the steam nozzle are a possible explanation for the discrepancy
between the simulation model and some experiments. Furthermore, a more de-
tailed treatment of the heat transfer within entrained droplets may be necessary
to improve the prediction of the axial temperature profile in the two-phase re-
gion. Here, additional research is required to develop a computationally efficient
method.

The superposition of two condensation mechanisms – condensation on droplets
and at the jet interface – allows to qualitatively predict the trends observed in
channel DCC as well, where condensation is strongly dependent on the flow
Reynolds number in addition to the water temperature and the steam mass
flux. This supports the hypothesis that exchange mechanisms at a condensing jet
interface can be treated with similar methods as stratified condensing flows.

Additional experiments are required to confirm the general validity for channel
DCC. In order to augment the simulation accuracy, detailed local measurements
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5.7 validation

are necessary to identify possible differences between stratified condensation
and jet condensation that should be accounted for. Moreover, a potential inter-
dependency between condensation and entrainment at the jet interface might
offer further room for improvements and should thus be investigated.

The model relies on three parameters (E0,RT = 0.16, αl = 104 W/(m2 K) and t̂b =
10) that were chosen by parametric study. The employed values are reasonably
close to recommended values in similar fields. It should be emphasized that
these parameters were kept fixed for all simulations and not adjusted to the
individual experiments.

In summary, the developed model is capable of reproducing all major trends ob-
served in DCC of submerged steam jets in open and confined environments. This
suggests that the underlying physical mechanisms have been properly identified
and reproduced.
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Figure 5.17: Dimensionless penetration length L for channel DCC: Comparison between
experimental data by Q. Xu et al. (2013) and calculated values
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Dampfstrahlpumpen, Injektoren (injec-
tors; injecteurs; iniettori), Kesselspeisevor-
richtungen, bei denen die durch Kondensie-
ren eines Dampfstrahls erzeugte lebendige
Kraft dem Wasser eine derartige Beschleu-
nigung erteilt, daß dieses den entgegenste-
henden Kesseldruck überwindet und in den
Kessel eintritt.

— Victor von Röll, Enzyklopädie des
Eisenbahnwesens, 1912





6 C O N S O L I DAT E D S T E A M
I N J E C TO R M O D E L

6.1 simulation model
In order to simulate the flow in a steam injector mixing chamber, the model
for channel DCC developed in the previous chapter was applied. However, the
numerical solver scheme did not converge when using injector geometries with
a tapered instead of a constant flow cross-section. The following adjustments
had to be made to resolve these numerical instabilities:

• The droplet entrainment coefficient was reduced from E0,RT = 0.16 to 0.01.

• To counterbalance the resulting decrease of interfacial area density due to
the reduced droplet entrainment, the droplet heat transfer coefficient was
increased from αl = 104 W/(m2 K) to 16× 104 W/(m2 K).

• The wall friction was neglected (τwall = 0).

These changes have no physical relevance and were merely included to obtain a
converging solution. The (physically unlikely) implications are as follows:

• The relative void fraction in the two-phase jet region ε̃g decreases more
slowly due to the decreased entrainment coefficient.

• Thermal equilibrium between droplets and steam is reached almost in-
stantaneously owing to the increased droplet heat transfer coefficient.

• Pressure losses by wall friction cannot be considered.

As a result, thermal equilibrium in the two-phase jet region and mechanical equi-
librium (cg = cw) between the jet and the surrounding water was reached during
simulation. This situation is beyond the scope of the model: Heat transfer at the
jet interface is modeled as a function of the interfacial shear stress, thus becoming
zero for cg = cw. In consequence, no further fluid exchange can be considered.
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consolidated steam injector model

As a remedial measure, a homogeneous mixture model was applied at this point.
The transition from the three-fluid model to the homogeneous mixture model (in-
dex m) is assumed to occur instantaneously based on the conservation equations:

∑
i

εiρici = ρmcm (6.1)

p + ∑
i

εiρic2
i = pm + ρmc2

m (6.2)

∑
i

εiρici

(
hi + 0.5c2

i

)
= ρmcm

(
hm + 0.5c2

m

)
(6.3)

The mixture density can be calculated from the equation of state based on the
mixture pressure and enthalpy, leaving three unknown variables pm, hm and cm.
These are obtained as follows:

1. The mixture pressure pm is estimated.

2. Continuity and momentum conservation (eqs. (6.1) and (6.2)) are used to
calculate the mixture velocity:

cm =
p− pm + ∑i εiρic2

i
∑i εiρici

(6.4)

3. The mixture enthalpy is obtained from continuity and energy conserva-
tion (eqs. (6.1) and (6.3)):

hm =
∑i εiρici

(
hi + 0.5c2

i

)

∑i εiρici
− c2

m
2

(6.5)

4. The equation of state is used to determine the mixture density:
ρm = f

(
pm, hm

)

5. Steps 2–4 are iterated1 until momentum conservation (eq. (6.2)) is fulfilled.

up
da

te
p m

6.2 preliminary results
Yan et al. (2005) measured the axial static pressure profile p(z) in a steam injec-
tor mixing chamber using pressure taps at the chamber wall. The experiments

1 multidimensional root finding algorithm for n = 1 variables according to appendix B.5
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were performed with a constant water inlet temperature Tw = 291 K, the steam
stagnation pressure p0 was varied between 2 bar and 6 bar.
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Figure 6.1: Preliminary results for the static pressure p(z) in the mixing chamber: Experimental
values (Yan et al., 2005) for different steam stagnation pressures p0 ( 2 bar; 3 bar;

4 bar; 5 bar; 6 bar) and respective simulation results ( ; ; ; ; )

For p0 < 6 bar, the measured pressure decreases slightly between the first two
pressure taps, while it increases slightly for p0 = 6 bar (fig. 6.1). Afterwards,
the pressure remains fairly constant up to the mixing chamber throat, where the
pressure increases by a factor of approximately 5 to 10.

The preliminary simulation model was applied to this experimental setup, using
inlet conditions according to the experimental data provided by the authors. The
pressure profile obtained in this way is shown in fig. 6.1. The model is capable of
reproducing the general experimental trends, but overestimates the pressure rise
at the mixing chamber throat, in particular for high steam stagnation pressures.
Moreover, the simulated pressure shows a slight decrease from the mixing cham-
ber inlet up to z ≈ 40 mm and a subsequent increase for all stagnation pressures.
This pressure rise is steeper for higher stagnation pressures.
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consolidated steam injector model

6.3 discussion
The simulations results shown in the previous section demonstrate the general
feasibility of the DCC model for steam injectors. However, additional work is
required to improve numerical stability and simulation accuracy. In particular,
the following issues should be addressed:

• Revision of the two-phase jet entrainment hypothesis. While the entrainment
model could be successfully applied to channel DCC, it did not yield sta-
ble results for tapered ducts. Therefore, the entrainment hypothesis pro-
posed in section 5.5.3 (cen,RT ∝ λ̃RTωRT) should be revisited and validated
in-depth. As discussed in section 5.2.2, the turbulent jet theory assumes
a virtual point source, which may be invalid for confined jets. This point
should also be considered, as well as the influence of background tur-
bulence on entrainment. This topic is subject of ongoing research (e. g.
Khorsandi et al., 2013).

• Consideration of two-dimensional effects. In the experiments of Yan et al.
(2005), the pressure was measured at the wall, while the simulation model
provides an area-averaged value. It is possible that two-dimensional ef-
fects due to the converging geometry and the two-phase flow result in
pressure variations over the flow cross-section. Additional experimental
data is necessary to assess this issue. The non-isothermal Craya-Courtet
number might offer further insights, however, the square root of eq. (5.27)
becomes imaginary for the inlet conditions of Yan et al. (2005) and Ct is
thus undefined.

• Improvement of numerical stability. The present model does not take into
account the influence of viscous and turbulent stress on the momentum
conservation (cf. e. g. Ishii and Mishima, 1984). Inclusion of this term is
known to improve numerical stability.
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At first acquaintance, the operation looks
as if it had a strong likeness to perpet-
ual motion, but closer investigation will
show that the steam which raises and forces
the water by passing through an injector
performs mechanical work as truly as the
steam that pushes a piston which moves a
pump-plunger.

— Angus Sinclair, Locomotive engine
running and management, 1887





7 S U M M A R Y A N D C O N C L U S I O N

The steam injector is an electricity-independent pumping device which fulfills
the criteria of a passive component according to International Atomic Energy
Agency (IAEA) category D. As such, it could be used as part of a passive emer-
gency core cooling system. Motivated by the need for generally valid, compu-
tationally efficient steam injector simulation models suitable for system studies,
the two-phase condensing flow in steam injectors has been investigated and
physically-based models have been developed in the present work.

Homogeneous nucleation and droplet growth during expansion in the steam noz-
zle was modeled based on the classical nucleation theory and a droplet growth
model by Peters and Meyer (1995) which takes into account molecular exchange
processes in the vicinity of nanodroplets. This model is capable of accurately
predicting the axial position of the condensation-induced pressure rise, but over-
estimates the pressure rise itself. It is believed that revision of the droplet growth
model may remedy this issue.

In order to simulate the two-dimensional gas dynamic phenomena of oblique
shocks and expansion waves at the steam nozzle exit, models for two-dimensional
single-phase gas dynamics have been combined with methods for one-dimen-
sional normal shocks in steam-droplet flows. The geometric shape of under-
and overexpanded submerged steam jets can be predicted accurately by the de-
veloped model. However, validation was limited to visual comparison, and more
detailed quantitative experimental data is desirable.

Direct contact condensation (DCC) of the steam jet in the mixing chamber is be-
lieved to be the dominant mechanism occurring in the steam injector. Therefore,
the main part of the present work has been devoted to the detailed examination
of the DCC phenomenon, in particular because previous work in this area sel-
dom considered the underlying physical processes in-depth. For this purpose,
experimental findings on DCC in pools and channels were examined.

Experiments on pool DCC suggest that the condensation is primarily influenced
by the pool water temperature and the steam mass flux at the nozzle exit. These
dependencies could be predicted by extending the entrainment hypothesis for
turbulent jets, which is based on the Kelvin-Helmholtz theory, to additionally
take into account the influence of the Rayleigh-Taylor instability and of the vor-
ticity layer of the gas stream. This was done by adapting a model for liquid
jets in high-speed gas streams developed by Varga et al. (2003). In doing so,
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summary and conclusion

the initial size of entrained droplets could be determined as well, and the fi-
nal droplet size after aerodynamic atomization was then calculated according to
models developed by Hsiang and Faeth (1992) and Wert (1995).

Recent experiments on channel DCC illustrate the strong influence of the Rey-
nolds number of the water flow on the condensation efficiency. The present
work postulates that exchange processes at the interface of a condensing steam
jet can be treated with the methodology of the surface renewal theory originally
developed for stratified two-phase flows. This concept correlates the interfacial
heat transfer coefficient with the interfacial shear stress. In stratified flows, sev-
eral independent experiments have shown the influence of the water flow Rey-
nolds number on the interfacial friction factor. By adapting these correlations to
a condensing steam jet in flowing water, the dependency of the steam jet length
on the Reynolds number of the water flow could be reproduced.

The two mechanisms of steam condensation on entrained droplets on the one
hand and at the jet interface on the other hand were combined to yield a model
applicable for both pool and channel DCC. Superposition of both processes is
achieved by using appropriate values for the entrainment coefficient and the
proportionality factor required for the heat transfer coefficient at the jet interface.
These factors have been determined by parametric studies and are reasonably
close to values used in the context of the original theories.

The developed DCC model is in good qualitative and acceptable quantitative
agreement with various experimental data sets for both pool and channel DCC.
The model parameters were kept constant for all simulations, and no adaptation
to the specific experiments was necessary to model the observed trends.

Preliminary results for DCC in a mixing chamber demonstrate the feasibility
of the model approach for steam injector simulations. However, additional
work is required to remedy numerical instabilities, in particular concerning the
assumptions underlying the jet entrainment model.
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A T H E R M O DY N A M I C S U P P L E M E N T

a.1 thermodynamic property calculation
All thermodynamic properties are calculated based on the IAPWS Industrial For-
mulation 1997 for the Thermodynamic Properties of Water and Steam (IAPWS-IF97)
(Wagner et al., 2000). The validity range is specified as follows:

273.15 K ≤ T ≤ 1073.15 K p ≤ 100 MPa
1073.15 K < T ≤ 2273.15 K p ≤ 50 MPa

The IAPWS-IF97 divides the p-T-diagram into five regions. For the conditions
expected in steam injectors, regions 1 (liquid water) and 2 (water vapor) are of
particular interest. Thermodynamic properties in these regions are expressed
as functions of pressure and temperature. However, the formulation features an
additional “backward equation” to determine the temperature based on pressure
and enthalpy, which is used in the simulation model.

The IAPWS-IF97 provides a supplementary equation for metastable vapor, which
is valid from the saturated vapor line to the 5 % equilibrium moisture line (de-
termined from the equilibrium enthalpy values of saturated liquid and water)
at pressures from the triple-point pressure up to 10 MPa. No backward equa-
tion is provided for metastable vapor. Therefore, h

(
p, T

)
− h = 0 is solved

iteratively for a given pressure p and enthalpy h, using the saturation temper-
ature Tsat

(
p
)

as first estimate. The numerical root finding scheme uses a mod-
ified Newton method (gsl_multiroot_fdfsolver_gnewton) as implemented in
the GNU Scientific Library (Gough, 2009).

The surface tension σ(T) is determined according to Cooper (1994), the heat
conductivity λ

(
T, ρ

)
according to Huber et al. (2012). Both formulations are

assumed to hold for metastable vapor as well. Partial derivatives are determined
based on Wagner and Kretzschmar (2008).

The computer implementation uses the “Freesteam” library (Pye, 2010), which
has been augmented to allow for metastable vapor.

115



thermodynamic supplement

a.2 thermodynamics of nanodroplets
At curved liquid-vapor phase boundaries, the surface tension σ results in a nor-
mal force. This force changes the conditions for mechanical and thermodynamic
equilibrium and leads to changes in both the internal droplet pressure pl and
the saturation vapor pressure in comparison to a flat phase boundary.

a.2.1 Young-Laplace equation
Assume a surface element of a droplet with radius r and infinitesimally small
cutting angles dθ and dφ, as depicted in fig. A.1. The surface tension σ causes
forces Fσ = σ · r dθ and Fσ = σ · r dφ acting on the edges of the element. Using
the small angle approximation, the normal components of these forces sum up
to yield

F⊥ = 2σr ·
(

dφ sin
dθ

2
+ dθ sin

dφ

2

)
= 2σr dθ dφ . (A.1)

For mechanical equilibrium, this force must be balanced by a pressure difference
between the liquid and the vapor phase:

(
pl − pg

)
· r2 dθ dφ = F⊥ (A.2)

Combination of eqs. (A.1) and (A.2) results in the Young-Laplace equation for
the internal pressure of small droplets:

pl = pg +
2σ

r
(A.3)

dθ

dφ

r

σ · r dθ

σ · r dθ

σ · r dφ

σ · r dφ

Figure A.1: Surface element of a droplet with radius r. The surface tension σ causes forces
Fσ = σ · r dθ and Fσ = σ · r dφ acting on the edges of the element.
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a.2 thermodynamics of nanodroplets

a.2.2 Kelvin’s equation
For thermodynamic equilibrium, the Gibbs free energy has to be constant. At a
vapor-liquid phase boundary, this condition can be expressed as

− sg dT + vg dp = −sl dT + vl dp . (A.4)

Introducing the Young-Laplace-pressure, A.3, neglecting the specific liquid vol-
ume with respect the specific vapor volume (vg − vl ≈ vg), and assuming con-
stant temperature (dT = 0) results in

dpg =
vl
vg

d
(

2σ

r

)
, (A.5)

or for ideal gases

dpg

pg
=

vl
RsT

d
(

2σ

r

)
. (A.6)

For a plain surface (r → ∞), the vapor pressure at thermodynamic equilibrium
is equal to the saturation pressure (pg = psat). Integration with r → ∞ as lower
limit while assuming an incompressible liquid yields Kelvin’s equation for the
saturation vapor pressure of small droplets:

psat,r(T, r) = psat(T) · exp
(

2σvl
rRsT

)
(A.7)
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B N U M E R I C A L D E TA I L S

b.1 steam nozzle equation system
Using eqs. (3.16), (3.17) and (3.19) to (3.21) in combination with eqs. (3.27)
and (3.28), the ODE system for steam nozzle two-phase flow can be cast into
the following explicit form:

dc
dz

= −C2 (B.1)

dpg

dz
= cρm·C2 (B.2)

dhg

dz
=

∑k
i=1

(
mdrp,i Ji∆hlg,i − niQ̇i

)

c (1− xl)
+c

ρm

ρg
·C2 (B.3)

dxi

dz
=

1
c

(
ni Ṁi + mdrp,i Ji

)
(B.4)

dni

dz
=

Ji

c
(B.5)

C2 =

c
A

dA
dz − ρm

k
∑

i=1

[(
vg − vi

) (
ni Ṁi + mdrp,i Ji

)
+

∂vg
∂hg

∣∣∣∣
pg

(
mdrp,i Ji∆hlg,i − niQ̇i

)]

1 + c2ρm (1− xl)


 ∂vg

∂pg

∣∣∣∣
hg

+ vg
∂vg
∂hg

∣∣∣∣
pg




(B.6)

119



numerical details

b.2 isentropic expansion of steam
In situations where non-equilibrium effects during expansion (cf. chapter 3) can-
not be considered (e. g. due to insufficient information about the nozzle geome-
try), the nozzle exit state is determined based on the homogeneous equilibrium
model assuming isentropic and isenthalpic equilibrium expansion.

The choked flow state at the nozzle throat is then determined as follows:

1. The critical pressure and enthalpy pcrit, hcrit are estimated using the ideal
gas solution.

2. The critical entropy scrit and the homogeneous equilibrium speed of sound
wh,crit are calculated based on the equation of state and eq. (4.34).

3. Step 2 is iterated1 until the conditions for isentropic and isenthalpic flow
are fulfilled:

scrit = s0 (B.7)

hcrit = h0 − 0.5w2
h,crit (B.8)

up
da

te
p c

ri
t

an
d

h c
ri

t

Now, the nozzle exit state can be calculated:

1. The exit pressure pe and velocity ce are estimated using the ideal gas
solution.

2. The exit enthalpy is determined from the total enthalpy conservation:

he = h0 − 0.5c2
e (B.9)

3. The exit density ρe is obtained from the equation of state.

4. Steps 2–3 are iterated2 until the conditions for isentropic flow and
continuity are fulfilled:

se = s0 (B.10)
ρece Ae = ρcritccritAcrit (B.11)

up
da

te
p e

an
d

c e

1 multidimensional root finding algorithm for n = 2 variables according to appendix B.5
2 multidimensional root finding algorithm for n = 2 variables according to appendix B.5
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b.3 dcc equation system

b.3 dcc equation system
b.3.1 Pool DCC
Using eqs. (5.53), (5.54) and (5.56) in conjunction with eq. (5.101), assuming a
constant pressure (dp

dz = 0) and expressing the flow cross-section as A = πR2
w,

the ODE system for pool DCC two-phase flow can be cast into the following
explicit form:

dRw

dz
=

Rw

2 ∑
i

εi


Ci1 − Ci2 + ρihi

∂vi
∂hi

∣∣∣
p

(
Ci3 −

c2
i

hi
Ci2

)
 (B.12)

dεi

dz
= εi


Ci1 − Ci2 + ρihi

∂vi
∂hi

∣∣∣
p

(
Ci3 −

c2
i

hi
Ci2

)
− εi

2
Rw

dRw

dz
(B.13)

dhi

dz
= hiCi3 − c2

i Ci2 (B.14)

dci

dz
= ciCi2 (B.15)

Ci1 =
∑j Γj�i

εiρici
(B.16)

Ci2 =
∑j

[(
cif ,ij − ci

)
Γj�i + Mj�i

]

εiρic2
i

(B.17)

Ci3 =
∑j

[
Γj�i

(
hi,j − hi + cif ,ijci − c2

i

)
+ aif ,ijq̇j�i + Mj�icif ,ij

]

εiρicihi
(B.18)

The change in interfacial area density of the dispersed phase is given based on
eq. (5.60) as

daif ,d

dz
= aif ,d


Cd4 − Cd2 +

2
3 ρdhd

∂vd
∂hd

∣∣∣
p

(
Cd3 −

c2
d

hd
Cd2

)
− 2

Rw

dRw

dz


 , (B.19)

Cd4 = 2
3

Γc�d
εdρdcd

+
Φd

aif ,dcd
. (B.20)
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numerical details

b.3.2 Channel DCC
Using eqs. (5.53), (5.54) and (5.56) in conjunction with eq. (5.101) and assuming a
given flow cross-section A(z), the ODE system for channel DCC two-phase flow
can be cast into the following explicit form:

dp
dz

=

∑i εi

[
Ci1 −

(
1 + ρic2

i
∂vi
∂hi

∣∣∣
p

)
Ci2 + ρihi

∂vi
∂hi

∣∣∣
p

Ci3

]

−∑i εi

[
ρi

∂vi
∂p

∣∣∣
hi
+ ∂vi

∂hi

∣∣∣
p
+ 1

ρic2
i

] (B.21)

dεi

dz
= εi

[
Ci1 −

(
1 + ρic2

i
∂vi
∂hi

∣∣∣
p

)
Ci2 + ρihi

∂vi
∂hi

∣∣∣
p

Ci3

]

+ εi

[
ρi

∂vi
∂p

∣∣∣
hi
+ ∂vi

∂hi

∣∣∣
p
+

1
ρic2

i

]
dp
dz

(B.22)

dhi

dz
= hiCi3 − c2

i Ci2 +
1
ρi

dp
dz

(B.23)

dci

dz
= ciCi2 −

1
ρici

dp
dz

(B.24)

Ci1 =
∑j Γj�i

εiρici
− 1

A
dA
dz (B.25)

Ci2 =
∑j

[(
cif ,ij − ci

)
Γj�i + Mj�i

]

εiρic2
i

(B.26)

Ci3 =
∑j

[
Γj�i

(
hi,j − hi + cif ,ijci − c2

i

)
+ aif ,ijq̇j�i + Mj�icif ,ij

]

εiρicihi
(B.27)

The change in interfacial area density of the dispersed phase is given based on
eq. (5.60) as

daif ,d

dz
= aif ,d

[
Cd4 +

2
3 ρd

(
∂vd
∂p

∣∣∣
hd

dp
dz + ∂vd

∂hd

∣∣∣
p

dhd
dz

)
− 1

ci
dc
dz − 1

A
dA
dz

]
, (B.28)

Cd4 = 2
3

Γc�d
εdρdcd

+
Φd

aif ,dcd
. (B.29)
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b.4 effective-adapted-jet approximation

b.4 effective-adapted-jet approximation
For a simplified treatment of the adaptation of the steam nozzle exit pressure pe
to the ambient pressure p∞ (or pw for channel DCC), the effective-adapted-jet ap-
proximation is used. Here, the nozzle exit diameter is replaced by an equivalent
diameter which would be required for an adapted exit state, i. e. pe = p∞.

The numerical procedure consists of the following steps:

1. The adapted thermodynamic state is obtained from the equation of state
as a function of the exit entropy se and the adapted pressure p∞.

2. The adapted velocity is determined from the total enthalpy conservation:

cadapted =

√
2
(

he − hadapted

)
+ c2

e (B.30)

3. The equivalent diameter is determined from the condition of mass
continuity:

dequiv = de ·
√

ρece

ρadaptedcadapted
(B.31)
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b.5 numerical root finding
Functions that cannot be solved explicitly are approximated using numerical root
finding algorithms3 as implemented by the GNU Scientific Library (Gough, 2009).

For a single function f (x) = 0, x is determined based on the Brent-Dekker root
bracketing algorithm (Brent, 1971; Bus and Dekker, 1975):

The root bracketing algorithms require an initial interval which is guaranteed
to contain a root – if a and b are the endpoints of the interval then f (a) must
differ in sign from f (b). [. . .] The Brent-Dekker method combines an interpo-
lation strategy with the bisection algorithm. This produces a fast algorithm
which is still robust. (Gough, 2009)

For multiple functions fi(x1, . . . , xn) = 0, a multidimensional root finding algo-
rithm based on a modified version of Powell’s Hybrid method (Powell, 1970a,b)
is used:

The problem of multidimensional root finding requires the simultaneous solu-
tion of n equations, fi, in n variables, xi,

fi(x1, . . . , xn) = 0 for i = 1 . . . n.

All algorithms proceed from an initial guess using a variant of the Newton
iteration,

x → x′ = x− J−1 f (x)

where x, f are vector quantities and J is the Jacobian matrix Jij = ∂ fi/∂xj.
[. . .] They require an initial guess for the location of the root, [which] must
be sufficiently close to the root. [. . .] The modified version of the Hybrid
algorithm replaces calls to the Jacobian function by its finite difference ap-
proximation. (Gough, 2009)

3 gsl_root_fsolver_brent, gsl_multiroot_fsolver_hybrids
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C J E T H A L F R A D I U S I N
O N E - D I M E N S I O N A L M O D E L S

For an axisymmetric, two-dimensional jet with a Gauss-shaped radial velocity
profile

c(r)
c(0)

=
c(r)
c0

= exp

[
− ln 2

(
r

r0.5

)2
]

(5.5 revisited)

and a radially constant density profile ρ(r) = ρm, the mass flow rate is given as

∫ ∞

0
ρc(r) r dr = ρmc0

∫ ∞

0
exp

[
− ln 2

(
r

r0.5

)2
]

r dr . (C.1)

Substitution of x :=
√

ln 2 r
r0.5

yields

∫ ∞

0
ρc(r) r dr =

ρmc0r2
0.5

ln 2

∫ ∞

0
x exp

(
−x2

)
dx =

ρmc0r2
0.5

2 ln 2
. (C.2)

In analogy, the momentum flow rate can be expressed as

∫ ∞

0
ρc(r)2 r dr =

ρmc2
0r2

0.5
4 ln 2

. (C.3)

In a one-dimensional model with an area-averaged velocity c(r) = cm and an
outer jet radius R, the mass and momentum flow rates can be expressed as

∫ ∞

0
ρc(r) r dr = 1

2 ρmcmR2 , (C.4)
∫ ∞

0
ρc(r)2 r dr = 1

2 ρmc2
mR2 . (C.5)

Combination of eq. (C.2) with eq. (C.4) and eq. (C.3) with eq. (C.5) allows to
express the jet half radius as a function of the one-dimensional jet radius:

c0r2
0.5 = ln 2 · cmR2

c2
0r2

0.5 = 2 ln 2 · c2
mR2

}
⇒ r0.5 =

√
ln 2

2
R (C.6)
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jet half radius in one-dimensional models

In the DCC model developed in chapter 5, the condensation-induced liquid jet
consists of two regions: The inner water jet (index l, r ≤ R2ph) and the surround-
ing annular water layer (index w, R2ph < r ≤ Rw). Neglecting density differences
(ρl = ρw = ρm), the mass and momentum flow rates are then given as

∫ ∞

0
ρc(r) r dr = ρm

[
1
2 clR2

2ph +
1
2 cw

(
R2

w − R2
2ph

)]
, (C.7)

∫ ∞

0
ρc(r)2 r dr = ρm

[
1
2 c2

l R2
2ph +

1
2 c2

w

(
R2

w − R2
2ph

)]
. (C.8)

Combination of eq. (C.2) with eq. (C.7) and eq. (C.3) with eq. (C.8) allows to
express the jet half radius as a function of the one-dimensional jet radius:

r0.5 =

√
ln 2

2

clR2
2ph + cw

(
R2

w − R2
2ph

)

√
c2

l R2
2ph + c2

w

(
R2

w − R2
2ph

) (5.108 revisited)
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D S I M U L AT I O N R E S U LT S

d.1 steam nozzle expansion
The complete simulation results for the steam expansion experiments by Gyarmathy
(2005) are shown in fig. D.1.

d.2 direct contact condensation
The complete simulation results for pool DCC are given in fig. D.2 (jet penetration
length), fig. D.3 (axial temperature profile) and fig. D.4 (jet half radius).

nozzle test run
designation

stagnation state
pressure temperature

p0/bar T0/◦C

2-M 36-A 106.92 389.22
40-D 108.88 364.36
40-E 108.88 346.08

4-B 18-B 100.7 365.53
18-C 100.7 342.20

5-B 23-A 100.7 389.60
23-B 100.7 368.74
23-C 100.7 347.55

6-B 26-B 61.47 324.78
26-C 61.47 300.93

Table D.1: Stagnation conditions of the experiments by Gyarmathy (2005)
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simulation results
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Figure D.1: Simulation of experiments by Gyarmathy (2005), showing pressure distribution p/p0

and average droplet radius r̄ in the divergent nozzle section. Stagnation conditions
and test run designations according to table D.1.
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d.2 direct contact condensation
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Figure D.2
Dimensionless penetration length L for
different pool temperatures T∞ and steam
stagnation pressures p0: Comparison be-
tween experimental data (symbols) and
calculated values (solid lines)
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A passive emergency system based on a steam injector could ensure the heat re-
moval from a nuclear reactor core without electric power supply. This book presents  
simulation models for the two-phase condensing flow in steam injectors that allow 
determination of major flow parameters on a physically sound basis. The investi-
gated phenomena are steam expansion, gas dynamic jet adaptation and direct 
contact condensation. The developed models can serve as basis for a universally 
valid, computationally efficient simulation tool to be used in thermalhydraulic  
system codes for further analysis.
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