The added value of a visible channel to a geostationary thermal infrared instrument to monitor ozone for air quality
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Abstract. Ozone is a tropospheric pollutant and plays a key role in determining the air quality that affects human well-being. In this study, we compare the capability of two hypothetical grating spectrometers onboard a geostationary (GEO) satellite to sense ozone in the lowermost troposphere (surface and the 0–1 km column). We consider 1 week during the Northern Hemisphere summer simulated by a chemical transport model, and use the two GEO instrument configurations to measure ozone concentration (1) in the thermal infrared (GEO TIR) and (2) in the thermal infrared and the visible (GEO TIR+VIS). These configurations are compared against each other, and also against an ozone reference state and a priori ozone information. In a first approximation, we assume clear sky conditions neglecting the influence of aerosols and clouds. A number of statistical tests are used to assess the performance of the two GEO configurations. We consider land and sea pixels and whether differences between the two in the performance are significant. Results show that the GEO TIR+VIS configuration provides a better representation of the ozone field both for surface ozone and the 0–1 km ozone column during the daytime especially over land.

1 Introduction

Air quality (AQ) is by definition related to the concentration of chemical pollutants in the atmosphere close to the Earth’s surface. Air quality varies dynamically over space and time (McNair et al., 1996) due to different processes. These include chemistry, transport (both short- and long-range transport, and turbulence in the boundary layer), and local sources of pollutants, both biogenic and anthropogenic. Key lower-tropospheric pollutants include ozone, aerosols (e.g. particulate matter, PM), and the ozone precursors like nitrogen oxides, volatile organic compounds (VOCs) and carbon monoxide. Tropospheric ozone controls the oxidation of many chemical species through reactions involving the hydroxyl radical, OH (Holloway and Wayne, 2010; Brasseur et al., 2003); and tropospheric ozone follows a diurnal cycle (minimum in the early morning and maximum in the afternoon) due to the photo-chemical reactions between the nitrogen oxides and VOCs that produce ozone during the daytime.

Air quality impacts human society: pollution at the Earth’s surface causes health problems, including pulmonary and cardiovascular diseases (Brunekreef and Holgate, 2002), and recognition is growing of the combined health effects of multiple pollutants (Dominici et al., 2010). Air quality is also
dependent on the interactions between human societal factors and certain episodic weather events. For example: during summer heat waves, the temperature coupled with the anthropogenic and biogenic ozone precursor emissions can produce ozone pollution over cities and megacities; during winter episodes, the extensive wood burning due to heating results in PM pollution. The annual health costs attributable to AQ in 2020 are predicted to range between EUR 188 billion and 608 billion (see http://ec.europa.eu/smart-regulation/impact/ia_carried_out/docs/ia_2005/sec_2005_1133_en.pdf) due to the resulting health damage (mortality and morbidity) in the EU-25 countries. This significant cost explains why governments are increasingly concerned about AQ. Legislation designed to address AQ is becoming increasingly common. Many of these new laws seek to introduce thresholds and limitations upon pollutant concentrations to protect human health (for example the European directive 2008/50/CE). This legislation relating to AQ is typically accompanied by projects designed to monitor and forecast pollutant abundances.

In order to monitor, forecast and manage AQ, observations are needed at a high spatio-temporal resolution that can capture the variability in the lowermost troposphere of either pollutants or their precursors. Such observations can be useful directly and may also improve understanding of emissions, chemical transformations, and transport from urban to intercontinental scales. Appropriate temporal and spatial resolutions for observations are (Lahoz et al., 2012): (i) temporal sampling less than 1 h, and (ii) spatial scales less than \( \sim 10 \) km. Local contributions to AQ are well sampled by surface networks. However, the surface network lacks sufficient spatial coverage and height resolved information, in particular, in the planetary boundary layer (IGACO, 2004), to fully capture the regional and continental-scale AQ picture. Spaceborne observations at sufficient spatial resolution represent a suitable means of gaining this increase in coverage (Fishman et al., 2008; Martin, 2008). Many low Earth orbit (LEO) satellites measure pollutant species in the lower troposphere (see Lahoz et al., 2012, for a list of some of these satellite missions), but as indicated in Lahoz et al. (2012), the LEO geometry is less satisfactory than the geostationary (GEO) satellite geometry for monitoring AQ at the appropriate spatio-temporal resolutions (see above).

In the near future, the global observing system regarding the monitoring of AQ will be improved by a number of initiatives that are planning GEO satellite missions to monitor chemical species. In Europe, for example, the GMES (Global Monitoring of Environment and Security) Sentinel-4 UVN (Ultraviolet, Visible, Near-infrared) platform (ESA, 2007) will measure tropospheric \( \text{O}_3 \), \( \text{NO}_2 \), \( \text{HCHO} \), \( \text{SO}_2 \) and aerosol properties (column-averaged optical thickness and aerosol type), and the Meteosat Third Generation infrared sounder (MTG IRS) platform (Munro, 2011) will be able to measure tropospheric \( \text{O}_3 \) and \( \text{CO} \) (although as a numerical weather prediction sounder, it is not optimized for these species). The Sentinel-4 UVN and MTG IRS instruments are due for launch from 2017/18 onwards. A number of projects outside Europe are also developing GEO satellites for chemical species monitoring. These include the NASA TEMPO (Tropospheric Emissions: Monitoring of POLLution) mission with proposed launch in 2018/19 (Chance et al., 2013), the NASA GEO-CAPE mission (GEOstationary Coastal and Air Pollution Events) with a proposed launch in the 2020 time frame, and the Korean GEO-KOMPSAT (Geostationary Korea Multi-Purpose Satellite) mission, with a planned launch in 2017/18 (Lee et al., 2010). These developments in Europe, the United States, and Asia focus on tropospheric aerosols and trace gases such as ozone. Synergies between European, the United States, and Asian GEO satellite platforms would be of great benefit for the quasi-global monitoring of AQ (CEOS, 2011). Synergy between GEO and LEO satellite platforms and surface observations would provide further benefits.

Previous studies have shown the potential advantages of GEOs to monitor AQ, and in particular that they provide a good compromise between spatiotemporal resolution and spatial coverage (e.g. Burrows et al., 2004; Orphal et al., 2005; Zoogman et al., 2011). It is recognized that a multispectral approach is required to monitor AQ in the lowermost troposphere from a GEO (Lahoz et al., 2012; Natraj et al., 2011). To understand this requirement, a number of AQ studies have considered thermal infrared (TIR) instruments (e.g. Claeyman et al., 2011b), ultraviolet/visible (UV/VIS) instruments (e.g. Liu et al., 2005), and instrument combinations thereof (e.g. Landgraf and Hasekamp, 2007; Worden et al., 2007; Natraj et al., 2011; Cuesta et al., 2013; Fu et al., 2013). In this paper, we build on the study of Claeyman et al. (2011b) and consider the capabilities of the proposed MAGEAQ (Monitoring the Atmosphere from Geostationary orbit for European Air Quality) GEO mission that aimed to use thermal infrared (TIR) and visible (VIS) instruments onboard the same satellite (Peuch et al., 2009) to monitor ozone in the lowermost troposphere (surface and the 0–1 km height region) for AQ purposes.

In this study, we quantify the improvement in ozone measurement capability in the lowermost troposphere when using an instrument that combines the TIR+VIS (GEO TIR+VIS) channels compared to an instrument that uses only the TIR (GEO TIR) channel. This will be done using the observing system simulation experiment (OSSE) approach (e.g. Masutani et al., 2010) in which a reference state is set up and sampled to simulate the ozone as seen by the GEO TIR and GEO TIR+VIS configurations. We then compare both sets of retrievals to the reference state. In our study, the reference state is simulated with the chemical transport model MOCAGE (MODèle de Chimie Atmosphérique à Grande Échelle) (see Sect. 2.1). We are interested in whether the GEO TIR+VIS ozone retrievals are closer than the GEO TIR ozone retrievals to the reference state. One difference between our approach and the standard OSSE method is that
we do not perform data assimilation to produce ozone fields to compare against the reference state; instead, we perform retrievals to produce ozone fields to be compared against the reference state.

In Sect. 2, we present the tools developed to calculate ozone retrievals using the simulated radiances of the GEO TIR and GEO TIR+VIS instruments. Section 3 discusses the comparison between the GEO TIR and GEO TIR+VIS simulated ozone retrievals against the reference state for a period of 1 week during an European summer. Section 4 presents conclusions and perspectives from this work.

2 Simulated observations and reference state

We use a chemical-transport model (CTM) to simulate the reference state for ozone. This ozone field is then used as input into a radiative transfer model (RTM) incorporating the instrument model specifications to represent radiances measured by the instrument. In a second step, an inversion model (optimal estimation) is used to transform the radiances measured by the instrument into an ozone profile. This allows us to derive simulated data of ozone which are then compared to the fields of ozone from the reference state. The various tools in this process of simulation and retrieval are described in Sects. 2.1–2.5.

2.1 Chemical transport model

The CTM used in this study is MOCAGE (MOdèle de Chimie Atmosphérique à Grande Echelle). MOCAGE is a three-dimensional CTM that simulates the physical and chemical processes affecting the main chemical species in the troposphere and the stratosphere (Bousserez et al., 2007). It uses a semi-Lagrangian advection scheme (Josse et al., 2004) to transport the chemical species. Turbulent diffusion is calculated with the scheme of Louis (1979) and convection is processed with the parameterization scheme of Bechtold et al. (2001). The chemical scheme used in this study is RACMOBUS, which is a combination of the stratospheric chemical scheme REPROBUS (Lefèvre et al., 1994) and the tropospheric chemical scheme RACM (Stockwell et al., 1997). It includes 119 individual species with 89 prognostic variables and 372 chemical reactions. The version of MOCAGE used in our study has a vertical resolution of 47 hybrid levels from the surface up to 5 hPa, with a resolution of about 150 m in the lower troposphere increasing to 800 m in the upper troposphere. In this study, the horizontal grid uses two different nested latitude–longitude domains, the first at 2° over the globe and the second at 0.5° over Europe. MOCAGE uses the ARPEGE meteorological analyses, from Météo-France, to force the model every 3 h. The emission inventory used is that provided by TNO (Netherlands Organization for Applied Scientific Research). MOCAGE is used, and has been validated, in the Global and regional Earth-system Monitoring using Satellite and in situ data (GEMS) project (Hollingsworth et al., 2008) and in the MACC (Monitoring atmospheric composition and climate) project (http://www.gmes-atmosphere.eu/about/project/).

2.2 Radiative transfer models

We focus on the ozone signature present in the TIR and VIS (the Chappuis bands). TIR provides sensitivity to ozone in the middle troposphere during daytime and night-time whereas the VIS provides sensitivity to ozone close to the surface only during daytime (Natraj et al., 2011). We couple two different RTMs to simulate the radiances seen by a geostationary satellite grating spectrometer instrument in the TIR and VIS. Ozone in the TIR has already been measured by several LEOs with sensitivity in the mid-troposphere, e.g. the Infrared Atmospheric Sounding Interferometer (IASI), see, for example Clerbaux et al. (2009), sampling the lowest part of the TIR+UV combining both IASI (TIR) and GOME-2 (UV) (Cuesta et al., 2013) or both TES (Tropospheric Emission Spectrometer) and OMI (Ozone Monitoring Instrument) (Fu et al., 2013). The advantage of measuring in the VIS is to have ozone information at the Earth’s surface for monitoring the AQ. The two RTMs are briefly described below.

The first one, KOPRA (Karlsruhe Optimized and Precise Radiative transfer Algorithm, Höpfner et al., 1998; Stiller et al., 2002), is used to simulate the TIR part of the radiances for both GEO TIR and GEO TIR+VIS. KOPRA was developed by the Karlsruhe Institute of Technology (KIT) in 1998 (http://www.imk-asf.kit.edu/english/312.php). It was primarily designed to simulate atmospheric radiative transfer in the infrared for the MIPAS/ENVISAT satellite mission (Fischer et al., 2008; Carli et al., 2012). KOPRA is a line-by-line RTM and uses the HITRAN spectroscopic database (Rothman et al., 2005, 2009). KOPRA has been validated for nadir geometry by Tjemkes et al. (2003).

We couple KOPRA with the VLIDORT (Vector LInearized Discrete Ordinate Radiative Transfer) model (Spurr, 2006), the latter being used to simulate the VIS part of the radiances for GEO TIR+VIS. VLIDORT is a monochromatic multiple scattering RTM; it deals with polarized light scattering, and it uses the pseudo-spherical approximation for treating solar-beam attenuation in a curved atmosphere. VLIDORT is able to generate simultaneous fields of Jacobians (weighting functions) of simulated Stokes four vectors with respect to any profile of atmospheric variables and/or any surface parameter (Spurr, 2008).

Our forward model assumes a Lambertian surface, with the spectral database of reflectivity coming from the GOME (Global Ozone Monitoring Experiment) instrument (Koelemeijer et al., 2003). Cross sections are either derived from line-by-line spectroscopy based on the HITRAN 2004 and 2008 database (Rothman et al., 2005, 2009), or taken from a UV/visible trace-species database (Daumont et al., 1992;
Brion et al., 1993, 1998; Malicet et al., 1995) used for the GEOCAPE simulations (Natraj et al., 2011). In a first approximation, we do not take into account clouds or aerosols, treating only Rayleigh scattering and trace gas absorption in the visible – these are our “clear-sky” conditions.

2.3 Inverse method

The optimal estimation inversion scheme used in this study is the iterative Newton–Raphson scheme which is suitable for non-linear problems. The Levenberg–Marquardt algorithm (Marquardt, 1963) is incorporated into this method to reduce instability during the inversion. More details can be found in Rodgers (2000).

The equation for the inversion method is

\[
x_{i+1} = x_a + \left( K_i^T S_i^{-1} K_i + (1 + \gamma) \cdot S_a^{-1} \right)^{-1} \times \left[ K_i^T S_i^{-1} \cdot \left( \left( y - F[x_i] \right) + K_i \cdot (x_i - x_a) \right) + \gamma \cdot S_a^{-1} \cdot (x_i - x_a) \right],
\]

where \( x_i \) is the estimate of the state vector at iteration \( i \); \( x_a \) is the a priori state vector (see Sect. 2.4); \( F[x_i] \) is the radiance calculated by the RTM from \( x_i \); \( y \) is the radiance measured by the instrument; \( K_i \) is the Jacobian matrix of the radiance over \( x \) (\( K_i = \frac{\partial F[x]}{\partial x} \)). \( S_a^{-1} \) is the inverse of the error covariance matrix of the a priori. \( S_i^{-1} \) is the inverse of the error covariance matrix of the measurements. Finally, \( \gamma \) is the Levenberg–Marquardt parameter. This parameter is adjusted at each iteration to minimize the cost function. At iteration 0, the inversion starts with \( \gamma = 1 \) and the estimate of the state vector at iteration 0 is \( x_0 = x_a \). \( \chi^2 \) test determines how \( \gamma \) is adjusted. If the \( \chi^2 \) value calculated at iteration \( i \) decreases, we reduce by a factor of 5 the value of \( \gamma \), and we go to iteration \( i + 1 \). However, if the \( \chi^2 \) value increases, we increase by a factor of 5 the value of \( \gamma \) and we repeat iteration \( i \). The calculation stops after 10 iterations, or if the value of \( \gamma \) is consecutively increased five times and is not able to reduce the \( \chi^2 \) value.

2.4 A priori information

As indicated in Eq. (1), a priori information is needed to retrieve the state vector. In this study, the focus is on the retrieval of ozone and on the main parameters that can affect this retrieval: the \( \text{H}_2\text{O} \) profile, the temperature profile and the surface albedo. The a priori information related to \( \text{H}_2\text{O} \) and temperature profiles and surface albedo is assumed to come from measurements made by other satellite instruments or from meteorological analysis/prediction. In this study, the a priori data are simulated by adding a random value to the reference state to introduce a small error. The reference state is simulated with the MOCAGE CTM described in Sect. 2.1. Thus we assume \( x_a = x_{rs} + \epsilon_{rs} \), where \( x_a \) is the a priori value of the parameter; \( x_{rs} \) is the reference state value of the parameter; and \( \epsilon_{rs} \) is a random Gaussian value with mean 0 and a standard deviation \( \sigma_{rs} \). As done in Claeyman et al. (2011b), we assume for the \( \text{H}_2\text{O} \) profiles a \( \sigma_{rs} \) of 10 % at each pressure level, and for the temperature profile a \( \sigma_{rs} \) of 1 K at each pressure level. The surface albedo comes from a spectral database of reflectivity over the globe which provides for pixels of 1° the value of the reflectivity at 335, 380, 416, 440, 463, 494, 555, 610, 670, 758 and 772 nm. These reflectivities are fitted with third-order polynomials which are used in the VLIDORT calculations and in the inversion method. We retrieve the four coefficients of the polynomial function simultaneously with the other parameters. For the a priori on the albedo, we use the four coefficients obtained with the polynomial fit of the reflectivity database, and we then attach an error on each coefficient, in order to have a relative error of 10 % on the albedo.

The ozone a priori is calculated as the average of all ozone profiles from the MOCAGE CTM over Europe between 1 July 2008 and 31 August 2008, a period different to that considered for the comparison between GEO TIR and GEO TIR+VIS (9 to 15 July 2009). Thus, the \( O_3 \) a priori is constant for all retrievals. This makes it easier to do the comparison between the different satellite configurations, which is done by studying the variability of the retrieved observations. A future possible improvement of this work would be to use dynamic \( O_3 \) a priori profiles that vary over Europe and over time.

2.5 Instrument model

The instrument simulator models a grating spectrometer on-board a geostationary satellite. It calculates the radiance with instrumental noise using the two RTMs. The RTMs take into
account the instrument geometry (i.e. an instrument onboard a geostationary satellite focused over Europe, at an altitude of 36,000 km, and positioned at 0° latitude and 10° longitude) to calculate the radiance that reaches the instrument. The purpose of the instrument model is to take into account the wavelength bands of the instrument, the spectral resolution of each band and the measurement noise (see Table 1). The radiance output of the RTM is convolved with a Gaussian slit function to simulate the spectral spread of the instrument. A filter is applied to this radiance to fit the spectral TIR and VIS transmission bands of the instrument. In each band, the radiance is discretized to be consistent with the spectral sampling resolution. To take into account the instrumental noise, we add to this radiance (called $I_{\text{mod}}$ in Eq. 2) a value which depends on the signal-to-noise ratio (SNR) and a random number following the standard normal distribution ($\tilde{N}$).

$$I_{\text{meas}} = I_{\text{mod}} + \left( \frac{I_{\text{mod}}}{\sigma_{\text{SNR}}} \times \tilde{N} \right).$$

(2)

Moreover, we assume that, for a grating spectrometer, the SNR varies with the wavelength $\lambda$ using the formula $\sigma_{\text{SNR}}(\lambda) = a \times \lambda + b$, where $\lambda$ is in nm, $a$ and $b$ are the coefficients derived from the detailed MAGEAQ concept study made by the industrial consortium ASTRIUM/AIRBUS. This simplified model accounts for the various noise contributors, including shot noise and also dark current, read out, flicker, thermal and quantization noises amongst the most significant technological noises. This study takes into account the different optical materials, focal planes, viewing geometry and integration time of two grating spectrometers (TIR and VIS). Claeyman et al. (2011b) already described the TIR configuration and Fig. 1 presents the calibration curve showing the variation of SNR vs. the wavelength for the VIS grating spectrometer. The SNR of the typical radiance case used in this study and the minimal radiance case are also presented in this figure.

To obtain the maximum sensitivity of our instrument to surface ozone, we take into account the information provided by the TIR and VIS bands. A compromise has to be made between the choice and the number of the spectral bands, the total bandwidth, the spectral resolution of the instrument in each band, and the technology and final cost of the instrument. In this study, we choose a feasible instrument configuration that optimizes high-quality surface ozone retrievals (see Table 1). This configuration is based on the MAGEAQ concept which was proposed to the EE8 ESA call (Peuch et al., 2010). The instrument presented in our study uses two combined grating spectrometers, one with a spectral band in the TIR, and the other one with a spectral band in the VIS. The characteristics of these two bands are as follows: The TIR band has 21 micro-windows between 1000 and 1070 cm$^{-1}$, a spectral sampling resolution of 0.1 cm$^{-1}$, and a spectral resolution of 0.2 cm$^{-1}$ full width at half maximum (FWHM) of the Gaussian slit function. The coefficients for the noise model are: $a = -1.374$ (nm$^{-1}$) and $b = 13940.0$ (dimensionless). This represents, on average, a noise equivalent source radiance (NESR) of 6.04 nW (cm$^2$ sr cm$^{-1}$)$^{-1}$. The VIS band has one micro-window from 520 to 650 nm inside the Chappuis band, a spectral sampling resolution of 0.3 nm, and a spectral resolution of 1.2 nm FWHM. The coefficients for the noise model are: $a = -5.83$ (nm$^{-1}$) and $b = 5616.0$ (dimensionless) (see Fig. 1). This represents, on average, a NESR of 9.2 × 10$^{-3}$ W (m$^2$ sr nm$^{-1}$)$^{-1}$.

Concerning the polarization of the light associated with the instrument measurement, the first assumption, usually accepted, is to neglect the circular component in the atmosphere (e.g. Schutgens and Stammes, 2003). Furthermore, it is possible to add a scrambler device in the instrument design, which reduces the polarization effects. In other words, the linear components of the polarization of the light can be neglected with this instrumental improvement (Laan et al., 2000).

Like MAGEAQ, the GEO TIR and GEO TIR+VIS instruments are designed to measure hourly ozone over Europe, with a pixel size of 15 km × 15 km at 45° latitude. Figure 2 shows an ozone field simulated with the field of view (FOV) of the GEO instruments. In this study, we use a smaller domain over the western part of Europe from the FOV of the instrument and we degrade the spatial resolution to 0.5° × 0.5° for each pixel to fit the MOCAGE CTM grid (see Fig. 2). This change in the instrumental configuration has no impact on our study that focuses on the comparison between GEO TIR and GEO TIR+VIS for which we have used the same spatial resolution. Degrading the horizontal resolution and the domain under investigation is a direct consequence of the high computation time needed to simulate the instrument.
Table 2. Summary of the 0–1 km degrees of freedom for signal (DFS) with GEO TIR and GEO TIR+VIS at 02:00, 06:00 and 12:00 UTC for all the pixels of the red square domain (land and sea pixels together) in Fig. 2, and at 06:00 and 12:00 UTC for the case of sea and land pixels. Bold values represent the highest DFS values when comparing GEO TIR and GEO TIR+VIS.

<table>
<thead>
<tr>
<th></th>
<th>All pixels</th>
<th>Sea</th>
<th>Land</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>02:00</td>
<td>06:00</td>
<td>12:00</td>
</tr>
<tr>
<td>GEO TIR 0–1 km DFS</td>
<td>0.15</td>
<td>0.18</td>
<td>0.27</td>
</tr>
<tr>
<td>GEO TIR+VIS 0–1 km DFS</td>
<td>0.15</td>
<td>0.35</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Figure 2. Image of the surface ozone field from MOCAGE 11 July 2009 at 12:00 UTC simulated with the field of view and the spatial resolution of the MAGEAQ geostationary instrument (∼15 km × 15 km). The colour bar indicates the ozone concentration in parts per billion by volume (ppbv), with red/blue indicating relatively high/low values. The red square indicates the domain of ozone simulation with the MOCAGE grid (0.5° × 0.5°).

measurement. Such a GEO image contains 200 000 pixels, but the smaller domain with the degraded spatial resolution has now 2000 pixels per image. This domain allows us to run simulations for extended periods of time. In this way, a full week of simulated retrievals is calculated for the two instruments GEO TIR and GEO TIR+VIS, which gives more robust statistics.

3 Results: intercomparison between GEO TIR and GEO TIR+VIS

This section presents an intercomparison of the data obtained from the simulator for the GEO TIR and GEO TIR+VIS instruments. We calculated retrievals for GEO TIR and GEO TIR+VIS over the domain delimited by the red square shown in Fig. 2, for the summer period between 9 and 15 July 2009. This period can be described as a typical summer, as it does not correspond to a period of extremely low or high concentrations of surface ozone. Over this period, the top of the planetary boundary layer can reach an altitude of around 400 m over the sea and 1 km above land during daytime. The efficient convective mixing in the planetary boundary layer means that we can focus on both the surface, and the 0–1 km column that corresponds roughly to the usual depth of the planetary boundary layer during daytime and over land. In the following sections, we will discuss the results obtained at the surface and for the 0–1 km column.

3.1 Surface ozone sensitivity

We first consider the sensitivity to surface ozone of the two different instrument concepts considered (GEO TIR and GEO TIR+VIS). This sensitivity is represented by averaging kernels $A$ (Rodgers, 2000) defined by $A = [K^T S_n^{-1} K + S_R^{-1}]^{-1} K^T S_n^{-1}$. The averaging kernels can be regarded as smoothing functions of the state vector $x$. They represent the fraction of the retrieval that comes from the data rather than the a priori, i.e. the sensitivity of the retrieval to the measurement. Averaging kernels tend to be approximately unity at levels where the retrieval is accurate. For visualization, we perform the normalization of the averaging kernels using 1 km layers to understand the degree of information at each vertical level. In general, the averaging kernels do not have an equidistant altitude grid. To address this, we
normalize the averaging kernels information to 1 km by dividing the value of the averaging kernels by the layer thickness in the retrieval (corresponding to the layer between each chosen levels), which varies from 100 m (lower levels) to 8 km (higher levels). This approach is commonly used and more information can be found in Deeter et al. (2007) and Natraj et al. (2011). If we consider the averaging kernels averaged over the domain at different hours (Fig. 3), one can see a low sensitivity of the TIR at the surface during nighttime (02:00 UTC). The GEO TIR shows a maximum sensitivity at a height of 3 km, which decreases and is almost zero at the surface. Since the VIS can only be used during daytime, the GEO TIR+VIS behaves similarly. During the early part of the daytime at 06:00 UTC, the GEO TIR shows the same sensitivity as at 02:00 UTC, because the thermal contrast at the surface is low, but the GEO TIR+VIS shows a maximum of sensitivity of 0.2 from the surface to about 500 m. At 12:00 UTC, when the thermal contrast at the surface is higher, one can see that the GEO TIR has a constant sensitivity of 0.15 between 500 m and 4 km. For levels below 500 m, the sensitivity decreases quickly to less than 0.06 at the surface. The GEO TIR+VIS shows a maximum of sensitivity of 0.2 from the surface to 500 m. Thus, the GEO TIR instrument provides a very low sensitivity near the surface and some sensitivity in the 0–1 km column only during favourable conditions (i.e. high thermal contrast). In contrast, the GEO TIR+VIS is able to provide extra sensitivity at the surface during daytime.

Another diagnostic that quantifies the sensitivity is the degrees of freedom for signal (DFS; Rodgers, 2000), i.e. the number of independent pieces of information that can be obtained from an observation, given by the trace of the matrix of the averaging kernels. Table 2 provides the different DFS obtained with GEO TIR and GEO TIR+VIS, for the 0–1 km column, at 02:00, 06:00 and 12:00 UTC, averaged over the small domain. As shown previously, the GEO TIR+VIS is more sensitive to the surface than GEO TIR – since the DFS between 0 and 1 km during daytime is ∼ 0.27 for GEO TIR and ∼ 0.34 for GEO TIR+VIS, for the average of all the pixels of the red square domain (see Fig. 2).
We now compare the sensitivity of GEO TIR and GEO TIR+VIS between land and sea pixels (see Fig. 4 and Table 2). Firstly, we focus on GEO TIR results only. At 06:00 UTC over sea, GEO TIR has a low sensitivity between 0 and 1 km. Over land, the performance is worse, as we have very low sensitivity between 0 and 1 km owing to the low thermal contrast. The DFS between 0 and 1 km is 0.22 over sea and 0.11 over land. At 12:00 UTC, over sea, GEO TIR has low sensitivity, but over land has better sensitivity owing to the increasing thermal contrast through the daytime. This is reflected in the DFS between 0 and 1 km, which is 0.27 over sea and 0.31 over land. We now discuss the GEO TIR+VIS results. At 06:00 UTC over land, we have a better sensitivity to the surface than over ocean, with the 0–1 km DFS over sea being 0.27 and over land 0.42. The sensitivity of GEO TIR+VIS at 12:00 UTC is very similar. The sensitivity is better over land than over sea, with the 0–1 km DFS being 0.28 over sea and 0.40 over land.

For the GEO TIR+VIS, the simultaneous simulated retrievals of H$_2$O, temperature profiles and surface albedo, together with the retrievals of O$_3$ profiles provide a significant amount of information on O$_3$ values in the 0–1 km column. In particular, they provide better information during the daytime than those given by the GEO TIR. The GEO TIR+VIS instrument improves the sensitivity in the 0–1 km column during daytime compared to GEO TIR. These improvements are more pronounced for land pixels that are the main target for AQ monitoring purposes.

Another way to analyse these results is to study the values of the DFS representative of the 0–1 km column over Europe for GEO TIR and GEO TIR+VIS only during daytime (Fig. 5). In Fig. 5, the impact of the VIS band is obvious with higher DFS values on the domain showing a higher sensitivity at the lowermost layers. In addition, the highest sensitivities are over land where precise ozone measurements are crucial for AQ monitoring. Figure 6 presents the altitude of the maximum of the surface averaging kernels for GEO TIR and GEO TIR+VIS during daytime, which corresponds to the maximum sensitivity. For GEO TIR, the maximum sensitivity is located at about 3 km, but depends on the surface type: over land, the maximum is close to 2 km and over sea it is close to 4 km. However, for GEO TIR+VIS, the maximum sensitivity is at much lower altitude, namely about 300 m depending also on the surface type with lower altitude values over land and higher values over sea.

### 3.2 Ozone retrievals over a week period

We consider the intercomparison between GEO TIR and GEO TIR+VIS simulated observations and the performance over a 1 week period in this section. A statistical analysis is done by using the $z$ test, the correlation coefficient between
the simulated observations and the reference state, and the standard deviation of the simulated observations compared to the reference state. The \( z \) test has been used in OSSEs before to test the significance of differences between data sets (see Claeyman et al., 2011a; Lahoz et al., 2005). In order to highlight the differences between the results of the statistical tests comparing GEO TIR and GEO TIR+VIS, we calculate the \( z \) test for the 0–1 km ozone column only during daytime (07:00–17:00 UTC) (figure not shown). The result of the \( z \) test shows that over most of the domain of interest, the GEO TIR and GEO TIR+VIS configurations are significantly different at the 99 \% significance level. This confirms that the two data sets corresponding to GEO TIR and GEO TIR+VIS contain significantly different information.

Figure 7 presents the 0–1 km ozone column of the reference state, the GEO TIR, and the GEO TIR+VIS configurations, for 11 July 2009 at 16:00 UTC, as an example. For GEO TIR, the ozone values are globally underestimated but distinctive local features with high ozone values are well represented (e.g. over Spain and Italy). Conversely, for GEO TIR+VIS, the ozone distribution is closer to the reference state: the bias is reduced and the representation of the ozone field is better.

Figure 8 shows the values of the correlation coefficient and the standard deviation over time. This information is compared to the reference state for the surface and for the 0–1 km column, for GEO TIR and GEO TIR+VIS. The ozone correlations for GEO TIR and GEO TIR+VIS show a diurnal variability that corresponds to the thermal contrast variation, also in agreement with the diurnal cycle of ozone (maximum during daytime and minimum during night-time). An additional diurnal variability corresponding to the amount of sunlight is seen for the GEO TIR+VIS compared to the GEO TIR. As expected, during night-time, the simulated ozone correlations between GEO TIR and GEO TIR+VIS compared to the reference state are the same. During daytime, for the 0–1 km ozone column, there is an increase of 0.1 for the correlation coefficient from 0.65 (GEO TIR) to 0.75 (GEO TIR+VIS).
Figure 7. 0–1 km ozone column (ppbv) for the 11 July 2009 at 16:00 UTC for the reference state (top), GEO TIR (bottom left panel) and GEO TIR+VIS (bottom right panel). The colour bar indicates the ozone concentration in parts per billion by volume (ppbv), with red/blue indicating relatively high/low values.

The correlation at the surface also shows a diurnal variability, but the peaks of the maximum correlation are narrower; during daytime, GEO TIR+VIS gives an average correlation peaking at 0.6 while GEO TIR peaks at 0.5. The a priori is not correlated with the reference state with a correlation less than 0.2. Thus, the simulated observations are more highly correlated with the reference state than the a priori. The complementarity between TIR and VIS observations improves considerably the correlation between GEO TIR+VIS observations and the reference state, compared with the correlation between GEO TIR observations and the reference state.

The standard deviation shows the same behaviour as the correlation coefficients. During daytime, GEO TIR and GEO TIR+VIS have lower standard deviations compared to the reference state than between the a priori and the reference state. During daytime, the 0–1 km standard deviation of GEO TIR+VIS is lower than the 0–1 km standard deviation of GEO TIR by 15%. The same behaviour is seen for the daytime surface standard deviation (Fig. 8).

Finally, Fig. 9 shows the 0–1 km DFS that reflects the variation of the sensitivity of GEO TIR and GEO TIR+VIS over time. As expected, during night-time, GEO TIR and GEO TIR+VIS have the same sensitivity. During daytime, the sensitivity of GEO TIR is closely linked to the thermal contrast, so the sensitivity increases in the morning, reaches a maximum at the beginning of the afternoon, and decreases toward the end of the day. The 0–1 km DFS peak has an average value of 0.26. Conversely, the sensitivity of GEO TIR+VIS is linked to both the amount of sunlight (VIS part of the instrument) and to the thermal contrast (TIR part of the instrument). Thus, the 0–1 km DFS shows a considerable increase in the early morning, stabilizes during mid-morning, increases at the end of the morning and beginning of afternoon, reaches a maximum during the afternoon, and decreases at the end of the day. The 0–1 km DFS peak has an average value of 0.36.

Now, we compare land and sea pixels to show the variation over time of the statistical parameters (correlation, standard deviation, and 0–1 km DFS). Focusing first on the sea pixels, Fig. 10 shows that the correlation has a diurnal cycle which is less pronounced than the correlation in the sea+land results for GEO TIR and GEO TIR+VIS. During daytime, an increase of 0.1 on the 0–1 km ozone column correlation for GEO TIR+VIS is calculated compared to the 0–1 km ozone column correlation for GEO TIR. However, there is no clear difference between the GEO TIR and GEO TIR+VIS surface ozone correlations. The same behaviour is observed for the standard deviation. The 0–1 km ozone column standard
Figure 8. Time series of ozone correlation (left column, dimensionless) and standard deviation (right column, ppbv) between GEO TIR (red lines), GEO TIR+VIS (blue lines) and the reference state. This is calculated for all pixels of the red square domain (see Fig. 2) for the period between 9 to 15 July 2009. The green line shows the results obtained with the a priori. The first row corresponds to the surface ozone results and the second row corresponds to the 0–1 km ozone column results.

Figure 9. 0–1 km DFS, for all the pixels of the red square domain (see Fig. 2), over time (period between the 9 to 15 July 2009) for GEO TIR (in red) and GEO TIR+VIS (in blue).

device of GEO TIR+VIS is lower than that of GEO TIR, but no difference is calculated for the surface ozone standard deviation. Figure 11 shows that the GEO TIR average maximum is 0.18 for the 0–1 km DFS. For GEO TIR+VIS, the 0–1 km DFS shows an average maximum of 0.3. Compared to the previous set of results of GEO TIR and GEO TIR+VIS that considered all the pixels of the domain delimited by the red square (see Fig. 2), GEO TIR and GEO TIR+VIS are less efficient at retrieving sea pixels, particularly at the surface. This can be explained by the lower thermal contrast over the sea, and since the sea acts as a temperature reservoir, there is less variability associated with the diurnal cycle. Also, for the VIS, the albedo of the sea is small, and therefore the sensitivity at the surface added by the VIS over sea is relatively low.

For the land pixels, Fig. 10 shows the signature of the diurnal cycle. For GEO TIR, the 0–1 km ozone column correlation average maximum is about 0.6 and the surface ozone correlation average maximum is 0.55. For GEO TIR+VIS, the 0–1 km ozone column correlation average maximum is around 0.75 and the surface ozone correlation average maximum is around 0.65. For the standard deviation, during daytime, GEO TIR+VIS provides a significant improvement. On average this is a reduction of 20% for the 0–1 km ozone column and a reduction of 10% for the surface ozone, compared to the GEO TIR standard deviation. Finally, in Fig. 11, the GEO TIR 0–1 km DFS shows high variability during the diurnal cycle, the 0–1 km DFS average peak being 0.32. For the GEO TIR+VIS, the 0–1 km DFS average peak is 0.4.
As in Fig. 8 but for the sea pixels (first and second column) and land pixels (third and fourth column). First and third columns show the correlation; second and fourth columns show the standard deviation.

As for the case of the results for GEO TIR and GEO TIR+VIS considering all the pixels of the domain delimited by the red square (see Fig. 2), the GEO TIR+VIS is considerably more efficient than the GEO TIR in terms of sensitivity, correlation and standard deviation, for both the 0–1 km column results and the surface results.

3.3 Air quality monitoring

The final intercomparison between the GEO TIR and GEO TIR+VIS instruments addresses their efficiency at monitoring AQ. The current European legislation for health protection is used, in particular the European directive (2008/50/CE), which sets a threshold for the determination of a bad AQ event arising from high ozone concentrations. The threshold considered for the surface ozone concentration is nowadays 120 µg m\(^{-3}\) for an 8 h consecutive period. This threshold is calculated using the daily maximum of an 8 h running average of the ozone surface value. The accuracy (ACC), the probability of detection (PD) and the false alarm rate (FAR) for the GEO TIR and GEO TIR+VIS instruments are calculated as follows:

\[
\text{ACC} = 100 \times \frac{R_{1-S_1} + R_{0-S_0}}{N}
\]

(3)

\[
\text{PD} = 100 \times \frac{R_{1-S_1}}{R_1}
\]

(4)

\[
\text{FAR} = 100 \times \frac{R_{0-S_1}}{R_0}
\]

(5)

where \(R_{1-S_1}\) represents the number of surface grid points where both the reference state and the simulated observations are higher than the threshold, and \(R_{0-S_0}\) represents the number of surface grid points where both the reference state and the simulated observations are lower than the threshold. \(N\) is the total number of surface grid points (number of pixels of the red square domain, see Fig. 2). \(R_1\) represents the number of surface grid points where the reference state is higher than the threshold. \(R_{0-S_1}\) represents the number of surface grid points where the reference state is lower than the threshold and the simulated observations are higher than the threshold.
Table 3. Air quality monitoring results for GEO TIR and GEO TIR+VIS. For all the pixels of the red square domain (land and sea pixels together) in Fig. 2, the land pixels, and the sea pixels, we calculate the accuracy (ACC), the probability detection (PD) and the false alarm rate (FAR). See Sect. 3.2 for more details. Bold values represent the best values in the comparison between GEO TIR and GEO TIR+VIS.

<table>
<thead>
<tr>
<th></th>
<th>GEO TIR</th>
<th>GEO TIR+VIS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC PD FAR</td>
<td>ACC PD FAR</td>
</tr>
<tr>
<td>Global data</td>
<td>70.78 28.72</td>
<td>10.81 75.37 49.45 13.29</td>
</tr>
<tr>
<td>Sea pixels</td>
<td>65.62 10.40</td>
<td>1.55 70.69 26.56 3.08</td>
</tr>
<tr>
<td>Land pixels</td>
<td>74.48 47.86</td>
<td>16.39 78.72 73.36 19.44</td>
</tr>
</tbody>
</table>

R₀ represents the number of surface grid points where the reference state is lower than the threshold.

Table 3 presents the ACC, PD, FAR percentages for the GEO TIR and GEO TIR+VIS configurations for the case where sea and land pixels are included together, where only sea pixels are included, and when only land pixels are included. For all pixels, GEO TIR has an ACC close to 70 % (65 % and 74 % for sea and land pixels, respectively), but a PD of around 30 % (10 % and 48 % for sea and land pixels, respectively) and a FAR around 11 % (1 % and 16 % for sea and land pixels, respectively). Thus, GEO TIR has a higher likelihood of missing a real ozone peak than to detect it, and when the instrument detects an ozone peak, GEO TIR has a likelihood of one in ten that it is a false alarm for the domain. For pixels over land, the domain of interest for monitoring AQ, we have a likelihood of one in six that it is a false alarm.

The results for all pixels for GEO TIR+VIS show that we have an ACC close to 75 % (70 % and 79 % for sea and land pixels, respectively). We have a PD close to 50 % (26 % and 73 % for sea and land pixels, respectively), and we have a FAR close to 13 % (3 % and 20 % for sea and land pixels, respectively). Therefore, one can see that GEO TIR+VIS always performs better than GEO TIR in terms of ACC and PD, and with just a slightly higher rate of false alarms. Note that for the GEO TIR+VIS over land, the domain of interest for monitoring AQ, we have a PD that reaches the value of 73 %; this is more than 25 % better than the PD obtained with GEO TIR over land.

To get a better idea of the detection behaviour of the GEO TIR and GEO TIR+VIS instruments, we consider the receiver operating characteristic (ROC) curves (Fig. 12) by calculating the changes in PD and FAR when we modify the threshold, and then we plot the PD against the FAR. Figure 12 shows the ROC plot calculated for the daily maximum of the 8 h running average of the surface values over land pixels.

For a weaker threshold value (less than 100 µg m⁻³), GEO TIR and GEO TIR+VIS are quite similar in terms of PD and FAR, likely because this threshold value is too close to the a priori to represent the sensitivity added by the two instruments. Conversely, for higher threshold values, GEO TIR+VIS improves the PD compared to GEO TIR for a quite similar FAR. In the same way, this shows a FAR of about 20 %, corresponding to the threshold of 120 µg m⁻³, with a probability of detection of about 75 % and less than 50 % for GEO TIR+VIS and GEO TIR, respectively. For threshold values greater than 140 µg m⁻³, the number of pixels is too low to obtain meaningful PD and FAR statistics. In Fig. 12, we also represent the histogram of the ozone concentration from the reference state that shows the bounds for which the calculations of PD and FAR are valid. These ROC curves are dependent on the distribution of the ozone fields of the reference state. Therefore, GEO TIR+VIS clearly shows a better detection performance than GEO TIR concerning the European directive (2008/50/CE) threshold for health protection.

4 Conclusions

In this paper, we compare two geostationary satellite (GEO) instrument configurations for sampling ozone in the
lowermost troposphere (surface and the 0–1 km height region). Ozone is an AQ hazard in the lowermost troposphere. These configurations represent two grating spectrometers operating in the TIR (GEO TIR), and in the TIR with a VIS channel (GEO TIR + VIS). The added value of the GEO TIR + VIS configuration compared to the GEO TIR configuration is quantified by comparing: (i) their sensitivity to surface ozone; (ii) the performance of ozone profile retrievals from these configurations, and that of a priori ozone profile information, against an ozone reference state simulated with the chemical transport model MOCAGE; and (iii) AQ threshold analysis. This comparison considers land and sea pixels for surface ozone and 0–1 km ozone column. The metrics used to quantify the relative performance of the configurations include the averaging kernels and the degrees of freedom for signal (DFS), and the statistical metrics used to quantify the performance of the configurations against the reference state include $z$ test, correlation, standard deviation, DFS, height of maximum of surface averaging kernels and receiver operating characteristic (ROC) curves.

We find that the GEO TIR + VIS configuration provides more information on both surface ozone and the 0–1 km ozone column than the GEO TIR configuration during daytime (during night-time, the VIS channel is not operational). The metrics considered also show that the GEO TIR + VIS configuration is closer to the reference state than both the GEO TIR configuration and ozone a priori information. Statistical tests indicate that the GEO TIR + VIS configuration is significantly closer to the reference state than the GEO TIR configuration. Correlation and standard deviation indicate that the addition of the VIS channel to the TIR instrument improves the simulated ozone observations compared to the reference state. DFS and the maximum of the surface averaging kernels show an enhancement in sensitivity in the lowermost layers including the boundary layer during daytime for the GEO TIR + VIS configuration vs. the GEO TIR configuration. Finally, the ROC curves clearly show the added value of the GEO TIR + VIS vs. the GEO TIR by calculating for a similar false alarm rate of $\sim 20\%$ an improved probability of detection of $\sim 75\%$ for GEO TIR + VIS compared to less than $50\%$ for GEO TIR. These values correspond to the threshold of $120 \mu g m^{-3}$ used nowadays in the European directive 2008/50/CE for health protection.

However, these results need to be taken with caution as several assumptions have been made. As discussed in this paper, we do not take into account clouds and aerosols. The assumption on the clouds is likely to be applicable as the goal of the instrument is to monitor air quality, in particular to monitor high ozone episodes, commonly associated with an anticyclonic situation (i.e. a cloud-free situation). In addition, this study is a comparison between two instrument configurations, and thus provides relative results. The assumption on aerosols is more problematic as aerosols impact the radiances in the visible and degrade the quality of the retrieval, in particular in the Chappuis band, but because of the difficulty of accurately modelling and measuring their properties (Timmermans et al., 2009), we have chosen not to take the aerosols into account in this first approximation to the problem. Moreover, this study only considers a Lambertian surface with a spectral albedo interpolated using a third-order polynomial. This representation of the surface properties neglects the uncertainties that are likely in reality due to the bidirectional reflectance distribution function (BRDF) and to the spectral signatures of surface and vegetation properties (Richter et al., 2012). Future improvements of this study will concern better modelling and retrieval of aerosols and surface properties. Finally, we also neglect the mismatches between the cross sections used in the radiative transfer model and the real cross sections. Considering that measurements of cross sections are made in the laboratory with errors which contribute to the retrieval error, these uncertainties could be significant (Liu et al., 2007; Gorshelev et al., 2014). The quality of the retrievals relies also on improvements in the laboratory measurements and in the modelling of these cross sections.

Bearing in mind the assumptions made, these results suggest that a GEO TIR + VIS configuration provides significantly more information on surface ozone and the 0–1 km ozone column than a GEO TIR configuration. The TIR + VIS configuration would thus be worth considering as an addition to the Global Observing System for monitoring AQ. Future work will take into account the influence of the aerosols and the polarization on the retrieval and provide more realistic results, e.g. including the impact of the scrambler geometry on the instruments, and the slit’s pseudo-noise. Moreover, future work will include performing an OSSE using assimilation products instead of using only retrievals to test further the results in this work and assess the impact that observation errors have on the comparison between the GEO TIR + VIS and GEO TIR configurations.
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