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1 Introduction 

Transition metal oxides are technologically important materials with applications in 

different fields. In particular in the field of catalysis, large progress has been made in 

understanding the fundamental processes in the last years [1]. The industrial production 

of methanol from syngas (CO/CO2/H2) at low temperature, instead of at high 

temperature and high pressure, uses mainly copper/zinc oxide based catalysts [2], such 

as Cu/ZnO/Al2O3 or Cu/ZnO/Cr2O3. A further important application of catalysis is the 

elimination of air contaminants, including carbon monoxide and nitrogen monoxide 

from car emissions [3, 4]. The oxidation of carbon or nitrogen monoxide to dioxides by 

transition metal oxides such as Fe2O3 is economically feasible compared with noble 

metals, platinum and gold for example [5-7]. In fact, selective oxidation, ammoxidation, 

and selective dehydrogenation probably constitute the most important catalytic 

applications of transition metal oxides. Some transition metal oxides can also serve as 

semiconductor photo-catalysts [8]. These materials use the energy of electromagnetic 

radiation to promote the excitation of electrons to the conduction band where they can 

diffuse to the surface and participate in reduction reactions. For example, the Au/TiO2 

catalysts [9], easily prepared in situ from different Au precursors and TiO2, generate H2 

from H2O/alcohol mixtures.  

Transition metal oxide materials also have applications in solar energy conversion with 

dye-sensitized solar cells (DSSCs). An anode of a DSSC is composed of a porous layer 

of wide band gap oxides (mostly TiO2 and ZnO), covered with dye molecules that 

absorb sunlight. Formic acid (HCOOH) on ZnO serves as a model system for the dye-

surface contact by carboxylate groups in Grätzel-cells [10-12].  

The interaction of the transition metal oxide surfaces with the chemical adsorbates is a 

key reaction in all of the technical applications discussed above. In this respect, not 

only the clean surfaces but also defects, e.g. oxygen vacancies which are common in 

reducible metal oxides, are of importance for the afore mentioned applications. 

Different types of such oxygen vacancies are known. In F-centers, the vacancy site can 
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be filled with 2 (F0 center), 1 (F1+ center) or 0 (F2+ center) electrons. They are directly 

or indirectly responsible for many of the material properties, such as optical absorption 

and luminescence spectra, reactivity of photo-catalysis, and conductivity [13-15]. 

However, the mechanisms of catalysis and solar cells are not always clear. A better 

understanding of surface chemistry, which deals with bonding and reaction of an 

adsorbate with the surface and the influence of the surface on the bonding and the 

reaction between adsorbates, is required. 

Transition metal oxide materials are also used in rechargeable batteries. For the most 

common Lithium-ion batteries, spinel ferrites are commercially attractive and have 

gained importance due to their high specific capacities [16]. Spinel oxides retain 

capacity for a large number of cycles due to their robust host structure and show high 

lithium diffusion rates due to the presence of a three dimensional network of interstitial 

sites [17, 18]. An interesting feature is that the transition metal centers of these materials 

can change their oxidations state and magnetic properties during cycling. Thus a 

reversible control over bulk magnetism via electrochemical processes is proposed with 

spinel iron oxide, maghemite [19]. The increasing energy demands require the 

development of new kinds of rechargeable batteries. Recently, rechargeable chloride 

ion batteries based on chloride ion transfer have been proposed [20-22]. Metal 

oxychlorides such as FeOCl and BiOCl are used as cathode materials for chloride ion 

batteries, because they show higher stability and lower volumetric changes than metal 

chlorides during cycling. The structures and properties of the transition metal oxides or 

related materials can be determined by modern computational approaches, and provide 

guidance for design of experiments. 

In this thesis, quantum chemical calculations have been performed on some of the key 

processes of the technologically relevant applications mentioned above. The 

investigations can contribute to a better understanding of the physical basics. In this 

context, the general features of both the bulk and the surface of the transition metal 

oxide materials are of interest.  

The thesis is organized as follows: In chapter 2, the theoretical background of quantum 

chemical calculations on bulk solids and surfaces by plane wave calculations with 
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periodic boundary conditions as well as with embedded cluster calculations is discussed. 

Furthermore, the basics of density functional theory (DFT) is given, which is the 

method mainly used throughout this thesis.  

In chapter 3, the adsorption of formic acid on the ZnO(10-10) surface is discussed.  

Based on the combination of DFT calculations with experimental IR data, it was 

possible to assign two different adsorption geometries. Additionally, the applicability 

of the two approaches for the calculations of vibrational frequencies is analyzed. The 

convergence of the results with different parameters of the methods was investigated.  

In Chapter 4, the influence of oxygen vacancies on the adsorption of NO on the rutile 

TiO2(110) surface is investigated. For the surface with bridging oxygen vacancies, the 

electronic structure, in particular the localization of the excess electrons, is still under 

discussion. For four different distributions of the two excess electrons the influence on 

the adsorption properties of NO such as adsorption energies and vibrational frequencies 

is investigated.  

Chapter 5 contains three applications of plane wave calculations on materials with 

magnetic centers. For bulk iron oxide, the adsorption of CO on the Fe-terminated α-

Fe2O3(0001) surface is investigated.  The anti-ferromagnetic ground state is taken into 

account by spin polarized DFT. In the second application, the influence of reversible 

Li-intercalation in CuFe2O4 on the magnetic properties of the material is calculated. 

The exchange coupling constants between the magnetic centers are obtained within the 

broken symmetry approach for the pure and Li-intercalated compound. Thus the 

reduction of the total magnetic moments is explained. The third application concerns 

weak interactions between chloride layers of MOCl (M=Fe, Bi) materials, which are 

used as cathode material in chloride based rechargeable batteries. The influence of 

dispersion corrections (DFT+D2) on geometry and electronic structures are discussed. 

In addition, an electrode reaction process FeOCl + �� ⇌ ��� + ��� is simulated with 

a 2x1x2 super cell. 

A summary is given in chapter 6.  
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2 Theoretical background 

Nowadays, two main approaches exist for a computational treatment of bulk properties, 

surfaces and point defects of periodic systems. The first one imposes periodic boundary 

conditions (PBC) and, to reduce the interactions between adsorbents on the surface or 

neighboring defects, usually larger supercells are needed. However, the computational 

demand significantly increases especially when density functional theory (DFT) is 

applied with inclusion of Fock exchange. Moreover, periodic calculations with wave 

function-based post-Hartree–Fock methods are still computationally prohibitive, 

except for the simplest systems. For example, equilibrium geometry, formation energy, 

and bulk modulus of two molecular bulk crystals, NH3 and CO2, have been investigated 

at the periodic post-Hartree–Fock correlated level with the CRYSCOR code [23, 24]. 

 An alternative approach relies on embedded cluster models for calculations on defects 

in ionic crystals and on their surfaces. In embedding schemes the entire extended 

system is divided into a local region and an environmental region. The local region is 

described by a quantum mechanical (QM) method, whereas the electrostatic potential 

of the surrounding is usually described by point charges. For the QM part, standard 

quantum chemical calculations can be carried out using any method such as DFT 

including Fock exchange, Møller–Plesset theory and coupled cluster, taking into 

account only the additional contributions of the external electrostatic potential in the 

one-electron part of the Hamiltonian. The challenging task of electrostatic embedding 

schemes is the calculation of the Coulomb potential for infinitely large periodic arrays 

of PCs. Because of the long-range nature of the Coulomb interactions it is generally 

impossible to reproduce the Madelung potential by finite arrays of PCs. 

Details of these two models will be discussed in the following, together with electronic 

structure methods used throughout the thesis. 
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2.1 Density Functional Theory 

Density functional theory is nowadays the most widely used method for describing 

medium and large systems [25-27], because of its low computational demands 

combined with a feasible accuracy. The basic idea is that for systems with a non-

degenerate ground state, the ground state energy, wave function, and all other electronic 

properties are uniquely determined by the ground state electron probability density 

ρ�(�, �, �), a function of only three variables. The statement was proven by Hohenberg 

and Kohn in 1964 [28]. Fundamental aspects of DFT are described in the following. 

2.1.1 The Hohenberg-Kohn Theorem 

We start from the electronic Hamiltonian in atomic units: 

 �� = −
1

2
�∇�

�

�

���

+�����(��) +��
1

���
�� ��

�

���

 (2.1.1) 

Vext is called external potential acting on electron i, since it is produced by charges 

outside of the system of electrons. The first theorem from Hohenberg-Kohn states that 

the total energy of a many electron system in an external potential Vext(r) is a unique 

functional of the electron density ρ(r), 

�� = ���(�)����(�)�� + ��[��]+ ����[��]= ���(�)����(�)�� + �[��] 
(2.1.2) 

A second theorem proven by Hohenberg and Kohn is that the true ground state electron 

density has a lower energy relative to all trial densities ρ��(�). 

 
����(�)����(�)�� + �[���]≥ ��[��] 

(2.1.3) 

Although the Hohenberg-Kohn theorems are of great theoretical value, they do not 

provide a practical way to calculate E0 from �� , because the functional �[��]  is 

unknown. 
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2.1.2 Kohn-Sham Method 

In 1965, Kohn and Sham [29] developed, with the introduction of atomic orbitals, a 

formalism that is the foundation for the current application of DFT in the computational 

chemistry field, a practical method for finding ��  and for finding E0 from �� . The 

central premise in the Kohn-Sham approach is that the kinetic energy functional of a 

system can be split into two parts: one part that can be calculated exactly and that 

considers electrons as non-interacting particles and another part, which is a small 

correction term accounting for electron-electron interaction. Following the Kohn-Sham 

formalism, within an orbital formulation, the electronic energy of the ground state of a 

system comprising n electrons and N nuclei can be written as: 

 
E[ρ]= −���

�

���

�
�(��)

���
��� −

1

2
��Ψ�

�� (1)�∇�
��Ψ �

�� (1)�

�

���

+
1

2
��

�(��)�(��)

���
������ + ���[�] 

(2.1.4) 

The first term represents the nuclear-electron interactions, the second term accounts for 

the kinetic energy of the noninteracting electrons, and the third term corresponds to the 

Coulombic repulsions between the total charge distributions at r1 and r2. Finally, the 

fourth term, known as the exchange correlation term, represents the correction to the 

kinetic energy arising from the interacting nature of the electrons, and all non-classic 

corrections to the electron-electron repulsion energy. The key to accurate KS DFT 

calculation of molecular properties is to get a good an approximation to Exc. 

The ground state electron density can be written as a function of one-electron orbitals 

(the Kohn-Sham orbitals), given by: 

 ρ =��Ψ�
�� �

�
�

���

 (2.1.5) 

The Kohn-Sham orbitals are found as follows. The Hohenberg-Kohn variation theorem 

(2.1.2) tells us that we can find the ground state energy by varying ρ so as to minimize 

the functional Ev(ρ). Equivalently, instead of ρ, we can vary the KS orbitals , which 

determine the ρ by (2.1.5).  
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 �−
1

2
∇�
� −�

��
���

�

+ �
�(��)

���
��� + ���(1)� Ψ �

�� (1) = ��
�� Ψ �

�� (1) (2.1.6) 

The exchange correlation potential ���  is found as the functional derivative of the 

exchange correlation energy ���: 

 ���(�) ≡
����[�(�)]

��(�)
 (2.1.7) 

Once Exc is known, Vxc can be readily obtained. 

2.1.3 Spin density functional theory 

A framework for the description of spin coupling is provided by spin density functional 

theory (SDFT) [30, 31]. If we deal with collinear spin polarization, the electron density 

n has now two fundamental variables, a spin up �↑ and spin down density �↓. In order 

to reproduce both of these in the non-interacting system one must apply two effective 

potentials, ��,↑(�) and ��,↓(�). The charge density n(r) and spin magnetization density 

can be calculated from the fundamental variables �↑ and �↓.: 

 n(�) = �↑(�) + �↓(�) 2.1.8 

 m (�) = ��(�↑(�) − �↓(�)) 2.1.9 

where �� = �ℏ/2��   is the Bohr magneton. More generally, the Hohenberg Kohn 

theorem of SDFT states that the ground-state wave function and all ground-state 

observables are unique functionals of n and m or, equivalently, of �↑ and �↓.  

The Kohn-Sham equations from (2.1.6) can be rewritten as: 

 

 
�−

1

2
∇�
� + �

�(�′)

|� − �′|
��′+ ����

� (�) + ���
�(�)�Ψ�,�

�� (�)

= ��,�
�� Ψ�,�

�� (�) 

2.1.10 

where σ denotes the spin index. The exchange correlation hole can be decomposed into 

an exchange and correlation part, with the exchange hole only applying parallel spin 

alignments, whereas correlation hole appears for both parallel and anti-parallel spin 

alignments. The exchange correlation potential ���
�(�) , which is defined by the 

functional derivative of the exchange correlation energy as 
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 ���
�(�) ≡

����[��(�)]

���(�)
 2.1.11 

can have different values for the two spin directions even without an external magnetic 

field.  

In the presence of an internal magnetic field ��� (i.e., in spin-polarized systems) we 

obtain ���,↑ − ���,↓ = ����� . This field is the origin of, e.g., ferromagnetism in 

transition metals. Spin-polarized magnetism only appears if the energy gain by flipping 

an electron spin is higher than the energy loss by the additional kinetic energy the 

electron takes. 

The spin density functional theory discussed above is exact in principle, but as we 

mentioned before, the unknown part from DFT is the functionals of the exchange 

correlation part, ��� and ���
� . 

2.1.4 Local-Density Approximation (LDA) 

In the uniform electron gas, electrons move on a positive background charge 

distribution. This defines the Local Density Approximation (LDA) with ��� given as: 

 ���
���[�]= ��(�)���(�) �� (2.1.12) 

where the integral is over the entire space, and ���(�)  is the exchange-correlation 

energy per particle of a uniform electron gas of density �(�). 

One can show that ��� can be split into exchange and correlation parts: 

 ���(�) = ��(�) + ��(�) (2.1.13) 

The exchange portion is generally expressed as: 

 
��(�) = −

3

4
�
3

�
�

�
�
(�(�))

�
� 

(2.1.14) 

As for the correlation contribution, no such explicit expression is known, Instead, one 

uses analytical expressions typically derived from highly accurate simulations of a 

homogeneous electron gas. For example, Vosko, Wilk, and Nusair (VWN) [32] 

calculated the correlation part and the results have been expressed as a very complicated 
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function ��
��� of �. 

2.1.5 Gradient Corrected and Hybrid Functionals 

Typical molecular systems are generally very different from a homogeneous electron 

gas. To improve upon this limitation in the LDA/LSDA approach, information 

pertaining to the gradient of the charge density (∇ρ(�)) is supplemented to the density 

(ρ(� )) at a particular point r. Such an approximation is known either as Gradient 

Corrected (GCA) or Generalized Gradient Approximation (GGA). In general, GGA 

functionals are constructed with a correction added to the original LDA/LSDA term: 

 ���
���[�]= ��(�(�), ∇�(�)) �� (2.1.15) 

Approximate gradient correlated exchange and correlation energy functionals are 

developed using theoretical considerations as a guide such as the known behavior of 

the true (but unknown) functionals Ex and Ec in various limiting situations, together 

with empirical parameters in [33]. In the thesis, we use mostly the PW91 [34] and PBE 

[35] functionals for our GGA calculations. 

In general, exchange contributions are significantly larger than correlation effects; thus, 

an accurate expression for the exchange energy is mandatory for a meaningful exchange 

correlation functional. For this purpose, an exact Hartree-Fock exchange contribution 

can be incorporate into the DFT functional, obtaining a so-called hybrid functional, 

which is widely used. For example, the most popular B3LYP [36] hybrid functional is 

defined by: 

���
����� = (1 − �� − ��)��

���� + ����
�� + ����

��� + (1 − ��)��
���

+ ����
��� 

(2.1.16) 

which incorporates exact HF exchange, exchange and correlation (Vosko Wilk Nusair, 

VWN) terms derived from LSDA, and the Becke exchange and LYP correlation terms. 

The parameter values �� = 0.20, �� = 0.72, and �� = 0.81 were chosen to give good 

fits to experimental molecular atomization energies. 



11 
 

2.2 Periodic Calculations and Supercell Approach 

Throughout this thesis, we will be interested in periodic systems, built from a basic unit 

cell that is periodically repeated in three directions of space to infinity. On first glance, 

such calculations seem to be impossible because a wave function has to be calculated 

for a very large number of electrons in the system, extending over the entire solid, such 

that the basis functions necessary to expand them will be nearly infinite. However, by 

taking advantage of the periodicity, only the particles contained in one unit cell have to 

be treated explicitly. 

2.2.1 Bloch theorem 

For a system where the nuclei are arranged in a periodic structure, the equation 

 V(� + �) = V(�) (2.2.1) 

holds, where R is a lattice vector. According to Bloch’s theorem [37], a wave function 

of such a periodic system can be written as: 

 ���(�) = ���∙����(�) 
(2.2.2) 

where n is the “band index” and � is a wave vector confined to the first Brillouin zone 

of the reciprocal lattice. ��� is translationally invariant, i.e. 

 ���(� + �) = ���(�) (2.2.3) 

In the one dimensional case, with the application of Bloch’s theorem, one can confine 

a linear chain to a circle as illustrated in Figure 2.1. The physical meaning of  Bloch’s 

theorem is that the wave functions at positions r and r + R are the same except for the 

phase factor ���∙� , and more importantly that the electron density has the same 

periodicity as the potential. Hence it is sufficient to consider the orbitals and their 

eigenvalues only in the first Brillouin-zone. Using periodic boundary conditions leads 

to a Hermitian eigenvalue equation over the Wigner-Seitz cell in the crystal. For a fixed 

k, there will be an infinite number of solutions with raising energy values. 
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Figure 2.1 Illustrative schemes for periodic boundary condition in the one-dimensional case. 

 

2.2.2 Plane waves and Pseudopotential 

It is convenient to choose plane waves as basis functions, since the plane wave function 

����for any reciprocal vector G is itself a cell-periodic function. 

 ���(�) =
1

√Ω
�����
�

���� (2.2.4) 

Then (2.2.2) becomes, 

 ���(�) =
1

√Ω
�����
�

��(���)� (2.2.5) 

where Ω is the volume of the cell. The kinetic energy operator is diagonal in a plane 

wave representation. Similarly, the potential is diagonal in real space. The use of Fast 

Fourier Transforms (FFT) to switch between these representations provides a large 

saving in computational cost. 

The main disadvantage of a plane wave basis set is its inefficiency. In principle the 

expansion in plane waves includes a summation over an infinite number of G vectors.  

In practice, however, this is done by introducing a kinetic energy cut-off, often referred 

to as the plane wave cut-off, defined as: 
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 |� + �|�

2
< ������� (2.2.6) 

Another approximation is based on the assumption that only the valence electrons have 

significant effect on the physical and chemical properties of a system. In the frozen-

core approximation, one uses this fact and sets the orbitals of the core-electrons equal 

to those of the isolated atom. Only the valence electron orbitals are updated during the 

self-consistent iterations. However, valence orbitals have rapid oscillations near atomic 

nuclei due to the requirement of orthogonality with core orbitals. To treat the rapid 

variation of the valence orbitals in the core region, a large number of plane waves are 

needed for convergence. One solution is the use of a pseudopotential [38, 39], in which 

the interactions of the valence electrons with the nuclei and the core-electrons are 

described by an effective, much weaker potential. The resulting pseudo-orbitals are 

smooth inside the core region and are equal to the real orbitals outside the core region. 

The graphical representation of the behavior of a wave function and potential is 

depicted in Figure 2.2. 

 

 

Figure 2.2 Comparison of a wavefunction in the Coulomb potential of the nucleus (blue) to the 

one in the pseudopotential (red). The curves coincide above a certain cutoff radius (core radius) 

rc. 
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Pseudopotentials can be constructed using many different schemes. Common used ones 

include norm-conserving pseudopotentials (NCPP) [40], ultra-soft pseudopotentials 

(USPP) [41], and the projected augmented waves (PAW) method [42, 43], which we 

use in this thesis. The PAW is based on a transformation of the pseudo wave function 

to the all-electron wave function by introduction of linear transformation operator ��  

within some spherical augmentation region: 

 ���⟩ = ������� = ����� +�(|��⟩ − �����)

�

��������� (2.2.7) 

where |��⟩  are all-electron partial waves, and �����  stands for pseudo partial waves; 

projector functions are orthogonal to pseudo partial waves, ��������� = ��� . Thus, the 

wave function is decomposed as the sum of the smooth wave function and sum over 

atoms (index a). At each atom we have “1-center all electron” minus “1-center pseudo”. 

The difference is non-zero only within some spherical augmentation region. Outside 

the augmentation regions, the pseudo partial waves are equal to the all-electron partial 

waves. The all electron partial waves, which are calculated once as solutions of the 

radial part of the Schrödinger equation for the isolated atoms, ensures that the nodal 

structure of the wave function is physically correct near the nucleus. Like the orbitals, 

also all other quantities, e.g. the electron density and the total energy, can be 

transformed between the all electron and the pseudopotential representation. 

The plane-wave expansion has to be truncated with care, as a too small energy cut-off 

will lead to sizable errors in the computed physical quantities while a too large energy 

cut-off will become computationally prohibitive. To obtain a reasonable convergence 

for a given system, both the plane wave cutoff Ecutoff and the number of k-points 

included in the calculations should be tested. In practice only a few k-points of the first 

Brillouin zone are included and the actual number required for convergence of the total 

energy depends on both the size and the type of the system under study. Several methods 

exist for generating the k-points in the first Brillouin zone, the most common one being 

the Monkhorst-Pack scheme [44]. 
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2.2.3 Supercell Approach 

The atomic arrangement in perfect crystals is described by a periodically repeated unit 

cell in all three dimensions and one can employ Bloch’s theorem to obtain bulk 

properties. For oxide surfaces that we are interested in, however, perfect periodicity is 

absent, the system is only periodic in two dimensions. To deal with this, one uses a 

crystal slab with two surfaces and a finite number of layers. Assuming the surface is 

normal to the z direction, to recover three-dimensional periodicity, the slab is now 

repeated in the z direction by adding a sufficiently large vacuum region. The vacuum 

region must be large enough to separate both surfaces of the slab and to avoid any 

interactions of opposing surfaces or adsorbates. Moreover, the slab has to be thick 

enough to accurately model bulk states and any surface relaxations. For oxide surfaces, 

four or more layers are already sufficient to achieve convergence. A supercell is then 

constructed based on a slab configuration, an illustrative example of ZnO can be seen 

in Figure 2.3. The size of the supercell has to be chosen such that it either corresponds 

to known experimental coverages or is large enough to exclude any lateral interactions 

between adsorbates. 

 

 

Figure 2.3 Supercell approach: A slab with a finite number of layers and a sufficiently large 

vacuum region are periodically repeated to model an oxide surface 
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Supercells cannot only be used to study surface, but are also convenient to simulate 

defects in crystals with a periodically repeated fictitious supercell. The form and the 

size of the supercell depend on the physical system being studied. The study of point 

defects requires that a defect does not interact with its periodic replica in order to 

accurately simulate a truly isolated defect. Even finite systems (molecules, clusters) can 

be studied with supercells using Γ-point approximation. Enough empty space between 

the periodic replicas of the finite system must be left so that the interactions between 

them are weak.  

2.2.4 On-site Correction (DFT+U) 

The true exchange correlation term Exc of DFT contains a self-interaction correction 

that cancels the self-interaction energy present in 
�

�
∫ ∫

�(��)�(��)

���
������ exactly . 

Currently used functionals, however, cannot fully compensate this effect, which leads 

to the so called self-interaction error. In molecular systems, commonly used functionals 

give incorrect potential curves at large internuclear distances for symmetrical radical 

ions such as H2
+, He2

+ and F2
+ and overestimate the intermolecular interaction in some 

charge transfer complexes, due to the self-interaction error [45]. In solids or other 

periodic systems, self-interaction is the reason for the well-known ‘‘band gap 

problem’’[46], in which DFT in the LDA/GGA fails to correctly predict the energy gaps 

between occupied and unoccupied states. An example is given in Table 4.1 from chapter 

4, where the PBE functional underestimates the band gap of rutile TiO2 by ~1.3 eV.  

Since the Hartree-Fock (HF) method is free of self-interaction, the error in LDA/GGA 

can be reduced by incorporating a certain percentage of Hartree-Fock exchange, which 

is done for hybrid functionals (chapter 2.1.5). However, these hybrid functionals are 

very time consuming with large super cells, which are needed for simulating surfaces 

and defects.  

As a remedy, the DFT+U approximation (i.e. LDA+U or GGA+U) has been proposed 

for the treatment of strongly correlated d-d or f-f interactions in transitional metal 

systems, based on the model Hamiltonian: 
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where the summation is performed over projections of the orbital momentum (m,m’ = 

-2,-1,…,2 in the case of d electrons) and �� and � ̅are the spherically averaged matrix 

elements of the screened Coulomb electron-electron interaction. In many occasions, a 

more simple expression of the Hubbard correction (����) 
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introduced by Dudarev et al. [47], is adopted and implemented. 

This can be understood as adding a penalty functional to the LDA/GGA total energy 

expression that biases the on-site occupancy matrix towards idempotency, i.e., ��� =

������. In Dudarev's approach the parameters U and J do not enter separately, since only 

the difference (U-J) is meaningful. In the LDA+U method, the electrons are divided 

into two classes: delocalized s, p electrons which are well described by LDA (GGA) 

and localized d or f electrons. 

2.2.5 Density of state (DOS) 

An important quantity for many purposes is the density of states (DOS), which gives 

the number of electronic states (i.e., the orbitals) that have a particular energy. 

 n(�) =��(� − ��)

�

���

 (2.2.10) 

where the sum extends over all eigenstates of the Kohn-Sham Hamiltonian. 

In practice, a finite number of eigenstates is considered, and we take two smearing 

approaches to get a continuous distribution appropriate for a bulk material. The first 

one is Methfessel-Paxton smearing [48] for semiconductors or insulators with the 

tetrahedron method (ISMEAR=-5 for VASP inputs). This method gives a good account 

for the electronic DOS and recommend by VASP manual. The second method is 

Gaussian smearing [49] (ISMEAR=0 keyword in combination with a small 
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SIGMA=0.05 for VASP inputs), which we use, if the cell is too large or only a single 

K-point. 

In order to study the interaction of orbitals with each other that cannot be clearly 

assigned to atoms by total density of states (TDOS) as defined by (2.2.10), the projected 

density of states (PDOS) is defined as: 

 ��(�) =�|⟨��|��⟩|
��(� − ��)

�

���

 (2.2.11) 

where ��  is a properly chosen localized function. In a plane wave basis, the wave 

function is usually truncated to a sphere around an atom and then projected on the 

respective atomic s, p, and d orbitals.  

2.3 Embedded cluster method 

With periodic boundary conditions, many interesting physical systems, oxide surfaces 

and defects as we mentioned in 2.2.3, have to be treated by large supercells. An 

alternative, very often used approach for modeling the surfaces and defects, is 

embedded clusters (EC) [50-52]. Instead of building up a large super cell, only a finite 

cluster size is required to be treated quantum mechanically, such that the procedure can 

be easily applied at any level of theory.  

For the embedding cluster calculations, the total system is split into three parts: the 

inner (Ⅰ) part, which is a fully quantum mechanically treated cluster; an intermediate 

(Ⅱ) layer, where cations are replaced by effective core potentials (ECPs) and anions by 

ECPs or simply by point charges and finally an outer (Ⅲ) part, where the environment 

of the cluster is described by a periodic array of point charges, representing cationic 

and anionic sites of a perfect ionic crystal. The "isolating" outer ECP shell surrounding 

the actual QM part is necessary in order to prevent artificial polarization of the electron 

density by cations which would otherwise be in a direct contact with the QM boundary 

[53, 54]; An illustrative example of ZnO can be seen in Figure 2.4. 
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Figure 2.4  embedded cluster approach with ZnO example. 

 

The challenging task of electrostatic embedding schemes is the calculation of the 

Coulomb potential for infinitely large periodic arrays of PCs. Because of the long-range 

nature of the Coulomb interactions it is generally impossible to reproduce the Madelung 

potential by finite arrays of PCs. Several different approaches have been developed to 

include the Madelung potential in embedded cluster schemes. Here, we apply two 

different approaches. a) periodic electrostatic embedded cluster method (PEECM) [54] 

based on the periodic fast multipole method (PFMM) [55, 56]. b) a point charge field 

with dipole and quadrupole moments elimination by the Evjen type approximation [57, 

58]. 

2.3.1 Periodic Fast Multipole Method (PEECM ) 

To account for electrostatic interactions between the point charges and quantum cluster 

part, an additional term is included in the Fork matrix (or Kohn–Sham matrix): 

���
��� = − � ���

��

�

�������

�

�
��� − ������ − ������

� − �� + ��

|� − ��|
����′ (2.3.1) 

where L represents a lattice vector in direct space and j is the index over point charges 

with charge of q at position �� − � outside the QM cluster. Gaussian basis functions μ 
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and ν are defined at positions ��  and ��  which belong to the QM cluster. For total 

energy, a Jemb term is added as well: 

���� = � ������
��� +

�������

��

� � �
����

��� − �� + ��

�������

�

��

�

�������
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 (2.3.2) 

Elements ��� of the density matrix are used together with appropriate Fock matrix 

elements ���
���  to calculate the Coulomb interaction energy between the electron 

density of the QM part and the lattice of PCs.  

The PFMM scheme calculates the electrostatic interaction efficiently by dividing the 

point charges in the surrounding of the QM cluster into a near-field (NF) and far-field 

(FF) parts. The radius of the NF is given by the well-separateness criterion [59]: 

 � ≥ (�� + 1)� (2.3.3) 

where we usually have a default WS value of 3 [59]. It is chosen large enough to ensure 

rapid convergence of the multipole approximation used for the FF interactions. The 

terms ���
�� and ��� are calculated as direct sums of Coulomb interactions over all L ∈

NF. The calculation of the remaining interactions between the QM cluster and the PC 

in the FF part employs multipole expansions [55, 56]. 

The computational cost of the PEECM scheme part is negligible compare to a total DFT 

calculation and the quantum cluster can have large sizes. For a QM cluster with over 

8000 basis functions, the total CPU time spent on the embedding part does not exceed 

30 s on a single CPU [54]. 

2.3.2 Evjen Procedure 

For calculating electrostatic interactions with a periodic system, one of the simplest 

methods was introduced by Evjen [57]. The method eliminates the dipole moment of 

the unit cell by distributing the corner and face atoms over all equivalent symmetry 

points, such that rapid convergence is guaranteed. Later works [58, 60, 61] extended 

this method by adding artificial fractional charges at the borders of the unit cell in order 

to eliminate lowest multipole moments. As illustrated in Figure 2.5, two fractional 
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charges are added to cancel the dipole moment on x direction. With the extension of the 

unit cell to a large point charge field, we notice here that the fractional charges at all 

inner boundaries are cancelled, only left two fractional charges at the outermost borders.  

The virtue of this construction is that low multipole moments are zero or small 

irrespective of the size of the PC field and that the Madelung energy as well as the 

electrostatic potential above the surface converge quite rapidly. 

 

 

Figure 2.5 Distributions of fractional point charges, which can annihilate the dipole of a unit cell. 
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3 Adsorption of formic acid on the nonpolar ZnO (10-10) 

surface 

3.1 Introduction 

The adsorption of molecules on zinc oxide surfaces has been extensively studied 

because of the importance of surface reactions at ZnO surfaces in a wide range of 

industrial applications, such as heterogeneous catalysis [62, 63] and dye-sensitized 

solar cells (DSSCs) [64]. The adsorption of formic acid (HCOOH) on ZnO surfaces is 

of particular importance in the latter field. Surface-bound HCOO* and HCOOH* are 

proposed to be important intermediate species of methanol production from syngas 

(CO/CO2/H2). Furthermore, formic acid (HCOOH) on ZnO can serve as a model system 

for solar cells (Grätzel-cell) [10-12], in which carboxylate groups are often responsible 

for the dye-surface contact. 

 

 

Figure 3.1 Ball-stick model of potential adsorption configurations of dissociated formic acid on 

ZnO(10-10). From left to right, structure I is a bidentate, structure II a quasi-bidentate, structure 

III a monodentate, structure IV a chelate. 

 

In previous work a number of different possible formate structures have been proposed 

to result from the dissociative adsorption of formic acid on ZnO(10-10) surfaces. 

Structural models of the proposed structures are shown in Figure 3.1, which is 
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furthermore used to define the terminology used throughout this chapter. 

The bidentate formate (structure I), where the oxygen atoms of the acid are bound to 

the Zn atoms along the [11-20]-direction, is the structure which has been proposed in 

most of the previous theoretical studies on metal oxides [65, 66] and in particular on 

ZnO [67-69]. The quasi-bidentate formate along the [0001]-axis (Figure 3.1, structure 

II), occasionally also referred to as unidentate, has been favored in the theoretical 

studies by Persson et al. [68, 69]. Here, the formate is bound via the carbonyl oxygen 

to a zinc atom of the surface and via the hydrogen of the hydroxyl group to an oxygen 

at the surface of the substrate.  

The monodentate, where the formate is bound via the oxygen to a zinc atom of the 

surface, could exist as cis- or trans-isomer (Figure 3.1, structure III) [70, 71]. In the 

Hartree-Fock (HF) calculations of Nakatsuji et al. this structure was found to be 

unstable [67]. The formate could also exist as a chelate, where both oxygen atoms of 

the acid are bound to one Zn atom (Figure 3.1, structure IV). (Here we use the chemical 

description of a chelate which is different from the description of Crook et al., where 

this configuration is referred to as bidentate [70].) The chelate could be oriented along 

the [11-20]- or the [0001]-direction. Another possible bidentate could be bound over an 

oxygen vacancy along the [0001]-direction. This geometry was found as one of the 

stable configurations for formic acid on anatase-TiO2 (101) [72]. 

On the basis of Near-Edge-X-ray-Absorption Fine Structure (NEXAFS) spectroscopy, 

it has been proposed that HCOOH deprotonates yielding a formate species with a nearly 

upright standing geometry on the ZnO (10-10) surface [73]. On the basis of this data, 

Davis et al. proposed the presence of a chelate species with its molecular plane oriented 

along the [0001] direction. In another experimental study, Crook et al. investigated the 

formic acid adsorption on the ZnO (10-10) surface at room temperature with High 

Resolution Electron Energy Loss Spectroscopy (HREELS). They observed vibrations 

at 1040, 1363, 1573 and 2895 cm-1, which were assigned to π(CH), νsym(OCO), 

νasym(OCO) and ν(CH)-modes, respectively [70]. Similar results were obtained with 

perdeuterated formic acid (DCOOD), namely vibrations at 1330, 1580 and 2154 cm-1, 

which were assigned to νsym(OCO), νasym(OCO) and ν(CD)-modes of DCOO species, 
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respectively [70]. Previous infrared spectroscopy measurements of the adsorption of 

formic acid on ZnO powder particles showed rather broad bands assigned to the 

asymmetric carboxylate stretching vibration at 1589 cm-1 and the symmetric at 1350 

cm-1. From comparison with vibrational frequencies calculated with density functional 

theory (DFT/B3LYP) for a Zn10O10 cluster, they concluded a bidentate species [74]. 

However, for the hybrid functionals the sizes of clusters which can be treated is rather 

limited.  

Embedded cluster calculations using a wave-function based approach in connection 

with Møller-Plesset second order perturbation theory (MP2) were performed on a 

Zn4O4 cluster by Nakatsuji et al. and revealed a bidentate as well as a quasi-bidentate 

formate species [67] with almost identical binding energies of 79 kcal/mol. In their 

calculations, the chelate configuration of the formate was found to be unstable. For the 

free formic acid molecule two conformations exist: cis-formic acid, where both protons 

are on the same side, and trans-formic acid where the protons are on opposite sides. 

Whereas for the free molecule the cis-form is the most stable conformation, for 

adsorbed formic acid the trans-confirmation was found to be favored, because the 

proton is closer to the oxygen atom of the substrate and can form a hydrogen bond [67]. 

Periodic Hartree-Fock calculations reported by Persson et al. revealed that a tilted 

bidentate is more stable than the quasi-bidentate [68]. Later Persson et al. also 

investigated a chelate configuration which was in comparison to the other structures 

only weakly bound to the surface (30 kcal/mol) [69]. Labat et al. [75] compared and 

discussed bidentate and quasi-bidentate adsorption modes of formic acid on the ZnO 

surface by periodic DFT calculations with hybrid functionals. To summarize, we can 

underline that all calculations reported so far revealed dissociative adsorption forming 

a formate species with a strong bond between adsorbate and surface.  

In this chapter, we report on PBC calculations for adsorption geometries and the 

corresponding IR spectra starting from the structures reported in literature. The results 

are discussed in the context of reflection adsorption (IRRAS) measurements of the 

group of Prof. Wöll (Institut für Funktionale Grenzflächen (IFG), KIT). Parts of the 

text, figures and tables are directly taken from ref. [76]. The work has been extended 



25 
 

by a study on the convergence of the results of the PBC calculations with respect to k-

point grid and cutoff energy. Furthermore, it was investigated how well the adsorption 

of formic acid on ZnO can be described by an EC approach, how the results 

convergence with cluster size and basis set, and how they depend on the quantum 

chemical method.  

3.2 Computational details 

3.2.1 Periodic calculations 

All PBC calculations were performed with the Vienna ab initio Simulation Package 

(VASP) [77-79]. The generalized gradient approximation with the functional described 

by Perdew and Wang [34] (GGA-PW91) was used for all calculations. The projector-

augmented wave (PAW) method [42, 43] is applied to describe the wavefunctions in 

the core regions, while the valence wavefunctions are expanded as linear combination 

of plane-waves with a cutoff energy of 400 eV. In the geometry optimizations of the 

wurtzite cell of ZnO, the total energy was converged to 10−5 eV and the Hellmann-

Feynman force on each relaxed atom was less than 1 meVÅ−1. The equilibrium lattice 

constants (a = 3.285 Å, c = 5.297 Å and the internal parameter u = 0.3793) are similar 

to PBE results (a = 3.282 Å, c = 5.291 Å, u = 0.3792) [80] and agree well with the 

experimental values (a = 3.2496 Å, c = 5.2042 Å and u = 0.3819) [81]. 

Based on the optimized bulk cell and lattice constants, the surface calculations were 

performed using a slab model, consisting of 8 layers of Zn-O, followed by a vacuum 

layer with a width of 10 Å. The positions of all atoms besides the oxygen atoms of the 

deepest layer (Figure 3.2) were optimized, until the Hellmann-Feynman forces 

converged to 0.01 eV Å−1. During optimization, surface Zn atoms of the uppermost 

layer move downwards; the distance between Zn and O atoms of the surface layer is 

0.35 Å and agrees well with experimental data (0.4 Å) [82]. To prevent lateral 

interactions between formic acid molecules on the surface, a supercell with a size of 3 

× 2 (96 atoms) was used in the calculations. The Brillouin zone was sampled with a 
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(3×3×1) Monkhorst-Pack [44] mesh of k-points for the supercell calculations. With help 

of density-functional perturbation theory (DFPT) or linear response (LR) theory [83, 

84], vibrational spectra could be determined as well as the tensor of the Born effective 

charges [85], which is used to obtain the intensities of the vibrations [86]. Because 

frequency calculations are very time-consuming, only the first layer of Zn-O was 

involved. In selected cases test calculations were carried out where a second layer of 

ZnO was considered. In all cases the differences in the calculated frequencies were 

below 2 cm-1. 

The binding energies (EBE) of the adsorbate to the surfaces were calculated by using: 

EBE = E(HCOOH/ZnO) − (EHCOOH + EZnO). 

Here, E(HCOOH/ZnO) denotes the total energy of the respective HCOOH/ZnO adsorbate 

configuration, EZnO is the total energy of the clean ZnO surface, and EHCOOH is the total 

energy of the HCOOH molecule with trans-configuration, which was obtained in a 10Å 

x 10Åx10Å sized cell using Γ-point approximation. 

 

 

Figure 3.2 Supercell model for surface calculations. The bottom O layer (green balls) was kept 

fixed. 
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3.2.2 Embedded cluster calculations 

The structures obtained for the slab model of the surface have been obtained in ref 18. 

They serve as starting point for all further calculations. While the calculations have 

been performed with the PW91 functional [34] in ref. 18, the calculations have been 

repeated with the PBE functional [35] which is available in the VASP code [77-79] as 

well as in the TURBOMOLE program package [87-89]. The latter was used for all 

embedded cluster calculations. In the cluster calculations, four different quantum 

clusters, Zn5O15, Zn9O19, Zn36O58, Zn90O139, were investigated (see Figure 3. 5). The 

clusters are embedded in point charge fields based on the nominal charges. The positive 

point charges next to quantum cluster were equipped by large core (28e-) Zn2+ 

pseudopotential [90] to account for the Pauli repulsion of the zinc cations. If not 

metioned elsewhise, all calculations were carried out with a def2-SVP basis set [91] for 

the quantum clusters and a def2-TZVP basis set [92, 93] for the adsorbed formic acid 

molecule. We evaluated the binding energies with different quantum chemical methods, 

i.e. HF-SCF, PBE, B3LYP [36] and MP2 [93, 94] at the equilibrium structure optimized 

at the PBE level. For the MP2 calculations, we also increased the basis set to def2-

TZVP. In order to account for the basis set superposition error the counterpoise 

correction of Boys and Bernardi [95] was applied. In the first step, the BSSE correction 

to the total energy of the optimized structure is obtained. Therefore the system is cut 

into two parts, on the one hand, the ZnO cluster in the structure it took in the 

optimization of the full system, on the other hand, the proton and the formate group 

which belong originally to the formic acid molecule (FA). For both parts, the total 

energies were calculated with (EFA(ZnO) and EZnO(FA)) and without (EFA and EZnO) the 

basis set (ghost basis) of the other part. The binding energy EBE is then calculated from 

difference of the BSSE corrected total energy and the sum of the energies of the ZnO 

cluster in the structure it takes without the adsorbed formic acid molecule EZnO
free and 

the energy of a formic acid molecule in gas phase EFA
gasphase.  

���@���
�� = ���@��� − ����(���) − ���� − �����(��) − ����� 
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For the comparison of the different quantum clusters, we kept the atomic positions of 

the quantum cluster fixed, only the atoms of the formic acid on the surface were 

optimized. Structural relaxation of ZnO upon adsorption was only taken into account 

for the Zn36O58 cluster, which was tested to be sufficient for the calculation of the 

binding energies. The outermost oxygen layer which is directly coordinated to ECPs 

was fixed, all other atoms of the cluster were allowed to relax. Based on the optimized 

structures, we computed the hessian matrix and dipole gradients by numerical 

differentiation of the gradients, to obtain normal modes and harmonic frequencies as 

well as zero point vibrational energies. 

3.3 Results and Discussion 

3.3.1 Results of the PBC calculations 

In order to gain further inside into adsorption geometries and the corresponding IR 

spectra, DFT calculations were performed starting from the structures reported in 

literature [67-69, 74, 75]. Several possible configurations were considered and 

minimum energy structures located. The optimized structures and their relative energies 

ΔE with respect to the lowest minimum are given in Table 3.1 and Table 3.2, 

respectively. The lowest energy was found for the bidentate conformation Ia where 

dissociated formic acid is adsorbed along the [11-20]- direction of the ZnO(100) surface. 

The bidentate b differs by the position of the hydrogen transferred to the surface. The 

interaction of the surface hydrogen with the formate influences the adsorption energy 

by up to 0.2 eV. These changes in ΔE are of the same order as for bidentate 

configurations on the (110) surface of rutile-TiO2 where changes of around 0.3 eV [66] 

were observed. The bidentates are tilted to the surface, the tilt angles are 23˚ and 25° in 

respect to the surface normal for bidentate a and bidentate b, respectively These values 

agree much better with NEXAFS results (23˚) [73] than periodic HF calculations (15˚) 

[68]. The second stable configurations regarding the energy are the quasi-bidentates IIa 

and IIb. They stand upright without any tilt to the surface. 



29 
 

 

Table 3.1 Optimized minimum structures and relative energies (kcal/mol) with respect to bidentate a. 

bidentate a bidentate b 
quasi-

bidentate a 
(IIa) 

quasi-
bidentate b 

(IIb) 

chelate 

  
   

ΔE = 0.00 ΔE = 4.54 ΔE = 7.97 ΔE = 11.13 ΔE = 14.97 

 

Table 3.2 Binding energies with different configurations and methods. 

 Adsorption Energy (kcal/mol)   

Structure Nakatsuji et al (a) Persson et al.(b) This work 

Bidentate a (Ia) -79.8 -52.4 (-45.5)(c) -42.91 

Bidentate b (Ib)   -38.37 

Quasi-bidentate a (IIa) -79.6 -40.7 -34.94 

Quasi-bidentate b (IIb)  -46.1 -31.78 

a)  HF cluster calculations [67] b) Periodic HF calculations with one formic acid molecule per 12

ZnO surface cell, corresponding to a surface coverage of 1/4 monolayer  [68, 69]. 

 

In the case of the quasi-bidentate configuration along the [0001] direction (Figure 3.1, 

structure II), the dissociated hydrogen is transferred from the formic acid to a surface 

oxygen in such a way that it still can form a hydrogen bond to one oxygen of the formate 

while the other formate oxygen binds directly to a surface Zn atom. The former can 

either bind to the Zn and the OH group of a surface ZnO dimer with a distance of 2.00 

Å (ΔE=7.97 kcal/mol) or form a bridge between two surface dimers. In the latter case, 

the Zn-O distances of the Zn adsorption site and the OH group amounts to 3.43 Å and 

it is with ΔE=11.13 kcal/mol less stable. In Table 2 the binding energies with respect to 

the energy of a formic acid molecule and the ZnO(10-10) surface of the different 

bidentate and quasi-bidentate conformations are compared with the HF calculations of 

Persson et al. [68] and Nakatsuji et al. [67]. Both, the bidentate and the quasi-bidentate 

adsorption geometries are stable with respect to desorption. The HF cluster calculations 



30 
 

of Nakatsuji show significantly stronger binding energies, while our results are on the 

same order as the values obtained by Persson. For the two quasi-bidentates the opposite 

energetic order was observed. The origin might be the neglect of dynamic correlation 

in the HF calculations. Additionally, a chelate configuration (Figure 3.1, structure IV) 

with both oxygen atoms connected to one Zn atom was investigated. It oriented along 

the [11-20] direction during the structure optimization. It has a relative energy of 

ΔE=14.97 kcal/mol compared to the bidentate Ia. However, a negative force constant 

was observed in the frequency calculations indicating a saddle point.  

For all four structures (bidentate and quasi-bidentate) the vibrational frequencies and 

their intensities have been calculated. The results are shown in Figure 3.3. The lines 

represent the peak positions of the vibrational frequencies in the range from 1300 cm-1 

to 1700 cm-1. The height of the lines refers to the intensities. The assignment of the 

vibrations is indicated for all peaks and observed by analysis of the normal coordinates. 

Furthermore, the frequency splitting of the symmetric and asymmetric carboxylate 

stretching vibrations Δ(νas-νs) are given. For structures Ia, Ib, and IIa the carboxylate 

frequencies are rather similar and the splitting amounts to 250 cm-1. Only for structure 

IIb Δ(νas-νs) = 198 cm-1 is significantly smaller.     
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Figure 3.3 Simulated IR spectra of the four optimized minimum structures 

 

3.3.2 Comparison with the experimental data 

In the following, we will show that the presence of structure I and structure II together 

can explain the experimental data.  

From infrared reflection absorption spectroscopy (IRRAS) measurements (Table 3.3), 

formation of formate species on ZnO(10-10) cannot be described by only one 

adsorption geometry. Consider a formate adsorbs on the surface alone [1-210] direction, 

the vas(OCO) vibration should for an incident beam along [0001] be visible with s-

polarized light (1570 cm-1) and the vs(OCO) vibration with pn,z-polarized light (1373 

cm-1), because of the directions of the transition diplole moments (TDM) (Figure 3.4). 

However, the positive band seen for vas(OCO) with p-polarized light (1573 cm-1) cannot 

be assigned to this species.  

Therefore the quasi-bidentate structure which is close in energy is additionally 

considered. For the quasi-bidentate the TDM of νas(OCO) is oriented along the [0001]-
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direction (Figure 3.4) and can therefore couple to the pt,x-component for the light 

incident along the [0001]-azimuth leading to a positive band. Thus the presence of the 

two species is fully consistent with the signs of the asymmetric and symmetric 

stretching bands observed in the experimental data. 

 

Table 3.3 Assignment of the experimental carboxylate vibrations in dependence of the incident 

radiation, the polarization and the orientation of the adsorption configuration. 

 

 
 

νas(OCO) [cm-1] νs(OCO) [cm-1]  

 pt,x s pn,z  

Bidentate              
along [1-210] 

1573  
1570 

1374 
1373 

Beam along [1-210] 
Beam along [0001] 

Quasi-
Bidentate along 
[0001] 

 
1589 

1577 1374 
1373 

Beam along [1-210] 
Beam along [0001] 

 

 

Figure 3.4 Sketch of the possible adsorption geometries, the quasi-bidentate and the bidentate. Red 
small arrows show the direction of the asymmetric stretching vibration, the big red arrow indicates 
the orientation of transition dipole moment (TDM). Blue small arrows show the direction of the 
symmetric stretching vibration, the blue arrow indicates the orientation of TDM. 

 

Because of the different binding modes, one would expect the frequencies of the 

νs(OCO) and νas(OCO) vibrations of the two different formate species to be slightly 

different. In the DFT calculations, however, the carboxylate frequencies of the bidentate 

and the quasi-bidentate structures were found to be rather similar (see Figure 3.3). The 
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wavenumber splitting of the calculated signal amounts to Δ = 241 cm-1 for the most 

stable configuration of the bidentate and Δ = 251 cm-1 for the quasi-bidentate, 

respectively. This is slightly higher than the experimental values of Δ = 199 cm-1 [1-

210] (197 cm-1 [0001]) for the bidentate and Δ = 203 cm-1 [1-210] (216 cm-1 [0001]) for 

the quasi-bidentate. However, the value of the splitting is still characteristic for a 

bidentate formate [96, 97]. The calculations as well as the experimental data show a 

larger wavenumber splitting for the quasi-bidentate than for the bidentate, which could 

be explained by the additional interaction with the proton which is bound to the surface. 

The calculations indicate that the positions of the hydrogen on the surface have a great 

influence on the splitting. The effect is more pronounced for νs (OCO) compared to νas 

(OCO). For example, the difference of νas (OCO) for bidentate (a) and (b) is negligible, 

however, for νs (OCO) it is 17 cm-1. To investigate the influence of the H position on 

the IR spectra, we put the hydrogen as far away from the formate as it was possible 

within the chosen supercell and obtained 1571 cm-1 and 1333 cm-1 for νas (OCO) and νs 

(OCO), respectively. The differences are within 2 cm-1 compared to bidentate a, 

however, a blueshift of 19 cm-1 is observed for bidentate b, which has an enhanced 

interaction between the surface OH species and the formate. 

3.3.3 Comparison of embedded cluster and plane wave calculations for the 

adsorption of formic acid on ZnO 

The aim of this part is to examine the performance of different approaches, e.g. plane 

wave calculations with periodic boundary conditions and embedding cluster methods. 

We checked the convergence of structural parameters as well as vibrational frequencies 

with different parameters influencing the results of the calculations. For the calculations 

with the periodic boundary conditions these are the size of the unit cell, the cut off 

energy of the plane waves and the number of k-points and the degrees of freedom 

considered in the numerical frequency calculations. For the embedded cluster approach 

it is the size of the quantum cluster, the details of the embedding scheme, and the basis 

sets for the different atoms. A further aspect in the embedded cluster calculations is how 

much the choice of the electronic structure method influences the calculated binding 
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energies. For this purpose we compared the binding energy of FA adsorption on ZnO 

(10-10) obtained by HF-SCF, DFT with gradient corrected PBE functional, the hybrid 

functional B3LYP, and the wavefunction based MP2 method. 

3.3.3.1 Embedding schemes for ZnO 

In the embedded cluster calculations, the total system is split into three parts: a fully 

quantum mechanically treated inner quantum cluster, effective core potentials to avoid 

artifacts due to an unphysical attraction of electrons by bare positive point charges, and 

a finite array of point charges to simulate the Madelung field. Several different 

approaches have been developed to include the Madelung potential in embedded cluster 

schemes. Here, we apply two different approaches. a) the periodic electrostatic 

embedded cluster method (PEECM) [54]. The method divides the point charges in the 

surrounding of QM cluster into a near-field (NF) and far-field (FF) parts, Coulomb 

interaction within NF region is include and FF region employs multipole 

expansions(PFMM) [55, 56]. b) a point charge filed extended from unit cell by Evjen 

procedure [57]. The method originally eliminates the dipole moment of the unit cell by 

distributing the corner and face atoms over all equivalent symmetry points, thus rapid 

convergence is guaranteed. Later works [50, 51, 58] extended this method by adding 

artificial fractional charges at the borders of the unit cell in order to eliminate lowest 

multipole moments. With the extension of the unit cell to a large point charge field, the 

fractional charges at all inner boundaries are cancelled, only fractional charges at the 

outmost borders left. The total number of point charges was about 57440. 

In the first step, we investigated how the two different embedding schemes and the size 

of the quantum cluster influence the binding energies. Therefore we constructed a point 

charge field with ideal bulk structure. The structure is described by the lattice constants 

of the hexagonal unit cell, a=3.250 and c=5.207. The charges at the Zn and O positions 

were set to +2.0 and -2.0. Given the surface situation, the point charge array is a two-

dimensional slab with a finite thickness. The interaction of the ZnO cluster with a 

molecule on the surface is expected to converge quickly with the number of layers in 

the point charge slab. Stodt and Haettig [53] tested the convergence of adsorption 
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energy of N2 on the TiO2 surface with number of layers in the point charge slap at 

HF/SVP level, already with three layers the result is converged within 0.1 kJ/mol. The 

binding energy in our case does not change between six and eight layers. We chose 

eight layers for all calculations to make sure we are on the safe side.  

We used four different clusters for testing the embedding schemes, see Fig 3.5. The 

positions of the clusters were kept fixed, however, the structures of the adsorbed 

molecule was optimized at PBE level. The binding energies for all clusters obtained 

with the two different embedding schemes are listed in Table 3.4. The two embedding 

schemes, PEECM and PCF, always yielded rather similar results. With extension of the 

cluster size, the binding energy (without counterpoise correction) is decreasing 

significantly. Though the counterpoise correction is quite large, in particular for the 

small clusters, the BSSE corrected binding energies are less sensitive to cluster size.  

The results for the Zn36 and Zn90 cluster are in reasonable agreement and therefore, 

all further cluster calculations are performed for the Zn36 cluster. 
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Zn5O15 Zn9O19 Zn36O58 

 

 

Zn90O139 

Figure 3.5 Structure of the four quantum clusters Zn5O15, Zn9O19, Zn36O58, and Zn90O139 

 

Table 3.4 Cluster size convergence study with PEECM and PCF schemes. All energies are given in 

kcal/mol. 

 PEECM PCF 

Cluster size EBE BSSE EBE(CP) EBE BSSE EBE(CP) 

Zn5 -52.96 -34.64 -18.32 -53.28 -35.02 -18.26 

Zn9 -41.23 -26.17 -15.06 -41.60 -26.23 -15.37 

Zn36 -37.90 -17.63 -20.27 -38.15 -17.63 -20.52 

Zn90 -35.39 -15.94 -19.45 -35.71 -16.00 -19.71 

 

3.3.3.2 Convergence of the plane wave calculations 

The unit cell for the plane wave calculation was chosen in the same way as in section 

3.2.1, i.e. a hexagonal unit cell with a = 3.282 Å, c = 5.291 Å. The starting 

configurations for the (10-10) surface unit cells with increasing number of surface 

layers were cleaved from the bulk optimized ZnO wurtzite structure, and a vacuum 

layer of 10 Å inserted in the z direction (Figure 3.2). In order to determine which size 

of surface cell is required to reach convergence for the binding energy of formic acid, 

super cells of different sizes were constructed. The corresponding binding energies are 
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listed in Table 3.5. In these calculations, only the topmost three atomic layers are 

relaxed and the gamma point approximation was applied. With respect to the number 

of ZnO layers convergence was reached with 6 layers. In the further calculations 8 

layers are used for staying consistent with the embedded cluster calculations. The 

difference in the binding energies between the 3x2 and 4x2 supercells is within 1 

kcal/mol. Similar accuracy was obtained by Gao et al. [98] for the binding energies of 

a urea molecule on a ZnO surface. Thus, a 3x2x8 super cell containing 96 atoms is used 

in all further calculations. In the super cell calculations, structure relaxation was taken 

into account for all atoms except the bottom oxygen layer. With the optimized structures, 

the influence of the cutoff energy and the number of k-points was investigated. Only 

single point calculations were performed for optimized FA@ZnO and super cell of ZnO, 

with variables of cutoff energy and K-points respectively. As seen in Table 3.6, with a 

large super cell, k-points have a negligible effect on binding energy, as well as cutoff 

energy larger than 350 eV. 

 

Table 3.5 Binding energies of HCOOH on ZnO (1010) surface with different super cell size with 

Gamma approximation, cutoff 400 eV 

Cluster 

size 
3x2x4 3x2x6 3x2x8 3x2x10 2x2x8 3x2x8 4x2x8 4x3x8 

BE -66.53 -41.89 -42.47 -42.65 -43.39 -42.47 -41.94 -41.44 

 

Table 3.6 Binding energies of HCOOH on ZnO (1010) surface with the changes of cutoff energy (in 

eV), and k-points settings, single point calculations based on optimized structures 

Cutoff energy 350 375 400 425 450 475 500 

BE -42.88 -42.81  -42.65 -42.72 -42.73  -42.54  -42.62  

 

K-points 1x1x1 2x2x1 3x3x1 4x4x1 5x5x1 

BE -42.47 -41.66 -41.61 -41.62 -41.62 
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3.3.3.3 Structural relaxation of the surface 

For the ZnO (10-10) surface, the atoms are arranged in rows comprising anion–cation 

dimers. While all bulk atoms have a tetrahedral coordination of the other atom type, the 

surface atoms are only threefold coordinated by one surface atom and two next layer 

atoms. The surface reconstruction has been investigated by several experimental and 

theoretical methods. A summary can be found in Table 1 of ref. [99]. All studies found 

an inward relaxation of the surface atoms. However, for the size of this relaxation 

significant differences were observed. Early LEED studies [82, 100] showed 

movements of the Zn and O surface atoms inwards by up to -0.45±0.1 Å and -0.05±0.1 

Å, respectively, while Jedrecy et al. [101] determined from grazing incidence XRD that 

the Zn atoms only change by −0.06±0.02 Å and the O atom by −0.12±0.06 Å, indicating 

that Zn may sit a bit higher on the surface. In our plane wave calculation, the surface 

Zn atoms relaxed inwards by −0.36 Å, while the O atoms move up by 0.01 Å, resulting 

in a buckling of the surface layer and tilting of the Zn–O bond by 11.10˚ with respect 

to the surface plane. The ZnO bond length shortens by 0.12 Å to 1.87 Å. These changes 

are generally consistent with the majority of the previous theoretical work [99, 102], 

which indicates a buckling of the surface atoms and shortening of the Zn–O surface 

bond. For the second layer, the deviation from bulk positions is within 0.1 Å, and the 

surface relaxation has only a negligible effect on third and further layers. 

For the generation of the embedded cluster models used in the further cluster 

calculations, we fixed the surface Zn and O positions to an inward relaxation of −0.4 Å 

and −0.1 Å, respectively. The starting structure of the quantum clusters as well as the 

positions of the embedding point charges and ECPs were obtained as cut-outs from the 

relaxed surface structure. We then optimized the positions of inner atoms of the 

quantum cluster at PBE level. Only the positions of those atoms which are directly 

coordinated to an ECP were fixed, all other atoms of the cluster are allowed to relax. 

Similar to the results of the plane wave calculations a surface Zn atom buckling in z-

direction of  -0.30 Å and -0.32 Å was observed for PEECM and PCF schemes 

respectively.  
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3.3.3.4 Comparison of the binding energies 

Starting from the relaxed surface structure, the adsorption geometries of the bidentate 

and quasi-bidentate structures were optimized using DFT and the PBE functional. The 

binding energy of bidentate on the relaxed surface of the Zn36 cluster amounts to -

39.80 kcal/mol and -39.54 kcal/mol for PEECM and PCF schemes, respectively. 

Compared to the unrelaxed cluster the binding energy increased by ~20 kcal/mol. To 

study the influence of the DFT functional and of dynamic correlation on the binding 

energy, we compared different methods. The results are listed in Table 3.7. Again, the 

BSSE plays an important role for the binding energies. The strongest effect is observed 

for MP2 and amounts to 28.17 kcal/mol. When the basis set is increased to def2-TZVP, 

the BSSE correction is significantly decreased.  

All methods yielded larger binding energies for the bidentate structure compared to the 

quasi-bidentate. Comparing the same method, the plane wave calculations and the 

embedded cluster approach agree within a view kcal/mol. Compared to HF-SCF, the 

binding energy drops with other methods, ~15.5 kcal/mol for PBE, ~12.2 kcal/mol for 

B3LYP, and ~11.5 kcal/mol for MP2. To account for the larger basis set demands for 

correlated wave function methods, we replaced the SVP basis set at the inner part of the 

quantum cluster by TZVP for the bidentate configuration. The MP2 result for the 

adsorption energy on the relaxed Ti36 cluster with TZVP basis set is -45.06 kcal/mol, 

which is very close to the SVP result. This means that the SVP basis set is sufficient for 

the description of the adsorption process on cluster surfaces. The differences between 

the DFT functionals are rather small. The change is 1.3 kcal/mol between PBE and 

B3LYP for the bidentate structure and 1.2 for kcal/mol for the quasi-bidentate structure, 

which gives a relative energy difference of 0.1 kcal/mol. Nakatusji et al. [8] computed 

binding energies of almost ~-80 kcal/mol for both structures by a very limited Zn4O4 

cluster at MP2 level with double-zeta quality basis set, which is not large enough for 

describing the system. However, we assume that the biggest part of the difference is 

caused by surface relaxation and BSSE. 

Another non-negligible contribution to the binding energy comes from the change of 
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the zero-point vibrational energy (ZPVE) upon adsorption. For the optimized structures, 

we obtained zero point vibrational energy of 1.76 and 1.42 kcal/mol for the bidentate 

and quasi-bidentate from the harmonic frequencies. 

 

Table 3.7 Binding energies with different configurations and methods.  

 Bidentate Quasi-bidentate 

 EBE BSSE EBE(CP) EBE BSSE EBE(CP) 

HF -67.28 -12.24 -55.04 -49.13 -8.66 -40.47 

PBE -58.90 -19.36 -39.54 -46.87 -13.43 -33.44 

MP2 -71.72 -28.17 -43.55 -56.35 -21.34 -35.01 

B3LYP -60.30 -17.44 -42.86 -47.13 -12.24 -34.89 

MP2(TZVP) -53.53 -8.47 -45.06    

PBE(PBC)   -41.61   -33.74 

PW91(PBC)13   -42.91   -34.94 

HF(PBC)11   -52.4   -40.7 

MP2(Zn4O4)8 -79.8   -79.6   

 

3.3.3.5 Structures and Frequencies 

To identify the accuracy of the different approaches, harmonic frequencies of formic 

acid and formate anion were calculated based on equilibrium structures with localized 

basis sets and plane waves, the latter restrained in a 10*10*10 Å cell. The results are 

listed in Table 3.8. We noted that the calculated frequencies from localized Gaussian 

basis sets are size dependent, and only a def2-TZVP basis set is sufficient for describing 

the neutral FA molecule and a large def2-QZVP basis set is needed to approach the 

experimental data for the formate anion. The vas(OCO) vibration mode still differs by 

as much as 24 cm-1 between the def2-QZVP, and the def2-TZVP result. For the Plane 

waves calculations a cutoff energy of 400 eV was large enough in all calculations.  
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Table 3.8 calculated and experimental vibrational frequencies of FA and Formate anion by localized 

basis sets and plane waves with different cutoff energies.  

 Localized basis sets Plane waves  

 SVP TZVP QZVP 300 400 500 Exp. [103, 104] 

HCOOH 

O-H str. 3589 3583 3600 3473 3601 3607 3570 

C-H str. 2955 2965 2962 2928 2981 2968 2943 

C=O str. 1814 1765 1760 1719 1759 1758 1770 

C-O str. 1114 1079 1076 1071 1071 1072 1105 

HCOO- 

C-H str. 2268 2415 2439 2449 2478 2457 2449 

Vas(OCO) 1761 1648 1624 1570 1616 1610 1622 

Vs(OCO) 1328 1299 1293 1266 1295 1297 1309 

Δ(vas-vs) 433 349 331 304 321 313 313 

 

Results for the structures and the vibrational frequencies of the two adsorption 

structures (bidentate and quasibidentate) on ZnO(10-10) are summarized in Table 3.9 

and Table 3.10, respectively.  

The geometry parameters obtained by PBC and EC approaches are rather similar. 

However, the splitting number between vs(OCO) and vas(OCO) with PBC and EC 

schemes for bidentate structure differs by up to ~30 cm-1. While the results for the 

symmetric mode are very similar there are deviations in the asymmetric mode. We 

ascribe the difference to the basis sets insufficiency (only the def2-SVP basis set was 

used in the cluster calculations)). Another disagreement between the two approaches 

can be observed in the C-H bending mode; however, the intensities of this vibration are 

negligible. The hybrid functional calculation agrees well with the PBE results. Within 

the PEECM scheme the differencein the splitting is 5 cm-1 for bidentate structure. When 

a scaling factor of 0.9679 [105] was applied for B3LYP, the splitting decreased by ~10 

cm-1. 
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Table 3.9 Comparison of geometry parameters of bidentate and quasi-bidentate with different 

embedding schemes at PBE level. 

  Bidentate Quasi-bidentate 

 Zn-O OsurH…O ∠OCO Zn-O OsurH…O ∠OCO 

PEECM 1.96/2.01 2.62 128.9 1.96 1.48 127.9 

PCF 1.97/2.01 2.73 129.3 1.97 1.51 128.2 

PBC 1.98/2.02 2.82 129.0 1.96 1.52 127.6 

 

Table 3.10 Calculated vibrational frequencies (cm-1) and intensities (%) by different approaches 

with experimental values. 

 

 Bidentate   Quasi-bidentate  

 PEECM PCF PBC B3LYP1 Exp. PEECM PCF PBC Exp.  

Vs(OCO) 1334 1335 1326 1384(1340)2 1374 1326 1321 1310 1373  

Intensity (22.5) (29.8) (23.9) (30.4)  (6.5) (8.1) (7.5)   

Vben(CH) 

Intesity 

1376 

(2.7) 

1385 

(2.6) 

1351 

(1.4) 

1429(1383) 

(5.6) 

 1366 

(0.6) 

1348 

(0.4) 

1341 

(0.1) 

  

Vas(OCO) 

Intensity 

1607 

(80.8) 

1615 

(89.9) 

1572 

(100) 

1650(1597) 

(100) 

1573 1571 

(19.4) 

1570 

(20.6) 

1562 

(22.8) 

1589  

Δ(vas-vs) 273 280 246 266(257) 199 245 249 250 216  

 

1with PEECM scheme; 2with scaling factor of 0.9679. 

3.4 Conclusion 

In this chapter, the results of theoretical calculations on the adsorption of formic acid 

on ZnO (10-10) are used to assign different adsorption sites by comparison of the 

experimental IRRAS data and the calculations. According to the analysis of the 

frequencies, formic acid adsorbs in a dissociated form, i.e. as formate anion 

accompanied by a surface OH group on the mixed-terminated ZnO (10-10) surface. 

Adsorption is possible in two different orientations, which are perpendicular to each 

other. The bidentate structure which is oriented along the [11-20] direction is most 
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stable based on the DFT calculations. A quasi-bidentate, oriented along [0001], is found 

at slightly higher energies. If these two orthogonal orientations are considered, the 

intensities in the IRRA spectra are comprehensible.  

Furthermore, the applicability of plane wave calculations and embedded cluster 

calculations for the adsorption of formic acid on ZnO (10-10) was investigated. While 

the structural parameters and binding energies obtained with the embedded cluster 

calculations with an SVP basis set and the plane wave calculations are rather similar, 

the deviations in the calculated frequencies can be of the order of 50 cm-1. The 

agreement of PBC and EC calculations became much better when the basis set in the 

EC calculations was increased. If one aims for higher level binding energies than those 

obtained at DFT level, a systematic approach is to perform an optimization of the 

surface structure with PBC first. Surface relaxation can then be considered for the 

construction of the embedding either by a point charge field with compensation of 

multipole moments or with PEECM. The adsorption geometries and local structure 

relaxations are reasonably described in the EC calculation. Here, hybrid functionals or 

MP2 calculations are easily affordable.  
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4 NO Adsorption on rutile TiO2(110) surface: role of 

oxygen vacancies 

4.1 Introduction 

The adsorption of molecules on rutile TiO2 (110) surface has attracted much attention 

for various surface related applications such as catalysis, solar cells, and sensor 

technology [106, 107]. Oxygen vacancies (Ov) are common in reducible metal oxides 

and alter the geometric and electronic structure as well as well as chemical properties 

of the system [108]. For example, the CO-stretching frequency in the vicinity of an 

oxygen vacancy differs by 10cm-1 from the one measured for the adsorption on perfect 

parts of the surface [109]. In principle, removal of a neutral surface oxygen leads to two 

remaining electrons in the oxide. The so-called F-center, a vacancy site filled with 2 

(F0), 1 (F1+) or 0 (F2+) electrons, is directly or indirectly responsible for many of the 

material’s properties, such as optical adsorption and luminescence spectra, 

photocatalysis reactivity, and conductivity [13-15]. Scheme of rutile TiO2 (110) surface 

and a bridge oxygen vacancy site is illustrated in Figure 4.1. 

 

  

Figure 4.1 TiO2 rutile (110) surface and a bridge oxygen vacany 
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The description of bridge oxygen vacancies at rutile TiO2 (110) surface is not yet fully 

satisfactory. It is well known that density functional theory (DFT) methodologies [28, 

29] using the local spin density approximation (LSDA) and in the generalized gradient 

approximation (GGA) have deficiency on electron localized systems, because of 

Coulombic self-interaction error, which stabilize solutions with delocalization of spin 

density [110]. With an oxygen vacancy on surface, the defect state could go over 

conduction band by normal DFT calculations and lead to delocalization of unpaired 

electrons across several Ti sites with no appreciable formation of distinct Ti3+ centers 

[111]. Two common methods to overcome this problem are hybrid exchange-

correlation functionals, which is very expensive in supercell approach within periodic 

boundary conditions (PBC), and on-site correlation (DFT+U) method [47, 112], which 

is U value dependent. Hybrid functional calculations [113, 114] showed it was possible 

to localize the electrons to form Ti3+ centers with one at a five-coordinated surface site 

and the other adjacent to the Ov, or both at the neighbors of Ov [115]. Defect states is 

found to be near 1 eV below conduction band, agrees to experiments. DFT+U approach 

adds little computational efforts and gives similar results with hybrid functionals with 

the “precise” U value. Chretien et al. [116] found out unpaired electrons stay 

delocalized after optimization procedure if the U value is less than 2 eV; Similarly, 

Morgan et al. [111] pointed out for U larger than 4.2 eV, the calculations allows the 

recovery of the experimentally observed gap state.  

Another issue addressed in literatures from both experiment and theory is different 

solutions of localization positions [116-119]. Employing certain localization 

procedures, different localizations of possible Ti3+ pairs within the first three layers 

have been compared by DFT+U [116, 119] and hybrid functionals [120]. The 

conclusions agree to that polarons [118, 121], an excess electron can be trapped by a 

local lattice distortion around a Ti ion, migrate near the surface region with low 

migration energy barriers. However, the localization on the two Ti ios adjacent to the 

oxygen vacancy is extremely unfavorable. A molecule dynamic study [122] also 

performed on the distribution of UPEs, and over 65% localize on the subsurface layer.  

We are more interested in the influence of adsorption properties such as adsorption 
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energies and vibrational frequencies by different excess electron localizations. Chretien 

et al. [116] examined the adsorption of an Au atom on a defective surface with bridge 

oxygen vacancy. The Au atom is electrophilic and takes electrons from the surface, and 

the binding energies change as much 0.7 eV with different localization solutions. Nitric 

oxide (NO) is chosen here because of widely technological applications, such as NO 

gas sensor and pollution control [123], and also because of the unpaired πp* electron on 

NO may have interactions with excess electrons on the surface. In turn, the coupling 

interactions may provide useful information for locating the excess electrons on the 

surface. The chemisorption properties of NO on the oxidized (defective free) surface 

have been investigated using both experimental and theoretical methods, including 

large super cell approach and embedding cluster approach [124-128]. The reductive 

(defective) surface is also investigated by Sorescu et al. [129] with normal GGA 

functional, however, the localization of Ti3+ centers is not considered. 

In this section, four localized Ti3+ pairs, namely Ti6c* pairs, Ti6c5c pairs, Ti5c pairs and 

Tisub5c pairs, have been considered by periodic boundary condition calculations and 

embedding cluster calculations. The influence of oxygen vacancies on the adsorption 

of NO on the rutile TiO2 (110) surface is investigated. For four different distributions 

of the two excess electrons the influence on the adsorption properties of NO such as 

adsorption energies and vibrational frequencies is investigated. 

4.2 Computational details 

4.2.1 Calculations with Periodic boundary condition (PBC) 

The first part of the calculations was performed with the Vienna ab initio Simulation 

Package (VASP) [77-79]. The PBE functional was used in all calculations. The 

projector-augmented wave (PAW) method [42] is applied to describe the wavefunctions 

in the core regions, while the valence wavefunctions are expanded as linear 

combination of plane-waves with a cutoff energy of 550 eV. In the geometry 

optimizations of the bulk cell of TiO2, the total energy was converged to 10−5 eV and 
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the Hellmann-Feynman force on each relaxed atom was less than 1 meVÅ−1. The on-

site correction has been applied to the 3d electron of Ti atoms by the approach due to 

Dudarev et al. [47], with the Ueff value set to 4.2 eV [116, 119, 120]. The equilibrium 

lattice constants (a = 3.285 Å, c = 5.297 Å and the internal parameter u = 0.3793) are 

similar to other theoretical results [120] and agree well with the experimental values (a 

= 3.2496 Å, c = 5.2042 Å and u = 0.3819). 

Based on the optimized bulk cell and lattice constants, the surface calculations were 

performed using a slab model, consisting of four stoichiometric layers (one oxygen row 

and one Ti-O row), followed by a vacuum layer with a width of 10 Å. The positions of 

all atoms were optimized, until the Hellmann-Feynman forces converged to 0.01 eV 

Å−1. The TiO2(110) surface was modeled by a 5*2 supercell (Figure 1). Because of the 

large unit cell, the Γ-point approximation was used.  

Removal of a bridge oxygen atom from the supercell produces an oxygen vacancy 

concentration of 10% on the surface. Different distributions of the excess electrons were 

enforced by the scheme proposed by Chretien et al. [116]. To localize the electrons at 

the targeted sites, we chose two Ti sites and expanded the distance to the neighboring 

oxygen atoms by 0.1 Å. In this way, the electron repulsion from the neighboring oxygen 

ions is reduced. This enables localization of the excess electrons on the chosen sites. In 

the following structure relaxation the excess electrons remain at these sites. 

4.2.2  Embedded Cluster calculations 

All cluster calculations were carried out using the TURBOMOLE program 

package [87]. The periodic electrostatic embedded cluster method (PEECM) (see 

section 2.4) is employed, and the nominal charges of +4.0 for Ti and -2.0 for O were 

used. The positive point charges closest to the quantum cluster are fixed and have been 

augmented with large (18e-) Ti4+ core potential [130] to avoid artefacts. To model the 

TiO2 (110) surface, we used a Ti25O81 cluster (see Figure 2). The relaxed surface 

structure was taken from the periodic DFT slab calculations in the previous section. 

Only small part of the cluster (Figure 2) is reoptimized at B3LYP/def2-SVP level. The 

structure optimizations on the quantum cluster and the cluster with adsorbed NO 
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molecule were performed with the def2-SVP [91] basis set and the B3LYP functional 

[35, 131], which provide good results for binding energies and frequencies for NO 

adsorption on TiO2(001) surface. We calculated the binding (or adsorption) energies 

according to the expression 

E�� = −����� − (����� + ���)� 

Harmonic frequencies were obtained based on the optimized structures. The hessian 

matrix and dipole gradients by numerical differentiation of the gradients [132]. For 

comparison with experimental spectra, the vibrational frequencies computed with the 

B3LYP functional are scaled with a factor of 0.92 [125] to correct for the errors of the 

method and the harmonic approximation. 

4.2.3 Band gap and on-site correction 

The band gaps, calculated with different methods and models, are listed in Table 4.1. 

As expected, HF overestimates the band gap by a factor of four, while the band gap is 

underestimated with the PBE functional. In the VASP calculations PBE yields a band 

gap of 1.77 eV for PBC calculation, which is below the experimental value of 3.1 eV. 

The hybrid functionals, HSE and B3LYP, show in the PBC calculations good agreement 

with the experimental band gap. When applying the Hubbard-U in combination with 

the PBE functional, the band gap increases, and the result is U dependent. When 

applying the Hubbard-U, the band gap increases, with increasing U. The band gaps (1.8 

eV to 2.5 eV) obtained with a U value in the range from 0 to 6 eV () remains well below 

its experimental value. However, with U values larger than 4.2 eV, strong localization 

with the excess electrons from the bridge oxygen vacancy was found. We perform our 

PBC calculations with U=4.2 eV in the following. The trends for the dependence of the 

band gap on the different methods are similar in the embedded cluster calculations. 

However, several additional factors influence the band gap  (HOMO-LUMO gap) in 

the embedded cluster calculations: a) cluster size, small clusters usually give larger 

band gaps; b) point charges for embedding environment, use of nominal charges of 4.0 

for Ti and -2.0 for O yield larger band gaps compared with smaller charges, +3.0 and -

1.5 for example [53, 114].  
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Table 4.1 Calculated band gaps (HOMO-LUMO gaps for EC) of rutile TiO2 using different methods, 

the values are given in eV. 

 HF  PBE PBE+U 

(U=4.2) 

HSE 

(0.2 HF) 

B3LYP 

PBC 12 [133] 1.77 [115] 2.21 [134] 3.05 [115] 3.4 [113] 

EC 11.95 2.10   3.85 

Exp.  3.1 [135] 

4.3 Results and discussion 

4.3.1 Defect free surface 

In the PBC calculations, the ideal rutile TiO2 (110) surface is modeled with a 5x2 

supercell, and all atomic positions within the supercell allow to relax. According to the 

PBE+U calculations the following reconstruction of the surface was observed: The 

oxygen bridge (Ob) – Ti6c- sub Ti6c rows show an outward displacement of 0.24-0.44-

0.39 Å, respectively. The next threefold-coordinated oxygen row also moves 0.32 Å out 

of the surface. However, the Ti5c row stays more or less at the original place with a 

displacement of only -0.04 Å. The results agree with other theoretical works and LEED 

data (Table 3 in [107]). Shibuya et al. [120] found some difference between PBE+U 

and HSE06 (25% HF exchange) with a 4x2 supercell. With HSE06 the overall 

displacement of the ions is an inward relaxation, whereas with PBE + U it is an outward 

displacement. 

 Based on the optimized supercell structure obtained with PBE+U, an embedded cluster 

model was set up. It consists of a Ti25O81 quantum cluster and an interface layer of 46 

titania ECPs. Ionic charges of Ti and O for the embedding have been tested in literatures. 

Rittner and coworkers [58] found an optimal Ti charge of +2 by comparing binding 

energies of N2 on rutile TiO2 (110) surface between a Ti9O18 cluster and hydrogen 

saturated cluster of similar composition Ti9O25H14. Stodt et al. [53] studied the 

convergence of the N-Ti bond distance and the adsorption energy at the HF-SCF/SVP 
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level with different cluster sizes, and charges of +3.0 for the cations and −1.5 for the 

anions has been chosen. We apply formal charges of Ti(+4) and O (-1) for our 

calculations as recommended by Ammal and Heyden [136], since with formal charges 

the HOMO-LUMO gap agrees better with the band gap in periodic GGA calculations. 

Only the inner part of the quantum cluster is reoptimized at B3LYP level (see Figure 

4.2), thus the cluster approach with B3LYP shows similar results. The relaxed atoms 

show displacements within 0.1 Å compare to PBE+U results, the two central Ti6c atoms 

of the cluster inward to the bulk by -0.05 Å. 

 

 

 

Figure 4.2 Model for the (110) rutile surface: Ti25O81(Ti46 ECP) cluster. The geometry is based on 

the optimized PBE+U structure obtained in the slab calculation. The inner part of the quantum 

cluster (the Ti atoms shown in pink and the oxygen atoms shown in red) is reoptimized at B3LYP 

level. The small white and big grey balls represent fixed oxygen and titanium, black ones are the 

titania ECP at the interface between quantum cluster and embedding. 

 

4.3.2 Modeling of oxygen vacancies 

For the investigation of the oxygen vacancies one neutral oxygen atom was removed 

from a bridge position on the surface with two excess electrons of the O2- ion remaining 

in the system. In case that the electronic structure is determined with PBE+U (U=4.2) 

without any initial distortion of the geometric structure, the two unpaired electrons are 

localized in the surface Ti6c row at the direct neighbors of the vacancy site. This 

positions are denoted as Ti6c* in the following. Due to the missing oxygen ion, a local 
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reconstruction of the vacancy occurs. Compared to the perfect surface, the two Ti6c* 

ions move down by 0.13~0.20 Å and the oxygens below the Ti6c* sites show a 

displacement of 0.1 Å. 

 

  

a. Ti6c* b. Ti6c-5c 

 

  

c. Ti5c d. Tisub5c 

Figure 4.3 Four different localizations of the Ti3+ centers, optimized structures at PBE+U level, 

Ti3+ are shown in blue, grey and red circles represent Ti and O.  
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Many other local minima on the potential energy surface of the reduced oxide have 

been reported in the literature [116, 119, 120, 122]. Besides the Ti6c* localization (Figure 

4.3a), we enforced localization of the excess electrons in three other configurations. 

One is the configuration obtained by Di Valenti et al. [113] and Bredow et al. [114] 

which is the standard solution for hybrid functionals. In this configuration two unpaired 

electrons are located at different lattice sites, one is on Ti6c* and the other on the 

neighbor Ti5c row we term this configuration as Ti6c5c (Figure 4.3b). The next is the 

lowest energy configuration obtained by Deskins et al. [119] with DFT+U and Shibuya 

et al. [120] with DFT+U and hybrid functionals. This configuration corresponds to that 

two electrons are localized on the subsurface of Ti5c rows, which is named as Tisub5c 

(Figure 4.3d). The third one is another low energy configuration obtained by Deskins 

et al. [119], that two Ti3+ centers stay at surface Ti5c rows, termed as Ti5c (Figure 4.3c). 

The creation of Ti3+ sites lead to local geometry distortions, where the bond lengths 

between Ti3+ and neighboring oxygens is extended within a range of 0~ 0.15 Å. As 

Shibuya et al. [120] pointed out, we also noted in our calculations that if a free electron 

occupies one of the t2g-type d orbitals of a Ti3+ center, bond extensions occur only for 

those bonds which are in the same plane as the occupied d orbital with maximum bond 

distortions of 0.15 Å (Table 4.2). The other neighboring oxygen atoms are changed by 

less than 0.01 Å. 

 

Table 4.2 lattice distortion for the four configurations, unit is in Å. 

 Maximum bond distortion Minimum bond distortion 

Ti6c* 0.09 0.04 

Ti6c-5c 0.12 0.02 

Ti5c 0.11 0.02 

Tisub5c 0.15 0.01 

 

The energies of the different localizations of the Ti3+ centers are summarized in Table 

4.3. In the PBE+U calculations, the results agree to other PBC calculations [119, 120, 
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122]. The localization at subsurface Ti5c centers has the lowest energy and the 

localization on the Ti atoms adjacent to the vacancy is unfavorable in energy. In the 

next step we compared to embedded cluster calculations. The quantum cluster is shown 

in Figure 4.2. A limitation for the embedded cluster method is the treatable cluster size 

and the number of atoms that can be considered in the structure relaxation. For the 

Tisub5c structure, we therefore fixed the subsurface Ti atoms and most of the neighboring 

oxygen atoms based on the structural parameters obtained by the PBE+U calculations. 

Thus, the energy of Tisub5c configuration can be expected to be lower. However, 

assuming that the geometry distortion only has influence on the local region of 

neighboring oxygen atoms, which means that the relaxed region in Figure 4.2 is large 

enough for the surface localizations, energy differences between the different solutions 

are negligible at B3LYP level with the def2-SVP basis set.  

 

Table 4.3 Relative energies (in eV) with respect to Ti6c* localization with different methods. 

 Ti6c* Ti6c-5c Ti5c Tisub5c 

PBE+U (PBC) 0.00  -0.28  -0.56 -0.71  

Deskins [119] 0.00  -0.68 -1.27 -1.55  

B3LYP (EC) 0.00 0.05 -0.09 -0.02 

 

4.3.3 NO adsorption on the perfect surface 

The binding mechanism of NO on the perfect surface is well established and 

investigated by quantum chemical calculations. In the NO molecule the singly occupied 

πp* orbital is polarized to the N atom and thus the N-orientation adsorption (N towards 

the surface) is stronger than the O-orientation adsorption [125, 129]. In the following, 

only N-orientation will be considered. To distinguish the difference between unpaired 

electron localization on Ti5c site and adsorption Ti5c site, we use Ti(5c) for later case. 

The nitrogen atom of NO attaches to the Ti(5c) atom of the surface with a distance of 

2.56 Å and a tilting angle between NO and the surface, which allows an interaction of 

the πp* orbital of NO and the ���orbital of Ti(5c) (Figure 4.4). This is proven by Arndt 
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et al. [128] by varying the distance coordinate and the polar angle between NO and 

Ti(5c) using an embedded cluster approach and restricted open shell MP2. Our cluster 

calculations yield binding energies of 0.39 eV, which agrees well with the calculations 

of Haettig et al. [125] on a Ti40O80 and with experimental value [129]. A detailed 

comparison of the geometry parameters and binding energies is listed in Table 4.4.  

 

Table 4.4 Geometry parameters and binding energies with different approaches, comparison with 

experimental values. 

 Ti-N (Å) N-O (Å) ∠TiNO (°) BE (eV) 

B3LYP(EC) [125] 2.49  130 0.36 

ROMP2(EC) [128] 3.00  144 0.57 

PW91(PBC) [124, 129] 2.46 1.16 127.6 0.35 

B3LYP (EC) 2.56 1.14 133.4 0.39 

Exp. [124]    0.39 

 

 

Figure 4.4 Single occupied πp* orbital for NO adsorbed on the rutile TiO2 (110) surface. Tilted 

structure, isovalue was set to 0.04. 

 

4.3.4 NO adsorption at the Vo site 

In the following, we investigated the adsorption of NO at the oxygen vacancy for 

different types of localizations of the excess electrons. Still, the N-orientation towards 

the surface is energetically more favorable than with the O-orientation [129]. We first 

analyzed the NO adsorption at the oxygen vacancy site with Ti6c* localization. We 
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noticed a charge transfer process from one of the Ti6c* atoms to the NO ����
∗  orbital and 

a ground triplet state is formed on the NO molecule. The remaining unpaired electron 

on the other Ti6c* atom is coupled anti-ferromagnetically with the two electrons on the 

NO molecule. Then the total system shows a low spin state, which is 0.11 eV more 

stable than quartet spin state. The calculated bond length of Ti-NO is 1.93 Å with an 

upright configuration (Figure 4.5), and the adsorption energy is 1.72 eV, agree well with 

a value of 1.93 Å for bond length and 1.59 eV for the adsorption energy from Sorescu 

et al. [129]. A charge transfer process is observed for the other three excess electron 

localizations as well, even for the Tisub5c localization with fixed volume extension. The 

explanation is that the orbital hybridization between two Ti6c* atoms and NO lowers the 

NO 2πp* orbital energy, and then the driving force for electron transfer from the surface 

to the NO molecule adsorbed on a vacancy site increases. However, the coupling 

between the one excess electron distributed on the two Tisub5c atoms with the two 

unpaired electrons on the NO molecule is weak, because of the long distance, 3.6 Å 

from a Ti5c site and 8.8 Å from a Tisub5c site. The adsorption energy for NO on the 

vacancy site with Tisub5c localization amounts to 1.20 eV, which is ~0.52 eV smaller 

than for Ti6c* localization with strong electron coupling. 

   

 

Figure 4.5 Adsorption structure of NO on bridge oxygen vacancy site. 

 

4.3.5 NO adsorption at the Ti(5c) site 

Sorescu et al. [129] noticed a strong influence on the adsorption properties at Ti(5f) 
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sites, adsorption energy increased by about 0.44 eV for a Ti-NO orientation. It is worth 

noticing that the NO is almost perpendicular to the surface, and spin state changes from 

triplet state (two unpaired electrons from oxygen vacancy) to a doublet. Similarly, Li et 

al. [137] found out that the NO adsorption energy increase about 0.2 eV on a 

hydroxylated surface, because of a transfer of charge from the surface to the molecule. 

In our cluster calculations, two solutions are found depending on the starting geometry 

structures. Adsorption structures, binding energies and vibrational frequencies from 

different excess electron localizations are listed in Table 5. We first analyzed the NO 

adsorption at Ti(5c) site with Ti5c localization, because one of the localized Ti3+ center 

is close to the NO molecule. First, we start with a tilted structure as obtained on the 

perfect surface, and we obtain a tilted configuration after geometry optimization. The 

adsorption energies with different excess electron localization are similar to those 

obtained on the perfect surface (Table 4.5), which means that the excess electrons have 

no influence on the adsorption properties in the case of NO. Next, we start with an 

upright structure. After geometry optimization, Ti (5c) moves out of the surface by 0.26 

Å, the distance between NO and Ti (5c) thus shortens to 1.93 with an upright 

configuration of NO on the surface. In the second upright configuration, adsorption 

energy decreases by about 0.2 eV compared with tilted structure. A charge transfer 

process is observed with upright structure from Ti3+ center to NO 2πp* orbital, a NO- 

anion is thus formed on the surface with a triplet state, orbital schemes of two singly 

occupied 2πp* orbitals can be seen in Figure 4.6. 
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Figure 4.6 Three singly occupied orbital schemes for NO adsorption on a reduced surface with 

Ti5c localization, isovalue is set to 0.04. 
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Table 4.5 NO binding energies (in eV) and stretching frequencies (in cm-1) on the perfect and the 

defective rutile TiO2 (110) surface. 

Adsorption site UPE localization Adsorption geometry Binding energy Freq 

Ti(5c) defective free tilted  0.39 18971 

Vo Ti6c* upright 1.72 1461 

Vo Tisub5c upright 1.20  

Ti(5c) Ti6c* tilted 0.38 1898 

Ti(5c) Ti5c tilted 0.38  

Ti(5c) Tisub5c tilted 0.35 1902 

Ti(5c) Ti6c* upright 0.50 1736 

Ti(5c) Ti6c5c upright 0.50 1736 

Ti(5c) Ti5c upright 0.58  

1 1893 cm-1 from Stodt et al. [125] with Ti40O80 cluster, 1873 cm-1 from experiments [125, 127]. 
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4.3.6 NO stretching frequency 

 For the optimized structures, the vibrational frequencies of NO have been calculated 

numerically. The values are listed in Table 4.5. The scaling factor of 0.92 is determined 

as ratio between the experimental gas phase frequency of an NO molecule and the 

calculated value obtained at the B3LYP/def2-SVP level in the harmonic approximation 

[125]. 

The stretching frequency of NO on the perfect surface is 1889 cm-1 and agrees with 

caluclations for a Ti40O80 cluster experimental data [125-127]. On the reduced surface, 

the NO molecule can strongly bind to a vacancy site and form a NO-. Thus the stretching 

vibration of NO- shows a blue shift of 428 cm-1 from NO in gas phase. However, this 

has so far not been observed experimentally. There are two possible explanations. On 

the one hand, NO can form dimers on the surface; on the other hand, frequencies below 

1700 cm-1 are not always considered in the experiments [126, 127]. From ultra-high 

vacuum Fourier transform infrared spectroscopy (UHV-FTIRS) results [125-127], it 

was found that three main bands at 1875, 1750 and 2243 cm-1 were observed on both 

fully oxidized and reduced TiO2(110) surfaces at low NO coverage. The three bands are 

attributed to the presence of three surface species, NO, (NO)2 and N2O, respectively. 

The only difference is that the negative bands at 1875 and 1750 cm-1 observed for 

oxidized samples became positive for reduced TiO2(110), whereas the N2O band at 

2243 cm-1 remains negative.  

We continued with NO adsorption at the Ti(5c) site on a reduced surface. Two local 

minima structures were found, and the adsorption energy difference is 0.2 eV. For the 

first tilted structure, the unpaired electrons are well localized on the Ti atom sites and 

do not participate in the adsorption process. Accordingly, the frequency does not change 

much (within 10 cm-1). In the upright configuration, one electron is transferred to NO 

inducing a shift of about 162 cm-1 to 1736 cm-1, compare to tilted structure. 
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4.4 Conclusion 

Four different localized solutions of two excess electrons created by a bridge oxygen 

vacancy on rutile TiO2 (110) surface, namely Ti6c* pairs, Ti6c5c pairs, Ti5c pairs and 

Tisub5c pairs, have been considered by periodic boundary condition calculations and 

embedded cluster calculations. Our PBE+U (U=4.2 eV) results agree to other super cell 

calculations with GGA+U and hybrid functionals, the subsurface sites are preferred, 

Ti5c solution is close in energy and sites directly adjacent to the oxygen vacancy are 

unstable. Our B3LYP calculations with embedded cluster method, on other hand, show 

that the energy difference between Ti5c and Ti6c* is negligible. Therefore, the Ti6c* 

localizations cannot be rule out.  

On a defect free surface, NO prefers to adsorb on the surface at a Ti(5c) site with an N-

orientated tilted structure. On a reduced surface, the most active site for NO adsorption 

is the vacancy site, and the adsorption energy is calculated to be 1.72 eV. The two excess 

electrons locate at the vacancy site, where one of the electrons is transferred to NO to 

form a triplet NO- and the other is coupled anti-ferromagnetically with NO-. For this 

configuration, the NO stretching frequency shows a shift of 400 cm-1 from NO in gas 

phase. Two local minima structures were found with NO adsorption at the Ti(5c) site. 

For the first tilted structure, the unpaired electrons are well localized on the Ti atom 

sites and do not participate in the adsorption process. Accordingly, the adsorption 

energy and frequency do not change much compared to NO on the defect free surface. 

In the upright configuration, however, one electron is transferred to NO and the 

adsorption energy increase 0.2 eV compare to the tilted structure, also the frequency 

has a blue shift of 170 cm-1. 

The results from NO adsorption on reduced surface show that the coupling interaction 

between NO radical and excess electrons is either so strong when the NO adsorbs on 

the vacancy site, that the electronic configuration is completely changed; or so small 

when NO adsorbs on the Ti(5c) site, that have no influence on the NO. Therefore, NO 

adsorption cannot be used to obtain information on the localization of the excess 
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electrons. 
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5 Applications on materials with magnetic centers 

5.1 CO adsorption on the Fe-terminated α-Fe2O3(0001) surface 

5.1.1 Introduction 

Iron oxides are widely used in catalysis due to their availability, low toxicity, and price 

[6, 138]. Here, we are interested in the adsorption of carbon monoxide (CO) on the 

(0001) surface of hematite, α-Fe2O3, because CO plays an important role in catalytic 

reactions on both metal and metal oxide surfaces. For example, the oxidation of CO to 

carbon dioxide (CO2) is a good solution to solve such serious environmental problem 

[139, 140].  

In α-Fe2O3, the Fe centers are in the oxidation state +3, they have a 3d5 occupation and 

are in a distorted octahedral environment. They are in a high spin configuration with a 

local spin of S=5/2. The experimentally measured magnetic moments are ~4.6-4.9 �� 

per atom [141, 142]. Below the Neel temperature, TN=955 K [143], α-Fe2O3 is an anti-

ferromagnetic insulator showing weak ferromagnetism above the Morin temperature, 

TM=260 K, due to a slight canting of the two sublattice magnetizations [144, 145].  

The geometric, electronic and magnetic structure of hematite is well investigated by 

quantum chemical calculations. As discussed for rutile TiO2, density functional theory 

with local density approximation (LDA) and generalized gradient approximation (GGA) 

underestimates the band gap by 40% (chapter 3). In the case of iron containing systems, 

FeO for example [146, 147], the system is predicted with DFT as metallic, while it 

behaves as Mott insulator experimentally. For hematite, DFT gives an energy gap of 

0.5 eV and a magnetic moment of 3.4 ��  per atom [148] which is too small when 

compared to experimental value of 2 eV. The LDA/GGA band gap and magnetic 

moments can be corrected using DFT+U. This method requires an empirical parameter, 

the Hubbard U. Rollmann et al. [149] concluded that best overall agreement, with 

respect to experimental photoemission and inverse photoemission spectra of hematite, 

is achieved for U=4 eV. Dzade et al. [150] suggested a U value of 5 eV, which provides 
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a good description of the band gap of 2.1 eV and yields a magnetic moment for Fe of 

4.23 �� per atom. We apply DFT+U where U is set to be 5 eV for the Fe 3d electrons 

for the calculations in this section. 

In contrast to LDA and GGA calculations, the Hatree-Fock (HF) method significantly 

overestimates the band gap. Hybrid functionals which contain a fractional amount of 

exact HF exchange are capable to approximately describe the experimental band gap. 

The percentage of HF exchange, similar to Hubbard U, can be used as an empirical 

parameter as well. A screened hybrid functional with 12% exact HF exchange is 

obtained by Pozun et al. [151] to yield a band gap that is in accordance with 

experimental observations. However, calculations with periodic boundary condition for 

large unit cells are rather time consuming when hybrid functionals are applied. 

Therefore, DFT+U calculations are performed to investigate the adsorption of CO on 

the (0001) surface of α-Fe2O3. 

5.1.2 Computational details 

All calculations are based on spin polarized density-functional theory (DFT) [28-31] 

and were performed with the Vienna ab initio Simulation Package (VASP) [77-79]. The 

generalized gradient approximation with the functional described by Perdew, Burke, 

and Ernzerhof  [35, 131] (GGA-PBE) was used. Only the valence orbitals of Fe (3d4s) 

and O (2s2p) were taken into account. The projector-augmented wave (PAW) method 

[42, 43] is applied to describe the wavefunctions in the core regions, while the valence 

wavefunctions are expanded as linear combination of plane-waves with a cutoff energy 

of 550 eV. The convergence of the total energy with the cutoff energy was checked up 

to 800 eV. The differences are within 3 meV/atom.  

The hexagonal unit cell consists of 12 iron atoms and 18 oxygen atoms (Figure 1). For 

optimization of ion positions and the unit cell volumes, the Brillouin zone integration 

is performed using Monkhorst-Pack grids [44]. K-point grids with a 7x7x3 mesh for 

relaxations and a 14x14x6 mesh for the calculation of densities of states (DOS) were 

used. Partial electronic densities of state were calculated by projecting the plane-wave 

components of the orbitals onto their spherical harmonic components within atomic 
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spheres.  

The effect of the on-site Coulomb repulsion of Fe 3d electrons was considered by the 

Dudarev approach [47, 152] with the effective parameter Ueff = 5 eV. The surface 

structures were modeled by a 2x2x1 super cell, which contains 48 irons and 72 oxygen 

atoms, assuming that the interaction between the CO molecules is negligible. A vacuum 

layer of 17Å was included to avoid interactions between the slabs. All atoms including 

adsorbates and super cell were allowed to relax until the residual forces on all atoms 

converged within 0.01 eV/Å. The K-point grid was set to 3x3x1 for super cell 

integration.  

The free CO molecule was simulated in a 10Å x 10Å x 10Å sized cell using Γ-point 

approximation. All other parameters were chosen identical to the ones as the surface 

calculations. 

5.1.3 Results and Discussion 

5.1.3.1 Bulk α-Fe2O3 Structure 

The hematite structure contains iron and oxygen atoms arranged in a trigonal-hexagonal 

structure with space group R-3c and lattice parameters a = b = 5.035 Å, c = 13.747 Å 

[153], with six formula units per unit cell. The complete hexagonal unit cell of hematite 

is shown in Figure 5.1.1, together with the rhombohedral primitive cell. The electronic 

properties will be the same at each iron site, because all ions atoms have an equivalent 

octahedral environment. The arrangement of the Fe cations produces pairs of FeO6 

octahedral that share edges with three neighboring octahedrons in the same plane and 

one face with an octahedron in an adjacent plane. 
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Figure 5.1.1 Schematic illustration of the hexagonal unit cell (left) and the rhombohedral primitive 

cell (right) of α-Fe2O3. Color scheme: Fe = blue and O = red. 

 

From the rhombohedral primitive, we note that there are two types of pairs of Fe atoms. 

There are two characteristic distances between neighboring Fe ions along the hexagonal 

axis. According to the definition by Rollmann et al. [149] the shorter Fe-Fe distance is 

defined as type A and the larger as type B. The arrangement of the oxygen anions and 

the high-spin (d5) iron cations naturally affects the orientation of the iron atoms’ spin 

magnetic moment and thus the observed bulk magnetic properties of hematite. Detailed 

differences of energy and magnetic moments between several electronic solutions can 

be found in ref. [149]. We follow the ground state which found in ref. [149] that type A 

pairs have opposite magnetic moments, while Fe atoms belonging to type B pairs have 

equal magnetic moments. Comparison of lattice constants, geometries and magnetic 

moments between our results and other theoretical works and experiments are listed in 

Table 5.1.1.  
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Table 5.1.1 Structural parameters for a-Fe2O3 and magnetic moments obtained with different 

theoretical methods and experiments. Magnetic moments (MM) are in ��, and distances are in Å.  

 Reference a c MM Fe-Fe (A) Fe-Fe (B) 

PBE+U (5 eV) This study 5.078 13.878 4.23 2.872 4.067 

PBE+U(4 eV) [154] 5.067 13.879 4.14   

PW91+U(4 eV) [148] 5.067 13.882 4.11 2.896 4.044 

HF [155] 5.112 13.820 4.74 2.877 4.033 

LSDA [156]   3.72   

PW91 [148] 5.007 13.829 3.44 2.929 3.998 

PBE [151, 157]   3.60 2.95 3.99 

HSE(12%) [151]   4.16 2.94 4.00 

Exp. 
[141, 153, 

158] 
5.035 13.747 4.6-4.9 2.88 3.98 

 

We obtained a magnetic moment of 4.23 �� for each iron, which is consistent with other 

DFT+U calculations and higher than common DFT results. This observation is 

explained by the increasing repulsion on the Fe-sites as the U-value increases, the O 2p 

and Fe 3d hybridization is substantially reduced by the strong on-site repulsion. 

Consequently, the lattice parameters get bigger with increasing U-value. However, by 

increasing the U-value, Canepa et al. [157] observed that the volume of the 

rhombohedral cell expands beyond the experimental value. If the HF exchange 

considered in the DFT functional is increased to 50%, the cell volume matches the 

experimental one. This is also reflected in the bond distances which are decreasing with 

higher HF exchange. 

The total density of states (DOS) calculated for bulk α-Fe2O3 structure as well as the 

contributions of the Fe 3d bands and O 2p bands are shown in Figure 5.1.2. The 

occupied states near the Fermi level are mainly composed of the O 2p states with a 

small contribution of the Fe 3d states, and the conduction band is dominated by Fe 3d 

states, suggesting that α-Fe2O3 is an O 2p - Fe 3d insulator. The gap between the highest 

states below the Fermi level and the states with the lowest states above the Fermi level 

is determined to approximately 2.5 eV. 
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Figure 5.1.2 Density of states (DOS) of bulk α-Fe2O3 with PBE+U calculation. 

 

5.1.3.2 Model surface 

The α-Fe2O3 (0001) surface, one of the predominant growth surfaces, has been subject 

to intensive studies, due to its importance in catalysis. Unraveling the relationship 

between the atomic surface structure and other physical and chemical properties of 

metal oxides is challenging due to the mixed ionic and covalent bonding often found in 

metal oxide systems. In the hematite case, three different surface terminations are 

possible when the crystal is cleaved perpendicular to the (0001) direction. There is a 

single-Fe-terminated surface, a double-Fe-terminated and an O-terminated surface. 

Single-Fe-terminated surface is determined to be the most stable one among them when 

comparing surface energies, oxygen terminated surface is also suggested under 

condition of high oxygen pressure. [149, 154, 159, 160]. In the meantime, mixed 

surfaces are also suggested both experimentally and theoretically [161, 162]. In this 

study, we have considered only the non-polar single Fe-termination where the top and 

side views are schematically shown in Figure 5.1.3.   
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Figure 5.1.3 Side (left) and top (right) views of the single-Fe-terminated α-Fe2O3 (0001) surface, 

terminating irons are marked with green circles in the top view. 

 

The anti-ferromagnetic ordering of bulk hematite is retained at the (0001) surface. The 

magnetic moments of the surface layer Fe atoms (3.97 �� ) is substantially reduced 

compared to the bulk Fe atoms (4.23 ��). The change in the coordination of the surface 

atoms compared to those in the bulk modifies the O 2p and Fe 3d hybridization, which 

consequently affects the local magnetic moments [150, 154].  

As a characteristic of most metal oxide surfaces, strong surface relaxation has also been 

found for the single-Fe-terminated surface. The largest relaxation effects are the 

reduction of the Fe-O distance between the two top layers, due to the electrostatic 

effects characteristic for the surface. In Table 5.1.2, we summarize the optimized 

interlayer distances compared with previous theoretically predicted and experimentally 

observed ones.  
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Table 5.1.2 Optimized first four interlayer distance (Å) for the single-Fe-terminated α-Fe2O3(0001) 

surface. 

Method Layer 1-2 

Fe-O 

Layer 2-3 

O-Fe 

Layer 3-4 

Fe-Fe 

Layer 4-5 

Fe-O 

PBE+U (bulk) 0.88 0.88 0.56 0.88 

PBE+U (5 eV) 0.28(-68%) 0.94(+6.8%) 0.36(-36%) 1.02(+16%) 

PW91+U (4 

eV)[161] 

(−66.6%) (7.2%) (−38.0%) (16.3%) 

PBE+U(4 eV)[148] (-57%) (+9.6%) (-40%) (+17%) 

PW91+U [150] 0.40(−52%) 0.91 (+8%) 0.45 (−26%) 1.05 (+23%) 

GGA[162] 0.36(−57%) 0.90(+7%) 0.46(-23%) 0.97(+15%) 

LEED [163] 0.62(−27.4%) 0.87(+3.6%) 0.55(−8.3%) 0.9(+7.1%) 

XPD [164] 0.50(-41%) 1.0(+18%) 0.55(-9%) 1.24(47%) 

 

The surface layer relaxation we obtained in the GGA+U calculations agrees to the 

values obtained by Kiejna et al. [161], however , it differs from other GGA+U results, 

especially for the top layer. A possible origin for the differences can be the parameter 

settings. In particular, the cutoff energy was different in the calcualtions. Kiejna et al. 

used 450 eV, Rohrbach et al. [148] and Dzade et al. [150] applied 350 and 400 eV 

respectively. The results of low-energy electron diffraction (LEED) and XPD studies 

show only qualitative agreement with the results of GGA and GGA+U studies and differ 

very much in the magnitude of the relaxations, especially for the first four layer 

distances. They differ also substantially among themselves which may be related to 

different samples (single crystal or a thin hematite film) and preparation methods. 

5.1.3.3 CO Adsorption 

In the first step, the structure and vibrational frequencies of a free CO molecule were 

calculated with VASP and the same settings as will be used in the calculations on the 

adsorbed molecule. A bond length of 1.14 Å was obtained which agrees well with the 

experimental distance of 1.13 Å. For the stretch frequency, 2124 cm-1 was obtained 
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from GGA+PBE, which has to be compared to the experimental value of 2143 cm-1.  

The adsorption of CO on metal surfaces has been investigated in details, see ref [165, 

166] and references therein. The adsorption of CO on metal surfaces is described by the 

donor-acceptor model [167] (or Blyholder model). When CO is adsorbed on a metal 

surface the CO 5σ-orbital is significantly hybridizing with the metal d-electrons. This 

gives rise to a charge transfer from the CO σ orbital to the metal, but the metal also 

donates charge back into the antibonding 2π∗-CO orbital. The back donation from the 

substrate into the 2π∗-CO orbital weakens the bond within the CO molecule and 

strengthens the bond to the substrate. The weakening of the CO bond induces a red shift 

(towards lower wavenumbers) of the vibrational frequency [168]. However, CO 

adsorption on oxide surfaces (NiO for example) can be different. Pacchioni et al. [169] 

showed that back-donation is negligible for NiO/CO case. 

On the single-Fe-terminated surface, the surface iron atom and the three neighboring 

oxygen atoms form together with the adsorbed CO molecule a tetrahedral configuration. 

CO is arranged vertically to the surface plane (Figure 5.1.4). The Fe atom moves 

upward by 0.26 Å. The distance between Fe and C is 2.20 Å, and the CO bond length 

stays at 1.14 Å. The binding energy, defined as the energy difference between the energy 

of super cell with adsorbed CO molecule and the energies of the surface super cell and 

the separately calculated CO, amounts to 0.53 eV. The adsorption energy of CO on 

clean metal oxide surfaces, 0.16 eV for CO@MgO (001) [170], 0.51 for CO@Al2O3 

(0001) [170], 0.53 eV for CO@ZnO (10-10) [171] and 0.36 eV for CO@TiO2 (110) 

[172], is generally weak.  

The calculated frequency of the CO stretching vibration shifts from 2124 cm-1 (exp. 

2143 cm-1) to 2144 cm-1 (exp. 2173 cm-1). The blue shift (higher frequency number) of 

30 cm-1 with respect to CO gas phase is also found in CO adsorption on other metal 

oxide surfaces, such as TiO2, MgO and NiO [169, 172, 173]. We ascribe the CO 

vibrational shift toward higher frequencies arises essentially from the repulsion 

originating when the CO molecule stretches in the presence of the rigid surface (wall 

effect) [169, 173, 174]. 
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Figure 5.1.4 CO adsorption geometry on the single-Fe-terminated α-Fe2O3 (0001) surface 

 

5.1.4 Conclusion 

We studied the adsorption of a CO molecule on the α-Fe2O3(0001) surface with DFT+U. 

Our studies reveal that the on-site Coulomb correction on Fe 3d state should be 

considered, because otherwise the band gap would be underestimated and the magnetic 

structure could not be properly described. In bulk hematite, there are two types iron 

interactions, i.e. type A and type B, and type A pairs are coupled anti-ferromagnetically, 

while type B pairs are coupled ferromagnetically, the whole system shows net magnetic 

moments. Only the non-polar single Fe-terminated surface is considered in our 

calculations. On this surface, the CO molecule adsorbs in an upright configuration with 

adsorption energy of 0.53 eV, which is in line with CO adsorption on other oxide 

surfaces. The frequency of CO stretching vibration changes from 2124 in gas phase to 

2144 cm-1 on the surface, and it is in good agreement with the experimental values. 
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5.2 Magnetism of inverse spinel cupper ferrite: influence of Li 

intercalation 

5.2.1 Introduction 

Spinel ferrites are commercially attractive and have gained importance due to their high 

specific capacities [175]. Spinel oxides retain capacity for a large number of cycles due 

to their robust host structure and show high lithium diffusion rates due to the presence 

of a three dimensional network of interstitial sites [17]. An interesting feature is that the 

transition metal centers of these materials can change their oxidations state and 

magnetic properties during cycling. Thus a reversible control over bulk magnetism via 

electrochemical processes is proposed with spinel iron oxide, maghemite [19]. 

 In the case of iron oxide spinel, the oxygen atoms are arranged in a face-centered cubic 

(fcc) sublattice, and tetrahedral hollow sites (A site) and octahedral hollow sites (B site) 

are occupied by irons with Fe2+ and Fe3+ respectively. The Fe ions on A and B sites 

couple anti-ferromagnetically. It is found that each intercalated Li-ion reduces one of 

the Fe3+ cations to Fe2+ at the octahedral sites, thereby decreasing the total magnetic 

moment of the system [19]. Since the safe limit of ion-exchange has been found to be 

around 1 ��  per formula unit for intercalated Li-ions, the ideal ferrite systems of 

interest would be the ones having around one unbalanced/net magnetic moment per 

formula unit, so that the intercalation of one Li per formula unit may reduce the right 

number of octahedral Fe3+ to Fe2+ to balance the magnetic moments of the anti-

ferromagnetically coupled tetrahedral and octahedral sublattices, leading to zero net 

magnetization. In this way, magnetism control with reversible Li-intercalation can 

potentially be achieved in a variety of magnetic systems. Necessary requirements would 

be a) that the material shows a magnetic phase transition near room temperature, so that 

a complete ferro-to-paramagnetic transition could be induced; b) ferrimagnetic systems 

with anti-ferromagnetically coupled magnetic sublattices may also possibly be tuned 

between an anti-ferromagnetic state with zero net magnetization and a ferrimagnetic 

one with finite magnetization due to Li-intercalation.  
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In this section, we discuss the influence of reversible Li-intercalation in CuFe2O4 on 

the magnetic properties of the material. The systems have been investigated 

experimentally in the research unit Hahn at the Institute of Nanotechnology at the KIT.  

Here, the normal and inverse spinel structures of CuFe2O4 will be investigated based on 

DFT+U calculations with respect to the exchange coupling constants between the 

magnetic centers obtained within the broken symmetry approach. 

5.2.2 Models and Methods 

5.2.2.1 Computational details 

All spin polarized density-functional theory (DFT) [28-31] calculations were 

performed with the Vienna ab initio simulation package (VASP) [77-79]. The 

generalized gradient approximation with the functional described by Perdew, Burke, 

and Ernzerhof (GGA-PBE) [35, 131] was used throughout. While the projector 

augmented wave (PAW) method [42, 43] was applied to describe the wave functions in 

the core regions, the valence wave functions were expanded as linear combination of 

plane-waves with a cutoff energy of 500 eV. The unit cell of the spinel lattice contains 

56 atoms, the total energy is converged to 10−5 eV and the Hellmann-Feynman force on 

each relaxed atom is smaller than 0.01 eV/Å in the optimiezed structures. For 

optimization of ions positions and unit cell volumes, the Brillouin zone integration is 

performed using Monkhorst-Pack grids [44]. K-point grids with a 3x3x3 mesh for 

relaxations and a 6x6x6 mesh for the calculation of densities of states (DOS) were used. 

 The on-site Coulomb interactions were included only for the strongly correlated Fe and 

Cu 3d electrons. The Ueff value for Fe was kept at 5 eV as in the calculations on Fe2O3. 

For Cu, Feng et al. [176] found that the half-metallic properties (or band gap) of copper 

ferrite doesn’t change if the U value is increased beyond 4 eV, so we set Ueff for Cu to 

4 eV. 

5.2.2.2 Broken symmetry Approach within DFT 

The magnetic behavior of transition metal oxides can often be described by the 

interaction of localized spins of the metal d-orbitals referred to as magnetic sites.  In 
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the simplest case, the interaction between two centers with one unpaired electron for 

each center, the total spin S is either S=0 for the anti-ferromagnetic coupling or S=1 for 

a ferromagnetic state. The coupling of the spins can be described by the well-known 

phenomenological Heisenberg–Dirac–van Vleck (HDvV) Hamiltonian. This 

Hamiltonian describes the isotropic interaction between two localized magnetic 

moments Si and Sj as: 

 

������ = −2������� 

 

where Jij is exchange coupling constant giving the magnitude and type of interaction 

between the localized spins Si and Sj. According to the spin Hamiltonian, a positive 

value of Jij corresponds to a ferromagnetic interaction, favoring a situation with parallel 

spins; a negtive value represents to an anti-ferromagnetic interaction. The definition of 

the spin Hamiltonian is not unique, in part of the literature is is defined without the 

factor 2 or even with opposite sign.  

The eigenvalues of the Hamiltonian can be obtained as 

 

E(S) = −J[�(� + 1) − ��(�� + 1) − ��(�� + 1)]. 

 

The spin eigenfunctions are given by 
�

√�
(|+ −⟩ − |− +⟩) for the singlet state and by 

�

√�
(|+ −⟩ − |− +⟩), |+ +⟩ and |–−⟩ for the three components of the triplet state and 

yield the eigenvalues to be 3/2J and -1/2J, respectively. Mapping the N-electron singlet 

ES and triplet ET state energies onto the corresponding eigenvalues in the spin model 

space leads to the magnetic exchange coupling constant J. However, sufficient accuracy 

of singlet and triplet energies are required to map the energies onto the spin model 

Hamiltonian. Therefore, wave function based multireference methods have to be used 

to correctly describe the different spin states. For example, the difference dedicated 

configuration interaction (DDCI) [177, 178] and multiconfigurational second-order 

perturbation theory (CASPT2) [179, 180] approaches are among the techniques which 
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can provide the desired degree of accuracy [181, 182]  whilst working with spin 

eigenfunctions. Comapring with time-consuming perturbation theory (PT2) mentioned 

above, a modified CAS-CI (complete active space configuration interaction) approach 

is proposed to treat rather large systems [183]. 

In the solids we can only use DFT to obtain information on the exchange coupling. In 

the DFT calculations the anti-ferromagnetic state cannot be described. However, the 

exchange coupling constant can be obtained by the broken symmetry approach [184-

186]. In the broken symmetry (BS) approach the magnetic exchange coupling constant 

is obtained from the energies of two states which can both be represented by a single 

Slater determinant. In the first state, the high spin state (HS), the unpaired electrons at 

both magnetic sites are occupied with the same spin. In the second state, the so called 

broken symmetry state (BS), the unpaired electrons at one of the magnetic sites are 

flipped to opposite spin. This state is not a real spin state but a linear combination of 

the real spin states. They can be mapped on the Heisenberg Hamiltonian by the 

following steps. Formally, the BS state as well as the HS state are eingenstates of the 

Ising Hamiltonian, given by: 

 

������� = −2�����,���,� 

 

In Figure 5.2.1 the eigenstates of the Ising Hamiltonian and the HDvV Hamiltonian are 

compared for the coupling of two electrons. For weak couplings, the energy of the BS 

state is a 1:1 mixture of the singlet and the triplet state.  
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Figure 5.2.1 Energy diagram for the eigenstates of the different spin models for the interaction of 

two S=1/2 spins. 

 

In general  the exchange coupling can be obtained either by Noodleman’s equation [186]  

 

��� = −
��� − ���
4����

 

 

or by the spin projected approach by Yamaguchi and co-workers [187] 

 

��� = −
��� − ���

〈��〉�� − 〈��〉��
 

 

The broken symmetry approach can be used with either spin-unrestricted Hartree-Fock 

(UHF) or with any of the exchange-correlation potentials within the spin-unrestricted 

Kohn-Sham approach (UKS). However, it is well known that the size of the coupling 

is underestimated by UHF whole it is significantly overestimated by the GGA 

functionals [188]. 
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5.2.3  Results and Discussion 

5.2.3.1 Normal and Inverse Spinel structures 

Copper ferrite has two crystallographic spinel structures: the high-temperature cubic 

phase (c-CuFe2O4), and the low-temperature tetragonal phase (t-CuFe2O4). We 

consider here only the first case, because the Neel temperature (728K) [189] of 

CuFe2O4 is located in the high temperature region. Spinel materials have a general 

formula of AB2O4, there are two main structural variants depending on the cations 

distributions, a normal spinel and an inverse spinel structure. As already mentioned in 

the introduction to this chapter, a spinel structure is based on an fcc sublattice of oxygen 

atoms, and 1/8 of tetrahedral hollow sites (A or 8a sites) and 1/2 of the octahedral sites 

(B or 16d sites) are occupied by cations. There are tetrahedral sites and octahedral sites 

which are not occupied termed as 8b and 16c sites (Wyckoff notation). The number of 

occupied octahedral sites is twice as number of tetrahedral sites, also the ratio between 

two cations in a spinel is 2:1. In a normal spinel structure of CuFe2O4, the Cu  atoms 

occupy the tetrahedral interstitial sites and iron cations occupy the octahedral sites; In 

an inverse spinel structure, the iron cations occupy all of the tetrahedral and half of the 

octahedral sites, while Cu takes the remaining half of the 16d sites. Schematic pictures 

of normal and inverse spinel structures of CuFe2O4 are shown in Figure 5.2.2.  

 

  

 

Figure 5.2.2 Schematic pictures of normal (left) and inverse (right) spinel structures of cubic 

CuFe2O4. A site Fe is shown in light green, B site in dark blue and Cu in light blue. 
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The tetragonal phase of Cu-ferrite has an inverse spinel structure with almost all Cu2+ 

ions occupying the octahedral sublattice, whereas the Fe3+ ions are divided equally 

between the tetrahedral and octahedral sublattices [190]. Jiang et al. [191] suggested 

that the ground state of CuFe2O4 bulk has an inverse spinel structure, which is a 

magnetic semiconductor by PBE+U calculations. However, PBE gives contrary results, 

which provides metallic behavior of the material [176]. For the cubic phase, our PBE+U 

results for lattice parameter and relative energy per unit (total energy divided by eight 

for our unit cell) of normal and inverse CuFe2O4 are list in Table 1. 

 

Table 5.2.1 Lattice constants and relative energy per unit of spinel and inverse spinel structures of 

CuFe2O4. 

 Lattice constant (Å) Relative energy (eV) 

Normal Spinel 8.43 0.00 

Inverse Spinel 8.48 0.36 

 

The calculated relative energies suggested that the inverse spinel structure is more 

stable than the normal one with DFT+U method. The total density of states (DOS), and 

partial DOS (PDOS) projected on Cu, Fe, and O atoms for the inverse cubic CuFe2O4 

structure are shown in Figure 2. The gap between the highest states below the Fermi 

level and the states with the lowest energy above the F-fermi level is determined to 

approximately 1.2 eV, which agrees to Feng et al. [176] with U=4.5 eV for Cu and U=4 

eV for Fe. Also, the gap and shapes of TDOS and PDOS agree to Jiang et al. [191] for 

a tetragonal phase inverse spinel structure.  

The two Fe3+ cations in octahedral and tetrahedral environments are formally d5 and 

carrying a spin of SFe=5/2 in high spin state. From the PDOS of the Fe d bands, the anti-

symmetric feature between A and B ion sites indicates that A and B sites are coupled 

anti-ferromagnetically. Since the spin of the irons at A and B sites are antiparallel, the 

corresponding magnetization is about 1 �� per chemical formula according to the ionic 

model. The calculated local magnetic moments of Fe atoms at A and B sites are -4.06 

�� and 4.17 ��, respectively. For the oxygen atoms, the up and down PDOSs are nearly 
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symmetrical, leading to a small local magnetic moment of +0.10 ��. Each Cu2+ ion has 

one unpaired electron with SCu=1/2, and the unoccupied d orbital of Cu contributes to 

the low energy edge ofthe conduction band close to the Fermi level (Figure 5.2.3). The 

calculated local magnetic moment for copper is 0.63 ��.  

 

 

Figure 5.2.3 Total density of states and projected density of states on Cu, Fe, and O, respectively. 

 

5.2.3.2 Li-intercalation 

We perform DFT calculations to determine the preferential locations of intercalating 

Li-ions in the crystal lattice and their effect on the superexchange coupling. The 

magnetic properties are influenced in two ways. On the one hand, a Li+ ion is formed 

during intercalation while the electron goes to one of the Fe ions. On the other hand, 

the superexchange interactions are very sensitive to structural changes, in particular on 

the M-O-M angle [192-194]. One Li ion is added to the unit cell which corresponds to 

a Li concentration of 12.5%. Hypothetically, an inserted Lithium ion can occupy either 

an available tetrahedral site (8b-site, Figure 5.2.4a) or an octahedral site (16c-site, 

Figure 5.2.4b). Local structural changes are present in both cases. At the tetrahedral site, 

two B site irons are pushed away by around 0.2 Å because of nuclear repulsion. A 

charge transfer process is noticed from Li to a B site Fe3+, the local magnetic moment 
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of the B site iron reduces from 4.17 to 3.67 ��. In the case of the 16c site, the Li atom 

is connected to two tetrahedral (8a site) Fe-ions so that the bond length between the two 

A site Fe-ions changes from 3.63 Å to 4.39 Å, while the angle of the Fe3+-O2--Fe3+ 

bridge (angle а in Figure 5.2.4b) decreases by 9.2° (117.2° to 108.0°). The local 

magnetic moment of the B site decreases to 3.70 ��. Our calculations clearly show that 

the 16-c site occupation is energetically more favorable.  

In both cases, the Li electron transfers to a B-site iron and reduces the local magnetic 

moment of the B site iron. The total magnetic moments of the system are thus reduced 

by 1 ��  in the unit cell. Alternatively, the Li electron could move to one of the 

tetrahedral ions (Figure 5.2.4c). To stabilize the structure, Fe2+ which is bigger in size 

moves to a near octahedral site, and the Li ions moved away from the 16c site. The 

relative energy is close to the most stable configuration. The local magnetic moment 

changes from -4.06 �� to -3.63 ��.In contrast to the electron transfer to the B-site, the 

total magnetic moment increases by 1 �� in the unit cell. 

 

 

 

  

a 0.67 eV b 0.00 eV c 0.18 eV 

Figure 5.2.4 lithium addition at a) a tetrahedral site, b) and c) octahedral sites. A site Fe is shown 

in light green, B site in dark blue, Li in purple, and Cu in light blue. 

 

5.2.3.3 Magnetic Properties 

The exchange coupling constants are evaluated by spin-polarized DFT calculations 

using the the Noodleman equation. To simplify the calculation, we focus on few 

magnetic centers. All metal centers not involved in the coupling constant are substituted 
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by nonmagnetic ions. Iron atoms are replaced by aluminum and Cu centers by zinc 

atoms. The results are shown in Table 5.2.2.  

In the inverse spinel structure of CuFe2O4, we make the assumption that the coupling 

between A sites are negligible [189]. On another hand, B-O-B has a square angle and 

the exchange interaction JBB (~0 meV) is also negligible due to our calculations. The 

strong interaction comes from the anti-ferromagnetic coupling between A and B site 

irons, the angle between A-O-B stays in the range of 110-140°. The exchange constant 

calculated was calculated to be -4.4 meV. The strength of the coupling is much bigger 

than the value of -1.7 meV obtained by Bercoff et al. [189] with a two sublattice model. 

However, we used a GGA functional in the calculations which is known to significantly 

overestimate the size of the exchange coupling. 

As mentioned before, Li-intercalation changes the local structure by pushing two A site 

irons away and the relevant A-O-B angle varies. When decreasing the angle а in Figure 

5.2.4b by 9.2°, the exchange interaction drops dramatically from -4.4 meV to -1.5 meV. 

The reduction of a B site Fe by the charge transfer from the Li atom the local spin 

moment decreases. In this case, the exchange coupling constant is reduced by almost 

25 % to -3.4 meV.  

 

Table 5.2.2 Calculated exchange coupling constants JAB calculated from energy difference between 

the high spin state and the broken symmetry states, ∆������  given in meV. SA and SB are the 

tetrahedral and octahedral spins, respectively.  

 

System SA SB ∆E����� JAB 

CuFe2O4 -5/2 5/2 110 -4.4 

Lithiated-CuFe2O4  

(change in AOB bond angle) 
-5/2 5/2 37.5 -1.5 

Lithiated-CuFe2O4  

(effect of cationic reduction) 
-5/2 2 68 -3.4 
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5.2.4 Conclusion 

Normal and inverse spinel structures of cubic CuFe2O4 have been investigated by 

DFT+U calculations. The inverse spinel structure tends to be more stable. Li-

intercalation at tetrahedral and octahedral sites has been considered, and octahedral 

sites were more preferable. A charge transfer process is observed from the Li atom to a 

B site iron. There are two processes that affect the coupling parameters upon lithiation; 

the first is the reduction of Fe3+ to Fe2+; the second is the insertion of the lithium ions 

into the spinel lattice and, in that process, local deformations of the cation-oxygen 

bonds, which in turn change the exchange coupling constant. 
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5.3 Dispersion Correction in MOCl(M=Fe,Bi) systems 

5.3.1 Introduction 

Rechargeable batteries play a dominant role in energy storage systems because of 

widely applications in portable electronics. Furthermore they are of fundamental 

importance for electric vehicles and smart grids [175, 195]. A promising rechargeable 

battery system should have a high energy density, use abundant material resources, offer 

high safety, and have environmentally friendly features. The research in rechargeable 

batteries is mainly focused on the electrochemical systems based on cation transfer, i.e. 

in Li-ion and Mg-ion batteries [175, 195, 196]. Recently, rechargeable chloride ion 

batteries based on chloride ion transfer have been proposed [20-22].  Metal 

oxychlorides such as FeOCl and BiOCl are used as cathode materials for chloride ion 

batteries, because they show higher stabilty and lower volumetric changes than metal 

chlorides during cycling. Besides experimental investigations, first principles 

calculations play an important role in the development and optimization of new energy 

storage and conversion materials [197]. To gain insight into the properties of MOCl 

(M=Fe, Bi) cathode materials, we performed DFT calculations on   

MOCl (M=Fe,Bi) materials. The onside Coulomb repulsion for the d orbitals of Fe and 

Bi was employed. Furthermore, the long range dispersion interactions have to be taken 

into account within the DFT-D2 approach [198, 199], in particular with respect to the 

Cl- anions. We discuss the influence of the dispersion corrections on geometry and 

electronic structures. An anode reaction process FeOCl+e-=FeO+Cl- is simulated with 

a 2x1x2 super cell. 

5.3.2 Theory and computational methods 

All spin polarized density-functional theory (DFT) calculations [28-31] were 

performed with the Vienna ab initio Simulation Package (VASP). The generalized 

gradient approximation with the functional described by Perdew, Burke, and Ernzerhof 

(GGA-PBE) [35] was used for all calculations. The projector-augmented wave (PAW) 

method [42, 43] is applied to describe the wavefunctions in the core regions, while the 
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valence wavefunctions are expanded as linear combination of plane-waves with a cutoff 

energy of 550 eV. With this value the total energy is converged within 2 meV. Dealing 

with iron, a) the spin polarized calculation with the observed anti-ferromagnetic (AFM) 

ground state ordering was performed; b) the on-site Coulomb interactions [47, 152] 

were included  for the strongly correlated Fe 3d orbitals, with an effective U value of 

4.6 [200]. Furthermore, the long-range dispersion corrections have been taken into 

account within a DFT-D2 approach [198, 199, 201], as implemented in the latest 

version of VASP [202]. In the geometry optimizations, the total energy was converged 

to 10−5 eV and the Hellmann-Feynman force on each relaxed atom was less than 0.01 

eV Å−1.  

Our unit cell for simulating the dissociation process is restrained to Fe8O8Clx (x = 0-8), 

the Brillouin zone was sampled with a (3×3×3) Monkhorst-Pack mesh of k-points, 

which have been tested with respect to the total energy of the system. For the 

optimization of the lattice constants, we always fixed two lattice constants and 

optimized the third one; this was done iteratively until the changes were less than 0.02 

Å. 

The electrostatic potential energy is calculated upon the formula as follow, 

 

                                             
(1) 

where ke represents the Coulombic constant, j is the index for the point charges within 

a point charge field, which has been constructed from the optimized unit cell and 

contains 81000 point charges.  

 

5.3.3 Results and Discussion 

5.3.3.1 Bulk structures of MOCl 

The tetragonal BiOCl crystal that belongs to the space group of P4/nmm and has a 

typical layered structure with an ordered packing of five-atom layers in the sequence –
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O–Bi–Cl–Cl–Bi– along the c-axis. The layered structure model of the BiOCl unit cell 

is shown as inset in Figure 5.3.1 (left). The Bi atom is coordinated to a square antiprism 

with four O atoms in one base and four Cl atoms in the other. The O atom is 

tetrahedrally coordinated by four Bi atoms. The Cl atom is bound to four Bi atoms in a 

planar square to form a pyramid and with its nonbonding (lone pair) electrons pointing 

to the opposite side of the square. FeOCl, on the other hand, belongs to the 

orthorhombic space group Pmmn and has six-atom layers in the sequence –O–Fe–Cl–

Cl–Fe-O– along the b-axis direction (Figure 5.3.1 right). Each Fe-ion is coordinated by 

four oxygen ions and two chloride ions, the O atoms occupy tetrahedral sites of four Fe 

atoms, and Cl connects to two iron atoms. 

 

 

 

 

 

 

 
 

 

 

 

 

 BiOCl FeOCl 

Figure 5.3.1 Crystal models of BiOCl (left) and FeOCl (right) systems (Bi, purple; Fe, blue; O, 

red; Cl, green). 

 

Comparison between the DFT/PBE and dispersion corrected PBE+D2 results for the 

geometric structure and the lattice constants are listed in Table 1. Zhang et al. [203] 

found that there is a significant error in the c-lattice parameter and c/a ratio of BiOCl 

of about 10% when the  PBE+U calculations are compared to experiment. We found 

7.8 % in our calculations. The error drops to less than 1% when dispersion corrections 

are taken into account. We noticed that in both compounds, BiOCl and FeOCl, the main 

difference between normal PBE and PBE+D2 comes from the distance between the two 
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chloride layers. Normal GGA functionals fail to describe this weak interactions, and 

the bond distance of Cl-Cl is overestimated by 0.32 and 0.48 Å for BiOCl and FeOCl 

respectively. Our PBE+U+D2 results, on the contrary, agree to the experimental data 

very well.  

  

Table 5.3.1 Calculated geometry parameters and lattice constants of MOCl (M=Fe,Bi) using PBE 

and PBE+D2 methods, units are in Å. 

  BiOCl   FeOCl  

 PBE PBE+D2 Exp. 

[204] 

PBE PBE+D2 Exp. 

[205] 

M-O 2.335 2.303 2.316 2.003 1.982 1.961 

M-Cl 3.088 3.079 3.059 2.387 2.376 2.364 

Cl-Cl 3.802 3.450 3.487 4.157 3.747 3.681 

a 3.908 3.894 3.887 3.861 3.815 3.773 

b 3.908 3.894 3.887 8.563 8.050 7.910 

c 7.926 7.297 7.354 3.301 3.298 3.301 

 

5.3.3.2 FeOCl dechlorination process 

Herein we employ DFT+U+D2 calculations to get insight into the chloride ion removal 

of FeOCl. Each Fe3+ is coordinated by four oxygen ions and two chloride ions, and two 

neighboring ions are coupled anti-ferromagnetically to form a ground state without 

magnetism. A 2x1x2 super cell Fe8O8Clx (x = 0-8) was chosen to simulate the 

dissociation process (Figure 5.3.2). 

We start with the removal of chloride ion 1 (Cl1) from Fe8O8Cl8 (perfect FeOCl crystal 

structure) in Figure 2. The charges of the two iron ions which connect to Cl1 are 

decreased by 0.17e- according to the Bader charge analysis [206-208]. The reduced iron 

ions then move inward to the oxygen row, resulting in an increase in the lattice 

parameter a by about 0.2 Å, while the other two lattice parameters are barely changing. 

Another consequence is that the interaction between the reduced iron ions and the 

neighboring chloride ions, Cl5 for example, is weakened. According to the calculated 
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electrostatic potential energy based on equation (1), Cl5 is with Ea= -5.86 eV, less stable 

than Cl2, Cl3, Cl4, Cl6, Cl7 and Cl8 with -8.46, -8.76, -8.01, -7.39, -7.34 and -7.83 eV, 

respectively. This indicates that in the next step Cl5 will be removed. In the following 

all chloride ions in the c-row (Cl1,Cl5) are removed one after the other (25% chloride 

ion dissociation). Then the neighboring Fe-plane is completely reduced and moved 

towards to the adjacent oxygen plane. The whole framework of FeOCl (Fe8O8Cl6), 

however, is almost unchanged; the lattice parameters b and c stay the same. 

We then move another c-row of chloride ions from our model system (Fe8O8Cl4, 50% 

chloride ion dissociation). It worth noticing that the rearrangement of atomic positions 

after optimization comes to the structure shown in Figure 2 independent of c-rows of 

chloride ions which we chose. The b-parameter drops dramatically by about 2 Å (Figure 

3); a and c parameters are slightly changed. -Fe-O- planes tend to be formed, since the 

reduced iron ions keep moving to oxygen rows. For the Fe8O8Cl2 (75% chloride ion 

dissociation) model, the transformation from FeOCl to FeO is almost finished. The b-

parameter is decreased further and a,c-parameters are evidently increased to form 

Fe2+O2+ planes. In the end, a rock salt type FeO structure is obtained after complete 

dechlorination. Each iron ion connects to six oxygen ions, occupying an octahedral site. 

The optimized lattice parameter of FeO is 4.35 Å, which agrees well with the 

experimental value of 4.30 Å [209]. 
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Figure 5.3.2 Optimized bulk structure of Fe8O8Clx (x = 0-8; Fe, blue; O, red; Cl, green) by 

DFT+U+D2. Top: Fe8O8Cl8; middle: Fe8O8Cl4 and Fe8O8Cl2; bottom: Fe8O8. 
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Figure 5.3.3 Changes in the lattice parameters b and c upon removal of chloride ions from 

Fe8O8Clx. 

 

5.3.3.3 Conclusion 

We performed DFT calculations with normal PBE functional and dispersion corrected 

PBE+D2 on MOCl (M=Fe,Bi) materials. Only after the inclusion of the D2 dispersion 

correction for the structural parameters the interaction of the Cl- anions could be 

reasonably described. The structural parameters lattice constants of MOCl (M=Fe,Bi) 

agreed well with the experimental data. The structure optimizations for the removal of 

different percentages of Cl- ions from FeOCl indicate that one of the chlorine layers in 

FeOCl dissociates first, leading to a drastic decrease in the lattice parameter b of FeOCl. 

Then the loss of the other chlorine layer results in the formation of FeO. 
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6 Summary 

In this thesis, different transition metal oxide materials are investigated by quantum 

chemical calculations. The systems and properties are related to technical relevant 

processes such as catalysis, solar cells, battery materials, and magnetism. In this context, 

structural aspects such as surface relaxation, adsorption geometries, and defect 

structures, the electronic structure and spectroscopic data, as well as magnetic couplings 

are investigated. 

DFT plane wave calculations with periodic boundary conditions (PBC) as well as 

embedded cluster (EC) calculations have been performed. Apart from the calculations 

for the different properties, a thorough investigation of the applicability of the two 

theoretical approaches was performed and their behaviors on technical details 

investigated. The main results for the different applications can be summarized as 

follows. 

The first application focuses on the adsorption of formic acid on a ZnO (10-10) surface. 

The results of the theoretical calculations are used to assign different adsorption sites 

by comparison of the experimental IR data and the calculations. According to the 

analysis of the frequencies, formic acid adsorbs in a dissociated form, i.e. as formate 

anion accompanied by a surface OH group on the mixed-terminated ZnO (10-10) 

surface. Adsorption is possible in two different orientations, which are perpendicular to 

each other. The bidentate structure which is oriented along the [1-210] direction is most 

stable based on the DFT calculations. A quasi-bidentate, oriented along [0001], is found 

at slightly higher energies. If these two orthogonal orientations are considered, the 

intensities in the IR spectra are comprehensible.  

Furthermore, the applicability of plane wave calculations and embedded cluster 

calculations for the adsorption of formic acid on ZnO (10-10) was investigated. For 

cluster calculations, we applied the periodic electrostatic embedded cluster method 

(PEECM) and a point charge field were multipole moments of the unit cell were 

compensated by an Evjen procedure. The two embedding schemes are giving similar 
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results on adsorption properties including binding energies and vibrational frequencies. 

While the structural parameters and binding energies obtained with the embedded 

cluster calculations with an SVP basis set and the plane wave calculations are rather 

similar, the deviations in the calculated frequencies can be of the order of 50 cm-1. The 

agreement of PBC and EC calculations became much better when the basis set in the 

EC calculations was increased. In general, DFT calculations with  the PBC method 

provide reasonable structures, thus surface relaxation can then be considered for the 

construction of the embedding either by a point charge field with compensation of 

multipole moments or with PEECM. The adsorption geometries and local structure 

relaxations are reasonably described in the EC calculations. Here, hybrid functionals or 

MP2 calculations are easily affordable. The binding energies of the bidentate structure 

obtained with B3LYP/SVP and MP2/SVP are similar and differ by ~-3 kcal/mol using 

the PBE/SVP method; the increased basis set from SVP to TZVP for the MP2 

calculation changes the value by -1.5 kcal/mol. 

In the second application, DFT plane wave calculations as well as embedded cluster 

calculations are performed on nitrogen monoxide (NO) adsorption on the rutile TiO2 

(110) surface. Upon removal of a neutral oxygen atom, two excess electrons remain in 

the system. It is still under discussion where these electrons are localized in case of 

rutile TiO2. However, the description of these excess electrons is problematic for normal 

DFT (LDA/GGA) calculations, which tend to stabilize solutions with delocalization of 

spin density because of the well-known self-interaction error. Therefore, we performed 

DFT+U calculations and hybrid functional calculations on the reduced surfaces with 

periodic and embedded cluster approaches. The NO radical was chosen because we 

wanted to investigate the coupling of the unpaired electron from NO with the excess 

electrons of a reduced (bridge oxygen vacancies) surface. In turn, the coupling 

interactions may provide useful information for locating the excess electrons on the 

surface. Different localized solutions (Ti3+ pairs) for the two excess electrons have been 

considered, including the vacancy site and the neighboring Ti rows on the surface and 

subsurface. Our PBE+U (U=4.2 eV) results agree to other super cell calculations with 

GGA+U and hybrid functionals where the subsurface sites are preferred. However, 
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other localizations are close in energy and cannot be ruled out. The influence of excess 

electron localizations on adsorption properties is then taken into account. On a defect 

free surface, NO prefers to adsorb on the surface at a Ti(5c) site with an N-orientated 

tilted structure. On a reduced surface, the most active site for NO adsorption is the 

vacancy site, and the adsorption energy is calculated to be 1.72 eV. The two excess 

electrons locate at the vacancy site, where one of the electrons is transferred to NO to 

form a triplet NO- and the other is shared by the two neighboring Ti atoms coupled anti-

ferromagnetically with NO-. For this configuration, the NO stretching frequency shows 

a shift of 400 cm-1 from NO in gas phase. Two local minima structures were found with 

NO adsorption at the Ti(5c) site. For a first tilted structure, the unpaired electrons are 

well localized on the Ti atom sites and do not participate in the adsorption process. 

Accordingly, the adsorption energy and frequency do not change much compared to 

NO on the defect free surface. In the upright configuration, however, one electron is 

transferred to NO and the adsorption energy increases by 0.2 eV compared to the tilted 

structure, also the frequency has a blue shift of 170 cm-1. We concluded from these 

results that the coupling interaction between the NO radical and the excess electrons is 

either so strong (vacancy site) that the electronic configuration is completely changed; 

or so small (Ti(5c) site) that it has no influence on the NO. Therefore, NO adsorption 

cannot be used to obtain information on the localization of the excess electrons. 

The third part of applications had a focus on iron oxides and related systems. The 

calculations on these systems have been performed using the plane wave DFT+U 

approach to account for the on-site Coulomb correction of the Fe 3d states. Otherwise 

the band gap would be underestimated and the magnetic structure could not be properly 

described.  

First, we studied the adsorption of a CO molecule on the α-Fe2O3(0001) surface. In the 

ground state, the irons within a (0001) plane are coupled ferromagnetically, while the 

irons between two adjacent (0001) planes are coupled anti-ferromagnetically in a Fe-

O3-Fe group. Only the non-polar single Fe-terminated surface is considered in our 

calculations. On this surface, the CO molecule adsorbs in an upright configuration with 

an adsorption energy of 0.53 eV, which is in line with CO adsorption on other oxide 
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surfaces. The frequency of the CO stretching vibration changes from 2124cm-1 in gas 

phase to 2144 cm-1 on the surface, in good agreement with the experimental values of 

2143 cm-1 and 2173 cm-1. 

Next, the change of the magnetic properties of normal and inverse spinel structures of 

cubic CuFe2O4 upon Li-intercalation has been investigated. The magnetic exchange 

coupling constants of different ion pairs were obtained with the broken symmetry 

approach. The inverse spinel structure, where Cu(II) is found at half of the occupied 

octahedral sites, tends to be more stable. The dominating magnetic coupling was 

observed between tetrahedral and octahedral Fe(III) ions.  

The intercalating Li atoms occupied empty octahedral sites. A charge transfer process 

is observed from the Li atom to the octahedrally coordinated Fe(III) ions. There are two 

processes that affect the coupling parameters upon lithiation; the first is the reduction 

of Fe3+ to Fe2+, which reduces the total spin as well as the coupling strength, the second 

is that the insertion of the lithium ions into the spinel lattice induces local deformations 

of the cation-oxygen bonds, which in turn also change the exchange coupling constant. 

In the last example structural changes upon reversible dechlorination of MOCl (M=Fe, 

Bi) materials has been investigated. These materials are used as cathode materials in 

battery research. In the crystal structure, the Cl- ions are located in two neighboring 

planes. Only after inclusion of dispersion corrections, the structural parameters, in 

particular with respect to the distance of the Cl- layers, could be described reasonably. 

In agreement with the experimental data, the structure optimizations for FeOClx show 

that severe changes in the lattice parameters occur when a complete chlorine layer is 

removed. When half of the Cl- ions are removed, the lattice parameter b is reduced by 

25%. After full removal of Cl-, FeO is formed.  
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