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Abstract

The core idea of the Semantic Web vision is the evolution from a Web of hyperlinked
human-readable web pages, the Web of Documents, to a machine-interpretable Web of
Data. Since natural language text is a suitable knowledge representation for humans
and not for machines, the knowledge representation formalism RDF was developed
and large amounts of RDF data are published. Now that machine-interpretable data is
available, the fact that RDF data is not human-readable poses challenges for humans
intending to interact with the data and to exploit the wealth of data. In this work, Natural
Language Generation is applied to bridge the gap from machine-interpretable data to
human-readable text to improve user interfaces to the Web of Data.

In the context of a concrete research practice, i.e., the qualitative and quantitative
analysis of a large digital corpus of educational lexica, we[]_-] explore how Virtual Research
Environments based on Semantic Web technologies support research interactions with
RDF data in various stages of corpus-based analysis.

We analyze the human-readability of a large subset of the Web of Data in terms of
the availability of human-readable labels of entities and propose label-related quality
metrics. Since our analysis shows that labels are missing for a significant percentage
of entities we explore an approach to derive labels from names of variables in queries
formulated in SPARQL, which is an RDF query language.

In the context of search interfaces to RDF data a class of SPARQL query-generating
systems exists where users signify their information needs in the form of keywords or
(controlled) natural language questions. For the purpose of enabling a user to observe a
potential discrepancy between an intended question and the system-generated query we
created a method to verbalize SPARQL queries. Here, the meaning of a query encoded
in SPARQL is conveyed to the user via English text.

The different syntaxes of RDF are not suitable for the presentation to casual users. We
introduce a template-based approach to verbalize RDF graphs. Since manual creation
of these templates is tedious work we developed a language-independent approach to
induce RDF verbalization templates from a parallel corpus of text and data.

IT use the form we instead of /, since the work was published together with coauthors. In most publications,
however, I provided the main contribution and was acknowledged as first author. Using the form we instead
of I serves for the purpose of acknowledging my coauthors.
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1 Introduction

1.1 Motivation

The World Wide Web used to be merely a Web of Documents — it mostly consisted of
documents created by humans and intended to be viewed or read by humans. On the
Web, a vast source of humanity’s knowledge is available in textual form. A human with
a specific information need has to have tools available for the purpose of searching and
retrieving relevant information. While machines can process large quantities of data and
can scan billions of documents for specific terms, understanding the meaning of text
would require a machine to be capable of performing Natural Language Understanding
(NLU). NLU is a subtopic of artificial intelligence research that deals with machine
reading comprehension [Ovcl2] and is an active area of research.

Scanning documents for search terms has limitations. A relevant search term might not
be explicitly mentioned in a document. Consider, for example, a document that describes
how to prepare a biscuit roll but does not contain the phrase cake recipe. Finding that
document using the search term cake recipe is difficult. While a human can derive
that the document contains a cake recipe, deriving the same conclusion is a difficult
task for machines. Besides detecting the topic of a document (here the topic is cake
recipe), consider a user being interested in all affective statements about a product (this
problem is known as opinion mining) from social media data or a user being interested
in particular events from a set of news documents (known as event detection). These
tasks require more than scanning documents for search terms.

NLU is difficult for several reasons. To mention just a few: Words may have multiple
meanings (homonyms, e.g. fluke, which can mean a flatfish, a lucky stroke, or flat
end of an arm of an anchor)E] Words may be vague (e.g., red, tall, near, expensive).
The capability to distinguish between literal and figurative meaning is relevant, for
example, to understand the expression [raq is another Vietnam [EP09]. Humans make
use of their knowledge about the world when interpreting natural language expressions.
While, for example, for a machine the two sentences I like to eat pizza with mushrooms
and I like to eat pizza with friends are syntactically identical, having experiences in
the real world helps humans understand that mushrooms are a topping, friends are
companions, and toppings and companions are disjunct. Additionally, ambiguities

'Example taken from: The Online Etymological Dictionary. Retrieved 2014-07-21.
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present in a sentence such as The man sees the woman with the telescopeﬂ need to be
either resolved or preserved when converting that sentence into a formal knowledge
representation. Finally, natural language utterances can be context-specific. "Bring me
some water" uttered in the dining room could mean something different when uttered in
the garden.

The vision of a Semantic Web is to publish machine-processable data on the Web, so
that machines can support humans in information retrieval tasks without understanding
natural language text. In traditional search on the Web, given a set of keywords a search
engine scans an index of documents for the occurrence of these keyword (or synonyms
of these keywords), ranks documents according to a relevance function, and presents
the user a list of links to these documents. Machine-processable data enables more
sophisticated search capabilities. For example, given a query language, an expert user
could write a query to retrieve flights this week-end from an airport near Karlsruhe for
a price below 300 EUR to a sunny destination where cultural festivals take place. Given
that, typically, for such a complex information need no single page exists on the Web
that answers this specific question and contains all keywords necessary so that the search
engine would find that page, addressing this information need is unfeasible without
the availability of machine-processable data. When searching on the Semantic Web,
information from multiple data providers would be incorporated, such as from a provider
of geographical information (to find airports near the city of Karlsruhe), the airlines (to
find flights below 300 EUR and the travel destinations), weather data providers (to filter
out non-sunny destinations), and event agencies (to find cultural festivals).

With RDF (Resource Description Framework) [[CW14] a data model was created and
standardized that enables machine-processable data to be published on the Web as
Linked Data [HB11]. RDF represents information in the form of a graph built from
unique identifiers of entities (e.g., unique identifiers for a city or an airport) and unique
identifiers of relations (e.g., unique identifiers for the relations is located near or has
mean temperature). In the last years, more and more data has been published in RDF
and large quantities are available today, thus offering potential for interesting use-cases
exploiting this wealth of machine-processable data.

While RDF is primarily machine-processable, RDF data should be related to natural
language (e.g., English) for a couple of reasons:

e An expert user capable of writing queries in a formal query language needs to
understand which entities and relations to use when formulating the query. For
example, the user needs to know the unique identifier of the relation that expresses
that something is located geographically near something else. Ideally, these
entities and relations are explained in natural language.

2[s the man using the telescope to see the woman or does the man see the woman carrying the telescope?
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o The majority of users of the Web are not experts in Semantic Web technologies
and therefore not able to write formal queries. These users would communicate
their information need to a semantic search [GMMO3| interface for example as
a set of keywords or as a natural language question. The interfaces then need to
identify entities and relations related to these keywords for the purpose of creating
a formal query. Furthermore, search interfaces trying to resolve ambiguities during
interpretation of the user’s information need may resolve ambiguities by engaging
in a clarification dialog with a user and therefore need to have natural language
expressions available so that the search interfaces can provide alternative options
in natural language.

e Once a search interface has executed a query and retrieved results, the data needs
to be communicated to the user. While some query results might be very simple
such as yes or no, a telephone number, or a set of links to documents and can
thus easily be displayed to the user, they can also be more complex, such as in
the example above, where the resulting RDF graph would consist of information
about airports, flights, dates, prices, destinations, events, and the relations between
the entities.

Where RDF data is not related to natural language this constitutes a gap. A gap between
RDF and natural language (be it English or any other natural language) would limit the
applicability of the Web of Data and impede realization of systems supporting interesting
use-cases. In this thesis we investigate which research interactions with RDF data need
to be supported by a Virtual Research Environment in the context of a concrete research
practice: the qualitative and quantitative analysis of a large digital corpus of educational
lexica in the field of History of Education. Furthermore, we propose a set of metrics to
study the gap between RDF and natural language. Given a large subset of the Web of
Data we find that the gap exists and therefore propose reducing it via an approach that
provides human-readable names for entities. We make the behavior of search interfaces
transparent by verbalizing system-generated formal queries — queries formulated in
the RDF query language SPARQL [PSO08|] — in English, introduce a template-based
approach to verbalize RDF graphs, and provide a method that automatically induces
RDF verbalization templates from example texts and data.
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1.2 Research Questions

The principal research question of this thesis concerns interfaces enabling human
users to interact with the Web of Data. This question is broken down into ten individ-
ual research questions which are briefly introduced.

Interaction with RDF data in a Virtual Research Environment

Research Question 1.1 How can capabilities of researchers be enhanced by a semanti-
cally-enhanced Virtual Research Environment?

In the context of a Virtual Research Environment (VRE) that is based on Semantic Web
technologies and where research objects are described in RDF, certain interactions with
research data in various stages of corpus-based analysis may be enabled or enhanced via
Semantic Web technologies. We give an example of a concrete research practice: the
qualitative and quantitative analysis of a large digital corpus of educational lexica in the
field of History of Education.

Research Question 1.2 How can research interactions be enabled by a semantically-
enhanced Virtual Research Environment?

Besides interactions between researchers and RDF data in the semantically-enhanced
Virtual Research Environment, we investigate how socio-technical interactions between
researchers and, for example, digital libraries can be enabled.

Labels in the Web of Data

Research Question 2.1 Which properties are used for the purpose of labeling?
Entities in the Web of Data need to have human-readable names, known as labels, so
that labels can be shown to humans in user interfaces, labels can be searched for in
search applications, and natural language can be generated from RDF data. The RDFS
vocabulary provides the property rdfs:1label. However, several other properties are
in use for the same purpose and these properties are not always explicitly linked to the
property rdfs:label thus they cannot be automatically identified as labeling properties.

Research Question 2.2 Which metrics help study the properties of labeling within a
dataset?

The quality of an RDF dataset can be assessed in terms of the availability of labels.
Besides the availability of labels, further criteria, such as the availability of labels in
multiple languages, are also relevant. A set of label-related quality criteria and metrics
is required when studying the state of labeling in a dataset of the Web of Data.
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Research Question 2.3 What is the state of labeling in the Web of Data according to
these metrics?

Once a set of label-related metrics is defined, the Web of Data (or a subset thereof) can
be analyzed according to these metrics for the purpose of studying the state of labeling.
Insights gained through these analyses can be relevant for dataset providers as well as
developers of user interfaces to RDF datasets.

Analyzing SPARQL query logs

Research Question 3.1 How can human-readable labels be derived from variable
names in SPARQL queries?

Our assessment of the state of labeling in the Web of Data showed that a large percent-
age of entities lack a label. Human authors of SPARQL queries (SPARQL is a query
language for RDF data) may use meaningful variable names, thereby reflecting their
knowledge about entities. From variable names labels can potentially be derived.

Research Question 3.2 Which SPARQL graph patterns are common?

Knowing about frequent common structures of SPARQL queries and their number of
occurrence in a real dataset is valuable information for RDF database engine developers.
Knowledge about frequent common structures can be helpful for designing indexing and
caching strategies for the purpose of increasing the performance of query engines.

Verbalizing SPARQL queries

Research Question 4 How can SPARQL queries be verbalized in a mostly schema-
agnostic manner?

Search interfaces to RDF datasets exist that generate SPARQL queries based on the
interpretation of the user’s information need where the user provides hints about the
information need via keywords or a natural language question. For the purpose of
enabling a user to observe a potential discrepancy between the information need and the
system-generated query, the meaning of a SPARQL query needs to be communicated
to the user. Verbalizing a query is the task of rendering its meaning in the form of text.
Ideally, such an approach does not depend to a specific schema (e.g., specific entities or
relations) but is schema-agnostic: being applicable on any RDF dataset independently
of the entities and relations being used.

Verbalizing RDF graphs

Research Question 5.1 How can RDF graphs be verbalized as a single sentence using
a template?

The different syntaxes of RDF are not suitable for presentation to casual users. How-
ever, information encoded in RDF can be of interest to users: e.g. when RDF data is
returned by a search interface or a tool that extracts information from text, represents
the information as RDF and presents the information to a human user. Verbalizing an
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RDF data graph by verbalizing each triple individually, which is explored by related
approaches, results in unnatural texts since sentences in natural language usually express
multiple triples in a concise manner. Having templates where a template allows an RDF
graph to be verbalized as a single sentence would enable the concise verbalization of
RDF graphs.

Research Question 5.2 How can RDF verbalization templates be learned from a paral-
lel text-data corpus?

Manual creation of RDF verbalization templates is tedious work. Templates are domain-
specific and genre-specific — thus they cannot be reused for other domains and genres.
Therefore, an approach that automatically induces templates from examples is desirable.
From domain-specific and genre-specific examples it would automatically learn appro-
priate templates. A parallel text-data corpus consisting of texts where entities and their
relations expressed in texts are also expressed formally as RDF data can potentially be
used to learn how RDF graphs can be expressed in natural language. Resulting templates
are as concise as the example sentences the templates are learned from, and they are
natural since the example texts provide evidence for the naturalness of the extracted
patterns. This is in contrast to the results of verbalization approaches that verbalize each
triple individually.



1.3 Contribution of the Thesis

1.3

Contribution of the Thesis

This thesis makes the following contributions:

To address RQ1.1 How can capabilities of researchers be enhanced by a semanti-
cally-enhanced Virtual Research Environment? and RQ1.2 How can research
interactions be enabled by a semantically-enhanced Virtual Research Environ-
ment? we engage with a concrete research community and identify and support a
set of research tasks: importing research data, enriching research data, linking to
external data, data cleansing, exploring and analyzing, and export and sharing and
enable previously unsupported interactions between life-cycles. The research in-
teractions are supported via a set of tools developed for this purpose as extensions
to MediaWiki (Offlinelmport, SemanticlmageAnnotator, SemanticTextAnnotator,
SemanticWebBrowser (co-developed), and AnalysisTool).

For the purpose of addressing RQ2.1 Which properties are used for the purpose
of labeling? we analyze the Billion Triples Challenge (BTC) corpusE] which is
a large snapshot of the Web of Data. From a set of 3,167,799,445 quadruples
we derive 36 properties (shown in Table[d.1] p.[53) as labeling properties. Most
of these properties are not connected to rdfs:1label in a way that would allow
machines to automatically discover the alternative labeling property.

We introduce four label-related metrics thus addressing RQ2.2 Which metrics help
study the properties of labeling within a dataset?: Completeness is defined as the
ratio of entities in a dataset that have a label; efficient accessibility is defined as
the ratio of RDF terms in a dataset that have a label; unambiguity is defined as the
ratio of entities that have more than one label; and multilinguality of a property is
the number of languages for which labels are provided for entities in a dataset.

To address RQ2.3 What is the state of labeling in the Web of Data according to
these metrics? we analyze the BTC dataset and find that: regarding completeness,
only 38.2% of all non-information resources have a label; regarding efficient
accessibility, labels for non-vocabulary URIs are only provided within a dataset in
33.82% of cases; regarding unambiguity, most labels (98.0%) are unambiguous;
and multilinguality is a strongly underexploited feature. Either no language tag is
used, or few languages such as English, German, and French, dominate.

We present and evaluate an approach to derive human-readable labels from vari-
able names in SPARQL queries from a large set of SPARQL queries which we
extracted from the DBpedieﬂ and SWDFE] query logs. The evaluation shows

3The Billion Triples Challenge (BTC) corpus is a dataset consisting of Linked Data crawled from the web.
The 2014 crawl is available at http://km.aifb.kit.edu/projects/btc-2014/ (last accessed 2015-01-02)

“DBpedia is a dataset extracted from Wikipedia, see [Aue+07].

SSWDF is a dataset about people, conferences, and publications in the area of Semantic Web research, see
IMol+07]).


http://km.aifb.kit.edu/projects/btc-2014/

1 Introduction

that the approach is applicable for deriving human-readable labels, thus we ad-
dress RQ3.1 How can human-readable labels be derived from variable names in
SPARQL queries?

e For the purpose of addressing RQ3.2 Which SPARQL graph patterns are common?
we analyze a large set of SPARQL queries extracted from the DBpedia and SWDF
query logs. We develop a hypergraph-based visualization of the most frequently
occurring graph patterns and apply it to visualize our measurement results in

Figure[5.3] (p. [70) and Figure 5.4 (p. [T1).

o We introduce a domain-independent SPARQL query verbalization approach based
on domain-independent templates to address RQ4 How can SPARQL queries be
verbalized in a mostly schema-agnostic manner? Being schema-independent
renders the verbalization system potentially applicable in many domains. The
approach is mostly schema-agnostic because, besides being tied to a set of prop-
erties known to be labeling properties (e.g., the property rdfs:1label) and the
property rdf:type, all other elements (properties, classes, and instances) are
treated only based on linguistic cues found in their labels, their local name, or their
fragment identifier. In a comparative evaluation our approach outperforms the
state of the art approach SPARQL2NL by obtaining higher or equal accuracy (43
cases (37.72%) and 66 cases (57.89%) respectively); higher or equal syntactical
correctness (52 cases (45.61%) and 45 cases (39.47%) respectively); and higher or
equal understandability (74 cases (64.91%) and 16 cases (14.04%) respectively).

In a non-comparative evaluation our system successfully verbalized 98.6% (287/
291) of our query dataset built from queries from the QALD (Question Answering
over Linked Data)f| challenges. In 70 out of 120 cases the evaluators attested
the best score for syntactical correctness (58.33%), in 47 out of 120 cases the
evaluators attested the best understandability score (39.16%).

e To address RQ5.1 How can RDF graphs be verbalized as a single sentence using
a template? we formally introduce RDF verbalization templates consisting of
a sentence pattern which includes modifiers and a graph pattern of unrestricted
size. These templates allow RDF data to be verbalized in sentences. Furthermore,
to address RQS5.2 How can RDF verbalization templates be learned from a par-
allel text-data corpus? we devise an approach that automatically induces RDF
verbalization templates from a parallel corpus. Automatic induction is relevant
since manual creation of templates is tedious work. Furthermore, automatically
inducing templates from examples has the benefit of generating sentences that are
similar in style to those found in the example texts. The approach is based on the
distant supervision principle: training data is generated automatically by aligning
a database of facts with text; therefore, no hand-labeled data is required. The
approach does not use language resources such as parsers or dictionaries and is

0See http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/ (last accessed 2015-01-02)
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1.3 Contribution of the Thesis

thus language independent. Furthermore, it does not depend on a certain ontology.
While the approach induces patterns that contain terms from the ontology used in
the corpus, the approach does not require that a certain ontology is used.

We validate the feasibility of the approach for English and German given a
large parallel text-data corpus consisting of texts from Wikipedia and data from
DBpedia. We show that there are plenty of groups of sentences that share an
equivalent sentence abstraction. The more such groups exist, the more templates
can potentially be induced. In total, we derived 5066 templates. Evaluation of the
coverage shows, that: 1) given this set of templates, a large part of the DBpedia
data can be verbalized; and 2) most templates are applicable to a large number of
subgraphs of DBpedia. Furthermore, verbalization results are mostly syntactically
correct and understandable.
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1 Introduction

The publications are related to the chapters of this thesis as follows (the main publication
is set in bold):

Chapter 3 Semantic CorA
[ESR13]|], [SER13], [SER12], [Sti+14], [SE13], and [SE12]

Chapter 4 Labels in the Web of Data
[EVS11b]|

Chapter 5 Deriving Human-Readable Labels from SPARQL Queries
[EVS11a]

Chapter 6 Verbalization of SPARQL Queries
[EHS14], [EVS15], and [EVS12]

Chapter 7 Induction of RDF Verbalization Patterns
[EH14]|

1.5 Guide to the Reader

This thesis consists of eight chapters. Each core chapter (Chapter [3] - Chapter [7) i)
declares a problem, ii) discusses related work, iii) presents an approach, iv) evaluates
the approach or carries out experiments, v) draws conclusions, and vi) presents a list of
contributions. The thesis ends with a summary of the main conclusions and provides an
outlook in Chapter 8]

Chapter 1 The first chapter introduces this work, breaks down the principal research
question into ten individual research questions, presents the main contribu-
tions, lists published results, and provides this guide to the reader.

Chapter 2 The second chapter reviews fundamentals in Semantic Web technologies,
Semantic MediaWiki, and Natural Language Generation.

Chapter 3 The third chapter presents research interactions with RDF data enabled by
a semantically-enhanced Virtual Research Environment and addresses the
following research questions:

RQ1.1 How can capabilities of researchers be enhanced by a semantically-
enhanced Virtual Research Environment?

RQ1.2 How can research interactions be enabled by a semantically-enhanced
Virtual Research Environment?

Chapter 4 The fourth chapter studies the state of labeling in the Web of Data and
addresses the following research questions:
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Chapter 5

Chapter 6

Chapter 7

Chapter 8

RQ2.1 Which properties are used for the purpose of labeling?
RQ2.2 Which metrics help study the properties of labeling within a dataset?

RQ2.3 What is the state of labeling in the Web of Data according to these
metrics?

The fifth chapter presents a method to derive labels from variable names in
SPARQL queries and addresses the following research questions:

RQ3.1 How can human-readable labels be derived from variable names in
SPARQL queries?

RQ3.2 Which SPARQL graph patterns are common?

The sixth chapter presents an approach to verbalize SPARQL queries and
addresses the following research question:

RQ4 How can SPARQL queries be verbalized in a mostly schema-agnostic
manner?

The seventh chapter introduces RDF verbalization templates and presents
an approach to induce these templates from example data. The following
research questions are addressed:

RQS5.1 How can RDF graphs be verbalized as a single sentence using a
template?

RQ5.2 How can RDF verbalization templates be learned from a parallel
text-data corpus?

The last chapter concludes the thesis with a summary, discusses the main
conclusions, and provides an outlook on future work.

On the use of pronouns:

e In the content chapters (Chapter[3]- Chapter[7) I use the form we instead of 7, since
the work was published together with coauthors. In most publications, however,
I provided the main contribution and was acknowledged as first author. Using
the form we instead of I serves for the purpose of acknowledging my coauthors.
These collaborations always involved fruitful discussions and the exchange of
ideas. For those publications where I did not appear as first author I put a focus
on my contributions.

e For the purpose of avoiding gender bias in writing, I try to avoid third-person
personal pronouns such as he or she.
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2 Foundations

This chapter briefly introduces Semantic Web technologies (RDF, LinkedData, and
SPARQL), Semantic MediaWiki, and Natural Language Generation.

2.1  Semantic Web Technologies

The Semantic Web vision is to extend the Web of Documents with a Web of Data
where information becomes processable for machines [BLHL+O01[. For the purpose of
realizing the Semantic Web vision, several technologies have been developed that make
up the semantic web stack, depicted in Figure 2.1} Core parts have already been realized.
Layers drawn with dashed lines still lack mature standards and tooling. In the context
of this thesis, the relevant technologies are RDF and SPARQL, which are therefore
introduced in the following sections. For a textbook-style introduction to Semantic Web
standards see [HHS14] and [HKRO09].

: Trust :
I____:__:::::__:::::::::__::::__Il_____.|
I Proof 1
L 1
-------------------------------- I
: Unifying Logic : :
.
Querying & Rules Schema & Ontologies
(SPARQL & RIF) (RDFS & OWL)

Syntax (XML/Turtle/XHTML/JSON)

Aydeiboydhin

|
|
|
|
|
|
|
| Data Model (RDF) | |
|
|
|
|
|
|

| Identifiers (URI/IRI) || Characters (Unicode) |

Figure 2.1: The Semantic Web technology stack. (Diagram from [HHS14], image courtesy of
Aidan Hogan.)
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2 Foundations

2.1.1 RDF Data Model, Vocabulary, and Schema
RDF Data Model

RDF (Resource Description Framework) is the core data model of the Semantic Web.
RDF allows statements about resources{ﬂto be made in the form of RDF graphs where an
RDF graph consists of a set of RDF triples. An RDF triple (s, p,0) is an ordered set of
three RDF terms: a subject s € U U B, a predicate p € U, and an objecto e U v B U L.
An RDF term ¢ € 7 is either a URI u € U, a blank node b € B, or a literal | € L where
T =UvBu Land U, B, and L are pairwise disjunct.

A URI (Uniform Resource Identifier) is a string of characters used to identify a resource.
A resource might be anything from a person to an abstract idea to a simple document
on the Web. For example, the URI http://dbpedia.org/resource/Karlsruhe is
an identifier for the city of Karlsruhe in Germany. This URI (and per definition every
URI) is a unique identifier, since the URI identifies exactly one resourceE] Whereas
terms in natural language may be ambiguous such as fluke, a URI enables referring
unambiguously to a resource. The resource a URI refers to is either an information
resource (IR) or a non-information resource (NIR). Information resources are resources
that consist of information, such as a JPG file or an office document, and therefore all
of their essential characteristics can be conveyed in a message and be transported over
protocols such as HTTP. IRs can be copied from and downloaded via the Internet given
their URIs — dereferencing (also called resolving) a URI means to send an HTTP request
to the URI to obtain a representation of the resource that it identifies. Disjoint from the
set of information resources is the set of non-information resources — resources that
cannot be accessed and downloaded via the Internet — such as a person or a country.
Nevertheless, non-information resources can be identified with URIs.

URIs with a hashmark (#) contain a fragment identifier after the hashmark. For example,
the fragment identifier in the URT http://www.example.com/about#bob is bob. The
local name is the string after the last slash (/) and before the hashmark, or, if the URI
contains no hashmark, the end of the URI. The local name of the URI above is about.

A literal is a string of characters that is either language-tagged (a language-tagged
literal) or typed (a typed literal)E] For example, a country may have language-specific
names (e.g., the Russian capital Moscow has the German name Moskau). Tagging each

'Within this thesis, the terms resource and entity are used synonymously. However, mostly the term entity is
used.

2RDF does not have a Unique Name Assumption. If two URISs are different, they may refer to the same
resource — there can be multiple unique identifiers that all refer to the same resource. For example, the
URIs http://dbpedia.org/resource/Karlsruhe and http://wikidata.org/entity/Q1040 both
refer to the city of Karlsruhe.

3While in RDF 1.0 a literal could also be neither tagged nor typed (a plain literal), RDF 1.1 does not allow
plain literals anymore.
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name with the appropriate language allows applications to select and display names in a
language understood by the application’s current user. Just as values in programming
languages can be typed (e.g., integer, float, boolean), literals can be typed.

A blank node represents a resource for which no URI or literal is given. Amongst other
uses, blank nodes can be used when representing n-ary (with n > 2) relationships. For
example, given that according to a certain cooking recipe a certain cake is made with
300g of butter, the ingredient relation is n-ary (with n = 4): the cake, the ingredient’s
type (butter), the ingredient’s amount (gram), and the amount’s value (300)E|

RDF Syntaxes

RDF data can be represented in a variety of syntaxes, such as RDF/XMLE TurtleE|
N-Triplesﬂ N-Quadsﬁ N3E| and JSON LDE In this thesis the Turtle serialization is
used since Turtle is the most concise and readable serialization format and it is similar to
SPARQL - the RDF query language (see Section [Z.1.3)). Instead of formally introducing
the syntax, and since not all language features are used within later chapters of this
thesis, only a subset of the main characteristics is shown with an example of a small
RDF graph serialized in Turtle in Listing 2.1}

1 @prefix dbpedia-owl: <http://dbpedia.org/ontology/>

> @prefix dbr: <http://dbpedia.org/resource/>

3 @prefix rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
4 @prefix rdfs: <http://www.w3.0rg/2000/01/rdf-schema#>

5 @prefix owl: <http://www.w3.0rg/2002/07/owl#>

6 G@prefix ex: <http://www.example.org/>

7 @prefix xsd: <http://www.w3.o0rg/2001/XMLSchema#>

9 dbr:Karlsruhe rdf:type dbpedia-owl:Town

10 dbr:Karlsruhe rdfs:label "Karlsruhe'"@en

i1 dbr:Karlsruhe dbpedia-owl:populationTotal "288917"AAxsd:integer
12 dbr:Karlsruhe owl:sameAs <http://wikidata.org/entity/Q1040>

3 ex:MarbleCake ex:hasIngredient _:bl

4 _:bl rdf:type ex:Butter

15 _:bl ex:hasAmount ex:Gram .

16 _:bl ex:hasValue "300"AAxsd:integer

Listing 2.1: A small RDF graph serialized in Turtle

4This example can be found in [|[Cim+13]].

5See http://www.w3.org/TR/rdf-syntax-grammar/, (last accessed 2015-01-02)
6See http://www.w3.org/TR/turtle/| (1ast accessed 2015-01-02)

7See http://www.w3.org/TR/n-triples/ (last accessed 2015-01-02)

8See http://sw.deri.org/2008/07/n-quads/| (last accessed 2015-01-02)

9See http://www.w3.org/TeamSubmission/n3/ (last accessed 2015-01-02)
10gee http://www.w3.org/TR/json-1d/ (last accessed 2015-01-02)
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The first seven (1-7) lines are prefix definitions. These enable shortening URIs in the
following lines. The lines 9-16 show triples. Each triple ends with a dot. Most URIs
are shortened. For example, the URI http://dbpedia.org/resource/Karlsruhe
is shortened to dbr:Karlsruhe given the prefix definition for dbr in line 2. Line 10
contains a language-tagged literal in the object position — the language tag en stands for
the English language. The triple in line 11 contains a typed literal in the object position.
The value of the literal is 288917 and the type is xsd: integer, which is the datatype’s
shortened URI. URIs that are not shortened, such as the one in the object position of the
triple in line 12, are embraced in angle brackets (<...>). Line 13 contains a blank node
in object position. This blank node appears in the subject position of the triples in lines
14 to 16[11]

Occasionally in this thesis, for the case of brevity, the prefix is omitted in shortened URIs
as in :birthPlace if the complete URI is not relevant for the purpose of explaining an
issue by giving an example. Furthermore, occasionally in this thesis the trailing dot is
omitted if the triple appears within text.

RDF Vocabulary and RDF Schema

Besides defining the data model, the RDF specification defines a set of RDF terms which
form the RDF vocabulary. The most prominent term is rdf: type. Other terms support
features such as RDF containers and reification. The RDF Schema vocabulary extends
the RDF vocabulary and allows the semanticilz] of classes and properties to be defined.
The most prominent terms of the RDF Schema vocabulary are rdfs: subClassOf,
rdfs:subPropertyOf, rdfs:domain, and rdfs:range.

rdfs:subClassOf The property rdfs:subClassOf enables a class hierarchy to be
defined, as in ex:Human rdfs:subClassOf ex:Mammal ("Every human is a
mammal").

rdfs:subProperty0f The property rdfs:subPropertyOf enables one property to
be defined as sub-property of another property, which means that all entities related
via the sub-property are also related with the super-property. For example, given
the sub-property definition foaf:name rdfs:subProperyOf rdfs:label,
from the statement dbr:Karlsruhe foaf:name "Karlsruhe"@en the state-
ment dbr:Karlsruhe rdfs:label "Karlsruhe"@en can be inferred["]

"Turtle allows the triples in lines 13—-16 to be expressed as ex:MarbleCake ex:hasIngredient
[ rdf:type ex:Butter ; ex:hasAmount ex:Gram ; ex:hasValue "300""“xsd:integer ] .
This notation is not introduced here since it is not used in later chapters of this thesis.

12More semantics can be specified using the OWL (Web Ontology Language) vocabulary. For example, in
OWL it is possible to specify, amongst other things, that a property is transitive and that a person can have at
most one age. See http://www.w3.org/TR/2012/REC-owI2-syntax-20121211/ (last accessed 2015-01-02)

I3RDFS entailment patterns specify formally how to infer statements from other statements. See http://www
w3.0rg/TR/2014/REC-rdf11-mt-20140225/#rdfs-entailment| (last accessed 2015-01-02)
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rdfs:

2.1.2

domain, rdfs:range Using the properties rdfs:domain and rdfs:range,
the domain and range of a property can be specified, as in foaf:based_near
rdfs:domain geo:SpatialThing . foaf:based_near rdfs:range
geo:SpatialThing . Given these domain and range statements, from
a statement ex:Karlsruhe foaf:based_near ex:Stuttgart it follows
that ex:Karlsruhe and ex:Stuttgart are both instances of the class
geo:SpatialThing.

Further Relevant Concepts

Linked Data The term Linked Data refers to a set of best practices{]z] for publishing

and connecting structured data on the WebE] The Linked Data principles [BLOG]
are defined by Berners-Lee as follows:

1. Use URIs as names for things.
2. Use HTTP URIs so that people can look up those names.

3. When someone looks up a URI, provide useful information, using the stan-
dards (RDF*, SPARQL).

4. Include links to other URIs. so that they can discover more things.

LOD Linked Open Data is Linked Data which is open — open data and content can be
freely used, modified, and shared by anyone for any purpose.[lf]

Quad

The Linking Open Data community projec aims to publish open datasets as
RDF on the Web and interlinking these datasets.

& Context While the RDF definition does not define the notion of context,
applications may need to add contextual information to a triple, such as the triple’s
origin, and treat a triple based on its origin, for example, to distinguish triples from
trusted sources from triples from untrusted sources. Harth and Decker [HDOS]]
thus extend triples (s, p,0) to quads (s, p,0,c) withc e U U B.

14See http://www.w3.org/TR/1d-bp/| (last accessed 2015-01-02)

15See http://linkeddata.org/faq| (last accessed 2015-01-02)

l6gee http://opendefinition.org/ (last accessed 2015-01-02)

175ee http://www.w3.org/wiki/SweolG/TaskForces/CommunityProjects/LinkingOpenData, (last accessed 2015-

01-02)
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2.1.3 SPARQL

SPARQL is the W3C Recommendation [HS10]] for querying and accessing RDF data
A SPARQL query consists of up to five parts:

Prefix Declarations As in Turtle, the definition of prefixes allows shortened URISs to
be used.

Dataset Clause In cases where a triple store hosts multiple datasets, those datasets
to be incorporated in the query can be specified in the dataset clause. Moreover,
datasets can be dereferenced.

Result Clause The result clause specifies the query form (SELECT, ASK, CONSTRUCT,
or DESCRIBE) as well as the projection variables.

Query Clause Within the query clause the query patterns are specified. Query patterns
are matched against the data graphs resulting in variable bindings.

Solution Modifiers Query results can be ordered, sliced, and paginated.

SELECT queries result in a list of mappings from variables to RDF terms, ASK queries
return true if there is a match for the pattern defined the query clause, CONSTRUCT allows
to query data and to return RDF by defining an RDF template with which query results
are formatted, and DESCRIBE requests RDF descriptions about an RDF term.

Figure gives an example of a simple SPARQL SELECT query. Prefixes are declared
in the first two lines. The dataset clause is omitted — the default dataset is queried. The
query form is SELECT, as specified in line three, as part of the result clause. Moreover
specified in the SELECT clause are the two projection variables ?1abel and ?1lang
where ?1ang is the result of applying the 1ang operator to the value of the variable
?label. The 1lang operator returns the language tag of the literal it is applied to. The
query clause consists of a triple pattern in line four and a filter expression in line five.
An RDF graph pattern is a set of triple patterns and an RDF triple pattern (s,p,0) consists
of a subject s € T U V, a predicate p € U v V, and an object 0o € T~ U V where V is
a set of variables. The filter expression removes all results where the language tag of the
value bound to ?1abel is equal to en. The solution modifier in line six specifies that
the results are ordered according to the values of ?1ang and that only up to ten results
are selected. In one sentence, what the query does is to query for up to ten non-English
labels for the city of Karlsruhe and sorts them by the name of the languages. Visualizing
the results in tabular form results in a table with two columns with labels in the first
column and corresponding languages in the second column.

18See also [PAGOS] for the semantics of SPARQL.
19This query can be executed on the public DBpedia endpoint at http://dbpedia.org/sparql (last accessed
2015-01-02).
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Figure 2.2] shows the result of executing the SPARQL query from Listing [2.2] on the
DBpedia endpointm

PREFIX dbr: <http://dbpedia.org/resource/>

PREFIX rdfs: <http://www.w3.0rg/2000/01/rdf-schema#>

SELECT ?label (lang(?label) AS ?lang) WHERE {
dbr:Karlsruhe rdfs:label ?label
FILTER(!lang(?label)="en")

} ORDER BY ?lang LIMIT 10

Listing 2.2: An example of a SPARQL SELECT query

| label ||Iang\
"o s xS @ar lar |
|"Kar|sruhe"@de |de
|"Kar|sruhe”@es |es
|"Kar|sruhe"@fr ||fr \
["Karlsruhe" @it it |
A=A —TI"@a |ja

"Karlsruhe (stad)"@nl |n|

|"Kar|sruhe"@p| ||p| \
|"Kar|sruhe"@pt ||pt \
|" Kapricpys"@ru ||ru \

Figure 2.2: Result of executing the SPARQL query from Listingon the DBpedia endpoint.

Further language constructs relevant in the context of this thesis are DISTINCT, COUNT,
OPTIONAL, and UNION:

DISTINCT This solution modifier eliminates duplicate solutions from the result set.

Consider, for example, the following query which retrieves up to ten names of
persons:

PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>
PREFIX foaf: <http://xmlns.com/foaf/0.1/>
SELECT DISTINCT ?name WHERE {
?person rdf:type dbpedia-owl:Person
?person foaf:givenName ?name
} LIMIT 10

20The DBpedia endpoint can be accessed at http://dbpedia.org/sparql, The query was executed on 2015 January
12.
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Without the DISTINCT modifier the result set contains duplicate values since the
result set is a set of tuples (?person, 7name) where only the names are displayed.

COUNT COUNT is an aggregate function and aggregates are defined in version 1.1 of
SPARQL. For example, it enables the quantification of a result set, as in the
following query which retrieves the number of persons known to DBpedia:

PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>
SELECT COUNT(*) WHERE {

?person rdf:type dbpedia-owl:Person

}

COUNT can be combined with DISTINCT as in COUNT (DISTINCT ?name)). *is
a shorthand notation for selecting all query variables as projection variables.

OPTIONAL Optional parts of a query can be specified with the OPTIONAL keyword. For
example when querying DBpedia for persons and their gender, as shown in the
following query, not for every person the gender needs to be known. Since the
gender is optional, the query will also retrieve identifiers of persons for which no
gender is known.

PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>
SELECT * WHERE {
?person rdf:type dbpedia-owl:Person
OPTIONAL {
?person dbpedia-owl:gender ?gender

}
} LIMIT 10

UNION Alternatives can be specified using the UNION keyword. For example, DBpedia
provides several properties that relate a person to the person’s place of birth. The
following query retrieves the places of birth for Ryuichi Sakamoto where at least
one of the two properties relates the subject to the object, thus realizing a logical
disjunction.
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PREFIX dbr: <http://dbpedia.org/resource/>

PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>

PREFIX dbpprop: http://dbpedia.org/property/>

SELECT * WHERE {
{ dbr:Ryuichi_Sakamoto dbpedia-owl:birthPlace ?place . }
UNION
{ dbr:Ryuichi_Sakamoto dbpprop:placeOfBirth ?place . }

}

2.2 Semantic MediaWiki

A wiki is a collaboratively edited website. A well-known wiki is Wikipedi —an online
encyclopedia. The wiki software underlying Wikipedia is MediaWiki{*"| MediaWiki
provides a markup syntax so that editors, besides working with content, can also format
the content, for example, to change the font style, link pages, create paragraphs and
tables, and categorize pages.

The functionality of MediaWiki can be extended by installing what are known as
extensions. Semantic MediaWik (SMW) is an extension that brings ideas from the
Semantic Web to MediaWiki by allowing content to be annotated, queried, and exported
as RDF data. For example, imagine the sentence

Karlsruhe is a city in Germany with a population of 299,103.
[[Category:City]]

in the article about Karlsruhe. Wiki markup allows links to be added to the content of
the page as in the following sentence:

Karlsruhe is a city in [[Germany]] with a population of
299,103. [[Category:City]]

The brackets embracing Germany turn that string into a link to the wiki page with the
name Germany. While for a human that understands English it is clear from this sentence
that the sentence expresses the located_in relation between Karlsruhe and Germany,
for a machine not capable of Natural Language Understanding it is only known that Karl-
sruhe and Germany are related via a link. Semantic MediaWiki extends the link syntax

2Ihttp://www.wikipedia.org/
22 Available at http://www.mediawiki.org/wiki/MediaWiki (last accessed 2015-01-02)
23 Available at http://semantic-mediawiki.org/| (last accessed 2015-01-02)
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for the purpose of explicitly naming the relation, as in [[located_in: :Germany]].
Now, a machine can derive the triple

ex:Karlsruhe ex:located_in ex:Germany .

where ex:Karlsruhe, ex:located_in, and ex:Germany are unique identifiers. Fur-
thermore, the extended syntax allows values to be annotated, such as the population
value:

Karlsruhe is a city in [[located_in::Germany]] with a
population of [[population::299,103]]. [[Category:City]]

As in RDF where properties are either object properties (the property’s domain is a set
of entities) or datatype properties (the property’s domain is a datatype), this distinction
can be made in SMW. Therefore, each property can have its own wiki page where the
property’s type is declared. In this example, declaring the type of the population property
as integer and the type of the located_in property as page has the effect that in the
example sentence, Germany is displayed as a link whereas the population value is not
displayed as a link.

The benefit of typing links, annotating values, and declaring properties comes with the
query and export functionalities provided by SMW. An example of a query that exploits
the properties introduced above is shown below:

{{#ask: [[Category:City]] [[located in::Germany]]
| ?population
| format=table

11

The query retrieves from the wiki all entities that are categorized as city and that are
located in Germany. The query results in a table where the entity (here: the name of the
city) is shown in the first column and the population value, where available, is shown in
the second column. These queries, known as inline queries, can be added to wiki pages
and can thus be altered by wiki editors. The inline query functionality is added to the
wiki syntax as a parser function (here, the name of the parser function is #ask).

Further MediaWiki extensions related to SMW add further result formats 2| Instead of
simple result formats such as table and list, query results can be visualized using bar
charts, on a map, on a timeline, as a graph etc.

24 Available at http://www.mediawiki.org/wiki/Extension:Semantic_Result_Formats| (last accessed 2015-01-02)

24


http://www.mediawiki.org/wiki/Extension:Semantic_Result_Formats

2.3 Natural Language Generation

Template pages are special wiki pages where the template’s content can be transcluded
into other pages. For example, if the page about every person were to show a timeline
visualizing the person’s achievements, then the query and visualization code could be
stored in a template. Each person page that calls this template will have the template’s
content transcluded. Variables can be passed to templates, so that, for example, within
the template, data can be stored in properties or inline queries can query for a person’s
data. Further parser functions such as #iﬂ allow, for example, reaction according to
a variable’s value or according to the result of a query. Templates can also be used as
result printers of inline queries, thereby enabling custom query result presentations.

SMW allows the user to import vocabularieﬁ and to bind properties defined within the
wiki to properties of the imported vocabulary. The RDF export functionality of SMW
enables export of a wiki’s structured data to RDF. For a wiki property that is bound
to a property from an imported vocabulary, the imported property’s unique identifier
is used within the RDF export instead of the property’s wiki-specific identifier. This
functionality increases the ease of reuse of exported RDF data.

The extension Semantic FormsF_7] adds an important feature to a wiki, since it allows the
user to add forms to the wiki that enables wiki pages to be created and a wiki page’s
structured data to be edited without a user seeing or editing wiki syntax. Thus, Semantic
Forms constitutes a low technological barrier for novice users to contribute content.

2.3 Natural Language Generation

Natural Language Generation (NLG) is “a subfield of artificial intelligence and computa-
tional linguistics that focuses on computer systems that can produce understandable texts
in English or other human languages” [RDOO0] in order “fo meet specified communicative
goals” [McD92]|.

A natural language generation system may generate outputs directly for end users (com-
puter as author) or is used as an authoring aid where the generated text is subsequently
refined by a human.

2.3.1 Examples

Examples of NLG systems are WeatherReporter (computer as author), FoG (authoring
aid), ModelExplainer (computer as author), PEBA (computer as author), and Inquire
(computer as author):

BSee http://www.mediawiki.org/wiki/Help:Extension:ParserFunctions#.23if| (last accessed 2015-01-02)
26See https://semantic-mediawiki.org/wiki/Help:Import_vocabulary (last accessed 2015-01-02)
27See http://www.mediawiki.org/wiki/Extension:Semantic_Forms| (last accessed 2015-01-02)
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o WeatherReporter [RDO0] analyzes data from meteorological devices and produces
texts that retrospectively report about the weather in one calendar month. For
example, it may generate the following output:

The month was cooler and drier than average, with the average number of rainy
days. The total rain for the year so far is well below average. There was rain on
every day for eight days from the 11th to the 18th.

e The Forecast Generator FoG [[GDK94] is a bilingual (English and French) re-
port generator that produces routine and special-purpose forecasts from graphical
weather depictions. It creates outputs indistinguishable from texts written by
human forecasters, for example:

WINDS NORTHWEST 15 DIMINISHING TO LIGHT MONDAY AFTERNOON.
CLOUDY WITH OCCASIONAL LIGHT SNOW. FOG PATCHES. VISIBILITIES 2
TO 5 NM IN SNOW.

FoG serves as an authoring aid and helps weather meteorologists compose fore-
casts.

o ModelExplainer [[LRROO] generates textual descriptions from object-oriented
models, which are typically depicted graphically. For the purpose of maximizing
communicative efficiency — experiments have shown that a graphical represen-
tation is not suitable for certain user groups —, graphics are complemented by
natural language descriptions. The system generates hypertext. Underlined parts
are links to the description of the respective entity, as in the following example:
A Section must be taught by exactly one Professor and may belong to zero or more
Courses. It must be taken by one or more Students and may have at most one TA.

e PEBA [MTDO¢] is an intelligent encyclopedia about animals which generates
hypertext pages. Content and style of the generated pages depend on whether the
user is an expert or novice and what material the user has seen before. Moreover,
it allows comparisons of entities to be generated.

e A more recent NLG system is Inquire@ Inquire is an interactive intelligent
biology textbook that answers students’ questions, engages their interest, and
improves their understanding [Cha+13]].

2.3.2 Input

According to Reiter and Dale [RDO0J, input to an NLG system is a four-tuple (k, ¢, u, d)
where k is the knowledge source to be used, ¢ is the communicative goal to be achieved,
u is a user model, and d is a discourse history. In the case of WeatherReporter, the
knowledge source is a database of numerical sensor measurements made at meteoro-
logical stations. The communicative goal is the purpose of the generated text, such

28See |http://www.inquireproject.com/| (last accessed 2015-01-02)
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as to communicate information about a certain month. A user model may capture
characteristics of the intended audience and may, for example, capture which terms
the target audience understands and which terms are too technical for casual users. In
multi-interaction scenarios, which is the case for PEBA and Inquire, the dialog history
captures which information has already been communicated and which entities have
already been introduced, so that the system can avoid repetition and create output tailored
toward user and situation.

2.3.3 Tasks

According to Reiter and Dale [RD0O], the NLG process can be thought of as consisting
of seven tasks:

Content Determination is the task of deciding which information to communicate.

For the purpose of summarizing the weather in a given month, WeatherReporter
operates on raw tabular data and structures it in the form of a collection of daily
weather records. From this data it creates messages — informational elements that
are deemed to be considered for inclusion in the generated text. For example, a
particular message might cover the fact that heavy rain fell on a particular day or,
as a more complex message (consisting of less complex messages), a message
could represent that a sunny day followed a day with heavy rainfall.

Document Structuring is the task of constructing messages from the input data and
of deciding for their order and structure.

Document Structuring can be realized in a bottom-up strategy by aggregating
messages to more complex messages. Complex messages define relations between
simple messages. A top-level message could, for example, provide slots for
messages that provide introductory information, such as the average weather in a
month, followed by messages about unusual events.

Lexicalization is the task of deciding which specific words and syntactic constructs to
use for expressing the content.

For example, a choice in this task could result, in the end, in two different output
sentences: It rained for seven days from the 20th to the 26th, or It rained during
Thanksgiving week.

Referring expression generation is the task of deciding how to refer to an entity
that has already been introduced.

Always explicitly referring to an entity in text adds an unnatural feel to the text.
Consider the two sentences The Eifel tower was built in 1889. The Eifel tower is
an iron lattice tower. Since the entity is already introduced in the first sentence,
the second sentence can be modified to It is an iron-lattice tower.

27



2 Foundations

Aggregation is the task of deciding how to map messages onto linguistic structures
such as sentences and paragraphs.

Imagine one message representing the fact that the Eifel tower was built in 1889
and another message representing that it is an iron-lattice tower. Aggregation of
these two messages for the purpose of communicating them in a single sentence
could, for example, result in the sentence The Eifel tower, an iron-lattice tower,
was built in 1889.

Linguistic Realization is the task of converting abstract representations of sentences
into real text. For example, care needs to be taken to correctly realize noun plural-
ization, to correctly introduce negations into sentences, or to generate sentences
in active or passive voice.

Structure Realization is the task of adding markup to the generated text in order to
be interpreted by the presentation system, such as a web browser. For example,
hyperlinks and paragraphs can be added, or the font style can be modified.

2.3.4 NLG in the Semantic Web

In the context of the Semantic Web, approaches exist that verbalize from data repre-
sented using a Semantic Web format. For example, approaches exist that verbalize
OWL ontologies [ALG13;|AOKO07; Bao+09; |Bon05; BA+11; [FKV10; Gal+09; |GAO7
GNS10; [ KFO7; [PT10;Sch09; Ste+11; [ TWP11;Will 1]], that verbalize from RDF data
[Fur+10; [Pic+11b; SMO7; [SMO06; [WJO03; [Wil03]], or that verbalize SPARQL queries
[NN+13]]. Besides approaches to generating text from a Semantic Web format, works
exist that induce ontology lexica [WUCI13| or lexically ground ontologies [Cim+07;
Bui+09]. With lemoﬂ a model exists that enables lexical information to be provided in
the Semantic Web which can be applied to NLG. A good overview of Natural Language
Generation in the context of the Semantic Web is provided by Bouayad-Agha et al.
[BACW14].

28ee http://lemon-model.net/ (last accessed: 2015-01-02)
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3.1 Introduction

In recent years, Virtual Research Environments (VREs) emerged as a topic referring
to the established research field in the digital humanities: enabling research practices
with digital tools. First projects in this area are realized and discussed by the community
[CR10; Dun09; Neu+09]. In the humanities, researchers point out that the data deluge
[HTO3]], which has influenced several national and supranational information policy
agendas in the sciences, does not cover the full range of aspects of research practices
in the humanities. While digital libraries and archives offer a new plurality of research
resources in the humanities, the complexity deluge [Dun09] formulates an opposite
agenda addressing the sometimes fuzzy, interfering and dispersed practices of humanities
research. A similar field of tension is articulated for the sciences as science friction
[Edw+11]] by addressing the problems of different disciplines working on the same
phenomena and trying to interoperate. Another aspect is sharing of research data, which
is an intricate and difficult problem (conundrum) in science in general [Bor12]].

A large-scale study on Virtual Research Environments points out the necessarily closely
involvement of researchers in the development process, that this process needs to be
executed iteratively with constant feedback from researchers [CR10], and that a VRE
needs to be conceptualized as a community building project rather than a technology
project. Borgman [Bor12] also stresses the point that close engagement with a specific
research community and an analysis of how data are handled is necessary. Thus,
requirements need to be articulated within research communities.

Based on these discussions, for the purpose of supporting actual research practice we
focus research data and the necessary interaction capabilities with research objects. The
development of a Virtual Research Environment is based on articulated needs in the
research community history of education. The articulated concrete need is to study
educational lexica from a discourse analytical perspective and to carry out qualitative
and quantitative analyses. Due to our close cooperation with the Research Library for the
History of Education (BBF — Bibliothek fiir Bildungsgeschichtliche Forschung) [Rit03]]
we were able to access their holdings of digitized lexica and to import more than 20,000
lemmata (articles of lexica) as a starting point for interacting with the community. Aside
from data made available by the BBF, more and more digital libraries such as the
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Europeanaﬂ or services of the German National LibraIyE] are being established and are
making their content available using Semantic Web standards, thus they are publishing
RDF in the Web of Data. Thereby, new opportunities arise for research projects to
exploit these resources offering new capacities for research which can be addressed by
Virtual Research Environments offering a variety of methods and tools [Fra05; [ VP09].

In this chapter we answer the following research questions:

RQI1.1 How can capabilities of researchers be enhanced by a semantically-enhanced
Virtual Research Environment?

RQ1.2 How can research interactions be enabled by a semantically-enhanced Virtual
Research Environment?

The remainder of this chapter is structured as follows. Section [3.2]provides information
about the research project from which our results were obtained. Section [3.3|provides
an overview of related work and Section [3.4] presents our participatory design approach.
We argue that Semantic MediaWiki is a suitable platform in Section[3.5]and present the
research data lifecycle, explain how it is supported within the VRE, and how Semantic
Web technologies can be applied to enable new socio-technical interactions in Section[3.6]
We discuss the role of Semantic Web technologies in Section[3.7] draw conclusions in
Section [3.8] and highlight our main contributions in Section 3.9}

3.2 The SMW-Cora Project

Results presented in this chapter were obtained in the context of the project Entwicklung
einer Virtuellen Forschungsumgebung fiir die Historische Bildungsforschung mit Seman-
tischer Wiki-Technologie — Semantic MediaWiki for Collaborative Corpora Analysis
(duration: 1/2011 — 10/2014)E] The project targets the development of a Virtual Research
Environment (VRE) based on Semantic MediaWiki (SMW) for a collaborative analysis
of comprehensive digitized text corpora and an exemplified sustained nesting into the
professional community of researchers in the History of Education. Moreover, the
project aims to provide for a possible further use of the enrichment and analysis works
carried out by the researchers and in the long term, an infrastructural distribution of the
VRE (Semantic CorA) to other disciplines with community building.

The project was funded by the German Research Foundation (DFG) in the domain of
Scientific Library Services and Information Systems (LIS) and was realized in a co-
operation between the German Institute for International Educational Research (DIPF),
the Karlsruhe Institute of Technology (KIT), the Library for Research on Educational

ISee http://www.europeana.eu (last accessed 2015-01-02)
2See http://www.dnb.de/EN/Service/DigitaleDienste/LinkedData/linkeddata_node.html| (last acc. 2015-01-02)
3See http://www.semantic-cora.org/ about the VRE Semantic CorA.
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History (BBF), and historical educational researchers mainly of the Georg-August-
University Gottingen.

3.3 Related Work

Today, Virtual Research Environments (VREs) aim to enhance research by using the
capabilities of networked technologies, distributed resources and computational powerE]
While, up to now, the facilitation of research in the fields of science and technology has
been focussed, the World Wide Web is beginning to impact on the fields of Humanities
and Social Sciences, addressing and enforcing collaboration of researchers in projects
and beyond. Some VREs have started to use Semantic Web technologies in order to
enhance research practices. MyExperiment is one example which allows users to create,
share and publish the workflows of scientists [DRGS09|]. Accordingly, resources are
described using RDF. Furthermore, the VRE ourSpaces [Edw+12] uses an ontological
framework for provenance [Mor+08||, semantic policy reasoning for access management
of resources [Sen+10], and a user interface to create metadata. While the library
community addresses the potential of VREs as a driving force for change [BSO7|| there
is still a lack of VREs that offer semantically-enhanced interactions on the research data
level: to interact with RDF data or interactions enabled by RDF data. Our VRE Semantic
CorA allows users to interact in various ways with research data encoded as RDF for
which the import process and the formal annotation are described in [Sch+11}; SE12;
SE13]E] In comparison to other VREs, SMW-CorA integrates the research data itself
in a semantic environment and enables researchers to carry out research directly on a
semantic level: underlying research data as well as data created via research interactions
are represented as RDF whereas in previous approaches an additional translation process
was necessary.

In the domain of Semantic Web, Auer et al. [Aue+12|] describe a life-cycle of Linked
Data. Beyond the scope of this work by Auer et al. we would like to emphasize the
possible intersections and overlappings of various life-cycles, which we address in a
research environment and its interactions with a digital library in a concrete field of
Humanities and Social Sciences. The background is that data practices in research and
the prospects of data sharing are identified as a conundrum, a problem which has to be
addressed for particular research communities and their concrete interactions in research
practice [Bor12].

4Some VREs are listed at http://misc.jisc.ac.uk/vre/projects (last accessed 2015-01-02)

SFurther realizations of SMW as a VRE are Docupedia (http://www.docupedia.de) which is a reference work
in the area of historical research, [Huv12] as an archaeological infrastructure, [LS10]] as an archaeological
corpus, http://wiki.digitalclassicist.org, and [HuvO8]] in the context of archives. The webpage http://smw
referata.com/wiki/Special:BrowseData/Sites?Data_type=Science, (last accessed 2015-01-02) lists further
examples.
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The field of corpora centered research in the digital humanities offers interesting insights
into the design of VREs. In the early 1990s, Biber pointed out the main aspects of corpus
design by problematizing a priori determinations of its boundaries and formal specifica-
tions. He recommends the selection of relevant objects and the formal description to
be realized as a cyclic or iterative process of corpus work [Bib93]]. While a linguistic
approach mainly aims at a statistical ‘representation’ in relation to a target population,
qualitative corpus research, which is the focus here, pursues a so called qualitative
selection, i.e., a typification of yet unknown properties in research [ABGO0]. We argue
that this indeterminacy of entities and properties in qualitative research emphasizes the
affordance of a VRE to enable researchers to intra-link the corpus — it means giving them
the ongoing capabilities to create, modify and re-arrange entities and properties while
doing research, thus interacting with RDF data. This topic of qualitative corpus research
addresses the research and design desideratum of qualitative annotations [Juo0O8]] and a
demanded shift to further capabilities for the researcher to control the data [SHROS].

3.4 Design and Method

A recent large international survey of social media indicates that Web technology offers
great capacities to enhance research and data practices. The study shows that social
media are already used at all points of the research life-cycle, from identifying research
opportunities to disseminating findings at the end [Row+11]]. Nevertheless, the challenge
is raised, especially in the humanities, that requirements should be articulated by the
scholars themselves [[Bor0O9|] and the solutions should be aligned to specific research
communities [Bor12].

Therefore, a specific approach is used for designing concrete capacities of interaction in
research practice: a participatory design approach with agile development has been taken,
as required for Virtual Research Environments [CR10; [VP09]. Apart from researchers,
staff members working with a digital library (Research Library for the History of
Education, BBF) were involved as active participants in the requirement elicitation
and realization process. For establishing ongoing feedback loops we organized several
on-site meetings and continued to hold online team meetings in the course of the
project. Furthermore, the iterative development, the requirement elicitation as well as
the testing of the realized functionalities, relied on two researchers in the field of History
of Education who are carrying out their research in the VRE. Based on these interactions
a set of functionalities, for example, regarding data integration, annotation, analysis and
data export, were collaboratively articulated and realized. The requirements were either
confirmed or continuously differentiated and rearticulated. After introducing the VRE,
in particular the features, the syntaxes of MediaWiki, and Semantic MediaWiki to the
researchers, the researchers learned to carry out their research within this environment,
to explore the data by writing queries, and to adjust the VRE while being assisted when
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necessary by the developers. For two years the two Ph.D projects integrated more than
60 lexica and performed more than 17,700 edits.

3.5 Semantic MediaWiki as a Modular Platform

MediaWiki (MW) is the technological platform of the well-known online encyclopedia
Wikipedia. Realizing a Virtual Research Environment using MediaWiki, and its exten-
sion Semantic MediaWiki (SMW, see Section @ has the benefit, that this platform is
supported by an active community, the user interface is well-known, and a number of
extensions are readily available. Moreover, crucial for the decision to use (Semantic)
MediaWiki as a platform were two factors:

1) MediaWiki, as a modular platform, can easily be adjusted, which is especially
relevant for the Humanities and Social Sciences research due to the heterogeneous
research data and flexible research processes. Compared to a content management
system (CMS), Semantic Mediawiki, as a technological platform, allows func-
tionalities to be added to the research environment that support specific research
interactions such as the creation of queries and automatic metadata creation. These
functionalities can be realized using Wikisyntax and are stored on Wiki pages.
Thus, they can be edited by users, which represents a lower technological barrier.
This leads to an adaptable research environment which facilitates the researchers’
modification of their research environment.

2) Furthermore, SMW allows interacting with the Web of Data since it allows
importing vocabularies and exporting data in RDF format.

3.6 The Research Data Life-Cycle
and its Interactions

Data providers may adhere to a data life-cycle model such as the DCC Curation Life-
cycle Model [HigO8|]. While this model covers actions such as the access to the data
by designated users and reusers and the action of receiving data in accordance with
documented collecting policies, this model focuses on the curators’ perspective to
research data and needed interactions. Given a landscape with multiple data collections
maintained by diverse initiatives where overlap exists regarding the digital objects and
databases they are centered around, interactions not foreseen by the DCC model can
take place. Data consumers, e.g., researchers who perform research on data retrieved
from a digital library, may add new levels of data, enrich it with further information,
add missing pieces, create abstractions and aggregations, complement it with new data,
add new perspectives or identify and correct errors in the data. The main interactions,
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described in more detail in subsequent sections, in our realization of a heterogeneous
life-cycle model are as follows:

Importing research data: Research data such as historical lexica that are hosted by
a source such as a digital library and that are relevant for a particular research
project carried out within the VRE are imported.

Enriching research data: Research data imported into the VRE or created within the
VRE are enriched with further information, missing pieces are added, abstrac-
tions and aggregations are created, they are complemented with new data, and
perspectives are added.

Linking to external data: Corresponding entities in external data sets are identified;
links to these external entities are added to the VRE.

Data cleansing: Errors in the data are identified and corrected.

Exploring and analyzing: Unstructured and structured content can be explored; struc-
tured content can be analyzed qualitatively and quantitatively.

Export and sharing: Content can be selected and exported to allow for reuse by third
parties.

Note that these interactions need not be executed in any specific sequence. They can
be carried out at any time, in parallel, in any order and an arbitrary number of times.
Moreover, they are dependent on and enabled by semantic metadata. In the following
sections each of these interactions is discussed. Beyond performing interactions with
the digital library, the research projects carried out within the VRE may interact due to
overlap in lexica relevant to their projects, as well as with life-cycles of data outside the
VRE but within the Semantic Web in general.

3.6.1 Importing Research Data

As mentioned above, the research data of the example realization of the VRE are
historical lexica. Lexica that are of interest here are mainly available at the digital library
Scripta Paedagogica Online (SPO)E] hosted by the Research Library for the History of
Education (BBFY[/] which has indexed the lexica and rendered them accessible online
as image files as part of their library life-cycle. The corpus contains a total amount
of nearly 22,000 articles and more than 25 lexica. Each lexicon is bibliographically
described as a collected edition in the library database allegro-C and the digital library
environment Goobi F]

%The lexica are available at |http://bbf.dipf.de/digitale-bbf/scripta-paedagogica-online/digitalisierte-
nachschlagewerke (last accessed 2015-01-02).

7Bibliothek fiir Bildungsgeschichtliche Forschung: http://bbf.dipf.de/en

8See http://www.allegro-c.de/ and http://www.goobi.org
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The data consists of images of scanned pages and pertinent metadata. Therein, four levels
of entities, their properties and relations are formalized (lexicon, volume, lemma, and
image). The collection is accessible via an OAI interfaceﬂ A custom-made application
of the VRE communicates with the interface, creates representations reflecting the
levels of entities within the VRE, and imports the scanned images [Sch+11]]. How this
tool creates representations of the data within the VRE can be specified using XSLT[T_G]
(Extensible Stylesheet Language Transformations) documents. The development of
custom import tools is necessary if the data to be imported are not available via OAL

Several Semantic Web vocabularies were imported into the VRE to represent the avail-
able metadata. These are: FOAF, PRISM, BIBO, SKOS, and DCE] Using these well-
known vocabularies has benefits since this simplifies the reusability of exported data by
third parties as discussed in Section[3.6.6

In addition to the life-cycle of the digital library, the researchers themselves have their
own life-cycles of creating and using research data. Thereby, they define the scope of
relevant lexica in respect to their research question which is iteratively adjusted while
getting new insights in the research process. To offer these capacities of integrating
lexica which are not digitized and available at the digital library SPO, the Oﬁlinelmporﬁ
feature was developed. This feature allows creating pages for lexica, volumes, lemmata,
and images given a minimal set of metadata with minimal effort for the researcher.
Researchers can annotate the pages of these lexica and perform their analysis in the same
way as with the automatically integrated lexica. Thus, the data life-cycles of the digital
library and the research carried out within the VRE are interacting. This interaction offers
feedback in an additional direction: digital libraries can be informed about potential
consumers of relevant research data, they can set priorities in their digitization activities,
and inform the researchers once the requested content has been digitizedE]

3.6.2 Enriching Research Data

Research data such as the imported lemmata need to be annotated to facilitate analysis.
In the Social Sciences this process of annotating segments of text is referred to as coding
where annotation facilitates qualitative and quantitative analysis of the content. Since the
research data, the historical lexica, are integrated as images from scanned pages, parts of
images are annotated instead of parts of texts. Therefore, we developed and published

9 An OAl interface implements the Protocol for Metadata Harvesting (OAI-PMH) defined by the Open Archives
Initiative (http://www.openarchives.org/).

10Gee http://www.w3.org/standards/xml/transformation

'FOAF (Friend of a Friend ontology) [BMO5], PRISM (Publishing Requirements for Industry Standard
Metadata) [IDE12], BIBO (The Bibliographic Ontology) [DGO09], SKOS (Simple Knowledge Organization
System) [MB09]], and DC (DCMI Metadata Term) [Boal2].

12The extension is available at: http://www.mediawiki.org/wiki/Extension:OfflineImportLexicon,

13 While these interactions are in principle possible and are technologically already realized within our VRE,
the processes are yet to be established with the BBF.
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Figure 3.1: Example of an image in annotation display mode with five annotations.

the SemanticImageAnnotator (SIA) as an extension of MediaWiki. This extension allows
rectangular areas on images to be selected and annotated (either with free annotations
or existing thesauri or classification systems)El Figure shows an example of an
annotated image in annotation display mode: annotated rectangular areas are highlighted
and icons to edit, delete, and view an annotation are shown. Buttons enabling zooming
in and out are displayed above the image.

Although within the research projects currently carried out in our VRE the research
objects mainly consist of images (scanned pages of lexica), we developed a tool which
is similar to the SemanticlmageAnnotator but allows texts instead of images to be
annotated: the SemanticTextAnnotator (STA) The STA extension prepares the VRE to
be suitable for carrying out future research projects where research resources are texts.
Figure shows a screenshot of the STA. The vertical band on the left shows the

14This technique can be applied in further use cases of qualitative Social Sciences and Humanities projects
where images have to be coded (annotated). Further uses for the SIA tool are the annotation of technical
diagrams (construction plans, floor plans), pieces of visual art, photos where people and objects need
to be annotated, and the like. The extension is available at: http://www.mediawiki.org/wiki/Extension:
Semantic_Image_Annotator.

15The full picture has the identifier urn:nbn:de:8111-bbf-spo-13890627, is available online at http:
//goobiweb.bbf.dipf.de/viewer/content/12268009x/800/0/00000350.jpg, and is part of the digitization carried
out by BBF (Bibliothek fiir Bildungsgeschichtliche Forschung) of the lexicon 1930-32 Spieler.

16The extension is available at: http://www.mediawiki.org/wiki/Extension:Semantic_Text_Annotator,

17The text is an excerpt from the speech I Have a Dream by Martin Luther King, Jr., delivered 28 August 1963,
at the Lincoln Memorial, Washington D.C.
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Page Discussion Read Edit View history Semantic Text Annotator | New Annotation | View Annotations v | |Search Goip) |aSearch;
Speech 1
@ [ ! am happy to join with you today in what will go down in history as the greatest demanstration for Semantic Text Annotator
freedom in the history of our nation.

Annotation  King_Speech_Annotation
@ @ |}| Five score years ago, a great American, in whose symbolic shadow we stand today, signed the
King may be alluding to the Bible's

Psalms 30:5: “For his anger
endureth but a moment; in his faver
is life: weeping may endure for a
night, but joy cometh in the

Emancipation Proclamation. This momentous decree came as a great beacon light of hope to
millions of Negro slaves who had been seared in the flames of withering injustice. It came as a
joyous daybreak to end the long night of their captivity. Kommentar

But one hundred years later, the Negro still is not free. One hundred years later, the life of the

Negro is stil sadly crippled by the manacles of sagregation and the chains of discrimination. One morming.
hundred years Iater, the Negro lives on a lonely island of poverty in the midst of a vast ocean of annotiertam | Sun, 12 Jan 2014 17:12:56 GMT
material prosperity. One hundred years later, the Negro is still languishing in the comers of annotertvon |Owiz

American saciety and finds himself an exile in his own land. So we have come here today to

Seriennummer| BIOAA1FD
dramatize a shameful condition

Edit Annotation || Delete Annotation
Ina sense we have come to our nation's capital to cash a check. When the architects of our

republic wrote the magnificent words of the Constitution and the Declaration of Independence,
they were signing a promissory note o which every American was to fall heir. This note was a

' promise that all men, yes, black men as well as white men, would be guaranteed the unalienable
tights of ife, iberty, and the pursuit of happiness.

Itis obvious today that America has defaulted on this promissory note insofar as her citizens of
‘color are concerned. Instead of honoring this sacred obligation, America has given the Negro
people a bad check, a check which has come back marked "insufficient funds." But we refuse to
believe that the bank of justice is bankrupt. We refuse to believe that tnere are insufficient funds in
the great vaults of opportunity of this nation. So we have Gome to cash this check - a check that
will give us upon demand the riches of freedom and the security of justice. We have also come to

thic hallrwar et tn ramind Amarina nf the fiarma tirmanms nf nmw This is nn fima tn annana in tha

Figure 3.2: Example of a text which is annotated using the SemanticTextAnnotator.

vertical extent of the annotations. Clicking on one of them causes the annotated text
area to be highlighted and the annotation’s metadata to be displayed in the box on the
right. The differences between annotations created with the STA and the usual SMW
annotations are: the properties of an annotation are stored on the annotation’s own wiki
page. Only begin and end markers are added to the annotated text. The benefits of this
approach are that an annotation itself can be annotated and that annotated sections in a
text may overlap.

Existing computer-based qualitative analysis tools provided guidance for the develop-
ment of an annotation tool. Compared to the prevalent tools Atlas.ti["*| NVivo[”] and
MaxQDA@ which are popular in the social sciences and humanities, we identified,
realized and confirmed further requirements:

1. A combined editing and query capability of bibliographic data, properties, classi-
fications and annotations;

2. Collaboration facilities in a Web-based environment;
3. Import and export capabilities with standard metadata Vocabulariesﬂ

As an example of an annotated part of an image, a section of an article of a lexicon
can be annotated with i) the type of argument used by the author, such as a moral or

18Gee http://atlasti.com/

19See http://www.gsrinternational.com/products_nvivo.aspx

208ee http://www.maxqda.com/

2IThis capability has recently be described as a key desideratum of existing software solutions within the
community of qualitative social science [[CG11].
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Figure 3.3: The layers of research data and the semantic network.

ideological argument, ii) the topic that is subject of the argument, and iii) the position
taken by the author towards this topic. Furthermore, the affiliation of the author, such
as the affiliation to a religious institution, can be stored on the author’s page. Thus, by
annotating and linking the imported and created research data, a semantic network of
relevant entities is created by the researchers. Each annotation is stored as an object that
links to the image and has semantic properties such as the coordinates on the image,
categories, tags, and any other property the researcher wishes to assign. This network
can then be subject to qualitative and quantitative analysis (as discussed in Section[3.6.5)
where this network serves the purpose of a surrogate for the underlying research data
which is not computer-processable.

The semantic network (depicted in Figure[3.3)) consists of two layers. The bottom layer
consists of the imported images which are not computer-processable. The layer above
consists of the semantic network where research data are represented as nodes that are
linked with further nodes depicting the imported metadata (lexicon, volume, lemma,
etc.) as well as entities created within the VRE. Data in both levels can be maintained by
multiple life-cycles, thereby establishing interactions between digital libraries, research
projects and further initiatives and data sources. When referring to entities during the
annotation process, these entities do not need to exist and can be created automatically.

To give an example of an analysis that exploits this network, imagine the following
situation: The concept of Affenliebe (infatuation) is mentioned in three articles Al, A2
and A3 which are authored by three people P1, P2, and P3 who are affiliated to the
institutions I1, 12, and I3, respectively. The term is negatively connotated in Al and
A2 but positively connotated in A3 thus the set of institutions can be divided into two
groups regarding the attitude towards this concept: {I1, 12} and {I3}. Furthermore, for
I3 it is known that, contrary to the institutions I1 and 12, articles authored by members
of I3 are usually characterized by a religious perspective. This distinction may serve as
a basis for explaining the individual connotations.

38



3.6 The Research Data Life-Cycle and its Interactions

Besides linking research data via annotations and linking created entities with other
created entities, entities can also be linked to entities outside of the VRE. For this
purpose we co-developed the SemanticWebBrowserFZ] extension. On an entity’s page,
further URIs referring to this entity can be stored. For example, on the page representing
an author of an article, the author’s unique identiﬁe@ as used by the authority file of
the German National Library (DNB) can be stored. At the bottom of each page a fact
box displays all property and value pairs, such as Profession:Tutor, that are stored
within the local page. The SemanticWebBrowser extends this list by adding external facts
— property and value pairs retrieved from RDF data available when dereferencing the
URI. For example, the property and value pair Date of birth: 1900 can be retrieved
from data provided by the DNB. Therefore, researchers can become aware of externally
available data and decide to manually import this dataEr]

3.6.3 Linking to External Data

Apart from the description of entities created within the VRE, other data sets such as
provided by a digital library may also contain useful information about entities described
within the VRE. For instance, the researchers currently using the VRE are collecting
data about individual people which had to be completed with data available from the
German National Library. Manually looking up hundreds of records in an external
dataset and entering this data into the VRE would be a tedious task. Identification of
corresponding entity pairs which represent the same real world object is known as the
Entity Matching (EM) problem [New+59; FS69|]. EM is and has been a subject of
various scientific disciplines and numerous different approaches to solve EM have been
developed. Avoiding redundancies is an example for an application in database systems
where EM is called deduplication. The diversity of EM tools is also a consequence of
the different domains they were developed for.

Taking advantage of these tools and frameworks, we developed an extension which
integrates these into the VRE which allow links between entities within the VRE and
entities in the Web of Data [Boh+ 12} [Vol+09] to be generated.

3.6.4 Data Cleansing

Data imported from external sources such as a digital library may contain errors. Further
possible sources of error are the import process or the work of researchers within the
VRE. Since these errors can distort results of analyses, researchers need to be able to
correct errors or to mark errors and ask for help or engage in clarifying discussions.

22 Available at http://www.mediawiki.org/wiki/Extension:Semantic_Web_Browser.

23For example for Josef Spieler: http://d-nb.info/gnd/117483885/about/rdf] (last accessed 2015-01-02)

24 A remaining issue of the beta version of the SemanticWebBrowser is to enable the users to select which
externally available facts to import. Currently, externally available data is displayed only and not imported.
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® @ ®
Property Value Title: Abbitte ErrorType: wrong property value
Category: 1863-84_Rolfus ErrorOrigin: BBF
Title: Abbitte Part of Volume: 1863-84_Rolfus/Volume_01 CorrectionType: edited in template call
Language: ger Reporter: Basil
Language:| ger First Page: 6 CorrectionStatus: done
FirstPage: 6 Last Page: 800 ConcernedProperty: Last Page
Free text: {{DataCorrection}} ConcernedPValueOld: 800
Last Page: 800 ConcernedPValueNew: 7
Explanation: lemma is not that long,

see last page of article

DataCorrection (Edit) @

Figure 3.4: The data correction feature. The value 800 in (1) is wrong. The page can be edited
with a form as shown in (2) and the value can be corrected. When saving the page the
DataCorrection box is displayed on the page as shown in (3). The edit button within
this box leads to an empty edit form where details about the correction can be provided
as shown in (4).

Therefore, within the VRE the researchers can specify that they identified and corrected
an error. They can describe in a DataCorrection element the value they replaced, the
reason why it had to be changed and the source providing the evidence their decision
is based on. Here, the corrective action can be the removal of a triple (such as Josef
Spieler, date of birth, 1900) or addition of a triple or both. These corrections are stored
as objects carrying semantic properties which offers the possibility of tracing back the
changes to structured data within the VRE and between the life-cycles. For example, a
list of modifications can automatically be compiled with background information for
a source such as a digital library, to inform the original provider of this data about the
encountered errors and to publish these corrections so that other consumers can adapt
their data as well. This list of modifications and justifications can be exported as RDF
data. Once confirmed by a data provider, a correction performed within a VRE can be
turned into, e.g., a SPARQL UPDATE or SQL INSERT command and executed by the
provider of the remote data source.

The data correction workflow is depicted in Figure [3.4] In order to correct the data
(which is either imported or created within the VRE), the researcher edits the respective
wiki page where the imported data is stored, adds the code {{DataCorrection}} and
saves the page. This leads to the display of a small box on the page which contains a link
to a form where data about the correction can be entered. After editing the correction
object, the box displays data entered via the form.

At present, no ontology exists that allows patches to ontologies to be represented. While
a Graph Update OntologyE] exists, this ontology is intended to describe which changes
to apply to an ontology automatically. It does not allow for specifying the error and

See http://webr3.org/specs/guo/
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for providing evidence or arguments in natural language targeted at the data maintainer,
who needs to decide whether to agree and apply each patch. However, this expressivity
is a main need of the library to start their quality maintenance activities and requirement
for interaction capacities between library and research life-cycles.

3.6.5 Exploring and Analyzing

For the purpose of exploring the VRE’s content, researchers can create and embed
queries written in ASK — the query language of SMW — and thus create dynamic views
of the content. Examples for these queries are 1) a list of lexica that are relevant for
a certain project and that contain a lemma that is annotated with certain terms from
a taxonomy or 2) a depiction of dates of birth of lemma authors for a certain lexicon
on a timeline. Figure [3.5]shows an example of a qualitative analysis: the visualization
of reference types in annotated lemmata. A lemma can refer to another lemma within
the same lexicon (internal reference), to an author (reference to author), and to another
publication (reference to literature). For each type of reference each annotation is
depicted with a square which is either grey-colored, if it does not represent a reference
of this type, or colored, depending on the type of reference it represents.

Internal Reference Reference to Author Reference to Literature

Figure 3.5: Qualitative analysis: visualization of reference types in annotated lemmata.

Figure shows an example of what is known as a snippet table: it is queried for
image annotations tagged with classroom. The selected sections of the images are
displayed together with their tags and the name of the user that created the annotation.

We developed the AnalysisTooE that allows users of the VRE to create complex queries
and explore content interactively. Researchers’ query needs can be beyond the expres-
sivity of ASK, the query language of SMW. While these queries can be realized using
clever combinations of queries, templates, and parser functions, the implementation is
time consuming and requires advanced programming skills. The AnalysisTool is a visual
query builder where researchers can interact with menu elements, thereby creating a

26The original image the image sections are taken from is available online at |http://commons.wikimedia
org/wiki/File:Bundesarchiv_Bild_183-S77144, Schwerin,_bei_Naturkunde-Unterricht.jpg|and is licensed
under the Creative Commons Attribution-Share Alike 3.0 Germany license. Attribution: Bundesarchiv, Bild
183-S77144 | CC-BY-SA.

27The extension is available at: http://www.mediawiki.org/wiki/Extension: AnalysisTool,
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Classroom

Snip # Tag # Created by +
Blackboard, Classroom Basil

Artefact, Classroom  Basil

Teacher, Classroom Basil

Figure 3.6: An example of a snippet table: image sections annotated with the tag classroom are
listed. Sections of images have been annotated using the SemanticlmageAnnotator.

complex query. Users can see the results of the current query and can use it to explore
data by refining the query. Query results can be displayed in different formats such as a
table, list, on a map, or as a graph. Users can save the query and export query results in
various formats such as JSON and CSV.

Figure [3.7]shows a complex query created using the AnalysisTool. The query selects
a lexicon if it has a volume that has a lemma that has a title that contains the string
rzieh. Results of this query are lemmata such as Erziehung (German for education),
Erzieher (German for educator), and Auferziehung (German for nurturing). The tool
consists of three areas: the select area (shown in Figure[3.7), the display area, and the
view area. The select area enables constraints to be built and constraints to be linked. In
the example query, a category panel is used to specify a set of entities that belong to the
category lexicon. Furthermore, the constraint is added that each member of this set (i.e.,
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each lexicon) is related via the property has volume to an entity of a set Cat 2. Cat 2 is
defined with the second category panel. Here, a set of entities belonging to the category
volume is specified where each member of this set (i.e., each volume) is related via the
property has lemma to an entity of a set Cat 3. Cat 3 defines a set of lemmata which
have a lemma title that contains the string rzieh.

Besides the category panel, sets of entities can be specified via a property panel (e.g.,
entities that have a property birthdate) and an instance panel (for the purpose of using
a concrete entity). Within the category and property panel, entities are either selected
from a list, or constrained by defining filters over the entities’ property values. In the
areas not shown here, users can define for which properties to display values in the query
result (display area), and how to format or export the results (view area).

SELECT

Add entites panel. EI
x
Category:
Lexicon E| cat1
List: 1774 Kaster EI @ Fitered: Trle & Linkto:  Has Volume [=] catz [+]
Sublttle
Relevant for project
Year of Publication i
Add Filiers
x
Category:
Volume EI cat2
List: volume 0002 E| @ Fitered: Tile - Linkto:  Has Lemma [=]/ca3 [+] M
Sublitle
Relevant for project
Year of Publication i
Add Filters
x
Category:
Lemma [] cas
List: 1774 Amsted:/Abbitten E| @ Fitered:  Subitle o
Relevant for project
Year of Publication
Author 8
Lemma fitle *'E zich I
Add Filters

Figure 3.7: An example of a complex query created with the AnalysisTool: Lexica that have a
volume that has a lemma that has a lemma title that contains the string rzieh.
3.6.6 Export and Sharing

SMW provides facilities to export query results in non-semantic formats such as CSV
and JSON, but also to export content as RDF data. Besides sharing information and
patches about incorrect data available in external sources as discussed in Section[3.6.4]
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results of the researchers’ efforts (such as the efforts to enrich and interlink the research
data and to create new entities) can be exported as well. Here, the identifiers from
imported vocabularies, as described in Section @] are used. For example, if the
property knows is imported from the FOAF vocabulary, when exporting RDF data for an
entity that uses this property, then instead of the wiki’s own identifier for this property,
foaf:knows, which is the identifier of the imported property is used. Using terms from
well-known vocabularies increases the prospects of the exported data being readily
reusable and integrable in other contexts.

3.7 Potential of Semantic Web Technologies

The realization of the VRE for the analysis of educational lexica offers several opportu-
nities for interactions between researchers and research data and between life-cycles of
digital libraries and research. On this basis we summarize the following potential:

e Import of research data from a digital library is preceded by importing existing
vocabularies into the VRE. Research data can then be stored and represented using
terms from standardized vocabularies. The benefits of using these vocabularies
are the increased prospects for the data to be readily reusable and integrable in
other contexts by third parties. Storing information about equivalent resources
residing outside the VRE enables these entities to be referenced and externally
available data to be displayed.

o The result of the enrichment activities — the semantic network — can be queried and
serves as input to qualitative and quantitative analyses. Nevertheless, the layer of
imported data and the layer of data created within the VRE remain separable and
individually addressable. Results of analyses are dynamic since they depend on
the query results as input thus reflecting the current state of the semantic network.

o Annotations created with the SemanticlmageAnnotator allow for specifying which
research project an annotation belongs to. This additional information allows the
annotations of the distinct projects to be separated.

e The schema used to represent and link entities can be updated at any time by
introducing and using new categories and properties. By using a so far unknown
property or category the VRE’s ontology is extended thus easily offering a seman-
tic continuum for providing a free degree of formalization in articulation.

e Each object created using the DataCorrection feature stores information that
enable users to compile lists of correction proposals for each source. Informing
the data provider about errors can be beneficial for the provider as well as for
other consumers of this data. Patches can be shared with other consumers as well.
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e A missing value can be made explicit by using what is known as gardening
properties. Regarding a missing value for a property P and entity E, for the
property missing value for property the value P can be stored on the page E. A
gardening page lists all pages where a certain property value is missing, thus listing
that the entity E has no value for the property P. This can guide the enrichment
process. For example, a template used on a page of a person may store a birthdate,
where available, as value of the property birthdate. If this value is not available,
the template stores the value birthdate for the property missing value for property.

3.8 Conclusion

In this chapter we described a semantically enhanced and wiki-based Virtual Research
Environment that supports the tasks importing research data, enriching research data,
linking to external data, data cleansing, exploring and analyzing, and export and sharing
and which furthermore addresses socio-technical interactions between researchers and
digital libraries offering new ways of collaboration throughout their different life-cycles.
In detail, we showed how these interactions are supported and enhanced through Seman-
tic Web technologies balancing thoroughly and fine-grained the intersections between
library, research and the Semantic Web in general. While the benefits of the Semantic
Web technologies utilized are manifold and enable heterogeneous data practices to be
addressed and captured, the realization exemplifies the need to adjust the environment to
these concrete practices. Different tasks and quality aspects of the life-cycles have thus
been implemented. While the realization targets qualitative and quantitative analyses
within a specific community rooted in the History of Education, the supported tasks, the
technology and the method developed within the project can be transferred to and be
reused in multiple research endeavors since the functionality they provide is not specific
to the needs of this particular research. It remains to be evaluated whether in future
expansion of our focus these tools are applicable. Concrete examples for transfer and
reuse of technical developments are the extensions Offlinelmport, SemanticlmageAnno-
tator, SemanticTextAnnotator, SemanticWebBrowser, and AnalysisTool, as well as the
established workflows for data corrections and the visualizations.

Furthermore, designing for concrete research practices and offering flexibility of the
environment needs to take into account that ongoing support is required until the end
of a research project in order to stabilize the endeavor and ensure a scientific output.
Designing these interaction-aware Virtual Research Environments is one step towards
future ecologies of small to large research projects and data providers where data flows
between the participants lead to enriched and improved data thus providing benefits in a
multitude of collaborations.
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3.9 Contributions

The main contributions of this chapter are as follows:

46

e We addressed RQ1.1 How can capabilities of researchers be enhanced by a
semantically-enhanced Virtual Research Environment? by identifying and sup-
porting a set of research tasks: importing research data, enriching research data,
linking to external data, data cleansing, exploring and analyzing, and export and
sharing. These tasks are supported via a set of tools developed for this purpose
as extensions to MediaWiki (Offlinelmport, SemanticlimageAnnotator, Seman-
ticTextAnnotator, SemanticWebBrowser (co-developed), and AnalysisTool). The
extensions are made publicly available. Furthermore, a data import tool, various
visualizations such as the visualization of reference types in annotated lemmata
and the snippet table and a data cleansing facility were developed.

o A lightweight collaborative and adaptive VRE was designed. Since the VRE is
based on a flexible Open Source platform it can be tailored by the researchers
towards their specific needs. Therefore, this lightweight environment may serve
as a starting point for further re-uses and re-configurations in unforeseen research
settings and required functionalities in the future.

e We closely engaged with a specific research community within the History of
Education field and articulated requirements within the research community. A
participatory design approach with agile development was carried out. Members
working with a digital library as well as two researchers in the field of History of
Education who are carrying out their research in the VRE were active participants
in the requirement elicitation and realization process. Currently, collaborative
qualitative and quantitative analyses of a large digital corpus of educational lexica
are being carried out using this semantic and wiki-based research environment.

e We detailed in our discussion of the potential of Semantic Web technologies how
previously unsupported interactions between life-cycles can now be enabled, thus
addressing RQ1.2 How can research interactions be enabled by a semantically-
enhanced Virtual Research Environment?



4 Labels in the Web of Data

4.1 Introduction

A growing number of applications are expected to use the Web of Data. They will
discover descriptions of interesting entities on the Web, load these descriptions, and
improve the user experience by being smarter, or enable completely new scenarios, by
building on the knowledge found in the Semantic Web [BLHL+01]]. These applications
often need to expose the entities and the data they have gathered about these entities
from the Web to the end user. In order to do so, labels are often used as human-readable
names for the entities. Labels can be utilized for a number of different purposes:

o To display data (entities or a graph of entities) to end-users, instead of displaying
the URIs, in tools that allow the navigation of RDF data such as Linked Data
browsers.

e For searches over the Web of Data: in a query interface to RDF data for casual
users, it cannot be expected that the user is capable of writing formal queries
such as SPARQL queries. Instead, users would communicate their information
needs via keywords or natural language questions. The interface may then try to
map keywords or parts of the question to entities and relations in the knowledge
base and generate a query. Mapping can be enabled by assigning human-readable
labels to entities and relations in the knowledge base.

e For training and using annotation tools with a given knowledge base: labels allow
human users to understand which content is available in a knowledge base.

e For generating natural language text from RDF and SPARQL: see Chapter [6]
and Chapter [7|regarding Natural Language Generation from SPARQL and RDF,
respectively.

Labels need to be made accessible to applications so that applications can utilize them. In
the general case it is assumed that by dereferencing the URI of an entity using the hyper-
text transfer protocol (HTTP) — which means following Linked Data principles [BLOG]
—, the resulting RDF data contains labels and other information.

In reality, the situation is slightly more complicated. Issues such as internationalization,
multiple labels for an entity, the computational costs associated with dereferencing, or
the use of alternative labeling properties make the task of finding a label for a given entity
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much harder than expected. In this chapter, given a large subset of the Web of Data,
we investigate how labeling on the Web of Data is actually carried out. The findings of
our analysis allow us to derive a number of recommendations for data publishers. We
define a number of metrics that provide a baseline for a quantitative analysis of the state
of labeling on the Web of Data. Furthermore, we come up with suggestions on how to
improve the current situation. The suggestions are aimed at simplifying the usage of
data from the Semantic Web in applications.

In this chapter we answer the following three research questions:

RQ2.1 Which properties are used for the purpose of labeling?

RQ2.2 Which metrics help study the properties of labeling within a dataset?
RQ2.3 What is the state of labeling in the Web of Data according to these metrics?

The chapter is structured as follows. Section [.2] describes related work, especially
how current applications (mostly browsers for Linked Data) deal with the issue of
labeling. Section[d.3|introduces the Billion Triples Challenge dataset that we use for
our measurements. Section 4.4l draws the distinction between information resources and
non-information resources, and how they are currently dealt with by data publishers
with regard to labels. In Section[4.5] we investigate which properties are used to provide
labels. Even though there is a labeling property defined in the RDFS standard, a number
of vocabularies define alternative properties to provide labels. Based on those properties,
we define metrics in Section [4.6] to assess the current state of labeling in the Web
of Data, followed by the results of applying those metrics to a sample of the Web
of Data in Section[4.7] We close with conclusions in Section 48] give a number of
recommendations in Section[4.9] and highlight the main contributions of our research in
Section

4.2 Related Work

Applications enabling human users to exploit the Web of Data can be classified into three
categories: Linked Data browsers, Linked Data search engines, and domain specific
Linked Data applications [HeaOS].

Linked data browsers, such as Disco [BGO7], Tabulator [BL+06], VisiNav [Har10],
FOAFNautE] Fenfire [HCBOS|], Zitgist RDF BrowserE] Humboldt [KDO8||, or Marbles
[BBO9], to name just a few, enable human users the to explore Linked Data similarly to
how HTML browsers enable exploration of the traditional Web of Documents. Instead
of navigating between HTML pages, they allow navigation between RDF documents

ISee http://www.foafnaut.org| (accessed in 2011, offline 2015-01-02)
2See http://dataviewer.zitgist.com/| (accessed in 2011, offline 2015-01-02)
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4.2 Related Work

following links in the data by following RDF links. Since applications consuming Linked
Data, such as Linked Data browsers, are intended to be used by a broad audience, if the
Web of Data becomes widely used, hiding technical details such as URIs when displaying
facts to human users becomes crucial. For annotating entities with human-readable
descriptions, the property rdfs:1label from the RDF vocabulary is commonly used to
provide a human-readable version of a resource’s name besides its URI [BGO4]].

For example, when displaying data available in the Linked Data cloud for the artist
Sidney Bechet using the Linked Data browser Sig.ma, the list of information items for
his affiliation contains, amongst other items, the following three items:

e http://rdf.freebase.com/ns/m.049jnng
e http://rdf.freebase.com/ns/m.043j22x
¢ Sidney Bechet and His Orchestra

For the first two items no human-readable labels are available to Sig.ma, therefore the
URI is displayed. The URI does not represent anything meaningful to the user besides
the fact that Freebase contains information about Sidney Bechet.

If for a resource no label is known, an unexpected property is used for labeling, or the
label is not retrieved by resolving the URI, developers of Linked Data browsers came up
with a set of options when dealing with missing human-readable labels:

1. The URI itself is displayed to the user. The URI can be meaningful for some users
that do not regard it as noise and that are capable of deriving the meaning from
some readable strings in the URI. However, this requires URIs that have been
created by following a convention to use meaningful names for URIsE] Displaying
the URI also often leads to an overly technical feel of the interface.

2. The last part of the URI is used, i.e. the local name or the fragment identifier. For
example for the URThttp://www.example.com/about#bob the fragment iden-
tifier bob is used, and for the URI http://www.example.com/people/alice
the last part of the path is used, i.e. alice.

3. A more complex mechanism, such as the one used in Protégé [Prol0], is used
which allows the user to specify which properties to display values for.

Human-oriented search engines such as Falcons [CGQO8|, Sindice [TDOO7[], Mi-
croSearch [MikOS]], Watson [[d’A+07bj], SWSE [Hog+11]], and Swoogle [Din+04]
provide keyword-based search services. Keyword search on graphs relies on the exis-
tence of nodes that are labeled, thus allowing keywords to be matched to nodes via their
labels [He+07; Tra+09], or on meaningful URIs.

3However, http://www.w3.org/Provider/Style/URI (last accessed 2015-01-02) recommends not using topic
names in a URI since thereby URI creators binds themselves to some classification that can be subject to
change, and would therefore require a renaming of the URI, which is considered undesired.
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Although human-readable labels are, as we argue, relevant for certain applications, and
although measurements of the Web of Data have been performed before [DF06; WPHO6
d’A+07a], an analysis of labels in the Web of Data has not been performed. However,
Azlinayati et al. [MBS10]] analyzed identifiers and labels in 219 OWL ontologies. Given
that the Web of Data mainly consists of instance data, their analysis regarding schema
data can be seen as complementing our approach which analyses instance data.

4.3 Billion Triples Challenge Dataset

The Billion Triples Challenge (BTC) 2010 corpuﬂis a dataset consisting of Linked Data
crawled from the web. This snapshot of the Web of Data is input to our experiments.
The data is stored as ntriples. Each of the 3,167,799,445 ntriplef]is a quad constituted
by a subject, a predicate, an object, and a context, where the context is the URI of the
resource the triple has been crawled from. When ignoring the context, thus reducing the
quads to triples, the dataset contains 1,441,499,718E] distinct triples.

4.4 Information Resources and
Non-Information Resources

URISs are used to identify resources, where a resource might be anything from a person
to an abstract idea to a simple document on the Web [JW 14]|. Information resources (IR)
are resources that consist of information and therefore all of their essential characteristics
can be conveyed in a message and be transported over protocols such as HTTP. IRs can
be copied from and downloaded via the Internet given their URLs. Disjoint from this set
of resources is the set of non-information resources (NIR) — resources that cannot be
accessed and downloaded via the Internet — such as a person or a country. Nevertheless,
a non-information resource can be identified with a URI. Resolving the URI should
result in metadata that describes the non-information resource. This idea is part of the
Linked Data principles [BLO6].

The distinction between information and non-information resources is relevant for the
further investigation of labeling on the Web of Data: whereas NIRs are not directly
accessible to the machine (i.e., the machine can talk about a resource, but not access
or transform it), IRs can be downloaded, displayed, and further processed. IRs do not

4 Available at http://km.aifb.kit.edu/projects/btc-2010/ (last accessed 2015-01-02)

5Thus representing 12,57% of the estimated size of the Web of Data, which consists of 25,200,042,407 triples
according to http://www4.wiwiss.fu-berlin.de/lodcloud/| (accessed May 2011).

0See http://gromgull.net/blog/2010/09/redundancy-in-the-btc2010-data-its-only- 1- 1b-triples/ (last accessed
2015-01-02)
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4.4 Information Resources and Non-Information Resources

necessarily require labels in order to be useful to the end-user, whereas for NIRs there is
not much else besides the URI and related entities that can be used to represent them
in the user interface. IRs can be represented by themselves (in case of a picture), or
by a hyperlink to the document, or by the document title (in case of an HTML page or
Office document). Applications such as Linked Data browsers should thus be aware
of the difference, and treat NIRs and IRs differently. Indeed, some browsers do so.
Tabulator [BL+06], Explorator [ASB09], and Graphite{Z] display, for instance, images
inline with the other data in the browser.

Whether a URI refers to an information resource or to a non-information resource should
be determined as follows according to [BCHO7]: Non-information resources should have
a hash URI or, if they have a slash URI, resolving the URI should lead to an HTTP 303
See Other response. Hash URIs include a fragment, with a special part that is separated
from the rest of the URI by a hash symbol # [SCOS]H URIs of information resources
on the other hand should ultimately resolve with the given information resource, which
means with an HTTP response code 200 OK (after following redirects). When we
receive an error when resolving a URI (i.e., a response in the 4xx or 5xx range), we
cannot infer whether this URI refers or has referred to an information resource or a
non-information resource.

Even though URIs are supposed to be opaque [BLEMOS], an analysis performed on
URISs with extensions from the BTC 2010 corpusﬂ revealed that URIs with file name
extensions such as .html or . jpg often refer to information resources. In order to
test this hypothesis, we collected all URIs ending in extensions from the BTC 2010
corpus. The Billion Triples Challenge (BTC) 2010 corpu is a dataset consisting
of Linked Data crawled from the Web which is stored as ntriples. Looking through
the corpus, we found 75,6 million distinct URIs that appeared either in the subject
or the object positionE] Of these, 10,3 million URIs ended in an extension (13,6%).
For each extension, we selected a random sample of 50 URIs, and issued HTTP HEAD
requests. The aim of the request was not to retrieve the whole resource, but only the
HTTP header information. If the response to the request was a 303 See Other, the
URI would have identified a non-information resource even though the URI ended in a
file extension. Extensions that appear more than 100,000 times in the BTC 2010 corpus
are . jpg, .html, .rdf, .bml, .do, .json, .ttl, . jsp, .xml, .php, .htm, .png, and
.gif. The percentage of NIRs among those resources is 0% — indeed not a single URI
returned a 303 See Other among these extensions. A complete list of all extensions
and results can be found onlineE] The results show that almost all URIs ending with an

7See http://graphite.ecs.soton.ac.uk/ (last accessed 2015-01-02)

8E.g., http://www.example.com/about#alice

See Section[ﬂ]for more information about this dataset.

10 Available at http://km.aifb.kit.edu/projects/btc-2010/, (last accessed 2015-01-02)

1 We also looked at the URISs in the property positions, but within a sample of ca. 40 million triples we only
found a single URI with an extension, and subsequently ignored this case.

12gee http://km.aifb.kit.edu/sites/label/btc/

51


http://graphite.ecs.soton.ac.uk/
http://km.aifb.kit.edu/projects/btc-2010/
http://km.aifb.kit.edu/sites/label/btc/

4 Labels in the Web of Data

extension are indeed information resources, as expected. The only surprising number
we encountered was among . svd files, which were encountered 3,287 times. Of these
SVG URIs, 31% gave a 303 See Other response. We further investigated the matter,
and found that all those URIs came from DBpedia [Aue+07]], and can be traced back to
DBpedia’s extraction mechanism, which transforms infobox links to local SVG files on
Wikipedia articles as properties of a given entity.

The BTC 2010 corpus also provides a file that contains for each URI for which a server
responded with a 303 See Other response the URI the server redirected toE] This list
contains about 6 million URIs. Some of them point to HTML documents and not to
RDF files, but in general we assume that this list contains a subset of the NIRs that are
within the BTC 2010 corpus.

4.5 Labeling Properties

The RDFS standard defines the property 1abel, which can be used to connect an entity
to a human-readable name [BGO04]. But rdfs: l1abel is only one of the many means that
are actually used to assign a human-readable name to an entity. There are several different
reasons for using alternative labeling properties. Some vocabularies prefer to use more
specific properties to assign names. For example, the FOAF vocabulary [BMOS] defines
foaf:name to assign a name to a person, as it sounds much more acceptable to give a
person a name than a label. The SWRC ontology [Sur+05| provides swrc:name as well.
SKOS even provides a set of properties for preferred and alternative labels [MB09], as
the simple label property from RDFS is not sufficient for the needs of SKOSE] Other
vocabularies might provide an alternative labeling property due to legacy reasons. FOAF
introduces a foaf:LabelProperty class for labeling such properties, but this is not
used even within FOAF itself[5]

To find out which properties are used for labeling, we examined the BTC 2010 corpus.
We extract the property of each quad with a literal with datatype xsd:string or with
a literal without a given datatype. We counted the number of occurrences for each
such property. From the set of 178 properties that occurred at least 100,000 timeﬁ we
manually assessed whether the property is used for the purpose of labeling. To do so we
performed a URI lookup on the property itself, checking the label and the description of
the property, and then looked at instance data. This resulted in a list of 36 properties

13The name of the file is redirects.nx in the BTC 2010 corpus.

14The idea here is that no two concepts should be given the same preferred label for any given language tag for
information retrieval and information organization purposes. Alternate labels allows multiple same-language
descriptors for a concept. See http://www.unc.edu/~prjsmith/skos_guide.html (accessed in 2011, offline
2015-01-02).

51n the latest FOAF Vocabulary Specification 0.99 from 14 January 2014 (avaiable at http://xmlns.com/foaf/
spec/20140114.rdf] last accessed 2015-01-02), this class is commented as a candidate for replacement.

16The whole set consisting of 179 properties is available at http://km.aifb.kit.edu/sites/label/btc/|
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4.5 Labeling Properties

Table 4.1: Most often used properties for labeling purposes.

Property: Short Name and URI #quads
rdfs:label, http://www.w3.0rg/2000/01/rdf-schema#label 184,763,752
foaf:nick, http://xmlns.com/foaf/0.1/nick 71,290,327
dc:title, jhttp://purl.org/dc/elements/1.1/title 16,940,134
rss:title, http://purl.org/rss/1.0/title 7,081,008
foaf:namehttp://xmlns.com/foat/0.1/name 6,007,766
dcterms:title, |http://purl.org/dc/terms/title 2,895,504
geo:name http://www.geonames.org/ontology#name 2,789,894
foaf:nickname, http://xmlns.com/foaf/0.1/nickname 2,398,760
swrc:name, http://swrc.ontoware.org/ontology#name 1,638,784
cyc:label, http://sw.cyc.com/CycAnnotations_v1#label 1,497,882
lastfm:title, http://rdf.opiumfield.com/lastfm/spec#title 1,125,943
po:ResidueName, http://www.proteinontology.info/po.owl#ResidueName 1,012,286
po:Atom, http://www.proteinontology.info/po.owl#Atom! 706,700
po:Element, http://www.proteinontology.info/po.owl#Element 706,700
po:AtomName, http://www.proteinontology.info/po.owl#AtomName 706,700
po:ChainName, http://www.proteinontology.info/po.owl#ChainName 657,371
uniprot:fullName, http://purl.uniprot.org/core/fullName 537,734
uniprot:title, http://purl.uniprot.org/core/title 485,432
ao:has-title, http://www.aktors.org/ontology/portal#has-title 451,727
skos:prefLabel, http://www.w3.0rg/2004/02/skos/core#prefLabel 429,330
ao:name, http://www.aktors.org/ontology/portal#name 403,119
foaf:givenName, http://xmlns.com/foaf/0.1/givenName 389,219
pim:fullName, http://www.w3.0rg/2000/10/swap/pim/contact#fullName 357,282
foaf:surName, http://xmlns.com/foaf/0.1/surName 335,516
swre:title, http://swrc.ontoware.org/ontology#title 333,804
swrc:booktitle, jhttp://swrc.ontoware.org/ontology#booktitle 314,946
ao:hp-name, http://www.aktors.org/ontology/portal#has-pretty-name 290,178
uniprot:orfName, http://purl.uniprot.org/core/orfName 282,049
uniprot:name, http://purl.uniprot.org/core/name 251,480
daml:name, http://www.daml.org/2003/02/fips55/fips-55-ont#name 206,148
geo:alternateName, http://www.geonames.org/ontology#alternateName 185,630
uniprot:locusName, http://purl.uniprot.org/core/locusName 156,062
skos:altLabel, http://www.w3.0rg/2004/02/skos/core#altLabel 131,566
cc:attributionName, http://creativecommons.org/ns#attributionName 125,425
ao:family-name, http://www.aktors.org/ontology/portal#family-name 124,256
ao:full-name, http://www.aktors.org/ontology/portal#full-name 124,216
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shown in Table [d.T|that are used for the purpose of labeling. Note that the numbers in
Table[4.1] should not be read as the number of labeled entities since an entity can have
multiple labels or an entity can be labeled several times in multiple contexts.

Most of these properties are not connected to rdfs:label in a way that would allow
machines to automatically discover the alternative labeling propertyF_TI From the given
list, only FOAF [BMOS5|], SKOS [MBO09]], and Geonameﬁ explicitly connect their
labeling properties to rdfs:label via the rdfs:subPropertyOf property. Under
both RDFS [BG04]] and OWL 2 semantics [|Gra+08], this would allow for automatically
inferring that any literal connected with the alternative labeling property is also a
valid value for rdfs: labelm Also, the pattern occurs so frequently that it might be
worthwhile to hard-code it into an application, to avoid the overhead implied by the
usage of a reasoner. Note that the protein ontologﬂ contains multiple properties used
for labeling due to the fact that these properties are annotated as functional propertie
with a given domain. For example the domain of the property po:Atom is the class
po:Atoms. It means that when using such a property, besides labeling an entity, the
entity can be uniquely referred to via that label and it can be inferred that this entity
belongs to class po:Atoms.

4.6 Metrics

In this section we define a number of metrics that help the study the properties of labeling
within a dataset. In the following section we will discuss the results of measuring a large
subset of the Web of Data along these metrics.

4.6.1 Completeness

All non-information resources should have labels. The labeling completeness metric
LC tells us if this is indeed the case. The metric is defined as the ratio of all URIs with
at least one value for a labeling property to all URIs in a given knowledge base. The
metric is extended with three parameters: the actual properties used to assign the label,
the entities to be regarded by the metric, and the dataset.

17 As of October 10, 2014, only the properties http://xmlns.com/foaf/0.1/name, http://www.w3.org/2004/02/
skos/core#prefLabel, http://www.geonames.org/ontology#alternateName, and http://www.w3.org/2004/02/
skos/core#altLabel are subproperties of rdfs:label.

18See http://www.geonames.org (last accessed 2015-01-02)

Note that this was not true for the OWL 1 Lite and DL semantics since rdfs:label is an
owl:AnnotationProperty [SWMO4]|, but OWL 2 was extended to enable this pattern.

20This ontology is not available anymore at http://proteinontology.info. However, a publication is available:
[Sid+05].

21 For example using the following statement: po:Atom rdf:type owl:FunctionalProperty.
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4.6 Metrics

Labeling properties are indicated by the subscript of the metric. They may be defined
strictly as only rdfs:1abel (LC,q4yy), or including any formally defined subproperty of
rdfs:label (LC,4fs4 ), Or as any other set of labeling properties [p (LCyp) (such as the
set presented in Section[d.5] which we call BT C).

The considered entities are defined by the superscript. Most often, we will only want to
consider the non-information resources (LC"'®). For an automatic assessment of this
metric we must also devise a method to decide whether a given URI is an information
resource, or a non-information resource, as discussed in Section @ One might also
argue that some non-information resources actually do not require labels, as some
resources are basically artifacts of the knowledge representation (LC ™). In RDFS and
OWL this would most prominently include nodes that model n-ary relations [Noy+06].

The third parameter is given as the argument of the metric. Thus LC(D) is the la-
beling completeness of the dataset D. We expect LC(D) to always be 1 for a knowl-
edge base D.

Note that a dataset may include data from several RDF files, and indeed most of the time
LC is defined over the merged data from a whole site. In this chapter we regard the BTC
dataset, the merged data from several million lookups, as a whole.

4.6.2 Efficient Accessibility

A wide-spread method of working with data from the Semantic Web is called follow your
nose, which works due to the Linked Data principles (see Section @] and [BLO6]):
whenever an application encounters an unknown URI, it can simply dereference the
URI in order to access information about the entity identified by the URI. The retrieved
information will usually include a label for the entity of interest, and it will also include
links to other entities to which the given entity is connected, so that the application can
further dereference these as well.

Assume that for the URI ex:Berlin the result of this exercise looks as follows:

ex:Berlin ex:location ex:Germany .
ex:Berlin rdfs:label "Berlin"@en .

A Linked Data browser can display the string Berlin to represent the resource of interest,
but it has to look up both ex:location and ex:Germany before it can represent the
single fact that is included in the response. If an RDF graph contains 50 triples, with
about 60-80 different URISs, the application actually needs to make several dozen of
HTTP requests in order to display the facts within that single resource. This turns out
to be the main reason for the slow performance of Linked Data browsers [Vra+11]]: a
single browsing step can fire dozens, if not hundreds, of requests. Imagine instead that
the response were:
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ex:Berlin ex:location ex:Germany .
ex:Berlin rdfs:label "Berlin"@en .
ex:location rdfs:label "Location"@en .
ex:Germany rdfs:label "Germany"@en .

Now the application can display the fact without any additional lookup. This approach
has nevertheless several disadvantages: it implies redundancy, and leads to larger data
files. In general it is expected to nevertheless reduce the load and bandwidth of serving
Linked Data as the amount of requests would be significantly reduced.

We define the metric LE as the ratio of all mentioned URIs with at least one value for
a labeling property to all mentioned URIs in a given RDF graph. The subscript and
superscript are defined as for LC, the superscript can further define a background set
of known labels (e.g., for a widely deployed vocabulary such as FOAF or GoodRela-
tions [[HepO8]]). For example, the following graph would have a LE:;;‘S’C “of 1, buta
LEr_d. ‘s of 0.5 (since the foaf:img property has no label). Note that for brevity RDF
and RDFS are always assumed to be known.

ex:Basil foaf:img ex:basil.jpg .
ex:Basil rdfs:1label "Basil"@en .

Whereas for the LC metric we can always look up a given URI, this is not allowed for
LE. Nevertheless, LE with sensible parameters should always be 1 in order to increase
the utility of any given response for inquiring applications.

4.6.3 Unambiguity

Each entity can have a whole set of different labels attached to it. This will likely
yield meaningful results if the application can distinguish between these labels: SKOS
includes different properties for denominating preferred and alternative labels [MBO09],
and given a multi-lingual knowledge base we expect to have several labels for a given
entity, one in each language (see the following section).

But an entity can also have several labels that are not at all differentiated. In this case an
application has to select one of the labels. And unless it does not have a deterministic
selection procedure, the application might end up being inconsistent, displaying a
different label every time the entity is displayed — which might easily lead to confusion
for the user of the application. Even if the application provides a deterministic selection
procedure, as long as this procedure is not common among all applications the user
uses to interact with a given knowledge base, the user will be exposed to confusing
inconsistencies across interfaces.
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We introduce the metric LUy which is the ratio of all URIs that have exactly one
preferred label according to a selection procedure f to all URIs with any label in a given
knowledge base. The superscript is the same as for LC, but the subscript is replaced
by the selection procedure f, which might be, in the simplest case, just selecting any
value of rdfs:1label (LC,,/,), but could also include a more sophisticated preference
function (e.g., if there is a skos:prefLabel take that, otherwise any rdfs:1label).

As with all the previous metrics presented in this chapter, a knowledge base should have
alLUof 1.

4.6.4 Multilinguality

Language tags can be used on plain literals to state the natural language used by the literal.
This enables applications to select the most appropriate literals based on their user’s
language preferences. An example for a literal with a language tag is "university"@en
or "Universitat"@de.

In order to measure multilinguality we define LLN, the number of languages used with
a labeling property. The same subscripts and superscripts apply as for LC.

4.7 Resulis

We used the metrics defined in the previous section on the BTC 2011 corpus. We did not
consider entailments as defined by the formal semantics of RDFS or OWL. In particular
we did not regard the equivalency of entities that could be derived via owl:sameAs
statements or inverse functional properties, but regarded them URI by URI.

The BTC2011 corpus consists of 219 chunks. From each chunk we extracted the URIs
from the first 100 nquads which resulted in 7195 URIs. For each URI we performed a
lookup and identified 1376 NIRs by 303 See Other redirect. By following the redirect
and analyzing the RDF data we found that for 526 NIRs at least one label exists given
the properties in Table 4.1} This means that only 38.2% of the analyzed NIRs have a
label. Table .2 shows which properties are used to assign labels.

LCHR(BTC2011) = 38.2%

In order to measure the efficient accessibility, we looked through a sample of up to five
random graphs from each second level domain in the BTC 2011 corpus. This resulted in
a set of 741 graphs. The results are given in Figure[.T] The histogram shows that for 109
graphs no entity is labeled within a graph. However, there are 26 graphs for which each
entity is labeled within the graph. In order to define a set of known vocabularies voc, we
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Table 4.2: Completeness of NIR labels.

Number of NIRs | Labeling property
451 | http://www.w3.0rg/2000/01/rdf-schema#label

73 | hhttp://xmlns.com/foaf/0.1/name

53 | |http://purl.org/dc/elements/1.1/title

20 | |http://xmlns.com/foaf/0.1/givenName

13 | http://purl.org/dc/terms/title
5 | http://xmlns.com/foaf/0.1/nick
4 | http://www.w3.0rg/2004/02/skos/core#prefLabel

took the ten most widely used vocabularies in the BTC 2010 corpus (see Table[4.3). The
average completeness per dataset regarding voc is 33.82%. 25% of the datasets have
up to 11% completeness, 50% of datasets have up to 27% completeness, and 75% of
datasets have up to 56% completeness.

LENR(BTC2011) = 33.82%

voc

Table 4.3: Top ten most frequently occurring vocabulary namespaces in the BTC 2010 corpus
(according to http://gromgull.net/2010/10/btc/explore.html).

Vocabulary namespace Number of occurences
http://www.w3.0rg/2000/01/rdf-schema# 845,952,387
http://data-gov.tw.rpi.edu/vocab/p/90/ 651,432,324
http://www.w3.0rg/1999/02/22-rdf-syntax-ns# 567,247,265
http://purl.org/goodrelations/v 1# 527,323,224
http://xmlns.com/foaf/0.1/ 209,249,423
http://purl.uniprot.org/core/ 41,961,030
http://purl.org/dc/elements/1.1/ 29,596,285
http://www.proteinontology.info/po.owl# 13,661,605
http://purl.org/dc/terms/ 12,579,646
http://www.w3.0rg/2002/07/owl# 12,362,503

We measured the unambiguity of labels in the corpus. From the set of 57,532 NIRs that
have at least one label in the corpus, 903 NIRs have multiple labels — either multiple
labels for at least one of the labeling properties shown in Table or multiple labels
for at least one property and language. This results in an unambiguity ratio of 0.98.

LUY™(BTC2011) = 98.0%
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Figure 4.1: Histogram of LE}". of up to five random graphs from each of the domains in the

BTC 2011 corpus, for a total of 741 graphs (logarithmic scale).

Here, the selection function f selects a label for any of the labeling properties in

Table @11

Finally, we measured the multilinguality of the Web of Data. Figure [#.4] (placed at the
end of this chapter due to its size) is a Sankey diagram that shows i) how often each
labeling property occurred (e.g., the property ao: full-name occurred 124,216 times),
ii) how often a language tag occurred (e.g., 371, 140 times a Japanese (ja) label was
assigned to an entity; 112,060, 382 times no language tag (nolang) was assigned), and
iii) it shows which language tags are used for which labeling property (e.g., most literal
values assigned to an entity via the property rdfs:1label have an English language tag;
most literals assigned to an entity via the property foaf:nick are not language-tagged).
Language tags used less than 5000 times for a property are aggregated as etc.

In Figure 4.2 we visualize the number of language tags for each property — these are
the LLN values for each property. Note that for those of the 36 properties that are not
listed in this figure no language tag was used. We selected the most prominent labeling
property, rdfs:label, and display in Figure [#.3|how often each language tag is used
with this property. We cut off language tags used less than 1000 times.
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Figure 4.2: LLN: Number of distinct languages used with labeling properties.
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Figure 4.3: Language tags used with the labeling property rdfs:1label (logarithmic scale).

Labels are used to provide human-readable names for entities. Labels should be provided
in multiple languages which is rarely the case. Thus, a potential benefit of the Semantic
Web, i.e., the language-independence of the Web of Data, is underexploited.

4.8 Conclusion

Our work has investigated the current state of labeling the Web of Data given a large
subset. We have defined metrics to assess the completeness, efficient accessibility,
unambiguity, and multilinguality. These metrics address issues that are problematic
during the development of applications. The list is not complete but sound, given that
they are all based in previous experience. While defining the metrics, we noticed that
we had to include a number of parameters that depend on the application that will use
the knowledge. This is not surprising: data on the Web of Data is hardly ever evaluable
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by itself — it greatly benefits from knowing the context of an application that will use the
data. The parameters in the metrics allow the customization of the metrics based on the
given application, on the labeling properties the application expects, and on the set of
entities that are expected to play a role.

4.9 Suggestions

Based on our findings as well as the argumentation leading to the definition of our
metrics, we can make a number of suggestions on how to improve the quality and
usefulness of labels:

e For all URIs mentioned in a given RDF graph labels should be provided and not
only for the main entities, as this will considerably speed displaying the data with
human-readable names and reduce the number of requests significantly.

o A complete set of labels should be provided in all supported languages. One of the
biggest advantages of the Web of Data is its inherent multilinguality, but currently
this is a tremendously underused feature of the architecture.

o If a proprietary labeling property is used, then the property should be connected to
rdfs:label explicitly with the rdfs: subPropertyOf property. rdfs:label
should be used redundantly as well since many tools will not provide the inferenc-
ing needed to understand the proprietary labeling property. If possible, proprietary
labeling properties should be avoided.

¢ No more than one obvious preferred label for each entity should be provided to
decrease the possible confusion for the end-user using an application accessing
the data.

The suggestions given above lead to an obvious problem: even a moderately small RDF
graph with about 100 triples will include about 150 entities. Labeling all these entities
in, e.g., ten languages will lead to an extra 1500 triples — a huge overhead (and not even
considering the costs for creating those labels). While one could devise new protocols to
deal with these problems, there is an under-utilized existing solution: HTTP allows the
Accept-Language header, that defines a set of natural languages the response should
cover [Fie+99], to be set. By using the HTTP headers a data provider could both provide
all labels necessary for an efficient exposure of the data, without unnecessarily inflating
the size of the response by only providing labels for the requested languages.

Labels should follow a style guide and be used consistently. A style guide should define
if classes are labeled with plural or singular nouns, if properties are labeled with nouns
or verbs, etc. Labels should never use camel case or similar escape mechanisms for
multi-word terms, but instead simply use space characters (or whatever is most suitable
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for the given language). L.e., an URI http://example.org/LargeCity should have
alabel "large city"@en. External dictionaries such as WordNet [Fel98]] can be used
to check consistency with regards to a style guide.

In an environment where datasets are assembled on the fly from multiple datasets [|[Ala06]],
the assembled parts may follow different style guides. The assembled dataset will then
not adhere to a single style guide and thus offer an inconsistent user interface. It is not
expected that a single style guide will become ubiquitous on the whole Web. Instead,
a dataset may specify explicitly what style guide it follows, and even provide labels
following different style guides. This would allow a subproperty of rdfs:1label to be
introduced that is style guide specific, which would in return allow assembled datasets
to be displayed consistently.

Even when subproperties of rdfs:1label are defined, there should always be one label
(per supported language) given explicitly by using rdfs:1label itself. Even though
this is semantically redundant, many tools (especially visualization tools) do not apply
reasoning for fetching the labels of an entity but simply look for the explicit triple stating
the entity’s label.

Many of the problems described in this chapter are a consequence of publishing data
using the Linked Data principles. It is not clear if following these principles is the best
way to publish data on the Web of Data. Serving data through a SPARQL endpoint
provides a viable alternative, with the advantage that the application can, in a very
fine-grained way, describe exactly what kind of information, labels, and languages it
needs. The SPARQL endpoint can then try to understand the query and do its best to
provide a viable response.

Labeling may be just a small piece, but at the same time it is an absolutely essential
piece of the puzzle that is needed for the Web of Data to finally become widely used.
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4.10 Contributions

The main contributions of this chapter are as follows:

e For the purpose of addressing RQ2.1 Which properties are used for the purpose
of labeling? we identified the 36 properties shown in Table d.1}

e We introduced four label-related metrics thus addressing RQ2.2 Which metrics
help study the properties of labeling within a dataset?: completeness, efficient
accessibility, unambiguity, and multilinguality.

e For the purpose of addressing RQ2.3 What is the state of labeling in the Web
of Data according to these metrics? we analyzed the Billion Triples Challenge
dataset and found that: regarding completeness, only 38.2% of all non-information
resources have a label; regarding efficient accessibility, labels of non-vocabulary
URISs are only provided within a dataset in 33.82% cases; regarding unambiguity,
most labels (98.0%) are unambiguous; and multilinguality is a strongly underex-
ploited feature. Either no language tag is used, or few languages such as English,
German, and French are dominating.

e The findings of our analysis allow us to derive a number of recommendations for
data publishers. Furthermore, we came up with suggestions on how to improve
the current situation. The suggestions are aimed at simplifying the usage of data
from the Semantic Web in applications.
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literals appear with each property and how often each language tag occurs.
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Labels from SPARQL Queries

5.1 Introduction

The Semantic Web is built on the concept of unique identifiers for entities and rela-
tions. Entities are identified by Uniform Resource Identifiers (URIs) that enable the
identification of both web documents and real-world objects [SCO8|]. Whenever a user
interacts with an application performing queries on Linked Data, such as Linked Data
browsers [HeaOS§]| (e.g., Sig.ma [Tum+10], VisiNav [Har10]], or Tabulator [BL+06]), the
retrieved data needs to be presented in a user-friendly way thus allowing the application
to be usable also by people not proficient in Semantic Web technologies. The properties
rdfs: labelﬂ and rdfs:comment from the RDF vocabulary may be used to provide a
human-readable version of a resource’s name besides its URI [BG04].

As seen in the previous chapter, a large percentage of entities on the Semantic Web lack
a human-readable label. A lack of labels hampers the ability of any tool that uses Linked
Data to offer a meaningful interface to human users. We argue that methods for deriving
human-readable labels are essential in order to allow the usage of the Web of Data. In
this chapter we provide and evaluate a method for deriving human-readable labels from
variable names used in a large corpus of SPARQL queries that we extract from a set of
log files. We analyze the structure of SPARQL graph patterns and offer a classification
scheme for graph patterns. Based on this classification, we identify graph patterns that
allow us to derive useful labels. We also provide an overview of the current usage of
SPARQL in the corpus.

Identifiers in programming languages and software systems can be arbitrarily chosen
by developers (besides the lexical constraints given by the respective programming
language). However, using meaningful identifiers and following naming conventions in-
creases the productivity and quality of the software during software maintenance [|DP06
Pig96]], evolution [Leh03]], and program comprehension [DP06|]. To compensate for
missing labels of URIs we derive labels that are meaningful to users by analyzing how

IThroughout this chapter we omit prefix definitions for the sake of readability and brevity but use common
prefixes where their expansion is known by the service provided at http://prefix.cc (last accessed 2015-01-02).
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Linked Data is interacted with. SPARQL (introduced in Section is a query lan-
guage for RDF data. Issuers of these queries may chose meaningful identifiers for the
same reasons as in programming languages. Therefore, a SPARQL query may contain
meaningful identifiers of variables in the context of URIs. By analyzing SPARQL query
logs we can observe how users, be it human or non-human agents, interact with Linked
Data. We extract SPARQL queries from the web server log files of two prominent data
sources in the LOD cloud, namely DBpedia [|Aue+07]] and Semantic Web Dog Food
(SWDF) [Mol+07]), and show to which extent meaningful identifiers are used and how
labels for URIs can be derived to compensate for missing labels. To the best of our
knowledge, no approach exists to systematically derive labels for resources.

In this chapter we answer the following two research questions:

RQ3.1 How can human-readable labels be derived from variable names in SPARQL
queries?

RQ3.2 Which SPARQL graph patterns are common?

The remainder of this chapter is structured as follows. We describe our analysis and
findings in Section[5.2} carry out an evaluation in Section[5.3] present related work in
Section[5.4] draw conclusions in Section[5.5] and highlight the main contributions in
Section

5.2 Analysis

5.2.1 USEWOD2011 Dataset

The USEWOD2011 corpu contains server log files from DBpedia |Aue+07|] and
Semantic Web Dog Food (SWDF) [Mol+07]]. In total the dataset contains 19,770,157
log items for DBpedia and 7,992,850 log items for SWDF. The number of SPARQL
queries is 5,159,387 (26.10%) for DBpedia and 2,033,021 (25.44%) for SWDF.

Semantic Web Dog Food (SWDF) is a dataset of publications, people and organizations
in the Web and Semantic Web area, covering several of the major conferences and
workshops, including the International World Wide Web Conference (WWW), the
International Semantic Web Conference (ISWC), and the Extended Semantic Web
Conference (ESWC). The dataset consist of SWDF log files from 2008 November 01 to
2010 December 14.

2See http://data.semanticweb.org/usewod/2011/
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0.0.0.0 - - [01/Jul/2009:10:15:44 +0100]
L, "GET./sparql?query=SELECT..._HTTP/1.1"
L, 200 1183 "-" "Java/1.6.60_13" "FR"

L, "5ee07b08fad8d44d388c6aff91651f1db70e2c23"

Figure 5.1: An example entry in Apache Combined Log format.

The DBpedia 3.5 knowledge base has been created by extracting information from
Wikipedia, thus covering many domains, and contains 672 million RDF triples. The
USEWOD?2011 corpus contains the log files from 27 days between 2009 and 2010.

The log files conform to the Apache Combined Log Formaﬂ with small modifications:
for the purpose of anonymization the IP in the IP address field is replaced with 0.0.0.0.
To allow location-based analyses, a field with the country code of the original IP is
appended to the log entry. Moreover, a hash of the original IP is appended to allow users
to be distinguished. The log entry shown in Figure[5.T|consists of the blank IP address
(0.0.0.0), empty userid, request date (01/Jul/2009:10:15:44 +0100), abbreviated
request string (GET .. .), response code (200), response size (1183), empty referrer
(-), user agent (Java/1.6.0_13), country code (FR), and the hash of the original IP
(5ee®7b08fad8. ..). Note that the example log entry is actually a single line that was
broken into 4 lines for the purpose of readability, denoted by L.

Some log entries represent SPARQL SELECT queries [PSOS]], such as the query in
Listing[5.1} taken from the DBpedia logs:

PREFIX rdfs: <http://www.w3.0rg/2000/01/rdf-schema#>
PREFIX dbpprop: <http://dbpedia.org/property/>
SELECT DISTINCT ?x ?abstract

WHERE {
?x rdfs:label "Fanfare_Ciocarlia".
OPTIONAL {
?x dbpprop:abstract ?7abstract
}
}

Listing 5.1: A SPARQL query extracted from the DBpedia query logs.

The query requests entities that have an rdfs:label Fanfare_Ciocarlia and, if
available, dbpprop:abstract’s value for this entity. The query contains two triple
patterns. In the example, the first triple pattern

3See http://httpd.apache.org/docs/current/logs.html (last accessed 2015-01-02)
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7x rdfs:label "Fanfare_Ciocarlia" .
consists of a variable, a URI, and a literal. The second triple pattern
7x dbpprop:abstract ?abstract .

consists of a variable, a URI, and a variable.

5.2.2 Preprocessing

From the 19,770,157 (DBpedia) and 7,988,587 (SWDF) lines in the log files, where each
log event, such as a SPARQL SELECT event or other HTTP requests, is represented by
one line, we extracted 5,147,626 (DBpedia) and 2,037,238 (SWDF) SPARQL SELECT
queries. Furthermore, for each set of identical queries only one instance is selected and
the other instances are ignored. The remaining sets contain 1,212,932 (DBpedia) and
195,641 (SWDF) SPARQL SELECT queries. The queries were parsed using the Perl
module RDF::Query::Parser:: SPARQL which is available at CPANE] When querying the
SPARQL endpoint of DBpedia, providing namespace definitions for common prefixes is
unnecessary. However, the parser could not successfully process a query in the absence
of namespace definitions for prefixes used in the query. For each of the preﬁxesﬂ we
added the usual prefix definition where necessary to parse these queries successfully.

The result of the preprocessing phase is a list of 1,212,932 SPARQL SELECT queries
for DBpedia and 195,641 SPARQL SELECT queries for SWDF consisting of 2,242,800
and 213,029 triple patterns respectively. In the case of DBpedia 3,933,989 queries
(76.44%) were ignored and 705 queries could not be parsed, whereas in the case of
SWDF 1,841,472 queries (90.39%) were ignored and from those that were not ignored
125 queries could not be parsed.

5.2.3 Query Patterns

Figure[5.2](note the logarithmic scale) presents the number of triple patterns per query
— both for DBpedia and SWDFE. Most queries are rather simple with only one to three
triple patterns.

#Version 2.903 was used but is not available anymore. Instead, version 2.912 is available, http://search.cpan
org/dist/RDF-Query/lib/RDF/Query/Parser/SPARQL.pm (last accessed 2015-01-02)

5Supponed prefixes: annotation, cc, cohere, conf, dbo, dbpedia, dbpedia-owl, dbpprop, dc, dcterms, foaf, geo,
georss, gr, ical, kuaba, 1sdis, mo, nao, nco, nfo, nid3, nie, nmo, opo, owl, rdf, rdfs, rss, scot, sioc, sioct, skos,
and vs.
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Figure 5.2: Number of triple patterns per query in DBpedia and SWDF (logarithmic scale).

We classify triple patterns into the set of triple pattern classes P where P := {R, V, B} x
{R,V, B} x{R,V, B, L}, where R denotes that a triple pattern’s element (subject, predicate,
or object) is a resource, V denotes that a triple pattern’s element is a variable, B denotes
that a triple pattern’s element is a blank node, and L denotes that a triple pattern’s
element is a literal. For example, the triple pattern

dbpedia:Karlsruhe dbo:populationTotal ?population .

belongs to class RRV since the triple pattern’s subject and predicate are resources and
the triple pattern’s object is a variable. Given this classification, triple pattern classes
exist that do not contain a variable, such as RRR. These are ignored since within the
scope of this work we focus on variables.

Knowing about frequent common structures of SPARQL queries and their number of
occurrences in a real dataset is valuable information for RDF database engine (known
as triple stores) developers. The information can be helpful for designing indexing
and caching strategies for the purpose of increasing the performance of query engines.
We analyzed which triple pattern classes constitute SPARQL queries. Figure[5.3]and
Figure[5.4] present basic graph structures as hypergraphs. For example, in the DBpedia
dataset we found 11,282 SPARQL SELECT queries that consist of three triple patterns
of class RRV and three triple patterns of class VRV. Circular nodes represent hyperedges
and rectangular nodes represent triple pattern classes. Each hyperedge is a group of triple
pattern classes and contains all triple pattern classes that it connects to via multi-edges.
The number of occurrences of each graph structure is denoted by the number in the
circular node. To focus on the most common patterns in the figures, we pruned the
graph to show only those patterns that occur more than 5000 times in case of DBpedia
and 1000 times in case of SWDF. Before pruning, the graphs depicted 329 (112) graph
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Figure 5.3: Hypergraph of most frequent query patterns in DBpedia (with more than 5000 occur-
rences).

patterns for DBpedia (SWDF). Most queries (766,662; 63.29%) in DBpedia consist
of only one single triple pattern of class RVYV, whereas in the SWDF dataset most
queries (180,670; 94.11%) consist of one single triple pattern of class RRV. From the
visualization of the pruned graphs it can be derived how often a certain triple pattern
occurs at least in the respective dataset. For example, the triple pattern RRV occurs at
least 4 % 11,435 + 384,604 + 3 = 289,665 + 3 = 11,282 times in the DBpedia dataset.
Due to the pruning this number can be smaller than the actual number.

The hypergraphs can also be used to predict how likely an instance from another class
will co-occur in a SPARQL query for a given triple pattern class. For example, in the
case of SWDF, a triple pattern of class VRR is more likely to occur with a VRV triple
than with a VVV triple since 3130 (=1205 + 1925) queries contain at least a VRR and a
VVYV triple pattern and 4758 (=1628+1925+1205) queries contain at least a VRR and
a VRV triple pattern. This information can be interesting for developers of SPARQL
query builders when supporting users in extending queries.
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5.2 Analysis

Figure 5.4: Hypergraph of most frequent query patterns in SWDF (with more than 1000 occur-
rences).

5.2.4 Analyzing Variable Names

We classify variable names as follows:

short A variable name is considered short if it has a string length up to 2 characters.
Variable names of that type that frequently occur are s, p, o, and x.

stop A variable name is considered as a stop word if it is not short and does not
add information that could be used to describe a URI, such as a variable named
subject in subject position. For each position (subject, predicate, object) we
created the lists of stop words manually while exploring the data resulting in three
lists containing 31, 25, and 28 words respectively. Table shows the top stop
words for each of the three possible positions in a triple pattern and how often
they occurred in the data. The complete list of stop words is available onlineﬁ

lang If a variable name is neither short nor a stop word and if it belongs to a natural
language, such as the word artist, which belongs (non-exclusively) to the
English language, then it is classified as lang. Strings that contain the separator
character "_" or that are in camelCase are split into its constituent p