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**Abstract**

Differential cross sections as a function of transverse momentum $p_T$ are presented for the production of $\Upsilon(nS)$ ($n = 1, 2, 3$) states decaying into a pair of muons. Data corresponding to an integrated luminosity of 4.9 fb$^{-1}$ in pp collisions at $\sqrt{s} = 7$ TeV were collected with the CMS detector at the LHC. The analysis selects events with dimuon rapidity $|y| < 1.2$ and dimuon transverse momentum in the range $10 < p_T < 100$ GeV. The measurements show a transition from an exponential to a power-law behavior at $p_T = 20$ GeV for the three $\Upsilon$ states. Above that transition, the $\Upsilon(3S)$ spectrum is significantly harder than that of the $\Upsilon(1S)$. The ratios of the $\Upsilon(3S)$ and $\Upsilon(2S)$ differential cross sections to the $\Upsilon(1S)$ cross section show a rise as $p_T$ increases at low $p_T$, then become flatter at higher $p_T$. © 2015 CERN for the benefit of the CMS Collaboration. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

Hadronic production of S-wave $b\bar{b}$ mesons has been extensively studied for many years. At the CERN LHC, the CMS [1,2], ATLAS [3], and LHCb [4] Collaborations have published results on $\Upsilon(nS)$ ($n = 1, 2, 3$) production cross sections times dimuon branching fractions in pp collisions at $\sqrt{s} = 7$ TeV as a function of the $\Upsilon$ transverse momentum $p_T$, rapidity $y$, and polarization [5]. The CMS and ATLAS $p_T$ and $|y|$ distributions in the central rapidity region $|y| < 2.0$ are similar in shape to those from $p\bar{p}$ production at $\sqrt{s} = 1.96$ TeV, as measured by the D0 [6] and CDF [7] experiments at the Tevatron. Neither the ATLAS nor the CMS results show any statistically significant rapidity dependence of the cross section in the central region. The CMS analyses cover the $p_T$ range up to 50 GeV, while the ATLAS results go to 70 GeV.

In this Letter we present a measurement of the differential production cross sections of the three lowest-mass $\Upsilon(nS)$ states in pp collisions at $\sqrt{s} = 7$ TeV up to $p_T = 100$ GeV, reaching higher $p_T$ than previous measurements. We measure the $p_T$ dependence of the $\Upsilon(nS)$ differential cross section times the branching fraction to $\mu^+\mu^-$ using the 2011 data set, corresponding to an integrated luminosity of 4.9 fb$^{-1}$. The measured cross sections include feeddown from higher $b\bar{b}$ excitations.

Measurements of S-wave $b\bar{b}$ mesons provide an important probe of quantum chromodynamics (QCD). There are several models that predict differential cross section shapes at high $\Upsilon(nS)$ $p_T$ in pp collisions. A common feature of all the models is that different contributing terms have different $p_T$ variations, some of which are power-law forms. The nonrelativistic QCD (NRQCD) approach [8,9] uses an effective field theory to factorize the perturbative term and nonperturbative long-distance matrix element (LDME) terms. A good description of early LHC results for $\Upsilon(1S)$ production for $p_T < 30$ GeV was achieved using NRQCD with next-to-leading-order (NLO) corrections [10]. However, there are theoretical corrections to perturbative NRQCD that have characteristic power-law behavior at high $p_T$, and measurements at high $p_T$ can help to clarify the theoretical picture [11,12]. The NLO NRQCD calculation has recently been extended to treat all three $\Upsilon(nS)$ states [13]. The updated calculation includes not only NLO terms but also uses LDMEs computed using only high-$p_T$ data. Color singlet models (CSM) with higher-order $p_T$-dependent corrections [14] and the $k_T$-factorization model [15] are consistent with data from the LHC for $p_T$ approaching 50 GeV. A recent analysis of quarkonium polarization and production measurements found that raising $p_T$ thresholds stabilizes the fits in evaluating the LDMEs [16]. At higher $p_T$ different corrections become dominant in these models. New data at high $p_T$ will challenge all the current approaches.
2. CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter having a 3.8 T field. Within the superconducting solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid, with detection planes made up of three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers. Muons are measured in the pseudorapidity range $|\eta| < 2.4$.

The silicon tracker measures charged particles within the pseudorapidity range $|\eta| < 2.5$. It consists of 1440 silicon pixel and 15 148 silicon strip detector modules and provides a typical transverse impact parameter resolution of 25–90 µm. Matching muons to tracks measured in the silicon tracker results in a transverse momentum resolution between 1% and 2.8%, for $p_T$ values up to 100 GeV [17].

The first level of the CMS trigger system, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select the most interesting events in a fixed time interval of less than 4 µs. The high-level trigger processor farm further decreases the event rate from around 100 kHz to around 400 Hz, before data storage. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [18].

3. Differential cross section measurement methodology

Event selection starts with a dimuon trigger involving the silicon tracker and muon systems. The trigger, which is exposed to the full integrated luminosity, requires at least two muons with dimuon rapidity $|y| < 1.25$, dimuon invariant mass $8.5 < M_{\mu\mu} < 11.5$ GeV, and a dimuon vertex fit with a $\chi^2$ probability $> 0.5%$. The trigger selects only pairs of muons that bend away from each other in the magnetic field (“seagull selection”); i.e., events for which the difference in azimuthal angle between the positively charged and negatively charged muons is less than zero. Requiring that muon trajectories do not cross in the transverse plane improves the muon efficiency. Trigger $p_T$ thresholds varied from 5–9 GeV as the beam conditions changed. Offline selection criteria required $p_T > 10$ GeV, $|y| < 1.2$, and a dimuon vertex fit $\chi^2$ probability $> 1%$. Standard CMS quality requirements are used to identify muons and muons are restricted to $|\eta(\mu)| < 1.6$. The muon tracks are required to have at least ten hits in the silicon tracker, at least one hit in the silicon pixel detector, and be matched with at least one segment of the muon system. The muon track fit quality must have a $\chi^2$ per degree of freedom of less than 1.8. The distance of the track from the closest primary vertex must be less than 15 cm in the longitudinal direction and 3 cm in the transverse direction. The following kinematic requirements are also imposed to ensure accurate muon detection efficiency evaluation:

$$
\begin{align*}
 p_T(\mu) &> 3 \text{ GeV} \quad \text{for} \quad 1.4 < |\eta(\mu)| < 1.6, \\
 p_T(\mu) &> 3.5 \text{ GeV} \quad \text{for} \quad 1.2 < |\eta(\mu)| < 1.4, \\
 p_T(\mu) &> 4.5 \text{ GeV} \quad \text{for} \quad |\eta(\mu)| < 1.2. 
\end{align*}
$$

The differential cross sections are measured for two rapidity ranges: $|y| \leq 0.6$ and $0.6 < |y| < 1.2$, as well as for the entire range $|y| < 1.2$. In each rapidity range the data are binned in $p_T$, with bin edges at 2 GeV intervals between 10 and 40 GeV, then wider bins with edges at 43, 46, 50, 55, 60, 70, and 100 GeV.

The $\Upsilon(nS)$ differential cross section times dimuon branching fraction, integrated over either of the two $|y|$ ranges and in a given $p_T$ bin of width $\Delta p_T$, is

$$
\frac{d\sigma(pp \to \Upsilon(nS))}{dp_T} \bigg|_{|y| \text{ range}} \quad B(\Upsilon(nS) \to \mu^+\mu^-) 
= \sum_{i=0}^{2S} N_{\Upsilon(nS)}^{fit}(p_T) \\
\frac{L\Delta p_T e_{\mu\mu}(p_T) A(p_T) e_{\text{sg}} e_{\text{vp}}}{N_{\Upsilon(nS)}},
$$

where $N_{\Upsilon(nS)}^{fit}$ is the fitted number of $\Upsilon(nS)$ events from the dimuon invariant mass distribution in a $p_T$ bin for the selected $|y|$ range, $e_{\mu\mu}$ is the dimuon efficiency, $L$ is the integrated luminosity, $A$ is the polarization-corrected acceptance, $e_{\text{sg}}$ is the efficiency of the seagull selection, and $e_{\text{vp}}$ is the efficiency of the dimuon vertex $\chi^2$ probability requirement. The efficiency and acceptance determinations are described below. The total yield $N_{\Upsilon(nS)}$ for the three $\Upsilon(nS)$ states in the rapidity range $|y| < 1.2$ are 412 900 ± 600 $\Upsilon(1S)$ events, 151 700 ± 400 $\Upsilon(2S)$ events, and 111 100 ± 300 $\Upsilon(3S)$ events, where the uncertainties are statistical only. The fine granularity of the CMS tracker kept the efficiency independent of changes in the LHC instantaneous luminosity throughout the $\sqrt{s} = 7$ TeV operations.

3.1. Efficiency factors

The dimuon efficiency for a given event is parameterized as:

$$
\epsilon_{\mu\mu} \equiv \epsilon_1(p_T(\mu_1), \eta(\mu_1)) \epsilon_2(p_T(\mu_2), \eta(\mu_2)) \rho,
$$

where $\epsilon_1(p_T(\mu_1), \eta(\mu_1))$ is the overall single-muon quality and trigger efficiency. The kinematic dependence of the $\rho$ factor was determined in a study based on Monte Carlo (MC) simulation using Evtgen [19] with a detector simulation performed with Geant4 [20]. The parameter $\rho$ accounts for the possibility that two genuine muons can be merged during the reconstruction or trigger selection, causing an inefficiency. It was found to depend on the quadratic sum of the differences $\Delta p_T(637$ GeV), $\Delta \eta$, and 1.2 $\Delta\phi$ between the two muons. The MC simulation result was validated by measuring the $\rho$ factor with $\Upsilon(nS)$ events reconstructed using a data set that required only a single-muon trigger. In events such as those with $p_T < 50$ GeV, where the muons are well separated, $\rho = 1$. For high-$p_T$ events of $p_T > 80$ GeV, where the muons are closer together, $\rho$ drops to approximately 0.7.

The single-muon efficiencies are measured using the tag-and-probe approach based on control samples in data, as described in Ref. [21], times the tracking efficiency (0.99 ± 0.01), determined from MC simulation. We assume that the dimuon efficiency within each $\Upsilon(nS)$ mass region is the same for signal and background. The dimuon efficiency $\epsilon_{\mu\mu}$ for a given $|p_T, |y|$ bin is obtained by averaging the calculated event dimuon efficiency $\epsilon_{\mu\mu}$ for each data event in the bin. This is done separately for the three $\Upsilon$ states, using a mass range of ±200 MeV for the $\Upsilon(1S)$ and ±100 MeV for the higher-mass states. The narrower range for the $\Upsilon(2S)$ and $\Upsilon(3S)$ states is chosen because of the closeness in mass of these two states. The average efficiency, $\epsilon_{\mu\mu}$, is typically 0.75–0.80. For all $(p_T, |y|)$ bins the systematic difference between averaging in $\epsilon_{\mu\mu}$ or $1/\epsilon_{\mu\mu}$ can be neglected in comparison to the quoted systematic uncertainty due to the single muon efficiencies. To determine $e_{\text{sg}}$, we note that there is a 50% probability that an $\Upsilon(nS)$ state will decay in the seagull configuration. It was verified in MC simulation that $e_{\text{sg}} = 0.5$. The efficiency $e_{\text{vp}}$ for the dimuon vertex $\chi^2$ probability requirement is determined to be $0.99 ± 0.01$ from MC simulation, where the uncertainty is statistical. This efficiency was
validated in data using events from a trigger that did not require vertex selection. We also computed the total acceptance and efficiency product in the MC simulation and compared it with the result based on the factorized approach. The results agreed over the entire $p_T$ range of the measurement.

3.2. Acceptance

For each $\Upsilon(nS)$ state the acceptance $A$ is computed in each $(p_T, |y|)$ bin and defined as the fraction of its dimuon decays that satisfy the single-muon kinematic selections given by Eq. (1). The acceptances are computed using generator-level muons, then repeated using reconstructed muons in the full simulation study. The results agree to better than 2% at all $p_T$ values. Differences are contained within the systematic uncertainty band (Section 4.3) assigned for the muon reconstruction. To account for the effect of the $\Upsilon(nS)$ polarization on the muon angular distribution, each MC simulation event is weighted by an angular factor $w$:

$$w = \frac{3}{4\pi} \left( \frac{1}{3 + \lambda_{\phi}} \right) \times \left( 1 + \lambda_{\phi} \cos^2 \theta + \lambda_{\phi} \sin^2 \theta \cos 2\phi + \lambda_{\phi} \sin 2\theta \cos \phi \right),$$

where $\lambda_{\phi}$, $\lambda_{\phi}$, $\lambda_{\phi}$ are the measured polarization parameters [5], $\theta$ is the polar angle, and $\phi$ the azimuthal angle of the positively charged muon in the $\Upsilon(nS)$ helicity frame (HX). The polarization was measured in the range $10 < p_T < 50$ GeV in the same two rapidity bins as this analysis. The measured polarization parameters do not show a statistically significant dependence on $p_T$. We linearly interpolate each of the measured polarization parameters in $p_T$. Linear interpolation is also used for the 68.3% confidence level (CL) uncertainties in the polarization measurements to determine the uncertainty in the three parameters from the analysis. The polarization parameters for $p_T > 50$ GeV are taken to be the average of the measured values for $10 < p_T < 50$ GeV. The largest measured absolute uncertainty for each parameter is used for the extrapolated uncertainties because the spread in nominal values is small. The acceptance is computed initially using a flat $p_T$ distribution within a bin, then reweighted after fitting the measured $p_T$ distribution to a functional form (see Section 5). The acceptances in each $p_T$ bin for the three rapidity intervals are given in the supplemental material (Tables 7–15) for the measured polarization central value and the 68.3% CL uncertainties on the parameters [5]. In addition, we report the acceptance computed for the hypotheses of zero, 100% transverse, and 100% longitudinal polarization that correspond to the parameter values $\lambda_{\phi} = \lambda_{\phi} = 0$ and $\lambda_{\phi} = 0$, $+1$, and $-1$, respectively. Because of the agreement in the acceptance when computed with generator-level and reconstructed muons, the cross section results reported here can be scaled to accommodate any other polarization by using a generator-level MC simulation with a given polarization.

4. Yield determination procedure

4.1. Lineshape determination

The $\Upsilon(nS)$ lineshape is determined using the measured muon momenta and their uncertainties, along with a generator-level simulated invariant mass (SIM) distribution including final-state radiation (FSR) effects. For events in a given $(p_T, |y|)$ bin, the distribution of the dimuon invariant mass uncertainty $\zeta$ is computed from the muon track error matrices.

In order to describe the $\Upsilon(nS)$ SIM distribution without detector resolution effects, we simulate dimuon events for a given $\Upsilon(nS)$ state using EVTGEN and compute the FSR using PHOTOS [22, 23]. The standard PHOTOS minimum photon energy for the $\Upsilon(nS)$ states is $\approx 50$ MeV, which is of the same order as our dimuon invariant mass uncertainty. To improve the description, we extend the photon energy spectrum down to 2 MeV using a fit of the SIM distribution to the QED inner-bremstrahlung formul [23]. The systematic uncertainties of the soft photon approximation in PHOTOS compared to exact QED calculations are discussed in Ref. [23]. For the range of photon energies expected in $\Upsilon(nS)$ decays the systematic uncertainty is negligible.

In each rapidity range, the $\Upsilon(nS)$ lineshape for a given $p_T$ bin is expressed by a probability density function (PDF) for the signal dimuon mass $M_{\mu\mu}$. This function $f(M_{\mu\mu} \mid c_w, \delta m)$ is the average of $N$ values of the dimuon mass $m_i$ smeared with a resolution $\zeta_i$:

$$f(M_{\mu\mu} \mid c_w, \delta m) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\sqrt{2\pi c_w \zeta_i}} e^{-\left(\frac{(M_{\mu\mu} - m_i - \delta m)^2}{2c_w \zeta_i^2}\right)},$$

where $\Upsilon(nS)$ is handled in the same fashion. Values of $m_i$ and $\zeta_i$ are selected by randomly sampling the radiative mass function and the $\zeta$ distribution for that $(p_T, |y|)$ bin. Two correction factors are common to all three $\Upsilon(nS)$ peaks in a given $(p_T, |y|)$ bin: a width scale factor $c_w$, to correct for any $\zeta$ scale difference between data and the MC simulation, and a mass-shift $\delta m$, to correct for any difference in $p_T$ scale between data and the MC simulation. We sample $N = 25,000 (m_i, \zeta_i)$ points per $p_T$ bin, stored in a histogram with 0.25 MeV bins to smooth the fluctuations and retain shape features. This histogram gives the normalized, resolution-smeared mass PDF for a given $\Upsilon(nS)$ state in a particular $(p_T, |y|)$ bin. The procedure was validated in MC simulation by generating the lineshape using a subset of generated $\Upsilon(1S)$ events, then fitting the rest of the events with that lineshape. The fitted number of events was consistent with the generated number.

4.2. Fitting for yields

To determine the yields of the three states in each $(p_T, |y|)$ range requires a fit to the dimuon mass distribution in every $(p_T, |y|)$ bin. The total PDF for $M_{\mu\mu}$ describes the signal and background contributions to the dimuon invariant mass distribution using a signal PDF as defined in Eq. (5) for each of the $\Upsilon(nS)$ states, plus a background function. Four background functions are studied: an exponential and a Chebyshev series with maximum order of 0, 1, or 2.

We measure the yield by performing an extended maximum-likelihood fit using RooFit [24] to determine the number of signal events associated with each normalized signal PDF. To allow cancellation of some common uncertainties in the muon acceptance and efficiency calculation in the measurement of the ratios of $\Upsilon(2S)$ and $\Upsilon(3S)$ differential cross sections to that of the $\Upsilon(1S)$, we perform an additional fit normalized to the $\Upsilon(1S)$ yield. For each $p_T$ bin the optimal background function is determined using the Akaikes Information Criterion (AIC) [25], taking the function with the largest relative probability, as discussed in Ref. [26]. This method is similar to a maximum-likelihood evaluation, but it adds a term equal to twice the number of free parameters in the fit, thus penalizing addition of free parameters. The parameters $c_w$ and $\delta m$ are determined from the fit for each $p_T$ bin. Typical values and corresponding uncertainties for $c_w$ and $\delta m$ are $1.04 \pm 0.01$ and $3 \pm 1$ MeV, respectively. The fit correlation matrix shows that their influence on the yields is a small fraction of the statistical uncertainty in each yield.

The plots in Fig. 1 show two examples of fitting the dimuon invariant mass distribution using the lineshape method. The lower plots show the pull, $(N_{\text{data}} - N_{\text{fit}})/\sigma_{\text{data}}$, in each dimuon mass bin,
Fig. 1. Results of the fits to the dimuon invariant mass distribution for events in two bins: (a): $|y| < 0.6$, $10 < p_T < 12$ GeV and (b): $0.6 < |y| < 1.2$, $50 < p_T < 55$ GeV. The solid line is the result of the full fit. The dash-dotted line is the $\Upsilon$ (1S) signal fit, the long-dashed line is the $\Upsilon$ (2S) signal fit, and the dotted line is the $\Upsilon$ (3S) signal fit. The short-dashed line is the background contribution. The lower plots show the pull for each mass bin.

where $N_{\text{data}}$ is the observed number of events in the bin, $N_{\text{fit}}$ is the integral of the fitted signal and background function in that bin, and the uncertainty $\sigma_{\text{data}}$ is the Poisson statistical uncertainty. As can be seen in Fig. 1, the lineshape description represents the data well, even at high $p_T$ and large rapidity.

4.3. Systematic uncertainties

The overall systematic uncertainty in the cross section for a given $(p_T, |y|)$ bin includes uncertainties from the background fit method, the lineshape determination, the dimuon efficiency, the acceptance variations due to varying the polarization parameters within their 68.3% CL ranges, and the integrated luminosity. The systematic uncertainty from the background function is estimated using the maximum difference in yields among background functions with an AIC probability above 5%\cite{25,26} relative to the best background choice. An upper limit of 1% on the systematic uncertainty from the lineshape function determination for all three $\Upsilon(nS)$ states and all $(p_T, |y|)$ bins is estimated by varying the width of the mass region in which the mass resolution parameter $\zeta$ is determined. The efficiency systematic is evaluated by modifying $\epsilon_{\mu\mu}$ event by event, using the ±1 standard deviation values from the tag-and-probe measurements\cite{5}. There is a 1% systematic uncertainty to account for small variations in $\epsilon_{\mu\mu}$ as a function of $M_{\mu\mu}$ observed in the data. The measured $\rho$ factor values from the experimental determination and from MC simulation agree over the full $p_T$ range. We assign a systematic uncertainty for $\rho$ of 0.5–5%, which equals the full difference between the MC simulation and the experimental measurement. We compute the acceptances systematically by raising and lowering all three polarization parameters by their interpolated 68.3% CL values from Ref.\cite{5}. The resulting 5–8% change in the acceptance is used as the systematic uncertainty in the acceptance as tabulated in the supplemental material (Tables 7–15). The total systematic uncertainty is found from the quadrature sum of the individual systematic uncertainties. It is comparable to or smaller than the statistical uncertainty for $p_T > 40$ GeV. There is a 2.2% uncertainty\cite{27} from the integrated luminosity determination that applies to all $p_T$ bins. This uncertainty is not included in the uncertainties displayed in the figures or given in the tables.

5. Results

The measured $\Upsilon(nS)$ differential cross sections versus $p_T$ are shown in Fig. 2 over the full rapidity range $|y| < 1.2$. The vertical bars on the points in Fig. 2 show the statistical and systematic uncertainties added in quadrature. Earlier CMS measurements\cite{2} are shown for comparison, scaled by 0.5 to account for the smaller $|y|$ range in the latest measurement, where the scaling assumes that the rapidity distribution is flat. The $\Upsilon(nS)$ differential cross sections peak near $p_T = 4$ GeV, as seen in Fig. 2. Their shape can be described by an exponential function for $10 \lesssim p_T \lesssim 20$ GeV, while for $p_T \gtrsim 20$ GeV the data lie above the exponential and the slope changes. Therefore, we fit the high-$p_T$ measurements for each $\Upsilon(nS)$ state using a power-law parametrization:

$$
\frac{d\sigma(pp \rightarrow \Upsilon(nS))}{dp_T} = B_{|y| \text{ range}} \left( \frac{p_T}{p_0} \right)^\alpha,
$$

where $A$ is a normalization with units of pb/GeV. The value of $p_0$ is fixed to 20 GeV and has no influence on the exponent $\alpha$, which describes the curvature of the function. The differential cross section fits are evaluated using the integral value of the function over the $p_T$ range of each bin, and the results are given in Table 1. The bin centers are determined by the functional-weight method described in\cite{28}, using the exponential fit for $p_T < 20$ GeV and the power-law form in Eq. (6) for $p_T > 20$ GeV. Shifts from the $p_T$-weighted mean values are negligible in all except the highest-$p_T$ bin, where using the functional weight moves the bin center from 79 to 82 GeV. Tables 1–3 in the supplemental material give the measured values shown in Fig. 2 as well as for the two rapidity ranges $|y| < 0.6$ and $0.6 < |y| < 1.2$.

To illustrate the quality of this functional description, Fig. 2(b) shows the fit results for the $\Upsilon$(1S) state with $|y| < 1.2$. The solid line is the power-law fit for $p_T > 20$ GeV. The dashed line is the exponential fit for $10 < p_T < 20$ GeV. The lower plot shows, for each $p_T$ bin, the pull determined from the differential cross section value in a $(p_T, |y|)$ bin and its total uncertainty.

Next, we consider the $p_T$ dependence of the ratios of the $\Upsilon(nS)$ production cross sections times their dimuon branching fractions. The yield fits are redone to compute explicitly the yield ratio $r_{21}$
The $\Upsilon(nS)$ differential $p_T$ cross sections times dimuon branching fractions for $|y| < 1.2$. The $\Upsilon(2S)$ and $\Upsilon(3S)$ measurements are scaled by 0.1 and 0.01, respectively, for display purposes. The vertical bars show the total uncertainty, excluding the systematic uncertainty in the integrated luminosity. The horizontal bars show the bin widths. Previous CMS measurements for $|y| < 2.4$ are shown as cross-hatched areas [2]. These results have been scaled by 0.5 to account for the smaller $|y|$ range in the latest measurement, where the scaling assumes that the rapidity distribution is flat. The solid lines are the NLO calculations from Ref. [13] extended by the authors to cover the range $p_T < 100$ GeV. (b) Details of the parametrized cross section fit described in the text for $\Upsilon(1S)$ with $|y| < 1.2$. In this plot the solid line is the result of the power-law fit (see Eq. (6)) for $p_T > 20$ GeV. The dashed line shows an exponential fit to the data for $10 < p_T < 20$ GeV. The lower plot shows the pulls of the fit as defined in the text.

Table 1
The values of the parameters in Eq. (6) from the power-law fit to $\Upsilon(1S)$ events with $p_T > 20$ GeV and $|y| < 1.2$, along with the $\chi^2$ value and the number of degrees of freedom $n_u$.

<table>
<thead>
<tr>
<th></th>
<th>$\Upsilon(1S)$</th>
<th>$\Upsilon(2S)$</th>
<th>$\Upsilon(3S)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$A$</td>
<td>$5.75 \pm 0.07$</td>
<td>$6.88 \pm 0.48$</td>
</tr>
<tr>
<td>$C$</td>
<td>$4.5 \pm 0.13$</td>
<td>$6.92 \pm 0.10$</td>
<td>$5.26 \pm 0.10$</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>$8.7$</td>
<td>$11.0$</td>
<td>$15.0$</td>
</tr>
<tr>
<td>$n_u$</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

for $\Upsilon(2S)$ to $\Upsilon(1S)$ and $r_{31}$ for $\Upsilon(3S)$ to $\Upsilon(1S)$. The efficiency ratio is computed for each $\{p_T, |y|\}$ bin. The polarization-weighted acceptance and its uncertainty is computed for each state separately, and the uncertainties are added in quadrature to determine the uncertainty in the ratio. The corrected yield ratios are $R_{n1}(p_T, |y|) = r_{n1}(p_T, |y|) (\mathcal{A}_{n1}/\mathcal{A}_{n1})$, where $n = 2, 3$. The measured corrected ratios are shown in Fig. 3 and given in the supplementary material (Tables 4–6). The rapid rise of both ratios for $p_T < 20$ GeV slows significantly for $p_T > 20$ GeV. The curves on the ratio plots are the ratios of the corresponding fitted functions from the individual $\Upsilon(nS)$ differential cross section fits (exponential for $p_T < 20$ GeV, power-law for $p_T > 20$ GeV). The curves confirm that the change in ratios occurs in the same $p_T$ range in which $\sigma/\sigma_T$ also changes behavior.

The measurements for the ratio $R_{31}$ in Fig. 3(b), found in the supplementary material, can be fit to a linear function and to a constant in order to quantify the visual evidence that the $\Upsilon(3S)$ production is harder than that of the $\Upsilon(1S)$. The linear fit to measurements with $p_T > 20$ GeV has $\chi^2$ probability 0.22, while the fit to a constant has $\chi^2$ probability $2.6 \times 10^{-3}$. Thus, with relative probability 85 000:1, we can say that $\Upsilon(3S)$ production is harder than that of the $\Upsilon(1S)$. The $\Upsilon(2S)/\Upsilon(1S)$ production ratio versus $p_T$ has a similar trend, but the statistical uncertainties are too large to make a definite statement.

6. Discussion

Theoretical predictions for the $\Upsilon(nS)$ differential cross sections have been previously compared to the first LHC cross section measurements [10,14,15]. A more recent CMS measurement [2] included the currently available predictions from the CSM [14],
valid for $p_T < 35$ GeV, and an unpublished NRQCD prediction that covers the range $p_T < 30$ GeV. The NRQCD + NLO analysis from Ref. [13] describes $\Upsilon(nS)$ production at Tevatron and LHC energies for $p_T < 50$ GeV. An extension of these predictions to $p_T = 100$ GeV is compared to the CMS measurements in Fig. 2(a). The calculations describe the trends of the data for all three $\Upsilon(nS)$ states.

The color evaporation model (CEM), a variant of the CSM, predicts that above a minimum $p_T \approx M_{\Upsilon(1S)}$, all bottomonium states should have the same $p_T$ dependence [29]. The measured ratios of the differential cross sections as a function of $p_T$ in Fig. 3 show that this is not the case for $p_T$ less than about 40 GeV.

Changing the $\Upsilon(nS)_{p_T}$ threshold for the data used in calculating the NRQCD predictions results in different LMEs [10,30,31]. Recent theoretical work [12,16] has demonstrated the impact of varying the $p_T$ thresholds in NRQCD analyses to study different production amplitude behavior. These new CMS data provide a significant extension of the $p_T$ range that can be used in evaluating matrix elements and studying $p_T$-dependent corrections in NRQCD and other models. The new results on $\Upsilon(3S)$ production are sufficiently accurate to allow one to focus model building of the $p_T$ behavior on that state, for which feeddown contributions come only from the $\chi_b(3P)$.

7. Summary

Measurements of the differential production cross sections as a function of $p_T$ for the $\Upsilon(1S)$, $\Upsilon(2S)$, and $\Upsilon(3S)$ states in pp collisions at $\sqrt{s} = 7$ TeV have been presented, based on a data sample corresponding to an integrated luminosity of 4.9 fb$^{-1}$ collected by the CMS experiment at the LHC. Not only do these measurements significantly improve the precision of the results in previously analyzed $p_T$ ranges [1–3], they also extend the maximum $p_T$ range from 70 to 100 GeV. Evidence has been presented for the first time of the power-law nature of the $p_T$ distributions for all three $\Upsilon(nS)$ states at high $p_T$. Combined with the CMS $\Upsilon(nS)$ polarization results [5], the new bottomonium measurements are a formidable challenge to our theoretical understanding of the production of heavy-quark-bound states.
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