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Abstract

X-ray computed tomography (CT) is a popular, non-invasive technique capable of pro-
ducing high spatial resolution images. It is generally utilized to provide structural infor-
mation of objects to examine. In multiple applications, such as biology, material, and
medical science, more and more attention has been paid to tomographic imaging with
a limited amount of projections. In this thesis, the tomographic imaging with a limited
amount of projections is important in adapting a rapid imaging process or limiting the X-
ray radiation exposure to a low level. However, fewer projections normally imply poorer
quality of image reconstruction with artifacts by the traditional filtered back-projection
(FBP) method, hampering the image analysis and interpretation. A new reconstruction
method other than the FBP method is demanded for reducing the projections from over
a thousand to around a hundred. Guided by compressive sampling (CS) theory, iterative
reconstruction technique based on sparsity helps to overcome these difficulties; however
the iterative reconstruction has a number of drawbacks that are tackled in this thesis to
allow an automated, fast and high quality reconstruction on a computer cluster.

The main component of the framework and contribution of this thesis is a parameter-
optimized iterative reconstruction method (optimized-CGTV). It is proposed for tomo-
graphic reconstruction with limited projections subject to the minimization of the total
variation (TV). This inverse problem is formulated in a Lagrangian multiplier fashion
with the parameter optimization by applying a discrete L-curve obtained from the plot
of the TV regularization versus data fidelity. The reconstruction is carried out using the
corresponding developed conjugate gradient solver to minimize the TV-regularized for-
mulation. The optimized-CGTV reconstruction method is incorporated into an automatic
framework of parallel 3D reconstruction on a computer cluster to achieve a rapid recon-
struction process.

The proposed method is evaluated with various datasets, including both simulated and
synchrotron X-ray tomographic data (such as the imaging of grain weevil and frog em-
bryo). The reconstructions of simulated and experimental data from around 100 pro-
jections separately demonstrate the high quality reconstruction by the optimized-CGTV
method in both noiseless case and cases subject to different levels of noise. The optimized-
CGTV reconstruction reduces strealine artifacts, which appear in the FBP reconstruction
due to insufficient projection data, while well preserving main edges of homogeneous
structures. With the parallel reconstruction framework in the computer cluster, a 3D vol-
ume reconstruction can be completed in the order of 10 minutes with a speedup factor over
a hundred compared to the sequential implementation. This reconstruction performance
is accepted as near real-time for offline analysis.



The method in this thesis has been applied to three tomographic data sources: X-ray tomo-
graphic imaging at the TOPO-TOMO bending-magnet beamline of ANKA, X-ray tomo-
graphic imaging at the undulator beamline 32-ID of APS, and electron tomographic imag-
ing for nanostructured material analysis. In all these applications, the optimized-CGTV
method can automatically produce high quality reconstruction from a limited number of
projections. As a result, this work enables the building of fast tomography at ANKA,
constrains the X-ray radiation dose to extend the scale of in vivo time-lapse series for de-
velopmental biology, and allows more precise analysis of nanostructured materials using
electron tomography.



Zusammenfassung

Röntgen-Computertomographie (CT) ist eine etablierte, nichtinvasive Technik zur Erzeu-
gung hochauflösender Volumenbilder. Sie wird üblicherweise dazu benutzt, Strukturin-
formationen untersuchter Objekte zu gewinnen. In Anwendungsbereichen wie der Biolo-
gie, der Medizin und den Materialwissenschaften wird zunehmend Augenmerk auf To-
mographie mit wenigen Projektionen gelegt. Diese ist beispielsweise bei schnellen Auf-
nahmeverfahren oder speziellen Aufnahmegeometrien von Bedeutung, oder dann, wenn
die Strahlungsdosis auf ein geringes Maß reduziert werden soll. Eine geringere Zahl
an Projektion bedingt jedoch eine verschlechterte Bildqualität mit Rekonstruktionsarte-
fakten, so dass es zu Problemen in der anschließenden Bildanalyse kommt. Dies legt
den Bedarf an einer neuen Rekonstruktionsmethode nahe, die nicht den Einschränkun-
gen der traditionell verwendeten gefilterten Rückprojektion (Filtered Back-Projection,
FBP) unterliegt und Artefaktbildung vermeidet. Unter Zuhilfenahme der Compressive-
Sensing-Theorie (CS-Theorie) können iterative Rekonstruktionsmethoden, die sich die
Eigenschaft der Dünn-Besetztheit (Sparsity) zunutze machen, solche Rekonstruktion-
sprobleme verhindern. Die Anwendung solcher Methoden ist jedoch durch die Parame-
terabhängigkeiten, die üblicherweise empirische Parameterbestimmung, den manuellen
Implementierungsaufwand und die hohe Rechenzeitanforderungen schwierig.

Um dieser Herausforderung zu begegnen, wird in der vorliegenden Arbeit eine parame-
teroptimierte iterative Rekonstruktionsmethode für die Computertomographie aufgrund
weniger Projektionen vorgestellt. Wichtigstes Optimierungskriterium bei der Rekonstruk-
tion eines präzisen 3D-Bildes ist dabei eine Regularisierung der totalen Variation (TV)
im Sinne der CS-Theorie. Die iterative Rekonstruktion wird mit Hilfe der Methode der
Lagrange-Multiplikatoren formuliert, wobei die Parameteroptimierung in der Anwendung
der diskreten L-Kurventheorie besteht, bei der die Datentreue und die TV-Regularisierung
gegeneinander abgewogen werden. Diese Rekonstruktionsmethode wird in ein eigens
entwickeltes, automatisches Framework eingebettet, das zur schnellen, parallelen 3D-
Rekonstruktion in einem Rechencluster dient.

Das automatische Framework wird anhand verschiedener Datensätze evaluiert, die sich
sowohl aus simulierten als auch aus echten Synchrotron-Röntgentomographiedaten zusam-
mensetzen. Für die Echtdaten wurden unter anderem ein Kornkäfer als auch ein Froschem-
bryo untersucht. Die Rekonstruktionen der simulierten und der echten Daten mit einer
begrenzten Zahl von Projektionen demonstrieren die hohe Bildqualität der entwickel-
ten Methode sowohl im rauschfreien als auch im Fall unterschiedlich starken Rauschens.
Mit dem entwickelten parallelen Rekonstruktionsframework ist es möglich, 3D-Volumen-
rekonstruktionen mit einem hohen Beschleunigungsfakor gegenüber der sequentiellen



Implementierung durchzuführen, womit nun Nah-Echtzeit-Rekonstruktionen für Offline-
Analyse möglich sind.

Die vorgestellte Methode wird für drei verschiedene tomographische Datenquellen einge-
setzt: Röntgentomographie der TOPO-TOMO-Beamline (Bending-Magnet-Technik) bei
ANKA, Röntgentomographie in der Undulator-Beamline 32-D bei APS und Elektronen-
tomographie mit Nanometer-Auflösung. In alle Anwendungen lieferte die entwickelte
Methode präzise Rekonstruktionsergebnisse bei eine geringen Anzahl von Projektionen.
Die geringe Zahl an Projektionen geht mit geringerer Strahlenbelastung bei gleichbleiben-
der Bildqualität einher und ermöglicht beispielsweise in der Entwicklungsbiologie, eine
maßgebliche Reduktion der Expositionszeit bei In-Vivo-Messserien. Im Fall der Elektro-
nentomographie ist nun eine genauere Analyse nanostrukturierter Materialien möglich.
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1. Introduction

X-ray computed tomography has demonstrated dramatic impact on various fields due to
its superior imaging quality and has become one of the most commonly used imaging
techniques over the last several decades. The corresponding reconstruction approach has
also been greatly improving to overcome the newly emerging difficulties and satisfy the
changing requirements. This chapter will introduce the scientific study using X-ray com-
puted tomography in terms of the application background, motivations for sparse-view
reconstruction, the state of the art, challenges, and proposed solution.

1.1. Background

The imaging technology based on X-ray radiation was developed since the year of 1895,
when German physicist Wilhelm Conrad Röntgen discovered the electromagnetic radia-
tion of X-rays, also known as Röntgen rays. This enables a noninvasive insight into the
human body for the first time and thus significantly contributes to the progress of mod-
ern medical imaging [1]. The mathematical foundation of computed tomography (CT)
was provided by the Radon transform in 1917 [2]. In the late 1960s and early 1970s, the
American physicist Allan MacLeod Cormack and the English electrical engineer Godfrey
Newbold Hounsfield developed the X-ray CT technology [3] to produce a large series
of two-dimensional (2D) radiographic images of a scanned object, from which a three-
dimensional (3D) image is reconstructed, allowing people to see the inner structures of
the object without destroying it.

As a 3D imaging technique, computed tomography has significant advantages over the
traditional 2D radiography [4]. Firstly, it completely eliminates the superimposition of
structures in the final image. Secondly, CT has inherent high-contrast resolution, so that
the variation in the physical density of different tissues can be distinguished effectively.
Besides, the final reconstructed 3D image can be reformulated in mutiplanar way that the
object can be viewed in the axial, coronal or sagittal planes depending on the specific
requirements.

The most common application of X-ray CT is medial imaging, in which the cross-sectional
reconstruction images are used for diagnostic and therapeutic purposes in various med-
ical disciplines. Nevertheless, the X-ray CT technology is also importantly applied in
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1. Introduction

other fields, such as biology, life science, material science, industrial scanning, and so
on. As the X-ray CT imaging technique is good in providing structural information with
high spatial resolution, it is often fused with other imaging modalities, like ultrasonog-
raphy (US) [5], magnetic resonance imaging (MRI) [6], positron emission tomography
(PET) [7], single photon emission computed tomography (SPECT) [8], and optical imag-
ing (OI) [9]. The combination with one of these techniques allows to locate the position of
diseases, defects, or other type of targets. Thus the X-ray CT technique plays an important
role in wide application fields.

However, 3D computed tomography is only able to image the stationary structure of the
object. In order to study and characterize the object motion or development, time-resolved
volumetric CT, also known as four-dimensional (4D) in vivo tomographic imaging, is
used and becoming more and more popular in scientific study [10]. The time information
required for motion or development characterization in 4D imaging can be obtained by
fast imaging at discrete time points. At each time point, a number of snapshot projections
are acquired for reconstructing a 3D image without motion artifacts. A movie of all
these time-resolved 3D images presents the dynamic characters to track target motion or
variations of critical tissue structures.

A representative example of 4D in vivo tomographic imaging is the investigation made
by Thomas van de Kamp [11] regarding a moving screw-and-nut-type hip joint in the
insect Sitophilus granarius (grain weevil) [12] at the synchrotron light source ANKA [13]
located at Karlsruhe Institute of Technology (KIT). Fig. 1.1 displays the scanning electron
microscope (SEM) photographs of the joint, including the right hind hip in 1.1a showing
the notch (n) and inner thread (i) and the corresponding trochanter part in 1.1b showing
the external thread (e) and posterior thorn (t) in the weevil.

The structure and function of the screw-and-nut system are revealed through the 3D re-
constructions created from the in vivo synchrotron-based X-ray tomography. The experi-
mental setup of the synchrotron tomography beamline is shown in Fig. 1.2a including the
X-ray source (here: bending magnet), tomographic stage, sample, and detector system.
The real sample fixed on the stage is displayed in the photograph in Fig. 1.2b. By rotating
the sample many tomographic projections in different views are recorded by the detect
system, one of which is shown in Fig. 1.2c. From these projections the scientist will ap-
ply a reconstruction method to achieve the 3D structure of the weevil. The 3D illustration
of the screw joint of the weevil in Fig. 1.2d is finally obtained by segmenting the recon-
struction result to distinguish the inner organs and tissues, such as muscles (m1, m2, m3a,
and m3b), coxa, trochanter, and femur. A series of 3D reconstructions from the in vivo
tomographic data in different time lapses will illustrate the dynamic process of the screw
joint.

This investigation applies the X-ray phase-contrast computed microtomography (XPCµT)
together with absorption effect to enhance the contrast of biological tissues which have
low difference in X-ray attenuation coefficients. It is able to produce projections with

2



1.1. Background

(a) (b)

Fig. 1.1. Scanning electron microscope (SEM) photographs of a screw-and-nut-type
joint: (a) is the right hind hip showing the notch (n) and inner thread (i); (b) is the
corresponding trochanter part showing the external thread (e) and posterior thorn (t).

X-ray source 

stage 

sample 

detector 

(a) (b)

(c)

trochanter 

coxa 

femur 

m1 

m2 
m3a m3b 

(d)

Fig. 1.2. Investigation of a moving screw-and-nut-type hip joint using X-ray tomogra-
phy: (a) experimental setup of the synchrotron tomography beamline; (b) photograph
showing the real weevil on the stage; (c) single radiographic projection recorded by the
detector system; (d) 3D illustration of the screw joint of the weevil (m1, m2, m3a, and
m3b are muscles), created from the 3D reconstruction of projections in (c).
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1. Introduction

Fig. 1.3. Experimental setup for X-ray phase-contrast computed microtomography
(taken from the article [14] by Julian Mossmann). X-ray beam generated from a bending
magnet propagate over a large distance (∼ 50 m) to impinge on the sample (living Xeno-
pus laevis embryo) mounted on a rotation stage for tomographic projections acquired by
image sensor and camera.

sub-micron spatial resolutions thanks to the high degree of spatio-temporal coherence and
high flux density in state-of-the-art synchrotron radiation. Additionally the impressive ad-
vances in detector technology makes exposure time below one millisecond per projection
feasible. Thus the investigation of a moving insect can be practically performed for the
elucidation of rapid dynamics. In particular, in vivo elucidations of internal processes in
short time lapses benefit from the highest possible volume-acquisition rates.

The second instance for the 4D in vivo tomographic imaging is the study of embryonic
development of vertebrate model organism Xenopus laevis (African clawed frog) made by
Julian Moosmann [14]. It aims to observe the behavior of cells and important processes
during gastrulation by in vivo imaging the changes of the embryonic structure via 3D
time-lapse series [14, 15]. The fourth dimension beyond the 3D space is time, in which
the embryonic development is recorded. The investigation of Xenopus is important for
the complete understanding of cloning and developmental processes [14].

Since the frog’s embryo is optically opaque, of small size in micron scale, and lack of
considerably absorptive structures (e.g. bone), it is difficult to find a high-resolution imag-
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1.1. Background

ing method for the observation of cell and tissue dynamics, including motion and shape
changes. This problem can be solved in phase contrast images which are obtained by the
technique of X-ray phase-contrast computed microtomography resolving cell boundaries
and tissue structures [16, 17]. The experimental setup for X-ray phase-contrast microto-
mography is demonstrated in Fig. 1.3 in detail. It is quite similar with the setup in Fig. 1.2a
but has larger distance from the X-ray source to the sample for generating phase-contrast
images. The upper left and lower right corner in Fig. 1.3 respectively displays a photo-
graph of the Xenopus laevis embryo and a sequence of images created from tomographic
reconstruction in different time lapses. Note that a step of phase retrieval has to be per-
formed to restore the projections just before tomographic reconstruction. This experiment
was carried out at the undulator imaging beamline 32-ID of the Advanced Photon Source
(APS) in Argonne, Illinois, America [15].

There are surely many more interesting 3D or 4D tomographic imaging applications other
than the two above mentioned instances. For all these applications, the 3D reconstruction
in a short time-lapse is an issue of key importance. It recovers the 3D distribution of atten-
uation coefficients from a large amount of 2D tomographic projections, thus enabling the
observation of inner structures of the object in three dimensions. Scientific researchers
generally pay more attention to two terms of the CT reconstruction: accuracy and speed.
On the one hand, a high quality reconstruction is demanded for correct and precise anal-
ysis of obtained object data, such as the location, segmentation, and feature extraction of
a particular target of interest. This can be achieved by building up an accurate system
model for the forward imaging process to ensure data fidelity [18, 19] and also by apply-
ing advanced prior knowledge-based algorithms to confine artifacts [20, 21]. On the other
hand, a high-speed reconstruction is important for the practical purpose that scientific re-
searchers do not wait too long for data reconstruction and analysis processes. This greatly
raises the efficiency and decrease the intensity of labor. The reconstruction is often accel-
erated in two ways, one of which utilizes advanced computing hardware and structures,
such as muticore computers [22], computer cluster [23], and graphics processor units
(GPUs) [24] for parallel and fast computing. Another way focuses on the acceleration in
terms of reconstruction algorithm itself by replacing the original reconstruction problem
with a new one [25] or applying an iteration strategy with fast convergence [26]. As the
forward operation implemented many times in the reconstruction algorithm and involving
large matrices multiplication, it takes a large part of the whole reconstruction time. Some
researchers also resort to fast implementation of the forward model for the acceleration
of reconstruction algorithm [27, 28, 29]. However, an accurate reconstruction often in-
volves more complicated operations in the reconstruction algorithm which are normally
more expensive in computation. Therefore a practical compromise must be made between
accuracy and speed taking into account the computation power available.

The reconstruction methods were greatly developed with arising of new requirements and
challenges. Until now various reconstruction methods have been presented, which can
be classified into two categories: analytical and iterative methods. The analytical re-
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1. Introduction

construction methods such as the standard filtered back-projection method (FBP) [30] are
commonly used in commercial CT systems and also scientific research using tomographic
technology. Another type of reconstruction methods, iterative methods such as algebraic
reconstruction technique (ART) [30, 31, 32], search for a better reconstructed solution in
a high dimensional domain in each iteration until it converges to an optimal one. Since
these two categories of reconstruction methods mathematically apply very different prin-
ciples in performing reconstruction, they show different features and capabilities in re-
constructing the original object from various projections. The FBP reconstruction is a
simple and fast implementation, insensitive to noise in projections in the case of sufficient
views available, but it generates conspicuous artifacts for insufficient data. By contrast,
the iterative method is able to obtain a better reconstruction if the projections are not
distributed uniformly in angle or if the projections are sparse or missing in certain orien-
tations. But it is at the cost of a longer computation time, and high noise in projections
can cause a large data inconsistency leading to relatively inaccurate reconstruction result
for iterative method. Generally speaking, the iterative reconstruction method draws more
and more attention at present. Various of algorithms have been developed in this direction
to support reconstructions with different requirements. Even though these sophisticated
reconstruction methods have existed, the tomographic reconstruction is still challenging
in many situations in which the tomographic imaging has to be performed with sparse-
view projections, such as the two 4D in vivo tomographic imaging instances discussed
above.

1.2. Motivations for sparse-view reconstruction

ANKA is a synchrotron light source [33] founded since 2003 at the north campus of KIT
(Karlsruhe Institute of Technology), Karlsruhe, Germany. It provides light from hard X-
rays to far-infrared and experimental platforms for various researches and technologies.
The scientific topic in concern here is the fast tomography beamline [13] at ANKA using
X-rays for 4D in vivo imaging as shown in Fig. 1.2. It allows high-resolution imaging
(< 1 µm) of moving objects in a short time lapse (< 10 ms) per tomographic scan (to-
mogram, including projections in [0°, 180°]), thus avoiding the artifacts and uncertainties
introduced by object motion. The high-resolution and high-speed properties require a
high-throughput data acquisition (DAQ) system which is developed by the project UFO
(ultra-fast X-ray imaging) [34]. It benefits from the integrated high-speed camera which
can achieve several thousand frames per second and enables the continuous data acqui-
sition at full speed. However, even though the advanced high-speed camera is used, the
demanded short time lapse for each tomographic scan still limits the number of projec-
tions to be much fewer in the range from several dozen to several hundred instead of over
thousand in a tomogram. Thus in this instance, we are confronted with the problem of
insufficient projections for tomographic reconstruction.

6



1.2. Motivations for sparse-view reconstruction

In the second investigation of the embryonic development as shown in Fig 1.3, the great-
est limitation is the X-ray radiation dose absorbed by the embryo per tomogram. The
dose restricts the length of the time-lapse series to around two hours of development.
Even though it is yet sufficient for tracing many important developmental events, dose
reduction is able to extend this time scale significantly. Two strategies of data acquisi-
tion for reducing the radiation dose can be explored. One strategy is to simply reduce
the milliampere-seconds (mAs) or the kilovoltage-peak (kVp) values per view in the data
acquisition process [35, 36, 37]. This approach, however, results in insufficient X-ray pho-
tons received by detectors, increasing the noise level in the projections. This will degrade
the quality of tomographic reconstruction. Another way to limit the total radiation dose is
to reduce the number of tomographic projections per rotation around the object [20, 38].
It can accelerate the data acquisition process and thus reduce the exposure time of the ob-
ject to X-ray radiation allowing extended observation of developing embryo. Thus again
in this case we are confronted with the same problem as in the former one.

In the tomographic imaging cases mentioned above, a low number of tomographic pro-
jections are actually available due to different requirements. Thus the challenge for 3D
tomographic reconstruction is to generate relevant information from limited input data.
This work will consider only the parallel-beam CT used in our both tomographic imaging
cases. But the reconstruction principles and strategies used in this work are also applica-
ble to the fan- or cone-beam CT systems which are not be considered here. The main idea
behind parallel-beam CT is that the projections at different angles are generated by shoot-
ing X-rays through an object of interest. According to the Fourier-slice theorem [30], the
projections of a 2D cross-section can be represented as radial lines in Fourier domain,
from which one can obtain the Fourier transform of the cross-section image. Namely, as
shown in Fig. 1.4 each radial line denotes a projection in Fourier domain. Using inverse
Fourier transform [39] it is possible to retrieve a good approximation of the object from
its equally spaced and sufficient projections in Fig. 1.4. The density of theses radial lines
in Fourier domain depends on the number of projections taken in different angles. Fig-
ure 1.5 displays two different sampling patterns, where the green and blue points denote
the central positions of X-ray source and detector respectively. Figure 1.5a is the sampling
pattern for an ordinary CT system which includes the projection data in over a thousand
angles, and 1.5b gives the sparse-view pattern for CT system which samples the object
in much fewer angles (around a hundred). This thesis will focus on the sparse-view CT
system pursued in the investigations of Fig. 1.2 and 1.3.

The FBP is a commonly used reconstruction method based on a combination of the
Fourier-slice theorem and the Nyquist-Shannon sampling theory. A high quality FBP
reconstruction generally requires the number of equiangular-spaced, tomographic projec-
tions given as

PFBP ≈
π

2
K . (1.1)
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1. Introduction

Fig. 1.4. Representation of projections in different angles in Fourier domain, from which
one can obtain the Fourier transform of the cross-section image and recover the original
object.

X-­‐ray	
  
source	
  

1000-­‐2000	
  
projec1on	
  data	
  

detector	
  

object	
  

(a) ordinary CT

X-­‐ray	
  
source	
  

~100	
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Fig. 1.5. Two different sampling patterns: (a) dense sampling for ordinary CT system
generating 1000-2000 projections and (b) sparse-view sampling CT system generating
∼ 100 projections.
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(a) (b) (c)

Fig. 1.6. FBP reconstructions of Shepp-Logan phantom with different number of pro-
jections: (a) shows the original phantom; (b) is reconstructed from 403 projections ac-
cording to Eq. 1.1, providing a high quality reconstruction; however, a reconstruction,
performed using only 60 projections in (c), shows serious streakline artifacts.

Here K ≡ L/∆x with L representing the linear dimension of the (quadratic) field of
view. For more, see Sec. 3.2. Sparsely sampled projection data result in a degraded qual-
ity of FBP reconstruction [40]. This can be seen from the reconstructions in Fig. 1.6 for
a Shepp-Logan phantom (256 × 256), which is a model of a human head created in [41]
and often serves as a standard test image for image reconstruction algorithms. According
to Eq. 1.1 where K = 256, around 403 projections are required for a satisfactory recon-
struction which is shown in Fig. 1.6b. A reconstruction from limited data of only 60-view
projections is shown in Fig. 1.6c, where serious streakline artifacts are caused by the FBP
method. The reason for these streakline artifacts are the missing angular information in
the Fourier domain [42]. Condering the representation of projections in Fourier domain
in Fig. 1.4 in the case of sparse-view CT, it is not possible to precisely recover the lost
information between every two adjacent radial lines by using interpolation method. The
corresponding artifacts becomes more serious when it goes far away from the center of
the image. It is apparently difficult to continue data analysis with the sparse-view recon-
struction. In summary, the FBP is a commonly used, rapid reconstruction technique, but
lacks of ability to process the situation of sparse-view reconstruction.

1.3. State of the art

The drawback of FBP reconstruction method encourages scientific researchers to pursue
ways of obtaining high quality reconstruction images utilizing as fewest projections as
possible. Fortunately, the objects of interest tend to benefit from the property of being
sparse. In other words, the image of an object often consists of constant values in large
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(a) non-sparse representation (b) sparse gradient image

Fig. 1.7. Sparse representation of Shepp-Logan phantom in a transformed domain: (a)
is the original Shepp-Logan phantom (256 × 256); (b) shows the distribution of the
phantom after the discrete gradient transform (DGT).

regions. It means there exist large redundancies in the representation of the object. It is
possible to find a more sparse representation, which suggests a possible dimensionality
reduction thus allowing Fourier sampling in the angular direction at lower rate.

For example, pursuing this idea, a base change called discrete gradient transform (DGT)
can lead to a sparse expansion of a certain 2D or 3D image. The two different representa-
tions for the famous Shepp-Logan phantom are shown in Fig. 1.7. In the original phantom
(256 × 256) in Fig. 1.7a, 27409 pixels out of the total 65536 are non-zero, which means
that the phantom is not sparsely represented in the spatial domain. In contrast, the gradi-
ent image of the phantom, transformed by DGT, shows high sparsity in Fig. 1.7b. In this
image only 2183 non-zero elements exist, taking 3.3% of the total pixels, which definitely
demonstrates a sparse representation.

The theory behind this idea is called compressive sampling (CS), which claims that, if
the object has a sparse representation in certain domain, the original object can be pre-
cisely restored from a set of measurements with much lower sampling rate required by
Nyquist-Shannon theory. This theory gives definite conditions on the number of required
measurements for a sparsely represented object [42] under which the object can be recov-
ered within a prescribed error. In image reconstruction, an alternative approach instead
of FBP method, iterative reconstruction (IR) technique [30, 31, 32], is able to accommo-
date such prior knowledge as the existence of a sparse representation, and thus one may
hope that a limited set of noisy data suffices in reconstructing such an object with a good
accuracy.

The iterative reconstruction technique starts from the creation of a linear problem from a
forward model representing the imaging process. The basic linear problem can be mod-
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eled by the simple equation system:

Ax = p , (1.2)

where A is a system matrix derived from the forward model; x is an object image in-
dicating the distribution of the attenuation index; and p denotes a vector embodying the
set of linear measurements of x (here are projections acquired during the tomographic
imaging process). The dimensionalities of A, x, and p depend on the size of discretized
object image and the number of measured projections. The reconstruction method now
performs the inverse operation of recovering x in terms of A and p. However, the inverse
problem of Eq. 1.2 is very ill-posed due to two points. First, as we are considering the
sparse sampling pattern shown in Fig. 1.5b, the resulting number of equations in Eq. 1.2
lies essentially below the bound of Eq. 1.1 and also the number of unknown elements in
x. Secondly, there always exist errors in the real measurements p, that is Ax = pture + ε.
The measured data are not consistent with the model. The property of being ill-posed
leads to no exact solution to Eq. 1.2. Thus the determination of an appropriate solution
demands some sort of a prior knowledge and/or the application of deep physical princi-
ples. The process of constructing a unique solution subject to such additional conditions
is called regularization.

To pursue the theory based on sparse approximation, a sequence of base changes, trans-
forming the original (spatial domain) into an increasingly sparse set of representations, is
required for constructing an optimal representation of the object. Suppose that the base
changes are denoted by Φ and x′ is the sparse representation of x in the domain Φ. Thus
we have x′ = Φx and x = Φ−1x′. The inverse problem of Eq. 1.2 can be imposed as an
optimization problem using least square principle and regularization like:

min
x
{‖AΦ−1x′ − p‖22 + λ‖x′‖ 1} . (1.3)

Here the l2-norm of error AΦ−1x′ − p and the l1-norm of x′ in the regularization are
minimized considering the data consistence and sparse representation respectively. The
l1-norm of a vector b, ‖b‖ 1, is with ‖b‖ 1 ≡

∑
i |bi| and the l2-norm ‖b‖2 is with ‖b‖2 ≡

(
∑

i b
2
i )

1/2. This optimization aims to minimize the l1-norm function while ensuring the
solution to be consistent with measurements p. Parameter λ controls the trade-off between
data consistence and sparse regularization. One often writes formula (1.3) with respect to
x instead of x′ such as:

min
x
{‖Ax− p‖22 + λ‖Φx‖ 1} . (1.4)

This minimization problem conforms to the CS theory and the transform base Φ can be
any domain in which the original image is expressed sparsely. Here only the typical dis-
crete gradient transform (DGT) shown in Fig. 1.7b is presented. It transforms the original
image to its gradient image by integrating its gradients in horizontal and vertical direc-
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tions. The summation of this gradient image over all coordinates forms the so-called
total variation (TV) [43], that is also the l1-norm of the gradient image vector. Thus the
regularization based on DGT for Φ in Eq. 1.4 is often written as TV-norm like:

min
x
{‖Ax− p‖22 + λ‖x‖TV} , (1.5)

where ‖x‖TV = ‖DGT(x)‖ 1. For more expressions, see Sec. 4.2. Note that the opti-
mization in (1.5) is sometimes written in the a constrained form as

min
x
‖x‖TV, subject to ‖Ax− p‖22 ≤ ε . (1.6)

It aims to minimize the total variation function while enforcing the optimal solution to
be consistent with measurements p. ε is a tolerance parameter required to obtain an
approximate solution. The formulation in (1.5) can be literally regarded as a variant of
(1.6) by introducing a Lagrangian multiplier [44].

The reconstruction method now searches an approximate solution to this optimization
problem given above. Literally the algorithms developed for solving this problem use
many iterations, in each of which they determine a better solution close to the optimal one,
thus they are so called iterative methods. To solve the optimization problem in Eq. 1.5,
one can resort to the generic optimization methods [45], such as the gradient descend
method (also known as steepest descend method), nonlinear conjugate gradient method,
and Newton’s methods. One has to take into account the convergence speed, existence
of necessary information, and computational demands. Specifically, the gradient descend
method and nonlinear gradient method require only simple first-order information of the
objective function in the optimization problem, but show lower convergence speed than
Newton’s methods. The Newton’s methods can achieve fast convergence speed by using
higher-order information which, however, may not exist or require very expensive com-
putation for a large scale problem such as the tomographic reconstruction problem. In the
literature, researchers are more dedicated to developing advanced algorithms which uti-
lize only first-order information of the objective function while reaching an approximate
solution in a fast speed even for a large scale problem.

Inspired by the CS theory, iterative reconstruction method with TV regularization has
been studied for both few-view and limited angle problems [20]. In 2006, Emil Y. Sidky et
al. introduce the concept of TV into clinical application and developed the algorithm TV-
POCS for CT reconstruction [20]. It solves the constrained program (1.6) via an iteration
of two steps: the minimization of the TV-norm performed by the gradient descent method
and the constraint incorporated by projection on convex sets (POCS). TV-POCS algorithm
was latter improved towards better convergence and robustness against artifacts by using
the steepest descent method with an adaptive step-size (called ADS-POCS) [38].
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Note that TV minimization is also applied to image denoising and restoration. In the gen-
eral context, many solvers have already been developed for the TV-based, large-scale min-
imization problems (1.5) or (1.6) with fast convergence, such as TwIST [46] by Bioucas-
Dias J. M. et al. in 2007, FISTA [26] by Beck A. et al. in 2009, NESTA [47] by Becker
S. et al. in 2011, and UPN [48] by Jensen T. L. et al. in 2012. TwIST is a fast imple-
mentation of iterative shrinkage/thresholding (IST) algorithm especially when the inverse
problem is ill-posed. Its combination with the TV minimization leads to a fast conver-
gence at the first step. FISTA is another algorithm that can speed up the performance of
IST method by computing the next iteration based not only on the previous one but on two
or more previous iterations. The NESTA algorithm can also be easily extended for TV
minimization by modifying slightly the smooth approximation of the objective function.
UPN is an efficient method by further applying accelerated scheme of the NESTA algo-
rithm. All of these algorithms are based on the iterative shrinkage/thresholding method
but achieve faster convergence speed for iterations with only first-order gradient informa-
tion required.

Moreover, another set of algorithms employs the splitting idea [49] in developing an
alternating minimization approach for image recovery with TV regularization, such as
TVAL3 [50, 51] presented by Li C. et al. in 2009, RecPF [52] by Yang J. et al. in
2010, and ADMM [53, 25] by Goldstein T. in 2012. They utilize techniques like the split
Bregman algorithm [54], the augmented Lagrangian method or the alternating direction
method and gain fast convergence speed. These techniques are not completely indepen-
dent but have similar idea for the iterations. They employ a new variable to substitute the
expression in regularization. As a result, the solution to the minimization problem can
be achieved by alternately minimizing two new problems, in each of which one variable
is updated while fixing the other one. The interrelations of these techniques were also
pointed out in [55] and [56].

1.4. Challenges

From the perspective of a biologist, tomographic imaging is the method enabling the ob-
servation and analysis of biological functionality and development. Data acquisition and
tomographic reconstruction are two key steps in this process, where advanced computer
techniques or computer-aided methods can be used to improve the efficiency of data pro-
cessing tasks like the automation of data acquisition, storage, transmission, reconstruc-
tion, and intelligent analysis processes. The 4D tomographic imaging shown in Fig. 1.2
and 1.3 are experiments involving a high-speed and high throughput procedure to generate
large amount of data in time lapses. The acquisition, management, and processing of this
kind of data requires a smart experimental station and intelligent intensive data services.
A new smart experimental station is under construction as the main goal of the project
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Fig. 1.8. An automated data management and processing workflow designed for tomo-
graphic experiments, showing the dataflow from data acquisition to result analysis.

UFO [34]. It will perform on-line assessment of sample dynamics, providing insight into
scientific processes which are hardly accessible. However, the storing and processing of
the data from high-speed and high-throughput tomographic imaging are challenging tasks
and require intelligent intensive data services.

The Large Scale Data Facility LSDF (located at KIT) is a data service facility dedicated
for data intensive scientific experiments [57, 58]. It provides not only nearly unlimited
storage for large amount of experimental data but also a connected Hadoop cluster used
as a computing resource for applications demanding data intensive computing. Based
on the LSDF, an automated workflow for the data management and processing of data
from tomographic experimental station is designed. The workflow is shown in Fig. 1.8.
It is designed for tomographic experiments with dataflow from data acquisition to result
analysis, connecting the experimental station to the Large Scale Data Facility (LSDF).
At the tomographic experiment side, it focuses on the online assessment relying on the
techniques developed by the UFO project to ensure the speed of data acquisition and the
quality of tomographic imaging. At the LSDF side, it aims to properly store and archive
the large volume of datasets using related meta data, schedule reconstruction process,
and perform advanced computing technique by applying the computing source. The final
computed results can be accessed by scientific researchers (such as biologist as a user).
This connection of tomographic experiment station and LSDF can greatly enhance the
storage, processing efficiency, and result analysis for large amount of data acquired from
the tomographic experiments.

The workflow above is comprised of works done by multiple research groups. The topic
in this thesis, sparse-view reconstruction, is carried on in the block "parallel computing"
highlighted by green color in Fig. 1.8. Even thought iterative reconstruction method has
been well developed based on the compressive sampling theory for the sparse-view to-
mographic reconstruction and numerous advanced algorithms have been presented for
solving the mathematically modeled problem such as the optimization in Eq. 1.5 and 1.6„
challenges are still existing in the automated workflow for data management and process-
ing. It requires the reconstruction method applied in this workflow to be automated and
near real time implemented. This, however, is prevented by the manual operations and
intensive computing needed in the reconstruction algorithm.
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A critical factor which challenges the automated implementation is the trade-off param-
eter λ introduced when the constrained minimization problem in Eq. 1.6 is transformed
to an unconstrained problem in Eq. 1.5 by using the Lagrangian multiplier method. Even
more parameters other than λ can be introduced by more complicated techniques such
as augmented Lagrangian technique. These parameters control the balance of data fi-
delity (minimum error) and regularization (prior knowledge), and are generally difficult
to determine.

The determination of these parameters by reasonable, additional conditions poses a mul-
tidimensional optimization problem which is computationally expensive. It is interesting
to discuss a particular example called TVAL3 proposed in [51]. There regularization is
generalized in terms of a variety of constraints formulated by new variables ωi in addition
to x, giving rise to a new minimization problem in ωi and x. The formal substitution of
these additional constraints into the minimization problem gives back the higher dimen-
sional equivalent to the original problem of Eq. 1.5. The important insight is to treat the
additional constraints also in the sense of assigning Lagrangian multipliers νi,1. Conse-
quently, higher powers of constraints are included into the new objective function, subject
to additional multipliers µ1, µ2, · · · , νi,1, νi,2, · · · , allowing the approach to the solution
of the constraint equations. Now the parameter determination is to find the value of the
multiplier set, in a high-dimensional space spanned by all residuals. Practically, this is
prohibitive in view of computational effort and high-dimensional space.

The optimal values of these parameters vary for different data sets. A set of badly selected
values for these parameters will result in a low quality reconstruction. Pragmatically, one
may just set these parameters to values which visually lead to somewhat expected results.
However, the manual parameter determination by human judgment should be avoided in
the automated workflow of tomographic reconstruction (Fig. 1.8).

Another challenge for tomographic reconstruction comes from the intensive computing
required by the algebraic reconstruction technique. Enormous amount of operations on
large matrices like multiplication are needed in the forward and backward processes, lead-
ing to highly time-consuming reconstructions. The sequentially implemented volume re-
construction will take tens of hours. So parallel computing is preferred to achieve near
real-time reconstruction of 3D volumes.

1.5. Proposed methods

The proposed method of this thesis is to reconstruct the tomographic data in a precise and
automated way in the case of limited number of projections in order to reduce the X-ray
radiation dose or adapt the imaging configuration. By looking into the related work in the
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literature, the iterative methods are usually applied for reducing artifacts in the reconstruc-
tion of limited projection data by integrating additional information. The forward model
is firstly built up for calculating the system matrix and constructing the equation system
based on the geometry of the X-ray beam and approximations made for the imaging pro-
cess. An accurate forward model can well control the data consistence and thus improve
the reconstruction image quality. In order to constrain the artifacts caused by the missing
angular projections, the sparsity in the gradient transform domain is taken into account,
forming the minimization problem in (1.5) by integrating the total variation regularization
for iterative reconstruction. A simple implementation of the conjugate gradient method is
pursued to solve the unconstrained minimization problem in (1.5) for a yet undetermined
parameter λ.

A method for precisely and automatically determining the optimal value of the parameter
λ is required for a high quality reconstruction and fitness to the designed workflow in
Fig. 1.8. In solving problem (1.5) in the exact sense of problem (1.6) the minimum x∗(λ)
would have to be inserted into the minimization condition to yield the optimal value λ∗ by
algebraic inversion. As a consequence, x∗(λ∗) solves problem (1.6). To proceed like this,
however, is impractical since (i) the determination of λ∗ requires an iterative approach,
e.g., Newton’s method, (ii) λ∗ is usually not unique implying the need for manual selec-
tion, and (iii) a solution in this sense may not exist at all for inconsistent data. Even if
it existed, the search for an exact solution to problem (1.6) may be too restrictive in the
sense that reconstructions may ensue that are unrealistically flat.

Therefore, a search for a reasonable constraint is carried out for fixing the value of λ in
(1.5) to a finite value in an automated way. This can be achieved by the celebrated discrete
L-curve method [59] which will be employed in the present thesis. More complex parame-
ter selection methods are proposed in the literature such as the discrepancy principle (DP)
[60] and the generalized cross validation (GCV) [61]. For an elaborate comparison of the
L-curve method with other ways of fixing model parameters in a prior under-determined
inverse problem, see [62]. As a result, a parameter-optimized reconstruction algorithm
CGTV (total variation-based conjugate gradient) is developed for computed tomography
with limited projections, enabling an automated data management and analysis workflow
in Fig. 1.8.

The expensive computing required by the algebraic reconstruction of a full 3D volume
is greatly alleviated by parallel volume reconstruction through a computer cluster which
is directly connected to the Large Scale Data Facility (LSDF). The 3D volume recon-
struction is decomposed into numerous slice reconstruction tasks executed in parallel, the
outputs of which are later stacked to form the 3D volume. The computing time is reduced
from tens of hours to several tens of minutes, achieving near real-time processing.
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1.6. Main contributions

The developed method in this thesis allows a high quality reconstruction and a com-
pletely automated workflow for the 3D computed tomographic reconstruction of limited
number of projections. The precise forward model, regularization based on sparsity as-
sumption, and properly selected value of the parameter λ ensure the high quality recon-
struction voiding the serious artifacts generated in the FBP reconstruction for insufficient
projections and preserving features in the object as well. Meanwhile, the application of
the L-curve based CGTV method successfully avoids the manual operation in parame-
ter adjusting based on an automated selection strategy in the optimization problem of
reconstruction. The presented parameter-optimized iterative reconstruction method, L-
curve based CGTV, combines the conjugate gradient method, the total variation, and the
L-curve method for the reconstruction for limited projection data.

For the first time the developed method and automated workflow are applied to three
tomographic data sources: X-ray tomographic imaging at the TOPO-TOMO bending-
magnet beamline of ANKA, X-ray tomographic imaging at the undulator beamline 32-ID
of APS, and electron tomographic imaging in nanoscopy. In later chapters, it is shown
that the parameter optimized algebraic reconstruction method is general for various ex-
perimental datasets from different forms of tomography. The method improves the recon-
struction quality compared to the traditional reconstruction method and is more flexible
than other advanced iterative methods for limited data reconstruction.

The data-parallel computing using the computer cluster at the KIT Large Scale Data Facil-
ity (LSDF) allows an accelerated implementation of 3D CT reconstruction. The parallel
structure speeds up the whole reconstruction procedure by around 120 times, and finally
the near real-time reconstruction is achieved.

As a result, this automated and fast workflow enables the fast tomographic imaging at
ANKA, constrains the X-ray radiation dose in developmental biology increasing the du-
ration of in vivo time-lapse series, and allows more accurate analysis of nanostructured
materials in electron tomography.

1.7. Thesis overview

The thesis is organized in seven chapters as follows:

In the present chapter 1, the requirements for a sparse-view tomographic reconstruction
has been motivated. By giving the state of the art it has been seen what is still missing
and challenging for our applications. At last, the proposed methods have been briefly
described and the main results are presented.
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Chapter 2 illustrates the theoretical background of the tomographic imaging method used
in this thesis. Concepts, theorems, and models involved in the forward imaging process
of computed tomography are covered.

Within chapter 3, a systematic study of tomographic reconstruction methods are carried
out. The reconstruction methods are categorized into different groups according to the
nature of the algorithms. The comparison indicates the desirable characteristics of the
reconstruction algorithms for different situations.

The situation of computed tomography reconstruction with limited number of projections
is discussed in chapter 4 based on the compressive sampling theory. The sparsity of the
gradient image integrated in the total variation regularization is taken into account for a
high quality reconstruction voiding artifacts. A method named CGTV is developed in
solving the minimization problem for reconstruction.

Chapter 5 further develops the CGTV reconstruction method by integrating the L-curve
method for the determination of the trade-off parameter in order to generate a good re-
construction and build up an automated workflow for tomographic data processing and
analysis. The optimized CGTV reconstruction is evaluated with simulated images as well
as experimental datasets of living biological objects (weevil and frog embryo).

Chapter 6 addresses the implementation of the 3D tomographic reconstruction which re-
quires intensive computing due to the large amount of tomographic data and the expensive
iterative reconstruction method. It describes the data-parallel reconstruction framework
and the designed automated workflow for improving the data processing efficiency in
various tomographic applications.

Chapter 7 provides a discussion of the covered topics and the results.

Chapter 8 concludes the work in this thesis and gives several recommendations for the
future work.
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2. Forward problem in computed
tomography

The aim of computed tomography (CT) is to obtain information regarding the exact posi-
tion occupied by the nature of material inside an object. Generally speaking, the process
is as follows. A CT scanner is used to produce projections for a specified cross-section of
the object by applying X-ray imaging technique. These projections comprise a sinogram,
from which a two dimensional image representing the X-ray attenuation index distribu-
tion in the cross-section will be produced. The former step, producing projections, is
often called a forward imaging process, and the later one is reconstruction process. In
practice the projections are always generated by the CT scanner for a whole object at one
time instead of only a cross-section.

In this chapter the concepts and theorems involved in the forward imaging process of
computed tomography will be described. The intention of this chapter is to give supports
to the reconstruction methods described later. In the following fundamentals of tomo-
graphic imaging will be introduced, from X-ray imaging to tomographic imaging, from
Radon transform, Fourier-slice theorem to forward models and the brief idea for recon-
struction. Of course, the theorems for computed tomography can be also found in other
popular books for computed tomography. In this chapter the requirements of the recon-
struction in this thesis will be also highlighted. The reconstruction of an object from a
series of projections enables us to display and discover the precise shape and position of
selected targets, which will be discussed in the next chapter.

2.1. X-ray imaging

Prior to introduce any theories of computed tomography, it is necessary to start from
introducing the X-ray imaging technique, considering that the physical characteristics of
X-ray is the basis for the mathematical expression of the projection obtained by the X-
ray. We now describe one-dimensional expression of a projection determined by the X-ray
imaging theory.

X-ray imaging is based on the Lambert-Beer law [63, 64] which specifies the dependence
of the attenuation index of the X-ray on the properties of the material through which the
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Fig. 2.1. X-ray imaging based on Lambert-Beer law.

X-ray is traveling. As shown in Fig. 2.1, X-ray photons are emitted by the X-ray source
and travel through the object to the detector in a modeled straight line l, which is also
referred to as the X-ray path. u(x) denotes the X-ray attenuation index distribution of the
object along l. In a vacuum all X-ray photons that leave the source in the direction of the
detector will reach the detector. There is no attenuation in the traveling process. When
an object is placed between the source and the detector, some of photons will be removed
from the beam (absorbed or scattered), reducing the possibility of a photon reaching the
detector. Thus in this process, the photons are attenuated by the materials in the object
and the remains finally reach the detector, leading to a difference between the input and
output photon intensities (I0, I). According to the Beer-Lambert law, the input and output
photon intensities (I0, I) have the following relationship:

I = I0e
−

∫
l u(x)dx , (2.1)

where the line integral of u(x) is performed along the X-ray path l. One can define the
projection p of the object as

p =

∫
l

u(x)dx = ln
I0
I
, (2.2)

which is exactly the line integral in (2.1). By measuring the ratio of the intensities I0 and
I using X-ray detector, the projection p can be calculated easily. In Fig. 2.1 only the 1D
imaging case is demonstrated. In the 2D or 3D case, the attenuation index as well as the
line integral need to be adapted; the attenuation index in 2D case would be u(x, y), in 3D
case u(x, y, z).
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For building a practical computer expression, the X-ray attenuation index distribution
u(x) is generally digitized as a series of finite elements u(xk), k = 1, 2, ..., K, each
of which represents the average attenuation index in a fixed interval ∆x. Then the line
integral for the projection p in (2.2) is reformulated to

p =
∑
k

u(xk)∆x . (2.3)

When ∆x→ 0, Eq. 2.3 reduces to the line integral expression in Eq. 2.2. The reconstruc-
tion problem now is to estimate a series of discrete values representing the attenuation
index u(xk).

2.2. Concepts for computed tomographic imaging

An interesting problem consists of estimating the attenuation index distribution u(x) from
the detected projection data p. It is an inverse process of the forward imaging expressed by
Eq. 2.2, commonly referred to as reconstruction. Note that only the measurement in one
direction is available for estimating attenuation index u(x) in Eq. 2.2. It is not possible to
determine the solution for the inverse procedure. This problem is solved by the so-called
computed tomography (CT) technique which applies projections in numerous views.

Now we switch to 2D domain for computed tomography. The principle of tomographic
imaging can be easier understood by observing a semitransparent object as shown in
Fig. 2.2. Light crosses the semi-transparent object, attenuated by the non-transparent,
inner targets. This can be identified by the observer’s eyes on the other side. If the ob-
servation of the object is performed in the view as displayed in (a), the two targets in
the mid-position overlap each other completely so that the true number of targets can not
be perceived. If the relative positions of the object and observer are changed as in (b),
where the object is rotated by 15 degrees, the overlap is reduced so that the observer can
distinguish more targets. If further observations are performed at other angles, the size,
density, and number of these targets can be determined precisely.

The illustration in Fig. 2.2 only gives a brief concept of tomographic imaging. The strict
mathematical expression for CT forward imaging process was given by the Radon trans-
form, which will be discussed in the next section. This illustration indicates a method
for how to recover the inner structure of an object without cutting it. Similarly, a lot of
objects are semitransparent for X-rays due to X-rays having strong penetrating ability,
such as bones and soft tissues of biological body having different attenuation index for
X-rays. A typical data collection method for CT is to posit a X-ray source and a detector
on two opposite sides of the object and rotate their relative positions around the center
of the object to record data from numerous angles. These recorded data are often called
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Fig. 2.2. A schematic diagram for understanding the computed tomographic imaging.

measurements. Each measurement is related to an X-ray source position combined with
an X-ray detector position. The detector records the number of photons during the ex-
posure time, which is proportional to the X-ray intensity. Thus it is possible to calculate
projections from these measurements by using the Lambert-Beer law in Eq. 2.2. Note that
the interesting object region in the plane to be imaged should be completely covered by
the X-ray beam, otherwise errors can be added in the reconstruction process resulting in
bad quality reconstruction image.

The main component of the CT system used for data collection is the CT scanner, com-
prised of a pair of X-ray source and detector. In the development history of computed
tomography, the technology of CT scanners has been improved dramatically and three
classical scanning modes had been used by different generations of CT devices. While
more variants of these scanning modes existed, we restrict our attention to these three
basic modes, which are parallel beam, fan beam, and cone beam, as shown in Fig. 2.3.

The parallel beam is modeled as a linear X-ray source and a linear detector in a plane,
where all X-rays go from the source to the detector in parallel. It is the simplest scanning
geometry and still utilized in many scientific research fields. Fan beam is modeled as a
point X-ray source and a curved detector in a plane, where all X-rays start from one point
and radially go to a curved detector. The fan-beam is not of great interest any more in
modern CT systems. For the cone beam imaging geometry, the X-rays also start from a
point source, but travel in multiple planes to a curved plane detector. Cone beam is a more
common used geometry in micro CT systems since it can accelerate the imaging process
and it is a real 3D imaging method. However, the simple parallel beam is still the main
concern in this thesis, as the experimental data were obtained by parallel X-rays.

The most commonly used representation way for projection data is the so-called sino-
gram, defined with respect to the projection direction denoted by θ and the radius axis r.
For a parallel beam, projections arranged from 0° to 180° contain sufficient information
for understanding the object, since additional projections in [180°, 360°] are symmetric
repeat of the result in [0°, 180°] considering that X-rays at the angle θ and θ+180°go
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2.2. Concepts for computed tomographic imaging
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Fig. 2.3. Three types of scanning geometry of computed tomography: (a) parallel beam,
(b) fan beam, and (c) cone beam.
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Fig. 2.4. Sinogram of a point with small size in an object. In (a), it shows the projection
of a point, denoted by the radial coordinate R,α, leading to a sine-function curve in the
sinogram of (b). The sinogram of the Shepp-Logan phantom in (c) is given in (d), which
consists of a set of crossed sine-function curves.
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2. Forward problem in computed tomography

through the object along exactly the same path. Different from the parallel beam, the fan
and cone beam require tomographic imaging in the full view from 0° to 360°. To show a
complete curve, the projection data in [0°, 360°] produced by a parallel beam are consid-
ered. In the sinogram, the horizontal axis represents the angle θ in which the measurement
is performed. The vertical axis is the distribution of projection pθ(r) in a given angle θ.
Let us firstly observe the projection of a fixed point in the object, with radial coordinate
(R,α) as shown in Fig. 2.4a. For θ =[0°, 360°), the position of its projection on the axis
r satisfies

r = R× cos(α− θ) . (2.4)

So the projections of a point in the sinogram form a sine function as displayed in Fig. 2.4b.
As any object can be regarded as a set of points distributed in the spatial domain, we could
expect that its sinogram consists of some crossed sine-function curves. This can be seen
from the sinogram in Fig. 2.4d, which is obtained from the projections of Shepp-Logan
phantom in Fig. 2.4c.

The sinogram is an effective method in detecting unusual issues in the tomographic sys-
tem. A defective pixel in the detector, for example, results in a straight line in the sino-
gram, because a single pixel in the detector has the same distance to the center in all
angles.

2.3. Radon transform

The strict mathematical expression for CT forward imaging process was given by the
Radon transform [2, 65] which can be traced back to 1917. The Radon transform, for
the first time, elaborated the imaging theory of computed tomography mathematically,
claiming that the original object can be reconstructed from infinite projections in different
angles. The Radon transform in 2D continuous Euclidean space is discussed below.

The 2D Radon transform relates a 2D function to the collection of line integrals of that
function. As shown in the left panel of Fig. 2.5, f(x, y) denotes the two-dimensional,
continuous distribution of the attenuation index of the object in the coordinate system
(x, y). The X-rays go through the object along the path l in the direction denoted by the
angle θ, generating the projection p(θ, r) in a radial coordinate system (θ, r). The 2D
Radon transform of f(x, y) is defined as

p(θ, r) = <f(x, y) =

∫
l

f(x, y)dxdy , (2.5)

which has the same form as the Lambert-Beer law. Consider the coordinate system (r, s)
as a rotated version of the original coordinate system (x, y) as shown in the left panel of
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2.3. Radon transform
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Fig. 2.5. Two-dimensional Radon transform and Fourier-slice theorem. Left panel is
the 2D Radon transform of a continuously distributed object f(x, y), generating the
projection pθ(r). Right panel shows the Fourier-slice theorem giving the relationship of
f(x, y) and p(θ, r) in Fourier domain.

Fig 2.5. Their relationship is expressed as[
r
s

]
=

[
cos θ sin θ
− sin θ cos θ

] [
x
y

]
. (2.6)

The θ shown in Fig 2.5 is negative. Then the Radon transform can be reformulated to

<f(x, y) =

∫ ∞
−∞

∫ ∞
−∞

f(x, y)δ(x cos θ + y sin θ − r)dxdy = p(θ, r) , (2.7)

where the function δ(·) is 1D Dirac function which samples f(x, y) on the straight line
x cos θ+y sin θ = r. Note that the 2D Radon transform is the projection of f(x, y) defined
as a function of variables θ and r. The inverse process is to look for an operator <−1 so
that for all points (θ, r) we have

<−1p(θ, r) = f(x, y) . (2.8)

The formula for this operation was proved by Radon [2, 4] indicating the method to solve
the reconstruction problem. However, in practice some difficulties arise while applying
the mathematical solution to the idealized CT problem due to the finite set of measure-
ments and their inaccuracies introduced in the CT imaging process. Algorithms, which
can run efficiently in a computer, are needed for producing acceptable reconstructions in
spite of the finite and inaccurate nature of the data.
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2. Forward problem in computed tomography

2.4. Fourier-slice theorem

The Radon transform specifies the relationship of the 1D projection p(θ, r) with the 2D
function f(x, y) in spatial domain. Their connection in Fourier domain is provided by the
so-called Fourier-slice theorem [30]. Both the Radon transform and Fourier-slice theorem
constitute the foundation of analytical reconstruction methods. Let F (µ, υ) denote the 2D
Fourier transform of the object f(x, y) and Pθ(ω) the 1D Fourier transform of projection
p(θ, r) with respect to r. For better understanding, p(θ, r) is now written to pθ(r). Then
we have

F (µ, υ) =

∫ ∞
−∞

∫ ∞
−∞

f(x, y)e−i2π(µx+υy)dxdy (2.9)

and
Pθ(ω) =

∫ ∞
−∞

pθ(r)e
−i2πωrdr . (2.10)

The Fourier-slice theorem states that the 1D Fourier transform (FT) Pθ(ω) is a straight
line through the 2D Fourier transform F (µ, υ) at the angle θ, which is

Pθ(ω) = F (ω cos θ, ω sin θ) , (2.11)

with µ = ω cos θ and υ = ω sin θ in mathematical notation. This is also graphically
shown in the right panel of Fig. 2.5.

The derivation of the Fourier-slice theorem can be carried out in the alternate coordinate
system (r, s) expressed in the Eq. 2.6, where f(x, y) → f(r, s). The projection pθ(r) in
Eq. 2.7 is then represented as

pθ(r) =

∫ ∞
−∞

f(r, s)ds (2.12)

and its 1D Fourier transform in Eq. 2.10 becomes

Pθ(ω) =

∫ ∞
−∞

[∫ ∞
−∞

f(r, s)ds

]
e−i2πωrdr

=

∫ ∞
−∞

∫ ∞
−∞

f(r, s)e−i2πωrdrds . (2.13)

This can be transformed back to the coordinate system (x, y) by using the relationship in
Eq. 2.6, producing

Pθ(ω) =

∫ ∞
−∞

∫ ∞
−∞

f(x, y)e−i2πω(x cos θ+y sin θ)dxdy

= F (ω cos θ, ω sin θ) . (2.14)
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2.5. Digitization and forward models

Thus the Fourier-slice theorem in Eq. 2.11 is reproduced.

The Fourier-slice theorem denotes a route for the inverse problem, which attempts to
retrieve the object f(x, y) by applying 1D FT and 2D inverse FT respectively. It requires
3 steps. First, the 1D FT is taken for each projection. Secondly, these projection spectra
are used to calculate the 2D frequency spectrum of the image. Since the projection spectra
are arranged radially, and the image spectrum is arranged rectangularly, an interpolation
routine is needed to make the conversion. Thirdly, 2D inverse FT is taken of the image
spectrum to obtain the reconstructed image. The interpolation error in Fourier domain
leads to larger error in the spatial domain, especially for the high frequency components
where the radially arranged samples are more sparser. An alternative method applies
interpolation in spatial domain. It uses filtered 1D inverse FT instead of 2D inverse FT,
which can be more simply calculated and implemented on a computer. This is the so-
called filtered back-projection method (FBP). The FBP reconstruction method will be
discussed in Sec. 3.2.

2.5. Digitization and forward models

In the previous sections, only the continuously expressed projections p(θ, r) were dis-
cussed theoretically. However, in practical X-ray imaging procedure, the projections are
naturally digitized by the detector with respect to θ and r, namely, θ → θk and r → rs
as shown in Fig. 2.6, k = 1, 2, · · · , P and s = 1, 2, · · · , S. Since the purpose of CT is to
reconstruct the real object from its actual X-ray projections, the Radon transform in con-
tinuous domain as shown in Fig. 2.5 is unfeasible for the reconstruction from computer
simulated projection data.

The object is generally digitized to a grid image in a limited, rectangular region centered at
the origin of the coordinate system. This region covers the whole object and is subdivided
into a set of small squares. These small squares are referred to as image elements called
pixel. An assumption behind this subdivision is that the attenuation index of the material
in this small region can be regarded as consistent. Now the expression of the object f(x, y)
can be rewritten intoX(m,n) orXmn (m = 1, 2, · · · ,M and n = 1, 2, · · · , N ), as shown
in Fig. 2.6, where M and N are typically but not necessarily equal to each other. Identical
object functions may give rise to different images if the image regions are different. Here
it is required that the image region should be large enough to cover the original object,
with assuming that the value outside the image is zero. In CT, the grid image region is the
reconstruction region and the gray value of the image represent the attenuation index of
the object at corresponding position.

Note that, from now on, X is used for an image pixel representing the attenuation index,
x for x-axis or a variable, x employed later for a vector representation of all pixels.
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2. Forward problem in computed tomography
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Fig. 2.6. Digitization of the object to a grid image in a limited, rectangular region,
covering the whole object to observe.

Now the question is how to connect the computer simulated objectX(m,n) to the projec-
tions pθk(rs). This connection is known as forward transform, representing the forward
imaging procedure of the CT system. This forward transform can be written into an op-
eration/function, which does not demand too much memory but requires more computing
time if the operation is performed many times. Another option is to express the forward
transform as a product of a large, sparse matrix called system/transform matrix and the
object elements X(m,n), which is commonly used in the iterative reconstruction meth-
ods. The transform matrix consists of large amount of weighting factors representing the
contribution of each pixel to the measured projections pθk(rs). For all m and n, we write
the object X(m,n) into a vector x with elements xi (i = 1, 2, · · · , C, C = M ×N repre-
sents the whole number of the image cells). For all k and s, pθk(rs) is written into a vector
p with elements pj (j = 1, 2, · · · , R, R = P × S). Let A denote the transform matrix.
The forward problem in CT system is expressed as

Ax = p . (2.15)

The matrix A can be calculated only once and used for numerous times. The calcula-
tion of the matrix A is generally derived from the so-called forward model or projection
operation. The error introduced by the forward model apparently has an important influ-
ence on the quality of reconstruction results. The better the forward projection models
the imaging process, the better the estimated image matches to the measured data. So a
precise forward model is always preferred to pursue a high-quality reconstruction.
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2.5. Digitization and forward models

There exist already many methods to simulate the physical system or acquisition process
in the literature . Most of them can be subdivided into three categories: pixel-driven [66],
ray-driven [27, 67] and distance-driven approaches [68, 69]. The pixel-driven projection
works by connecting the ray line based on the center of image cells. It is suitable for
hardware implementation and more often used in filtered back-projection method. This
approach is rarely applied as it has been proved that it introduces high-frequency arti-
facts in projections [70, 71]. The iterative reconstruction methods commonly apply the
ray-driven approach which is easier to implement for different imaging geometries. It
determines the ray line by the detector center instead. The distance-driven approach was
proved to be the most accurate one in modeling the forward transform process. However,
a complicated forward model usually becomes more time-consuming in calculation. One
can select the proper forward model according to the practical requirements in the case of
interest.

As the concern of this thesis is mainly focused on the algebraic reconstruction methods
we now follow the ray-driven approach and give four choices for the forward model with
different assumptions taken for the X-rays. The ray-driven forward model traces rays
through the grid image and approximates each line integral as a weighted sum of all
image pixels. The rays are generally modeled as a straight, thin line without width as
shown in Fig. 2.7a and 2.7b. However, a more precise approximation of the X-rays is
the ’fat’ lines as shown in Fig. 2.7c and 2.7d which consider the geometry of the detector
elements. Especially in Fig. 2.7d the distance between two adjacent rays is also taken into
account compared to the ‘fat’ lines in Fig. 2.7c.

Now let us define the weighting factor aij representing the contribution of the ith cell
xi to the jth projection pj . Define the size of each image cell as unit. In Fig 2.7a, aij
is simply defined as one or zero in the way that if the jth ray line goes through the cell
xi, aij = 1, otherwise aij = 0. This is a rough estimation for the weighting factor,
even though achieves simple and fast implementation in computer. The second way to
calculate aij is demonstrated in Fig. 2.7b that aij is equal to the intersection length of the
ray and image cell xi. 0 ≤ aij ≤

√
2. This model makes more sense since it apparently

distinguishes the contributions of xi and xi+1 to the projection pj , marked by the blue and
orange line respectively. It achieves a good trade-off between accuracy and computation
complexity. But more accurate forward models are to take into account the geometry of
the detector pixels, so that the rays have certain width as in Fig. 2.7c and also distance as
in Fig. 2.7d. The weighting factor aij is defined as the intersection area of the ray and the
image cell xi, as marked in blue for both cases. 0 ≤ aij ≤ 1. They are more accurate
forward models but at the expense of computing time.
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Fig. 2.7. Four forward models based on ray-driven approach for parallel X-ray beam.

30



2.6. Summary

Once the weighting factor aij is calculated for all i = 1, 2, · · · , C and j = 1, 2, · · · , R,
we have the following equations:

a11x1 + a21x2 + · · ·+ aC1xC = p1 ;

a12x1 + a22x2 + · · ·+ aC2xC = p2 ;

...
a1Rx1 + a2Rx2 + · · ·+ aCRxC = pR .

(2.16)

It can also be written into a matrix form
a11 a21 . . . aC1

a12 a22 . . . aC2
...

... . . . ...
a1R a2R . . . aCR



x1
x2
...
xC

 =


p1
p2
...
pR

 . (2.17)

If we let

A =


a11 a21 . . . aC1

a12 a22 . . . aC2
...

... . . . ...
a1R a2R . . . aCR

 , (2.18)

the forward equation system of CT in Eq. 2.15 is achieved. Note that for each projection
pj , the ray only goes through a small number of image cells, which leads to numerous
zeros for aij . Thus the transform matrix A in Eq. 2.18 is very sparse, greatly reducing its
requirement to the memory space.

In this thesis, the forward model in Fig. 2.7b is generally used since the line length is
easier and faster to calculate compared to the area in Fig. 2.7c and 2.7d, and meanwhile
keeps the accuracy in a high level. The method for calculation of the line length can refer
to [27].

2.6. Summary

In this chapter, the forward problems involved in computed tomography, from X-ray
imaging to tomographic imaging, from Radon transform, Fourier-slice theorem to sino-
gram and forward models, are introduced.

The Beer-Lambert law gives the basis for the X-ray imaging, deriving the operation of
line integral for X-ray projection. It also applies to the tomographic imaging where Ran-
don transform, for the first time, mathematically elaborated the imaging theory of com-
puted tomography, claiming that the original object can be reconstructed from a set of
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2. Forward problem in computed tomography

projections in different angles. The domain of projection data obtained from the Radon
transform is commonly represented by the sinogram which consists of a set of overlapped
sine-function curves. The relationship between the original object and its projections per-
formed by Radon transform is revealed by the so-called Fourier-slice theorem in Fourier
domain. Both the Radon transform and Fourier-slice theorem constitute the foundation of
analytical reconstruction methods.

However, the main concern of this thesis is on the iterative reconstructions, where the
forward models are playing an important role. The forward model connects the computer
simulated object to the projections. This can be considered to be the discretization pro-
cess of the Randon transform and represents the forward imaging procedure of the CT
system. For the iterative reconstruction method an equation system is built up through
the system matrix. The elements of the system matrix denotes the contribution of each
pixel to the projections and can be calculated from different forward models. A precise
forward model is supposed to improve the quality of reconstruction result by avoiding
introducing errors. But an accurate, complicated forward model usually becomes more
time-consuming in calculation of the system matrix. Thus one should select a proper
forward model according to the practical requirements in the case of interest.
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3. Computed tomographic
reconstruction

With this chapter a systematic study of reconstruction algorithms is made. The purpose
of computed tomography (CT) reconstruction is to restore the 2D/3D distribution of the
attenuation index of the object from the measured, tomographic projections. There al-
ready exist numerous of reconstruction methods in the literature, which can be generally
divided into two groups: analytical reconstruction methods and iterative reconstruction
methods. The nature of the algorithms will be explained in the two groups in order to
indicate the desirable characteristics of different reconstruction algorithms.

3.1. Problem statement

Until now f(x, y) in Cartesian coordinate system has been used to denote the attenuation
index distribution of an object at the point (x, y). By digitization in Sec. 2.5, a square,
grid image Xmn has been defined to represent the object. The image region encloses
the object and the value outside the image region is zero. For convenience, we rewrite
the image Xmn into a vector formulation x. For projection data, three corresponding
expressions have been applied, that are p(θ, r) for a continuous expression, p(θk, rs) or
pθk(rs) for actually measured projections, and p for a stacking projection vector. The later
two expressions can be employed for the reconstruction in a computer.

When designing a reconstruction algorithm the data collection method is assumed to be
fixed and known. Thus the forward model can be designed according to the data collection
method such as the scanning geometry. The method for creating the forward model has
been illustrated in Sec. 2.5. Roughly stated, the reconstruction problem is to estimate the
image x given the forward model and the produced projection data p. The reconstruction
quality can highly depend on the accuracy of the forward model and the projection data.
If the forward model does not well reflect the physical imaging process of X-ray CT, or
the acquired projection data are contaminated by large amount of measurement errors, we
can not expect a good reconstruction correctly displaying inner structures of the object.
Another factor that can determine the reconstruction quality is the reconstruction method
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3. Computed tomographic reconstruction

employed. Two categories of reconstruction methods are the analytical reconstruction
method and the iterative reconstruction method.

Analytical reconstruction methods are based on the analysis in the Fourier domain. The
Radon transform and Fourier-slice theorem denote a route for the reconstruction prob-
lem, which attempts to retrieve the object by applying 1D Fourier transform (FT) and 2D
inverse Fourier transform (IFT) respectively. However, this route theoretically requires
infinite number of projections. In practice only a finite number of projections of an object
are available. In this case this reconstruction route can result in degraded image due to the
interpolation error from the radial coordinates to rectangular coordinates. An alternative
method, using filtered 1D IFT instead of the 2D IFT, can be more simply implemented by
smearing back the projections to the object image along the imaging straight line. This
leads to the so-called filtered back-projection method (FBP). FBP method reconstructs the
object only once without iterations needed. As it operates the projections one by one, the
FBP reconstruction can be carried out simultaneously with the data acquisition process
and performed in parallel. This makes it to be a fast and real time reconstruction process.
Thus the FBP method was commonly used in most CT systems since the CT technology
was discovered.

Different from the FBP method, iterative reconstruction (IR) methods assume that the
object consists of an array of unknowns, for which a linear equation system is build up
according to a forward model. IR methods aims to numerically solve this equation system
for the unknowns from the measured projections and the forward model. They rebuild the
original object using numerous iterations, in which the current estimation repetitively con-
verges towards to a better solution according to certain criterion. The concept of IR was
successfully used in the early age of CT [72], but not widely applied due to its higher de-
mands for computation compared to the analytical reconstruction methods. This situation
has been changed by the large computational capability available in the normal work-
stations at present. Various parallel computing techniques in modern processors (central
processing unit, CPU) or graphics adapter (graphics processing unit, GPU) are employed
for acceleration. The popularity of the modern IR methods has been also attributed to the
considerable effort invested to the reconstruction with limited data. The usage of IR is
becoming a more realistic, popular option in the present study of tomographic reconstruc-
tion.

Figure 3.1 shows the main categories of tomographic reconstruction method. The to-
mographic reconstruction methods are first classified to the two groups, analytical and
iterative reconstruction methods. Classical reconstruction algorithms FBP and FDK [73]
belong to this group. Depending on whether regularization method is applied or not,
iterative reconstruction methods can be further divided into to different categories. The
ART-like and EM-like reconstruction methods in the literature do not include any regular-
ization for the unknown image. They generally obtain the similar reconstruction quality
with the FBP method. Both of them are not able to handle the situations when a limited
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Fig. 3.1. Categories of tomographic reconstruction methods.

number of projections are available or when the obtained projections are not uniformly
distributed over 180°or 360°. Problems of this type can be addressed by the iterative
reconstruction method with regularization, which incorporate prior knowledge such as
sparsity in the spirit of the compressive sampling theory. This chapter will generally dis-
cuss these reconstruction methods and highlight the problem of concern, reconstruction
with limited projections.

3.2. Analytical reconstruction methods

The primary focus of this thesis is on the iterative methods for tomographic image recon-
struction with limited projection data. Nevertheless, analytical reconstruction methods
are important when limited computation time is highly required and an approximate re-
construction is tolerable. The fast analytical reconstruction is also often used for the initial
guess in the iterative methods to achieve faster convergences. The Radon transform [2, 65]
and Fourier-slice theorem [30] build up the foundation for analytical reconstruction meth-
ods. As the FBP reconstruction is the most representative and widely used method among
the analytical methods, its basic principle and implementation is discussed in the follow-
ing.

3.2.1. Reconstruction method using inverse Fourier
transform

Recall the Fourier-slice theorem expressed by Eq. 2.11 and the corresponding diagram in
Chapter 2, repeated here in Fig. 3.2 and the following formula:
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Fig. 3.2. Two-dimensional expressions and configurations for the object f(x, y) and its
tomographic projections pθ(r) in the spatial domain (left panel) and the Fourier domain
(right panel).

Pθ(ω) = F (ω cos θ, ω sin θ) , (3.1)

The 2D Fourier transform of the object f(x, y) is denoted by F (µ, υ) expressed in Eq. 2.9.
The Fourier-slice theorem indicates that the values of F (µ, υ) can be determined by taking
the projections at some angles and transforming them into Fourier domain on radial lines
as shown in Fig. 3.2. If an infinite number of projections are taken, any point in the µυ-
plane can be exactly determined in this way, thus F (µ, υ) is known. Then the object
function f(x, y) can be recovered by performing the 2D inverse Fourier transform which
can be written as

f(x, y) =

∫ ∞
−∞

∫ ∞
−∞

F (µ, υ)ei2π(µx+υy)dµdυ . (3.2)

However, only a finite number of projections of the object are practically available. Since
the object function f(x, y) can be always bounded by such a square with length Le that
−Le/2 < x < Le/2 and −Le/2 < y < Le/2, the 2D IFT in Eq. 3.2 can be written in a
summation form as

f(x, y) =
1

L2
e

∑
m

∑
n

F (
m

Le
,
n

Le
)ei2π(mx+ny)/Le (3.3)

for integers m and n. In practice the energy contained in the Fourier transform compo-
nents above certain frequency is negligible. It can be supposed that a finite number (K)
of Fourier components are known. Thus we can write
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Fig. 3.3. Finite Fourier coefficients at square grid points in (a) and at points along radial
lines in (b) determined by Fourier-slice theorem.

f(x, y) ≈ 1

L2
e

K/2−1∑
m=−K/2

K/2−1∑
n=−K/2

F (
m

Le
,
n

Le
)ei2π(mx+ny)/Le , (3.4)

where K is arbitrarily assumed to be an even. A larger N will include Fourier com-
ponents of higher frequencies, which can improve spatial resolution. Equation (3.4)
tells that f(x, y) can be approximately determined by the finite K2 Fourier coefficients
F (m/Le, n/Le) located at the square grid points as shown in Fig. 3.3a.

However, in practical case the value of F (µ, υ) is only known along finite radial lines
shown in Fig. 3.3b according to the Fourier-slice theorem. In order to perform the inverse
Fourier transform in Eq. 3.4, the values of F (µ, υ) on the square grid must be estimated by
interpolation method from the values on these radial lines. The reconstruction result will
be degraded due to the interpolation error which becomes greater for higher frequency
components since the radial lines are sparser distributed there.

Therefore, even though this idea provides a simple conceptual strategy for tomographic
reconstruction, it can not be practically implemented. Instead the FBP algorithm is devel-
oped for an accurate and fast implementation by rewriting the inverse Fourier transform
in Eq. 3.2 in a polar coordinate and reorganizing the interval of integration according to
the Fourier-slice theorem. In the following the derivation of the filtered back-projection
algorithm in the context of straight parallel beam for X-ray imaging and its computer
implementation are given.
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3. Computed tomographic reconstruction

3.2.2. FBP reconstruction method

In the Fourier domain, the Cartesian coordinate system (µ, υ) can be exchanged to the
polar coordinate system (ω, θ) by using the relationships

µ = ω cos θ

υ = ω sin θ
(3.5)

and the differentials
dµdυ = ωdωdθ . (3.6)

By substituting these expressions in the inverse Fourier transform in Eq. 3.2, we have the
new formula in polar coordinate system

f(x, y) =

∫ 2π

0

∫ ∞
0

F (ω, θ)ei2πω(x cos θ+y sin θ)ωdωdθ . (3.7)

As specified in Sec. 2.2, in the sinogram generated from parallel beam tomography, pro-
jections arranged from 0° to 180° contains sufficient information for understanding the
object. Additional projections in [180°, 360°] simply repeat the result in [0°, 180°]. The
reason is that the X-ray beam at angle θ+ π passes through the object just in the opposite
direction of angle θ, but involves the same line integral path and attenuation coefficients.
This makes the projections in these two direction symmetrically equal. Thus in Fourier
domain the following property exists

F (ω, θ + π) = F (−ω, θ) . (3.8)

Equation 3.7 can be divided into two parts with respect to θ that

f(x, y) =

∫ π

0

∫ ∞
0

F (ω, θ)ei2πω(x cos θ+y sin θ)ωdωdθ

+

∫ π

0

∫ ∞
0

F (ω, θ + π)ei2πω[x cos(θ+π)+y sin(θ+π)]ωdωdθ

=

∫ π

0

[∫ ∞
−∞

F (ω, θ)|ω|ei2πωrdω
]

dθ (3.9)

with r = x cos θ + y sin θ. According to the Fourier-slice theorem in Sec. 2.4, the Fourier
transform of the projection at the angle θ, Pθ(ω), is equal to F (w, θ) so that

f(x, y) =

∫ π

0

[∫ ∞
−∞

Pθ(ω)|ω|ei2πωrdω
]

dθ . (3.10)
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Fig. 3.4. FBP reconstruction can be performed in four steps: (1) one-dimensional Fourier
transform, (2) filtering, (3) one-dimensional inverse Fourier transform, and (4) back-
projection.

Now we define a new expression p′θ(r) as

p′θ(r) =

∫ ∞
−∞

Pθ(ω)|ω|ei2πωrdω , (3.11)

which is the inverse Fourier transform of the term Pθ(ω)|ω|, then we have

f(x, y) =

∫ π

0

p′θ(r)dθ . (3.12)

This estimate of the object f(x, y) is simply expressed as the integral of p′θ(r) over dif-
ferent angles θ. p′θ(r) is different from the original projection pθ(r) in the way that the
projection is filtered by |ω| in the Fourier domain, thus p′θ(r) is called a filtered projec-
tion. The integral operation in Eq. 3.12 is known as "back-projection". Therefore the
whole reconstruction algorithm is called "filtered back-projection".

From Eq. 3.11 and 3.12, it can be seen that the FBP reconstruction is performed in four
steps as shown in Fig 3.4. In the first step, the raw projection data pθ(r) are transformed
into Pθ(ω) by one-dimensional Fourier transform. The Pθ(ω) is then filtered in the follow-
ing step, resulting to Pθ(ω)|ω|. Thirdly, the one-dimensional inverse Fourier transform is
applied to produce the filtered projections p′θ(r). Finally the reconstruction image f(x, y)
is achieved after carrying out the back-projection operation.

Until now the FBP reconstruction algorithm for continuously expressed projections has
been discussed. In practice the recorded projections by the camera are always sampled in
discrete form. The discrete expressions for FBP are given below by adding two assump-
tions and an approximations.

For practical purpose, we assume that the projections are band-limited and the sampling
frequency by the camera is high enough for all projections. Namely, we consider that
the energy contained in the Fourier transform components above W is neglected. W is
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3. Computed tomographic reconstruction

the maximum frequency component for the projections. By the sampling theorem the
sampling frequency is 2W and the projections are sampled at intervals of

T =
1

2W
. (3.13)

It is also assumed that the projections are space-limited. Namely, the values of projection
for large |r| are equal to zero. Thus a projection pθ(r) can be expressed as a finite and
discrete version

pθ(mT ), m = −K
2
, · · · , K

2
− 1 (3.14)

for K sampled values (arbitrarily assume K is an even). Now the Fourier transform of a
projection can be approximately written as

Pθ(ω) ≈ Pθ(m
2W

K
) =

1

2W

K/2−1∑
k=−K/2

pθ(
k

2W
)e−i2πmk/K . (3.15)

Now given the samples of the projections, the samples of their Fourier transform can be
obtained by Eq. 3.15. This can be carried out by using one-dimensional DFT. The next
step is to obtain the filtered projection p′θ(r) digitally instead of Eq. 3.11. Since the Fourier
transform Pθ(ω) has been assumed to be bandlimited, (3.11) can be approximated by

p′θ(r) ≈
∫ W

−W
Pθ(ω)|ω|ei2πωrdω

=
2W

K

K/2−1∑
m=−K/2

Pθ(m
2W

K
)|m2W

K
|ei2πm(2W/K)r . (3.16)

Then the sampled filtered projection at r = k/2W (k = −K/2, · · · , K/2 − 1) is given
by

p′θ(
k

2W
) =

2W

K

K/2−1∑
m=−K/2

Pθ(m
2W

K
)|m2W

K
|ei2πmk/K . (3.17)

By the above equation the samples of the filtered projections are given by the one-dimensional
IDFT of the product of Pθ(m(2W/K)) and |m(2W/K)|.

40



3.2. Analytical reconstruction methods

The reconstruction image f(x, y) can then be obtained by the back-projection operation
in (3.12). One may also approximate this operation as a discrete version to the integral,
i.e.,

f(x, y) ≈ π

P

P∑
i=1

p′θi(
k

2W
) , (3.18)

where P is the number of angles at which the projections are sampled. Note that a value
of (x, y) may not perfectly correspond to one of the samples of p′θi(k/2W ). Thus the
discrete back-projection operation requires an approximation by a suitable interpolation
algorithm. Often linear interpolation is adequate.

Therefore, the four steps of FBP reconstruction in Fig. 3.4 have been converted to discrete
versions by using DFT, IDFT, and back-projection in (3.15), (3.17), and (3.18) respec-
tively.

3.2.3. Sampling requirements

The approximation in (3.18) assumes that the projections in other angles apart from θi
(i = 1, · · · , P ) are zero. Thus the accuracy highly depends on the number of sampled
projections P . If P is too small, serious streak-line artifacts appear in the reconstruction.
The FBP reconstruction method has certain limit on the number of sampled projections.
In the following the sampling requirements for FBP is discussed.

Suppose the reconstruction image is included in a unit square area and uniformly sampled
into N pixels in horizontal and vertical directions. The spatial sampling interval is written
as Tx = 1/N . Considering the imaging geometry using parallel beam, the projections
are equiangularily obtained in P angles, each of which is sampled into K pixels by the
detector. The sampling interval of the detector for each projection is written as Tp =√

2/K considering that the projections should cover the whole area of reconstruction
image. The angular interval is denoted by δ = π/P . The Nyquist-Shannon theory has
some requirements on the sampling rates of reconstruction image, projections, and angles,
namely, the relationships between N , K, and P .

According to the Nyquist-Shannon theorem the maximum frequency of the reconstruction
image is W = 1/(2Tp). As shown in Fig. 3.5 the interval in radial direction in frequency
domain is ωp = 2W/K and the maximum interval from A to B in angular direction can be
apparently written as ωδ = W · δ. As the points become sparser when it goes farther away
from the center in the radial direction according to the Fourier-slice theorem, it is required
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Fig. 3.5. Sampling in Fourier domain

that the resolution in the radial direction is approximately equal to the worst resolution in
the angular direction, namely ωp ≈ ωδ. Thus we have

P ≈ π

2
K or P >

π

2
K . (3.19)

Therefore, in FBP reconstruction the number of projections should approximately satisfy
Eq. 3.19. Otherwise, the reconstruction image will include streakline artifacts. Besides,
in order to keep the resolution existing in the projections, it is necessary to make the
the sampling interval of the reconstruction image and that of the projections roughly the
same, namely Tx ≈ Tp. Thus we have

K ≈
√

2N , (3.20)

which is a common set for the FBP reconstruction.

3.3. Iterative reconstruction methods

The imaging process can be modeled into an equation system in Eq. 2.15. The iterative re-
construction is the inverse problem based on this equation system, which is to reconstruct
the object from the measurements. A large number of iterative reconstruction methods
can be found in the literature. They are distinguished from each other by the models,
iterative strategies, prior information, or solvers applied. Regarding the time when these
methods were presented, the iterative reconstruction experiences two important ages.
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3.3. Iterative reconstruction methods

The early iterative methods were presented for general projections, such as algebraic
reconstruction technique (ART) [32], simultaneous algebraic reconstruction technique
(SART) [74], simultaneous iterative reconstruction technique (SIRT) [75, 76], maximum
likelihood (ML) reconstruction [77, 78], expectation-maximization (EM) reconstruction
[79], and ordered subset (OS) reconstruction [80, 81]. Nevertheless, these early iterative
reconstruction methods were not widely used in practical applications due to the expen-
sive computation problem. They can only be used for the cases where relatively small
amounts of projection data are produced per scan and low-resolution object is recon-
structed in the CT system. The common point of these methods is that no regularization
was included yet.

In recent years, a large number of studies have been done to improve the quality of recon-
struction from limited projection data due to the high demand for the low dose radiation
of X-ray and the geometrically fixed configuration of the CT system. The iterative recon-
struction methods are suitable for this task as it is easier to cooperate additional condi-
tions. These additional conditions are required since the under-determined/ill-posed sys-
tem may have multiple solutions in the high-dimensional space or no solutions at all due
to conflicts in the measured data. Regularization is a method introducing additional in-
formation in order to solve the ill-posed problems. It helps to construct a unique solution
to the iterative reconstruction subject to such additional conditions. The reconstruction
methods with the regularization are theoretically supported by the compressive sampling
theory.

In the following the iterative reconstruction methods which are with and without regular-
ization will be discussed separately.

3.3.1. IR methods without regularization

The iterative algorithms without regularization can be categorized according to their cri-
teria and the ways for updating current images using measured data. Two criteria are
generally used: least square and maximum likelihood criterion.

The least square criterion is to minimize the L2-norm function of the data error Ax− p,
which is written as

min ‖Ax− p‖22 , (3.21)

It is a typical linear problem. The x is often solved by using numerical updating method
which is called algebraic method.

The maximum likelihood estimation [82, 78] is to maximize the likelihood function
which is defined as the possibility of the observations p given the distribution of object
x:

L(x) = P (p|x) . (3.22)
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Fig. 3.6. Three major steps of iterative algorithms without regularization: forward pro-
jection, comparing, and error correction in the white blocks.

It can estimate the unknown x given the measured data in the Gaussian or Poisson en-
vironments. The ML reconstruction is usually performed by the use of the expectation
maximization (EM) algorithm [79], each iteration of which includes two steps: the ex-
pectation step (E-step) and maximization step (M-step).

The algebraic reconstruction technique (ART) and expectation maximization (EM) algo-
rithm are the early algorithms widely used due to their simplicity. Later some improve
algorithms were designed based on the ART and EM. We call them here the ART-like
and EM-like algorithms. In practical implementation, they are proved to have similar up-
dating steps. It can be concluded that these iterative reconstruction algorithms consist of
three major steps: forward projection, comparing, and error correction, as demonstrated
by the three white blocks in Fig. 3.6. Before starting the iteration, an initial guess of x0

is made. In the first step, the forward projection is applied to produce artificial projection
data pc based on the starting point. In the following step, the artificial projection data are
compared with the real measured data pm to create an error term pm−pc. The error term
is then used to correct the estimated object. These three steps are repeated until the stop
condition is fulfilled to output the reconstructed image.
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3.3. Iterative reconstruction methods

ART

The simplest form of the iterative reconstruction is algebraic reconstruction technique
(ART) [32]. It was firstly proposed by Gordon etc. [32] and Hounsfield [31] simultane-
ously by applying the simple procedure proposed by Kaczmarz [83, 84].

The ART algorithm updates the object vector x using the following error correction:

x(k+1) = x(k) + AT
j

pj −Ajx
(k)

‖Aj‖22
, (3.23)

where Aj is the combination of all elements aij in the jth row of A with i = 1, 2, · · · , N ,
recalling the expression in Sec. 2.5; ‖Aj‖22 = AjA

T
j =

∑N
i=1 a

2
ij .

Note that for one operation of Eq. 3.23 only one measured value of projection pj is used
for updating the estimated object. A complete correction for all measured projections
requires M operations of (3.23) constituting one iteration of the whole reconstruction
procedure. Thus the ART algorithm is sequential in nature, implementing a correction in
such a way that it corrects the error computed from one ray-based equation, then proceeds
to another. However, it is likely to exhibit noise in the reconstruction, since data inconsis-
tencies exist in the equation system. The solution is always corrected by a single equation
finally, likely leading to a noticeable streak in the particular angle corresponding to that
equation. This situation can be alleviated, to some extent, by introducing a relaxation
parameter [78] λ(k) in (3.23), but obtaining lower convergence property. The updating
process with the relaxation parameter λ(k) for ART becomes:

x(k+1) = x(k) + λ(k)AT
j

pj −Ajx
(k)

‖Aj‖22
, (3.24)

SIRT

Another algorithm which achieves a smoothed reconstruction image, is called the simul-
taneous iterative reconstruction technique (SIRT) [75, 76]. It improves the ART algo-
rithm by changing the sequential implementation. SIRT applies the same error correction
as ART in Eq. 3.23, but keeps the index k invariant in one iteration, so that a series of
x(k+1)(j) with respect to the measured projection pj (j = 1, 2, · · · ,M ) are updated from
the same x(k). At the end of the iteration the new estimated image is calculated by the
average of all these updates, which can be written as

x(k+1) =
M∑
j=1

x(k+1)(j) . (3.25)
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This constitutes one iteration of the SIRT algorithm. In the second iteration it goes back to
the first equation of the equation system and repeats this process. The average operation
in SIRT sets the new estimated image in a proper position which has the same distance to
all equations, thus able to result in a smoothed reconstruction, which reduces the noises
exhibited in the ART reconstruction.

SART

The algorithm, simultaneous algebraic reconstruction technique (SART), seems to com-
bine the properties of ART and SIRT. It was firstly proposed in [74]. SART updates the
object vector by using a variant error correction

x
(k+1)
i = x

(k)
i +

∑M
j=1

[
aij

pj−Ajx
(k)∑N

i=1 aij

]
∑M

j=1 aij
. (3.26)

Note that the SART updates the image cells by simultaneously applying complete mea-
sured projections pj . The total error term is obtained by the weighted average of all error
terms with respect to the index j. This average correction to each image cell is calcu-
lated and added to generate the updated image. The SART algorithm, on the one hand,
maintains the rapid convergence property of ART and offers a smoothed reconstruction
as produced by SIRT on the other hand. Employing a relaxation factor can help to further
reduce the amplitude of noises.

EM

Apart from the ART-like algorithms, the statistical reconstruction methods were also
drawing lots of attention. The expectation maximization (EM) algorithm was firstly pre-
sented in a generic form in [79], and has been later used in various tomographic appli-
cations [85, 86, 87, 88, 89]. The EM method estimates the original object by computing
the maximum likelihood (ML) from the measured data, which is to find the estimated
coefficients making the measurements the most probable. It is able to incorporate the sta-
tistical properties of the photons in acquisition to the reconstruction process, thus offering
reduced noise in the restored object compared to the nonstatistical methods.

OS

The idea of ordered subsets (OS) was proposed to achieve a rapid reconstruction proce-
dure [80, 81]. In OS-based methods, the measured projections are divided into numerous
groups called subsets. The error correction is performed according to each subset instead
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of the complete projections. By this idea, the convergence speed is improved with respect
to the number of subsets.

3.3.2. IR methods with regularization

The prior information in the object can be used to correct the uncertainties in the recon-
struction of some practical tomographic data, such as the few-view or limited-angle data.
The prior information is often integrated to a regularization in the iterative reconstruction
process. The iterative methods with regularization is currently a hot topic in the CT recon-
struction [90, 91, 20], aiming to reduce the X-ray radiation dose or adapt the experimental
setup.

The commonly used prior information include positivity constraint on the reconstructed
attenuation coefficients, piece-wise consistence in spatial domain, and sparse representa-
tion in a transformed domain. For example, the author in [20] used the positivity con-
straint in the iterative process to guarantee the positive property of the attenuation index
to estimate. It mapped all negative values to zero after each step of data correction. It
also assumed the piece-wise consistence in the spatial domain by minimizing the total
variation of the reconstruction image. [92] is an example of applying the sparseness in
the wavelet domain of the reconstruction image to gain further improvement in the image
quality.

The regularization based on these prior information directs the iteration towards a solution
which better fits the measured data and the properties indicated by the prior information.
This also leads to a faster convergence. Consequently, the regularization algorithms are
able to reduce the noise and artifacts in the reconstruction while preserving the main
features and spatial resolution.

The iterative reconstruction method with regularization can be generically written as the
following optimization problem:

min
x
{‖Ax− p‖22 + λR(x)} . (3.27)

The first term ‖Ax − p‖22 is again the least square criterion as in (3.21). Here we call
it the data fidelity term which makes the reconstructed image x consistent with the mea-
sured data; R(x) denotes the regularization term to incorporate the prior information; the
parameter λ controls the trade-off between these two terms. Note that ‖b‖2 ≡ (

∑
i b

2
i )

1/2.
The regularized iterative reconstruction method yields an optimal solution to the equation
system Ax = p in the sense of both the data fidelity term and the regularization term
being relatively small simultaneously. Namely, the solution achieves a good trade-off
between data consistence/fidelity and the assumption contained in the regularization.
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In the literature one may also find a constrained problem, written as

min
x
R(x), subject to Ax = p , (3.28)

for the prior information-based reconstruction [20]. It aims to minimize the regularization
term while enforcing the solution to be consistent with the measurements p. However,
this problem may have no solution at all considering the errors in experimental data. In
this case a tolerance is required to obtain an approximate solution such that

min
x
R(x), subject to ‖Ax− p‖22 6 ε , (3.29)

where ε is the tolerance of small value. Nevertheless, the constrained problem in (3.29)
is more commonly reformulated to a variant form in (3.27) by introducing a Lagrangian
multiplier literally [44].

The regularization R(x) could be L1-norm that R(x) = ‖Φx‖1, or the square of L2-norm
that R(x) = ‖Φx‖22. There the choices for Φ can be an identity matrix, a matrix ap-
proximating specific operator, or a domain transformation such as the discrete gradient
transform used in total variation (TV) and the wavelet transform, in various applications.
The L1-norm and L2-norm are defined as ‖b‖p ≡ (

∑
i |bi|p)1/p with p =1 and 2 respec-

tively. The underlying philosophy in the L1- and L2-norm regularization is that the image
x has a sparse representation in the transformed domain denoted by Φ. If Φ is equal to
an identity, it means that the image x itself is sparse in spatial domain. However, this is
uncommon for an image since the gray values of its majority pixels are normally much
larger than zero. Note that the Tikhonov regularization [117] has the form of L2-norm. It
is only ever defined in terms of linear matrix operation and the corresponding minimiza-
tion program has explicit solution. Thus application of the Tikhonov regularization may
avoid of iterations. However, the L2-norm has smooth nature. Namely, penalty to large
coefficients will lead to a larger reduction of the objective function compared to penalty
to small coefficients. In contrary, the L1-norm is less sensitive to sharp edges which nor-
mally represent important features in images. Thus the L1-norm based regularization is
generally used to induce a more sparse and unique solution to (3.27) while preserving the
main features in the reconstructed image.

Another main problem of all regularization algorithms is the selection of the trade-off
parameter λ and its influence on both the convergence and quality of the reconstructed
image. A small λ keeps a good data fidelity, but leads to lots of noises and artifacts in the
reconstructed image. In contrast, a large value of λ strengthens the regularization term to
reduce the noises and artifacts, but a too strong regularization will remove the edges and
some obvious features, resulting in an unrealistic reconstruction image.

The iterative reconstruction with regularization is to solve the optimization problem in
Eq. 3.27, which is not exclusive for the reconstruction of X-ray computed tomography. In
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many other signal or image processing applications, such as signal denoising [93], image
restoration [94], reconstruction of ultrasound computed tomography (USCT) [95], and so
on, the problems are often mathematically modeled into ill-posed equation systems which
are solved by regularization method in order to integrate additional information. Due to
the common usage of the mathematical model in the literature, various solvers proposed
for the generic problem in (3.27) can be employed to achieve the reconstruction result.

Note that the tomographic problem arising in real-world tomography applications is not
only in large scale but also involves dense matrix data which require large memory. This
often precludes the use of second-order methods with quadratic convergence and moti-
vates the study of simpler gradient-based algorithms for solving (3.27). Among the first-
order based algorithms the dominant computational effort is a relatively cheap matrix-
vector multiplication related to A and AT other than expensive computation involved in
high-order derivative calculation.

Here it is necessary to do a brief study on the algorithms applicable in solving the prob-
lem (3.27). These algorithms can be separated into two groups. The first one includes
certain classical optimization methods, such as steepest/gradient descent method, New-
ton’s method, and conjugate gradient method. Apart from these algorithms, scientists
have made more attempts in searching a robust and faster method to solve the optimiza-
tion problem in (3.27). The advanced recent attempts include the iterative shrinkage-
thresholding algorithm and its variants, variable splitting, and alternating minimization
based algorithms. They comprise the second group of algorithms.

Classical optimization algorithms

A simple method to solve the optimization problem is the gradient descent method[20]
which finds the minimum of the objective function by taking the descend directions pro-
portional to the negative gradient of the objective function at the current point. Let f(x)
denote the objective function in (3.27). Thus the update of estimate in each iteration k is
performed as

x(k+1) = x(k) − α(k)∇f(x(k)) , (3.30)

where α(k) denotes the step size in kth iteration determined by a line search method such
as the back-tracking method [96]. The gradient descend is a first-order optimization algo-
rithm only demanding the gradient information for updating descend directions. Higher
order algorithms, such as Newton’s method [97] and its variants, converges much faster
towards to the local minimum than gradient descend. However, they might not be appli-
cable since the higher order information such as Hessian matrix does not exist or involves
expensive calculation.

Another option of the solver in solving (3.27) is the nonlinear conjugate gradient ap-
proach [98, 96]. This method is different from the gradient descend method in the way
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that in each iteration (except the first iteration) it follows a conjugate direction which in-
corporates the direction in the former iteration and the descend gradient at current point.
The conjugate direction d(k) (for k ≥ 1) is written as

d(k) = −∇f(x(k)) + βd(k−1) (3.31)

It still demands no more than the first order information. The first iteration is performed
using the gradient descend algorithm, such as

d(0) = −∇f(x(0)) . (3.32)

Then we update the estimate along the conjugate direction d(k) in the way that

x(k+1) = x(k) + α(k)d(k) . (3.33)

The nonlinear conjugate gradient algorithm works well if the objective function is approx-
imately quadratic near the minimum. Otherwise, the algorithm becomes slower. The con-
jugate gradient method can follow the narrow valleys where the gradient descend method
is not able to converge fast due to the criss-cross pattern it follows.

Advanced algorithms

Iterative shrinkage-thresholding (IST) algorithms [99, 100] are another popular class of
methods for solving the linear inverse problems. They can be viewed as an extension of
the classical gradient algorithm. In each iteration, they do not intent to search a descend
direction for the whole objective function f(x) in solving the problem (3.27) but apply
the gradient descend method only for the data fidelity term followed by a shrinkage/soft-
threshold step. The iteration of IST algorithm is specifically performed in the way that

x(k+1) = ΓL,λ′{x(k) − 2α(k)AT(Ax(k) − p)} , (3.34)

where 2AT(Ax(k) − p) is exactly the derivative of ‖Ax(k) − p‖22; α(k) is an appropriate
step size and ΓL,λ′ is the shrinkage/soft thresholding operator applied on the coefficients
in the transformed domain L in (3.27) with respect to the threshold parameter λ′. The soft
thresholding operation on a coefficients vector b = {bi}, i = 1, 2, · · · , N is defined as

Γλ′(bi) = sgn(bi) ·max{|bi| − λ′, 0} . (3.35)

The parameter λ′ used as a threshold in L domain is implicitly related to the regular-
ization parameter λ in (3.27). Note that the operator ΓL,λ′ in Eq. 3.34 also involves the
forward and backward transform apart from the shrinkage/soft thresholding operation in
Eq. 3.35.
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IST algorithms are attractive due to the simplicity and adequate for solving large-scale
problems even with dense matrix data. However, the IST algorithms are known to have
such slow convergence rate as gradient descend method, which has been well analyzed
in the literature [99, 101]. Recently accelerated versions for IST algorithms have been
presented, such as TwIST [46], FISTA [26] and NESTA [47], all of them applying the
idea that the next iteration is not only based on the previous one as in Eq. 3.34, but also on
two or more previously computed iterations. The convergence analysis and the difference
between these fast algorithms of IST have been elaborated in [26].

Note that the gradient descend method and nonlinear conjugate gradient method solving
the regularized minimization problem in (3.27) require that the first-order derivative of
the regularization term R(x) must exist. IST algorithms separate the data fidelity term
and regularization term using two steps to update the image respectively, where only the
first-order derivative is involved for data fidelity term. Thus the IST algorithms avoid
applying the derivative of R(x).

3.4. Comparison

Now the reconstruction methods for computed tomography can be concluded by recalling
Fig. 3.1 where they are categorized into different groups based on their properties. From
the introduction of analytical and iterative reconstruction methods given in Sec. 3.2 and
3.3 their distinctions in terms of theoretical and practical implementation process can be
easily understood. In the following we discuss the main advantages and disadvantages of
these algorithms by comparing them in terms of reconstruction quality and computational
requirements. FBP is taken as the representative method for analytical reconstruction.

Reconstruction quality

FBP is an algorithm with the reconstruction image quality highly depending on the num-
ber of measured projections. It implicitly assumes the coefficients in Fourier domain are
zero between any two adjacent angles where projections are taken. The FBP method is
able to produce good quality image for sufficient projection data. The amount of suffi-
cient data was given in Sec. 3.2.3. However, a low number of projections leads to streak
artifacts due to the insufficient data along the radial axis in Fourier domain. Apart from
the number of projections, other factors like the errors in the measured projections and
assumptions made in the processes of back-projection and filtering, also have important
impact on the reconstruction image quality. With the current trend of reducing the pro-
jection data for practical purposes, the FBP reconstruction is no longer considered to be
optimal.
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3. Computed tomographic reconstruction

The IR methods search the optimal solution in a numerical and iterative way. The main
advantage of IR compared to the analytical FBP algorithm is its flexibility in incorporat-
ing more models and prior information. This enables the IR methods to produce higher
quality image in certain cases where the FBP is helpless.

First, iterative reconstruction methods are easier to incorporate different models, repre-
senting physical, natural imaging processes or specific requirements, into the image re-
construction. In the forward imaging process, the X-ray beam is generally modeled as a
straight line traveling through the object to the detector. The model can be adapted for
different cases. For example, for a linear X-ray source the X-rays are modeled as par-
allel beams and for a point X-ray source the X-rays are divergent beams. The X-ray’s
interaction with the image pixels can also be modeled in different ways. IR methods can
easily integrate these models into the reconstruction process without changing other main
components of the algorithm. An accurate model will improve the reconstruction image
quality.

Secondly, the iterative reconstruction methods are able to accommodate the prior infor-
mation for searching the optimal solution in high dimensions. The prior information can
be the statistical properties of noise in the measured data, the relationship of adjacent
pixels in the reconstruction image, the sparseness of both the measured data and the re-
constructed image. IR methods integrate these prior information using regularization.
Due to the intrinsic difference in dealing with data between FBP and iterative reconstruc-
tion methods, reconstruction results from iterative methods may have different appearance
from those using FBP reconstruction. The usage of regularization can greatly improve the
image quality, especially if the projection data are uncompleted. The computed tomogra-
phy with less projections is helpful in optimizing the CT system and accelerating the data
acquisition process.

The introduction of regularization in the iterative reconstruction methods is helpful not
only for reducing streak-line artifacts caused by the limited number of projections, but
also for increasing the reconstruction robustness with respect to data inconsistencies caused
by the following three types of errors [102].

• Error in the projection geometry

• Defect pixels in the measured projections

• Noise in the measured projections

The data inconsistencies of the projections lead to a large value for ‖Ax − p‖22. The
regularization in iterative methods is assistant in controlling the relationship of adjacent
pixels throughout the reconstruction procedure. It maintains the smoothness of the re-
construction image while preserving important details. A denoising approach of post-
reconstruction filtering may also be used to produce smoothed reconstruction image in
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order to reduce the impacts of data inconsistencies, but it can not well preserve impor-
tant details in the image and tends to decrease the image accuracy and spatial resolution.
The reconstruction results in [102] show that the iterative reconstruction method based on
regularization is more robust to the inconsistencies in the projection data compared to the
FBP reconstruction.

Iterative reconstruction methods have recently received much attention in computed to-
mography due to their superiority over the analytical FBP method mentioned above and
motivated by requirements of reconstruction with limited number of projections in various
scientific researches. However, one has to note the fact that the FBP-based reconstruction
algorithms are still overwhelming in most tomographic imaging applications, especially
the CT systems in business and clinical application. The usage of iterative reconstruction
methods has been impeded by two points. One is the lack of computational efficiency.
High computation load has always been a great challenge for iterative reconstruction.
This will be discussed in the section below. The second point that constrains the applica-
tion of iterative reconstruction methods is their relatively weak numerical stability. Due
to the ill-posed property of the reconstruction problem of limited number of projections,
there exists no unique solution. The iterative reconstruction produces a series of succes-
sive approximations with respect to the least square criterion to make the reconstruction
image consistent with the projection data. Meanwhile the regularization leads the approx-
imation approaching to a desirable point determined by the integrated prior information.
The iterative path can be influenced by the initial guess, the stop condition, and the signal
to noise ratio of projections. It probably converges to a local minimum with improper
input parameters. Careful evaluation and parameter optimization are required before one
incorporates the iterative reconstruction into routine CT systems in business and clinical
practice.

Computational requirements

Both the FBP-based reconstruction and the iterative reconstruction are very computation-
ally expensive given that real world data obtained from CT systems are relatively large.
Memory management and arithmetic computation pose challenges in terms of compu-
tation time for real-time data analysis. Relatively speaking, iterative reconstruction is
computationally more expensive compared with the FBP-based reconstruction consider-
ing the intrinsic difference in dealing with the projection data.

The FBP-based algorithms directly calculate the image in a single reconstruction pro-
cess without any iterations. The reconstruction process consists of four successive steps
as shown in Fig. 3.4. Among them the FT and IFT is not always necessary in practice
considering that the filtering operation in Fourier domain is equivalent to convolution of a
filter kernel in spatial domain with projections. Note that the back-projection step requires
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a large amount of interpolation operations due to the coordinate mismatching between im-
age pixels and projection bins in discrete domain. This step consumes the maximum time
(∼ 80%) of the FBP reconstruction [103]. Strategies for coping with this computational
demand have been proposed, like heavily zero-padding the projection data which allows
the selection of nearest point in back-projection [30]. The most effective and commonly
applied method for accelerating the FBP reconstruction is parallel implementation of the
FBP algorithm. It takes into account the computational independence of each projections
in Fourier domain according to the Fourier slice theorem. High performance computing
units, like GPU, can be easily employed for the parallel implementation of the four steps
of FBP [104]. Consequently, the computing time required by FBP reconstruction is dra-
matically reduced. The FBP reconstruction can be optimized to a real-time reconstruction
in many practical applications with assistant of high performance computing infrastruc-
tures.

In contrast, iterative reconstruction sequentially and iteratively constructs a series of ap-
proximations to unknowns x. Each iteration consists of three major steps as shown in
Fig. 3.6: creating artificial projection data by forward projection, computing correction
term by comparing artificial and measured projection data, and updating the object by
back-projecting the correction term. Both the forward and backward projection are com-
putationally demanding operations due to multiplications of large matrices required. The
iterative process is completed when either a fixed number of iterations is reached or the
update of current image approximation is small enough. It normally contains hundreds
of iterations in order to obtain an accurate reconstruction image. This large number of
iterations must be implemented sequentially in terms of algorithm, thus further making
the iterative reconstruction computationally demanding.

Due to the high requirements on the computing power, iterative reconstruction methods
are not widely used at the beginning, when the computer technology was far from satisfy-
ing the requirements. As the development of advanced algorithms and modern computer
technology, the iterative reconstruction on general computer becomes practical. Several
strategies have been proposed to accelerate the iterative reconstruction. One searches
for iterative algorithms with fast convergence to decrease the number of iterations re-
quired. Another strategy uses high performance computing units like GPU exclusively
for specific time consuming operations such as forward and backward projection. For
further improving the reconstruction speed, devices of high computing performance, such
as GPU and CPU cluster [105, 24], are commonly applied for parallel reconstruction in
data level, such as stacking all slice reconstructions to a volumetric image. Software and
hardware methods are being investigated to accelerate iterative reconstruction. However,
one should note that for a reconstruction problem with too large scale, such as a real 3D
image reconstruction, it seems to still be a difficult task even with modern devices of high
computing performance. With further developments in computational technology, itera-
tive reconstruction may be incorporated into more practical CT systems in the future.
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3.5. Summary

In this chapter the reconstruction methods for computed tomography are summarized.
They are generally divided into two groups: analytical reconstruction methods and itera-
tive reconstruction methods. The latter one is further categorized to the methods with and
without regularization depending on whether additional information is integrated or not.
FBP, as the typical analytical method, is able to perform the reconstruction process in real
time, thus used by most of CT systems. However, streak artifacts becomes serious if the
number of projections is not sufficient. Iterative reconstruction methods are much easier
to incorporate forward models, statistical models of noise, and prior information. They
are more robust in the cases of data inconsistency and insufficiency, reducing the noise
and artifacts. As the focus of this thesis is on addressing the CT reconstruction problem
with limited projection data, we mainly resort to the iterative reconstruction methods with
regularization in order to combine the prior information (sparsity) and constrain the streak
artifacts, while these ART-like or EM-like methods without regularization are powerless
in this direction.
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4. CT reconstruction with limited
number of projections

There are several situations in which the CT reconstruction needs to be performed with
limited number of projections. The first situation includes the clinical diagnosis, medi-
cal and biological research where the X-ray radiation dose is an issue of key importance.
Reducing the number of projections can effectively constrain the radiation dose. Sec-
ondly, the in vivo investigation of internal, moving processes benefit from highest volume-
acquisition rates, also resulting in low number of projections, e.g. the heart. Another case
leading to imperfect projection data is the restriction in the scanning configuration where
only the projections in a tilt angle of ±θ (θ < 90°) are available.

In the following of this chapter the compressive sampling (CS) theory and the CT recon-
struction method for limited projection data based on this theory will be discussed. This
chapter aims to solve the optimization problem with TV regularization using the nonlinear
conjugate gradient (CG) method. Consequently, a method named CGTV is simply devel-
oped in this chapter which demands only the first derivative information of the objective
function.

4.1. Compressive sampling in CT

The conventional data processing technique is based on the Nyquist-Shannon theory
which samples a signal at the frequency at least twice the maximum frequency present in
the signal. Recently a new theorem called compressive sampling (CS) [106], also known
as compressive sensing, or sparse sampling, has been studied a lot for data acquisition and
recovery. It claims that much fewer samples than that required by Nyquist-Shannon the-
ory can recover the original signals which are actually sparse. The CS theory highly relies
on an assumption of existence of a sparse representation. This is true for many natural
signals, such as the acoustic waves and images representing the distribution of particular
physical measures. The signal is not necessary to be sparse in the time or spatial domain,
but should have a concise representation in a different transformed domain.
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4.1.1. Sparsity

In computed tomography two or three dimensional images are involved. Let f denote a
function of an image defined in the spatial domain. Using an orthogonal basis denoted by
Φ = [φ1, φ2, . . . , φn], it can be expressed as:

f =
n∑
i=1

aiφi . (4.1)

Consequently, the function f is represented by new coefficients ai (i = 1, 2, · · · , n) in
the new domain Φ. The image function f is defined as S-sparse if its representation ai
has only S coefficients that are obviously larger than zero.

To find a sparse representation in a proper domain is a key problem for the CS-based data
processing. For instance, two image transform methods commonly used in digital image
processing are discrete gradient transform (DGT) and discrete wavelet transform (DWT).
In Fig. 4.1, we show examples of DGT and DWT by using two images (the Shepp-Logan
phantom and Barbara image). The expressions for DGT in Fig. 4.1b will be given in next
section. The wavelet transform used in Fig. 4.1c is a Haar wavelet, where the original
image is filtered by high-pass filter, producing three large images corresponding to the
horizontal, vertical, and diagonal coefficients respectively. The high-pass filtered images
describe the local changes of brightness in the original image. An approximation image,
shown in the upper-left, is obtained by low-pass filtering and downscaling the original
image. The high-pass and low-pass filtering operation can be performed multiple times
to produce the coefficients in different levels. In Fig. 4.1c two-level wavelet transform
result is shown. As we can see, both the DGT and DWT coefficients are sparse. Namely,
a large fraction of these coefficients are equal or close to zero. Only a small fraction of
these coefficients are much larger than zero. They tend to be clustered around edges in the
image and take the main energy of the image at high frequency. For image reconstruction
one can get rid of these small coefficients without too much loss. Sparsity is a fundamental
model allowing efficient image processing, such as image compression, segmentation,
reconstruction, and so on.

4.1.2. Undersampling and sparsity-based reconstruction

Now let x denote the discrete spatial representation of f . It has sparse representation in
domain Φ. The transformation of the image x is denoted by

x′ = Φ(x) . (4.2)
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(a) (b) (c)

Fig. 4.1. Image representations in different domains: (a) the spatial representation of the
Shepp-Logan phantom and the Barbara image and their sparse representations in (b) the
discrete gradient transform (DGT) domain and (c) the discrete wavelet transform (DWT)
domain.
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4. CT reconstruction with limited number of projections

Another basis Ψ is used for sensing/measuring the image x. The measurements are

y = Ψx . (4.3)

Ideally, it is expected to obtain sufficient measurements of x, but one is actually able to
observe a subset of them. Namely, the size of y is smaller than that of x. This under-
sampling of x leads to an ill-posed inverse problem which can not find a unique solution.
However, considering its sparse representation in Φ, one can recover the image x by
minimizing the L1-norm of x′

min ‖x′‖ 1 subject to y = Ψx . (4.4)

That is, among all solutions to y = Ψx, we pick the one whose representation in Φ has
minimal L1-norm. Here the L1-norm minimization is the way used to reconstruct the
sparse solution.

The sparsity-based reconstruction can be simply transformed into the version used for the
algebraic tomographic reconstruction of an object image. There the basis Ψ for measuring
image is replaced by a system matrix A. The measurements are denoted p. That is
Ψ → A, y → p. Thus the tomographic data are reconstructed through the L1-norm
minimization, written as

min
x
‖Φ(x)‖ 1 subject to Ax = p . (4.5)

The regularization is defined as the L1-norm of the sparse representation of x

R(x) = ‖Φ(x)‖1 . (4.6)

The sparse transformation Φ(x) can be the discrete gradient transform (DGT) or the dis-
crete wavelet transform (DWT). Considering that the tomographic projections are often
corrupted by noise during acquisition and transmission, the constraint in (4.5) should not
exactly be an equation system but is changed to the form of inequations like

min
x
‖Φ(x)‖ 1 subject to ‖Ax− p‖22 ≤ ε . (4.7)

ε is a small positive value. The existing of errors in the measured projections is another
reason for the ill-posedness of the inverse problem, which is also expected to be solved
by integrating the L1-norm of a sparse representation of the image. More often, the
reconstruction problem is solved via the following unconstrained minimization

min
x
{‖Φ(x)‖ 1 +

α

2
‖Ax− p‖22} (4.8)
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by applying the multiplier method to (4.5). In this case, α represents the Lagrange multi-
plier associated with the corresponding constraint in (4.5). Note that (4.8) can be equiva-
lently expressed as

min
x
{‖Ax− p‖22 + λ‖Φ(x)‖ 1} , (4.9)

that is the same as (3.27).

An important concept of CS for data recovery for the linear system Ax = p is the so-
called restricted isometry property (RIP) [106]. It requires that all subsets of S columns
in the system matrix A are nearly orthogonal. This condition is not fulfilled in CT con-
sidering that the projections are obtained by the regularly arranged detectors and equian-
gularly distributed measurements. Strictly speaking, CS is not applicable to CT imaging
since the RIP concept is too restrictive. The number of projections required for an accu-
rate CT reconstruction can not be exactly calculated. Despite this fact, the CS theory is
still potentially useful in a practical sense for CT reconstruction by using Eq. 4.6 in the
optimization problem (4.9).

4.2. Total variation-based reconstruction

Pursuing the CS idea of sparsity-base reconstruction, a base change called discrete gradi-
ent transform (DGT) can lead to a sparse expansion of most 2D or 3D images. The totality
of associated expansion coefficients expresses the so-called total variation (TV) of the im-
age. The iterative reconstruction methods with TV regularization have been studied for
limited projection data problems [48, 20, 49].

For later use, it is convenient to represent the object in terms of a 2D matrix X ∈ Rn×n (n
pixels in each of the two dimensions) where each entry is associated with the local value
of the attenuation index. Thus, vector x in (4.9) can be composed out of the elements
Xi,j (i, j = 1, · · · , n) by column Xi,1 being stacked on top of column Xi,2 and so forth.
Here the dimensionality of vector x is given as N = n2 (total pixel number in the to-be-
reconstructed slice).

The system matrix A ∈ RM×N in (4.9) possesses M rows and p ∈ RM×1. For exact
reconstruction one would have to impose M = N but usually one has M < N in the
case of limited projection data such that a regularization for a reasonable solution to the
reconstruction problem in the sense of (4.9) is required. The function to be minimised
in (4.9) consists of two terms: the data fidelity term, F (x) = ‖Ax − p‖22, and the total
variation term (regularization), R(x) = ‖x‖TV. To define it, we consider the L1-norm
or the L2-norm of the gradient field obtained by the so-called discrete gradient transform
(DGT). For a given pixel (i, j) one has

DGTl1,ij(X) ≡ | 4h
i,j X|+ | 4v

i,j X| (4.10)
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or
DGTl2,ij(X) ≡ [(4h

i,jX)2 + (4v
i,jX)2]1/2 , (4.11)

where the difference operations 4h
i,jX (h for horizontal) and 4v

i,jX (v for vertical) on
matrix X are defined as

4h
i,j X ≡ Xi,j −Xi−1,j (4.12)

and
4v
i,j X ≡ Xi,j −Xi,j−1 , (4.13)

respectively. Thus, total variations, defined in terms of the L1-norm or L2-norm of the
gradient domain, see Eqs. (4.10) and (4.11), read

‖x‖l1,TV ≡
∑
i,j

DGTl1,ij(X) (4.14)

or
‖x‖l2,TV ≡

∑
i,j

DGTl2,ij(X) . (4.15)

The usage of TV as a regularization in (4.9) implicitly assumes that the image is piece-
wise smooth. Namely, in the image to reconstruct certain physically adjacent elements
have (approximately) equal values with high probability. It intends to eliminate the arti-
facts and noises in the reconstruction but preserve its main features such as edges. The
drawback of TV-base regularization method is that the assumption of the image being
piece-wise smooth may cause blocky effects with a loss of fine structures in the recon-
struction especially when the trade-off parameter λ in (4.9) is set to be overwhelming.
To overcome this issue, some work on variant TVs, such as nonlocal total variation
(NLTV) [107] and adaptive-weighted total variation (AwTV) [108], can be found in the
literature.

4.3. CGTV solver

For the reconstruction problem in (4.9) the total variation (TV) is selected as the regular-
ization so that R(x) = ‖x‖TV. Consequently, the optimization in (4.9) can be rewritten
as

min
x
‖Ax− p‖22 + λ‖x‖TV . (4.16)

Two forms of TV have been defined in Sec. 4.2, ‖x‖l1,TV and ‖x‖l2,TV, based on the
L1-norm and L2-norm respectively in the gradient field obtained by the discrete gradi-
ent transform (DGT). The objective function to be minimized in (4.16) consists of two
terms: the data fidelity term, F (x) = ‖Ax − p‖22, and the regularization term (TV),
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R(x) = ‖x‖TV. To distinguish different regularization, we let R(x) → T (x) for TV
regularization. Thus the objective function f ≡ F (x) + λT (x).

Now let us turn to technical points in addressing the minimization problem in (4.16). To
do this, the nonlinear conjugate gradient method [98] is employed. There are acceler-
ated minimization schemes such as TwIST [46], UPN [48], FISTA [26] and ADMM [25].
Their common feature is that at least one parameter controlling the trade-off between data
fidelity and regularization is determined empirically. It is true that, compared to these fast
algorithms, the conjugate gradient method possesses higher iteration complexity. How-
ever, as such it exhibits fairly general, stable convergence properties. This is why the
nonlinear conjugate gradient method is simply selected here. The resulting algorithm of
solving 4.16 based on the nonlinear conjugate gradient method is called CGTV solver.

The nonlinear conjugate gradient method minimizing the objective function f(x) requires
the computation of the gradients of F and T in an n2-dimensional vector space. The
gradient of F (x) is simply given as

∇F (x) = ∇(‖Ax− p‖22) = 2AT(Ax− p) . (4.17)

However, the expressions of TV in Eqs. 4.14 and 4.15 are not differentiable if Xi,j =
Xi−1,j and Xi,j = Xi,j−1. This is overcome by introducing a mild modification of the
modulus definition as [109]

|z| ≈ (z2 + ε)1/2 , (4.18)

where ε is a smoothing parameter much smaller than typical values of z. Using this
approximation, the gradient of (4.18) can be written as ∇|z| ≈ z/(z2 + ε)1/2. Therefore,
the partial derivative of Eqs. 4.14 and 4.15 with respect to Xi,j are obtained as follows:

∂‖x‖l1,TV

∂Xi,j

=
Xi,j −Xi−1,j

[(Xi,j −Xi−1,j)2 + ε]1/2
+

Xi,j −Xi,j−1

[(Xi,j −Xi,j−1)2 + ε]1/2

+
Xi,j −Xi+1,j

[(Xi+1,j −Xi,j)2 + ε]1/2
+

Xi,j −Xi,j+1

[(Xi,j+1 −Xi,j)2 + ε]1/2
(4.19)

and

∂‖x‖l2,TV

∂Xi,j

=
2Xi,j −Xi−1,j −Xi,j−1

[(Xi,j −Xi−1,j)2 + (Xi,j −Xi,j−1)2 + ε]1/2

+
Xi,j −Xi+1,j

[(Xi+1,j −Xi,j)2 + (Xi+1,j −Xi+1,j−1)2 + ε]1/2

+
Xi,j −Xi,j+1

[(Xi,j+1 −Xi−1,j+1)2 + (Xi,j+1 −Xi,j)2 + ε]1/2
. (4.20)

The gradient of objective function f(x) is now calculated by∇f(x) = ∇F (x)+λ∇T (x)
using∇F (x) in Eq. (4.17) and∇T (x) in Eq. 4.19 or Eq. 4.20.
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Algorithm 1 below shows how the CGTV solver is implemented [110]. In this algorithm,
the parameter β(k) controls the update of conjugate direction. In the implementation here
the Dai and Yuan formula for β(k) proposed in [111] is applied, showing robust and
fast convergence property which is absent for other formulas such as Hestenes-Stiefel,
Fletcher-Reeves, Polak-Ribière, etc., listed in [98].

Algorithm 1 TV-based conjugate gradient method (CGTV)

Input: set ε to be a positive, small value (typically ε = 10−6); take x0 as the initial guess;
prescribe parameter value for λ; maximum iteration number K.

Output: estimate x
1: k := 0
2: while k ≤ K do
3: calculate gradient direction∇f(x(k)) = ∇F (x(k)) + λ∇T (x(k))

4: set Dai and Yuan formula [111] β(k)
DY = ‖∇f(x(k))‖22/[(d(k−1))T(∇f(x(k)) −

∇f(x(k−1)))] for k ≥ 1, β(0)
DY = 0

5: update the conjugate direction d(k) = −∇f(x(k)) + β
(k)
DYd(k−1)

6: perform back-tracking line search algorithm to find step size α(k)

7: update the object estimate x(k+1) = x(k) + α(k)d(k)

8: if ‖α(k)d(k)‖/‖x(k)‖ < ε then
9: return estimate x(k+1)

10: end if
11: k = k + 1
12: end while
13: return estimate x(K)

In practice, no essential differences arise when applying either of the definitions of total
variation in Eq. (4.14) or Eq. (4.15). However, definition of (4.15) does not depend on the
choice of Cartesian coordinates, and therefore it will be exclusively used throughout the
practical implementation of Algorithm 1. Thus, notationally, we let ‖x‖l2,TV → ‖x‖TV

for all reconstructions in this thesis.

4.4. Reconstruction with the CGTV solver

Due to the fact that the CGTV solver applies the concept of compressive sampling theory,
it is able to reconstruct a high quality image from limited number of projections compared
to the traditional FBP reconstruction. To evaluate the reconstruction quality of the CGTV
solver, two data sets with the reconstruction problem of limited number of projections
are examined here. One represents an insect imaged by propagation-based X-ray com-
puted tomography at ANKA. The imaging is a mixture of phase and absorption intensity
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contrast in order to enhance issues’ border in biological body. This biological data set
will be used to examine the CGTV reconstruction if the number of projections decrease
to a small value. The second data set is acquired from electron tomography imaging of
nanostructured materials for visualizing and analyzing 3D material structures in nanome-
ter resolution. In this data set, not only just a small number of projections are available,
but also an angular wedge is missing in projections. The missing wedge will further
give rise to artifacts in conventional reconstruction. The reconstruction method based on
compressive sampling theory is expected to decrease the artifacts caused by both limited
number of projections and missing wedge.

4.4.1. Reconstruction of X-ray tomography

The X-ray tomography data set acquired at tomography beamline of ANKA is an inten-
sively sampled result (projections) in 1500 angles between 0° and 180°. These projections
are exported as a series of TIF images of size 1024 × 1024. The sinogram of a 2D slice
is 1024 × 1500. In order to apply the regularized iterative reconstruction method to the
limited projection data, only a subset of these 1500 projections is required. Thus the an-
gular resolution of the dataset is reduced by equi-angularly extracting 60 projections from
1500 to compose a new sub-dataset. Consequently, the size of sinogram decreases to
1024× 60, taking only 4% of the original data. In Table 4.1 the major parameters related
to the original data set and sub-dataset are shown. The reconstruction image is set to be
512× 512 here, which is a compromise between the image accuracy and requirements in
computation resources and computing time.

Table 4.1. Major parameters of experimental dataset

radiograph number of
projections

rotation
center

sinogram

original data 1024× 1024 1500 599.3 1024× 1500
sub-dataset 1024× 1024 60 599.3 1024× 60

Figure 4.2 shows the reconstruction results of a slice of the X-ray tomography sub-dataset.
There Fig. 4.2a is a referenced reconstruction image obtained by FBP reconstruction using
the original dataset, where minor artifacts exist since sufficient projections (1500) are
available for a high resolution reconstruction. The other two images in Figs. 4.2b and 4.2c
are reconstructed using the sub-dataset (60 projections) by FBP method and CGTV solver
(regularized iterative method) respectively. The FBP method achieves an image with
serious streakline artifacts, which, however, are greatly reduced in the image obtained
by the regularized iterative reconstruction method. The reconstruction quality is visually
close to the reference image even though the volume of sub-dataset is only 4% of that
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4. CT reconstruction with limited number of projections

(a) (b) (c)

Fig. 4.2. Reconstruction results of a slice of X-ray tomography data: (a) reference image
reconstructed using the FBP method from the original data set (1500 projections); (b)
reconstructed image using the FBP method from the sub-dataset (60 projections); (c)
reconstructed image using the regularized iterative method (CGTV) from the sub-dataset
(60 projections).

of the original dataset. Thus the regularized iterative method (CGTV) is proved to be a
better way in addressing the artifacts error in FBP reconstruction in the case of limited
number of projections in computed tomography.

4.4.2. Reconstruction of electron tomography

The electron tomography data have the same mathematical model for forward imaging
and reconstruction with the X-ray tomography data even though their imaging methods
are based on different physical principles. The electron tomography data are from the
imaging of a sample comprised of two different materials: metal particles and a support
material. For more details about the formulation of the sample and materials see [112].
The data contain 75 projections over a tilt-range of ±74° in an increment of 2°. Projec-
tions are missing in an angular wedge of 32°. The sinogram of a slice is 600 × 75. The
reconstruction image is set to be 600× 600. The aim of this electron tomography data is
to automatically segment the metal particles from the reconstruction. Let us see how the
regularized iterative method behaves in addressing artifacts in the reconstruction caused
by limited number of projections and missing angular wedge.

Reconstruction results of a slice by using FBP and regularized iterative method (CGTV)
are displayed in Fig. 4.3. All reconstructions are normalized to [0,1] in gray scale. The
sample is comprised of metal particles and support material showing different values in
the reconstruction image. The same material should have a homogeneous value. Fig. 4.3a
and 4.3b respectively show the FBP and CGTV reconstruction by using 75 projection
in ±74°. From visual judgment the FBP reconstruction obtain a bad quality image with
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4.4. Reconstruction with the CGTV solver

streakline artifacts and wedge artifacts as well. In contrast, the CGTV reconstruction well
reduces these artifacts in 4.3a and produces roughly homogeneous areas for the two dif-
ferent materials. For further comparison the CGTV reconstruction using 180 projections
in the angular range of ±90° in an increment of 1° is given in Fig. 4.3c, which shows a
reconstruction image close to the image representing the real object. Due to the lack of
projections in an angular wedge, the upper and lower edges of the support material in 4.3b
are not well reconstructed.
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Fig. 4.3. Reconstruction results of a slice of electron tomography data: (a) FBP re-
construction by using 75 projections in ±74°; (b) CGTV reconstruction by using 75
projections in±74°; (c) CGTV reconstruction by using 180 projections in angular range
of ±90°.

To further illustrate the properties of the FBP and CGTV reconstruction in the case of
low number of projections and missing angular wedge, two line cuts through the slice of
metal particles and support material are presented in Fig. 4.4. The positions of the two
lines, ‘line1’ and ‘line2’, are displayed in Fig. 4.3. Gray values along these two lines in
the reconstructions of 4.3a (marked in cyan), 4.3b (marked in green), and 4.3c (marked
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4. CT reconstruction with limited number of projections

in blue) are plotted in Fig. 4.4a and 4.4b respectively. Artifacts generated by FBP recon-
struction result in great errors in the reconstruction image destroying the homogeneity
of material areas. In contrast, the CGTV reconstruction preserves better the edges and
homogeneity of material areas. Uncertainty of the upper and lower edges of support ma-
terial in Fig. 4.3b can be also seen from the line cut in Fig. 4.4b. Small actual distances
between the particles and support in this slice result in undershoots on both sides of the
support in the two line cuts. These undershoots disappear in the FBP reconstruction of
4.3a along ‘line1’ and ‘line2’, and also in the CGTV reconstruction of 4.3b along ‘line2’.
The edges of particles can be easier identified in the CGTV reconstruction than the FBP
reconstruction, which will be helpful in the next step of automatically segmenting the
metal particles more accurately. To sum up, the regularization used in CGTV reconstruc-
tion method successfully reduces the artifacts appearing in FBP reconstruction caused by
low number of projections and missing angular wedge.
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Fig. 4.4. Gray values (normalized to [0,1]) along the two lines through the reconstruc-
tions, (a), (b), and (c) in Fig. 4.3: (a) for ‘line1’ and (b) for ‘line2’. Horizontal axes
represent the distance in pixel.

The same results can be obtained for more real world datasets [113, 114]. Note that the
reconstruction images by CGTV shown in Fig. 4.2c and 4.3b involved a manual determi-
nation process for the trade-off parameter λ by visual judgment. The manually determined
λ is equal to 0.1 for the X-ray tomography data and 1 for the electron tomography data.
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4.5. Summary

Despite the high quality reconstruction by the TV-based regularization method compared
to FBP, it has a drawback that it may cause blocky effect with a loss of fine structures es-
pecially when the trade-off parameter is set to be overwhelming. This can be slightly seen
from the reconstruction results in Fig. 4.2c. The sparsity assumption made behind the reg-
ularization requires the original object being sufficiently sparse, otherwise any elements,
such as fine structures making the object unsparse, could be removed by smoothing. This
contributes to blocky effect in the reconstruction image.

4.5. Summary

The compressive sampling theory implies the possibility of reconstructing a precise image
even from uncompleted tomographic data. The sparsity of the image can be used as prior
information and incorporated into the regularization term in the optimization problem
(4.9). The regularization term iteratively directs the solution to a reasonable one in the
sense of satisfying the requirements of the prior knowledge. The regularization could be
L1-norm, L2-norm, total variation (TV), or other norms based on sparse transformation
such as the wavelet transform.

In this chapter, the total variation is selected as the regularization in order to employ the
sparsity of the image in the gradient transform domain. A CGTV method is developed to
solve the minimization problem for the tomographic reconstruction by using the nonlinear
conjugate gradient method. The usage of TV regularization implicitly assumes the image
is piece-wise smooth, able to eliminate the artifacts and noise in the reconstruction while
preserving the main edges. Reconstruction results show that the TV regularization when
applied to the biological X-ray tomography data and electron tomography data for ma-
terial analysis allows for reliable sparsity-driven CT imaging with significantly reduced
number of projections and even a missing angular wedge. It is able to not only improve
the reconstruction quality but also reduce the data acquisition time compared to the con-
ventional method. However, the regularization term should not be over-weighted to avoid
the loss of fine structures and constrain the appearance of blocky areas. A proper value
determined for the trade-off parameter λ is of great importance for the reconstruction
quality.
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4. CT reconstruction with limited number of projections
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5. Optimized CGTV for automated
reconstruction

The trade-off parameter λ existing in most methods of solving the optimization prob-
lem (4.16) has an important influence on the quality of reconstruction image. In some
methods, such as TVAL3 [49], ASD-POCS [38] and ADDM [25], this parameter is dis-
placed by additional parameters which can equivalently control the balance between data
consistency and reduction of noise and artifacts. Appropriately selected values of this
parameter are of great importance. Since the proper values of these parameters vary for
different datasets, they are often manually determined in practical implementation, which
generally requires expert’s experience in the field of CT reconstruction. The manual pa-
rameter determination is a very cumbersome process and thus restrains the construction
of an automated workflow for the tomographic data processing and analysis.

In this chapter the goal is to keep the single parameter λ in (4.16) and solve the optimiza-
tion problem with TV regularization using the nonlinear conjugate gradient (CG) method.
The parameter λ in the CGTV method is determined with the assistance of the discrete L-
curve method for the purpose of building up an automated workflow for the tomographic
data processing and analysis. The L-curve based CGTV reconstruction will be applied to
two sets of experimental, biological data (imaging data of living weevil and frog embryo)
and display high quality reconstructions with limited projection data.

5.1. Parameter optimization

This thesis focuses on the reconstruction problem of insufficient projection data which is
seriously ill-posed due to the data insufficiency and measurement errors. A regularization
is taken into account to integrate the image property of sparsity for controlling the direc-
tion in which the solution is going. That is, a unique solution out of many possible ones
is constructed subject to the additional conditions specified by the regularization term.
However, the regularization of the inverse problem in (4.16) suffers from a trade-off be-
tween the regularized solution and the consistence with the measured data. This trade-off
is controlled by the determination of a proper value of the regularization parameter λ.
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5. Optimized CGTV for automated reconstruction

The regularization is important in solving the inverse problem because the result sim-
ply from least square criterion is seriously affected by the data errors and data insuffi-
ciency. These errors and the consequent artifacts are reduced by introducing regulariza-
tion. However, if the regularization is weighted too much, the solution is not consistent
with the measured projection data any more as the data fidelity term ‖Ax− p‖22 is is too
large, generally leading to an over-smoothed x. On the other hand, if the regularization is
weighted too small, the data fidelity will be good but data errors and insufficiency will be
more leading to a solution with noise and artifacts. Conceptually, the proper value of the
regularization parameter is decided by the applied prior information, such as the sparsity,
which differs for different datasets and representing domains. The sparser the object is,
the larger the value of λ should be.

Several strategies have been proposed for determining the optimal value of the regular-
ization parameter in the literature such as the discrepancy principle (DP) [60], the gener-
alized cross validation (GCV) [61], the L-curve method [59] and the unbiased predictive
risk estimator (UPRE) [115]. The DP strategy is a posterior method which chooses the
regularization parameter according to the error level. Namely, the error level of the input
measurements must be known. This is not practical in the our experimental tomographic
data. GCV is a technique that estimates a regularization parameter directly without re-
quiring an estimate of the error level. It is based on the concept of prediction errors. The
basic idea is to take kth observation out of all observed data, and then use the remain-
ing observations to predict the kth observation. If the regularization parameter is a good
choice, the kth component of the fitted data should be a good predictor for kth observation
on average. However, due to the non-linearity of the TV formulation, the GCV evaluation
formula can not be derived explicitly. The L-curve method is mainly based on the plot
of the norm of the regularized solution versus the norm of the corresponding data fidelity
residual. The method is used to choose a regularization parameter related to the charac-
teristic L-shaped "corner" of the plot. Recently, Lin and Wohlberg [115] extended the
method of unbiased predictive risk estimator (UPRE) to the TV regularization problem
by considering a quadratic approximation to the TV term. However, they reported the
experimental results only on a small problem.

Among the above-mentioned strategies for determining the regularization parameters, the
L-curve method has drawn the most attention. It is based on the plot of the regularization
term R(xλ) versus the data fidelity term ‖Axλ − p‖22 with respect to the regularization
parameter λ, forming an L-shaped curve called L-curve as shown in Fig. 5.1a. The corner
(vertex point) simply divides the L-curve to two parts: the vertical and horizontal curves.
The vertical curve corresponds to relatively small values of the parameter λ, which leads
to good data fidelity as the term ‖Axλ − p‖22 is very small but artifacts might be serious
in the solution. The horizontal curve is obtained from larger values of the parameter λ
where the regularization becomes overwhelming, may resulting in blocky, over-smoothed
solutions. The optimal value for the regularization parameter is generally considered to
be located at the corner of the whole curve since at that point both the data fidelity and
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Fig. 5.1. L-curve strategy for the selection of regularization parameter. (a) a schematic
diagram for the theoretical L-curve including the vertical and horizontal parts roughly
divided by the corner (red vertex point); (b) the function approximately representing the
curvature of the L-curve in (a).

regularization terms are relatively small simultaneously and it has the maximal curvature
as shown in Fig. 5.1b. The L-curve strategy has been applied to the regularization anal-
ysis by computing the singular value decomposition (SVD) of the system matrix A and
the maximal curvature for finding the corner [59]. However, the intensive computation
required by the singular value decomposition prevents its application to the large prob-
lems such as the tomographic reconstruction. Therefore, a different method is required
for finding the corner of the L-curve.

Despite the limitations of the L-curve strategy [116], this idea can be simply employed to
the inverse reconstruction problem with TV regularization discussed in this chapter. For
a comprehensive analysis of this method in the context of inverse problems see [116].

5.2. Discrete L-curve method to fix TV
regularization

As already mentioned, it is advantageous to fix parameter λ in problem (4.16) with a
reasonable criterion other than the strict imposition of ‖Ax−p‖22 in the sense of an exact
resolution of this constraint by the Lagrangian multiplier method. Rather we would like
to maintain a definite balance between the data fidelity and the regularization term.

Different values of λ change the reconstruction quality. This can be seen from Fig. 5.2
which displays the results for the Shepp-Logan phantom of image size 256× 256 recon-
structed from 60 projections using the CGTV solver for various values of λ. If λ is small
(Fig. 5.2a and 5.2b) then reconstruction retains a good data fidelity but streakline artifacts
do appear in the reconstructed image. For λ approaching the value 2 (Fig. 5.2c) artifacts
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(a) λ = 0.001
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(b) λ = 0.1
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(c) λ = 2
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(d) λ = 16
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(e) λ = 64

Fig. 5.2. Upper row: reconstruction results for Shepp-Logan phantom (256× 256) from
60 projections (403 projections required for a high quality FBP reconstruction) using the
CGTV solver subject to various values of λ. Lower row: Cuts along horizontal through
respective images of upper row (marked by red lines). Corresponding cuts through the
ground truth are blue lines.
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Fig. 5.3. Discrete L-curve for the reconstruction of the Shepp-Logan phantom (256 ×
256) from 60 projections with respect to λ = 0, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 2, 4,
8, 16, 32, and 64 (for information preserving FBP reconstruction 402 projections would
be required). Green arrow indicates the optimal point on the L-curve, corresponding to
λ = 2.

disappear. For larger values of λ (Fig. 5.2d and 5.2e) images becomes oversmoothed, thus
losing details around edges. Therefore, it can be visually concluded that a good choice is
λ = 2. An appropriate choice of λ is significant for obtaining a good quality reconstruc-
tion.

Let us now investigate whether there is a way to automatically optimize λ. An established
method to do this is the use of the L-curve criterion which does not require any prior
information. Extensively used by Tikhonov in truncated singular value decomposition
methods [117], the L-curve strategy is surely applicable to CGTV. This strategy evaluates
the norm of the regularization term versus the data fidelity term in parametric depen-
dence on λ. In our case this corresponds to plotting the parametric curve ‖x‖TV versus
‖Ax−p‖22. If the regularization term is overweighted, the algorithm reconstructs the ob-
ject with a low regularization and a high fidelity term. On the other hand, for small values
of λ the fidelity term is small while the regularization term is large. As a consequence,
parametric fidelity- versus regularization-term dependence is L-shaped, see Fig. 5.3. One
may represent this L-curve on a log-log scale. However, the L-shape persists when rep-
resenting the curve on a linear-linear scale. In our work residuals depend only power-like
on λ, and thus a linear-linear representation of the L-curve is used. It is expected that the
data fidelity term is small indicating good data consistence and meanwhile the regulariza-
tion term has also small value indicating the solution being sparse with minimal artifacts.
The point in the L-curve satisfying this two expectations is the corner.

Now the question is how to search the location of the L-curve corner. Numerically, it
is appropriate to discuss the discrete L-curve method which is based on an interpolation
of discrete points on the curve obtained from a finite set λ-values at a fixed number of
iterations for the conjugate gradient minimization where stagnation starts to set in. The
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5. Optimized CGTV for automated reconstruction

L-curve strategy now states that both the regularization and fidelity terms are comparably
small. Intuitively, it is clear that the corner of the L-curve meets this requirement. But
how can one identify the L-curve corner mathematically speaking? Two criteria can be
considered [59]. First, one may seek the point of shortest distance to the origin. The
definition of distance could vary for different methods and applications. Alternatively,
one may pick the point of maximum curvature. Numerically, a reliable calculation of
curvature requires a higher-order-polynomial interpolation. This option is not pursued
in this thesis and we resort to the first possibility, minimizing the Euclidean distance
(F (x)2 + T (x)2)1/2.

For the L-curve in Fig. 5.3 reconstructions of the Shepp-Logan phantom in Fig. 5.2 were
performed from 60 projections using the CGTV solver subject to 14 values of λ. Breaking
the algorithm off after 200 iterations, F (x) and T (x) were calculated and parametrically
plotted. From top right to down left points marked by red crosses correspond to the
following values of λ: 0, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 2, 4, 8, 16, 32, and 64.
In the sense of minimum distance to the origin the optimal value is λ = 2, highlighted
by the green arrow. The reconstructed image corresponding to λ = 2 is displayed in
Fig. 5.2c. So, indeed, the L-curve criterion generates the same value of λ as identified
above visually, indicating its reliability. For the remainder of this thesis we refer to the
CGTV solver subject to the discrete L-curve method as optimised CGTV [110].

5.3. Strategy for automized reconstruction

Figure 5.4 displays the workflow of the CGTV reconstruction of a volume. To recon-
struct 3D objects from noisy intensity projections, various pre-processing steps need to
be performed which include flat- and dark-field corrections to eliminate modulations e.g.
introduced by beam- and detector-inhomogeneities as well as hot- and dark-pixel filtering.
In the case of phase-contrast imaging phase retrieval is required in addition. Depending
on the SNR, the application of various masks to Fourier-transformed (processed) intensity
data may be required prior to phase retrieval [118].

Strictly speaking, CGTV reconstruction of a volume out of 2D projection data acquired
in a parallel beam would necessitate the separate determination of the optimal value λ∗

for each of the 2D slices comprising the reconstruction volume. Obviously, this task
can be performed in parallel [40] which will be elaborated in the next chapter. Lacking
computing power, it often suffices to determine λ∗ in a typical slice and subsequently use
it for near-to-optimal reconstruction of all other slices. Once the optimal value of the
regularization parameter is obtained based on the L-curve method, it will be used as the
input to the CGTV solver for a reliable reconstruction result.
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Fig. 5.4. Strategy of volume reconstruction using the optimized CGTV in the case of
parallel-beam imaging.

This reconstruction framework is superior in two points. On the one hand, the TV-based
conjugate gradient (CGTV) solver does not introduce additional parameters other than
the regularization parameter λ, retaining the simplicity of the original problem. On the
other hand, the discrete L-curve provides a method for automated parameter determina-
tion, independent of expert’s experience, producing reliable reconstruction results. How-
ever, the parameter determination process is time-consuming. Its incorporation into the
framework contributes to a significant increase in the complexity of the reconstruction
procedure which will take much longer time for the volume reconstruction even though
the parallel reconstruction structure is utilized. This situation is alleviated by the fact that
the optimal λ can be calculated once and used for the reconstruction of all parallelized
cross-sections.

5.4. Application of optimized CGTV
reconstruction

This section will investigate the reconstruction quality of optimized CGTV when applied
to a more realistic phantom (photograph of Barbara) and two sets of X-ray in vivo data,
representing a weevil as well as a stage-17 frog embryo. While reconstructions of the
weevil are obtained from a maximum of 400 intensity images, generated by a mix of
phase and absorption contrast (no phase retrieval); reconstructions of the frog embryo
rely on a maximum of 499 phase maps (projections), retrieved from propagated intensity
images. Practically, no absorptive contamination is present in the frog data. The ratio
between real decrement and imaginary part of the refractive index at an X-ray energy
of ∼ 30 keV is ∼ 103 [119]. Thus, judging from the vantage point of image formation,
reconstructions of the frog embryo use a lower dose than the reconstructions of the weevil
do. The performance of optimized CGTV to that of conventional FBP is also compared.
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5. Optimized CGTV for automated reconstruction

5.4.1. Image quality assessment (IQA)

Subjective evaluation, which draws upon experience, is often used for CT reconstruction
to assess its quality. In general, an analysis of research data should not rely on subjective
evaluation. Reproducible results of low prejudice can only be generated by subjecting data
assessment to sufficiently general scientific principles (a set of error metrics optimized to
given noise types and the effects of missing input information). This is important for
meaningful image analysis subsequent to the reconstruction procedure. For example,
reconstructed CT data acquired in entomology or developmental biology serve as input
to segmentation of tissues and cells, volumetry, cell-mass determination, estimates on the
statistics of model parameters, feature extraction, inference of force exertion, flow-field
analysis, etc., and each of these procedures propagates the reconstruction error.

3D reconstruction of tomographic data acquired in a parallel beam decomposes into 2D
reconstruction of independent slices. Therefore, only a 2D assessment of reconstruction
quality is considered here. The simplest and most widely used quality measure is the
mean square error (MSE), defined as the average of the squared grey-value differences
over all pixels representing reconstructed (X) and reference (Y) slices

MSE(X,Y) =
1

n2

n∑
i,j=1

(Xi,j −Yi,j)
2 . (5.1)

An assumption behind using MSE as an error measure is that image pixels are statistically
independent. Thus MSE exhibits a certain sensitivity to structural changes [120]. A low
value of MSE(X,Y) indicates good similarity between X and Y. However, congruence
between extended regions is detected more poorly.

Therefore, another image quality index called structural similarity (SSIM) is considered
here for complementary understanding of the image [121]. SSIM is based on the fact that
images acquired of real objects are usually structured in a hierarchical way, and corre-
lations between grey values in separated pixels occur. The SSIM index is a product of
three factors based on a luminance measure l(X,Y), a contrast comparison c(X,Y), and
association s(X,Y),

SSIM(X,Y) = l(X,Y)α × c(X,Y)β × s(X,Y)γ , (5.2)

where α, β, and γ are real-positive trade-off parameters which adjust their relative im-
portance. For simplicity, here we set them equal to unity, α = β = γ = 1. The reader
is referred to [121] for explicit representations of l, c, and s. SSIM ranges within [0,
1]. Values close to unity (zero) indicate a great (small) structural similarity between the
reconstructed and the reference image.
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Fig. 5.5. MSE in (a) and SSIM in (b) upon evaluating the CGTV reconstruction of the
Shepp-Logan phantom with fourteen different values of λ. Green arrows indicate the
optimal value λ = 2 as determined from the discrete L-curve in Fig. 5.3.

More image quality assessment measures, that are subjective or objective, with or without
reference, can be found in the literature [122]. They, however, are not used in this thesis.
The two measures MSE and SSIM complementarily work together here to show the image
quality in terms of independent pixels and structrual information respectively.

5.4.2. Reconstruction of simulated data

The discrete L-curve of the Shepp-Logan reconstruction in Sec. 5.2 was represented by
fourteen values of λ. Figure 5.5 now shows the dependence of MSE and SSIM on the
same λ values, demonstrating consistency with the discrete L-curve of Fig. 5.3 in the
sense that the optimal value of λ = 2 is close to the minimum (maximum) of the MSE
(SSIM) curve. Note that compared to the L-curve criterion the minimum (maximum) of
the MSE (SSIM) curve yields a slight underestimation (overestimation) of this parameter
value. This demonstrates consistency of the L-curve method in the sense of a compromise
between MSE and SSIM based optimization.

Let us now apply this analysis to a more realistic phantom – the Barbara image (256×256)
shown in Fig. 5.6a. In many X-ray CT applications the gradient image is sparse only in an
approximate sense. Namely, it is not guaranteed that the object, like the one in Fig. 5.6a,
enjoys the property of piece-wise constancy across its entire support as was the case for
the Shepp-Logan phantom. Using the same forward model, see Sec. 2.5, 120 projections
are sampled which are subsequently taken as input for the CGTV solver subject to the
discrete L-curve criterion to optimally reconstruct the image.

The first step is to determine the optimal value of λ. Again, the same fourteen values of
λ as used in case of the Shepp-Logan phantom are employed. Figures 5.6b–5.6d display
reconstruction results for three different values of λ. Small values of λ, say λ = 0.001,
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(a) Barbara (b) λ = 0.001 (c) λ = 4 (d) λ = 64

Fig. 5.6. (a) original Barbara (256×256) and reconstruction results from 120 projections
using the CGTV solver with (b) λ = 0.001, (c) λ = 4, and (d) λ = 64.
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Fig. 5.7. Discrete L-curve for the reconstruction of the image Fig. 5.6a (256×256) from
120 projections (for information preserving FBP reconstruction 402 projections would
be required). Values of λ, which are employed, read λ =0, 0.001, 0.005, 0.01, 0.05, 0.1,
0.5, 1, 2, 4, 8, 16, 32, 64. According to the criterion of shortest distance to the origin,
the optimal value is λ = 4, indicated by the green arrow.

generate noticeable streakline artifacts. In contrast, when λ goes large, details at edges are
oversmoothed. The corresponding L-curve is shown in Fig. 5.7. The smallest distance to
the origin occurs at λ = 4, corresponding to the reconstruction in Fig. 5.6c. Theoretically,
regions represented by high frequencies (texture) can only be smoothly interpolated from
a few projections when using TV regularization due to lack of sparsity in the gradient-
space representation. As shown in Fig. 5.6a, areas marked by red ellipses lose texture
information in the reconstruction of Fig. 5.6c, but sparse areas, marked by green rectan-
gles, preserve their edges well.

Figure 5.8 depicts reconstructions of the Shepp-Logan phantom and Barbara with a much
small number of projections (60 as opposed to 402 in former, 120 as opposed to 402
in latter case) than required for FBP reconstruction without loss of resolution relative to
that imposed by pixel size. Note the streaklines in FPB reconstructions subject to these
lower number of projections while optimized CGTV is void of such artifacts. Table 5.1,
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(a) True image (b) FBP (c) CGTV

Fig. 5.8. True image and image reconstructions using FBP and CGTV for the Shepp-
Logan phantom (first row, 60 projections) and Barbara (second row, 120 projections).

in terms of IQA indexes, shows that optimized CGTV performs much better than FBP
for a limited number of projections. Note that due to its piece-wise constancy optimized
CGTV reconstruction of the Shepp-Logan phantom is essentially perfect. This is less so
for the optimized CGTV reconstruction of Barbara which, however, still performs much
better than FBP.

The robustness of the reconstruction results based on the optimized CGTV is further
demonstrated in Fig. 5.9 by comparing them to the reconstructions of TVAL3 and TwIST
solver [49, 46]. They are implementations of the few-view CT reconstruction problem
by using also the total variation based regularization for artifacts reduction. But the pa-
rameters in these solvers are determined by the researcher’s experience. Many attempts
for the parameters are previously performed in order to select the ‘best’ reconstruction
result visually judged by the researcher. The manually determined reconstruction results
of TVAL3 and TwIST for the Shepp-Logan phantom and the Barbara image are shown in
Fig. 5.9. The CGTV solver with the automated parameter determination process simply
provides not worse and even better reconstruction image than TVAL3 and TwIST. This
can also be seen from the IQA measures of MSE and SSIM in Table 5.1. Thus the op-
timized CGTV solver with the assistance of the discrete L-curve method achieves good
reconstruction comparable to the subjectively evaluated result in an automated way.
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(a) TVAL3 (b) TwIST (c) TVAL3 (d) TwIST

Fig. 5.9. Reconstructions using TVAL3 and TwIST for the Shepp-Logan phantom (60
projections) and the Barbara image (120 projections).

Table 5.1. IQA measures for reconstruction using FBP, TVAL3, TwIST, and optimised
CGTV subject to a low number of projections through the Shepp-Logan phantom and
the Barbara image.

IQA Shepp-Logan Barbara

Measures FBP TVAL3 TwIST CGTV FBP TVAL3 TwIST CGTV

MSE 843.35 0.71 5.79 4.54 867.11 308.37 351.37 299.05
SSIM 0.21 0.99 0.94 0.99 0.40 0.74 0.70 0.75

5.4.3. Reconstruction of experimental data

In this section, two different in vivo data sets are examined using FBP and optimized
CGTV reconstruction, one representing a weevil imaged by a mixture of phase and ab-
sorption propagation-based X-ray intensity contrast subject to direct reconstruction (with-
out phase retrieval), the other one embodying a stage-17 frog embryo during neurulation
with a stack of exit-phase maps (projection of real decrement of refractive index) serving
as input to the reconstruction. Phase retrieval is performed by a variant of the quasiparticle
algorithm proposed in [16] and [17] with the high-frequency part of the intensity contrast
being cut off at a radial point where noise starts to exceed the signal. Both data sets are
subject to statistical noise, in the former case directly present in the intensity data while
the stack of phase maps carries the noise contamination in an implicit way. Projections are
constrained to the angular range [0°, 180°]. An acquisition of 400 intensity projections
was performed per tomogram for the imaging of a weevil. For the frog embryo data, the
number of projections was 499. For more detailed information of the imaging of these
two datasets, see Appendix A.

In order to perform few-view reconstructions in case of weevil imaging, one fifth of an-
gular, equidistantly-spaced projections (80) are extracted out of 400 projections, while in
the frog case a third (167) equidistant projections are taken as input for the reconstruc-
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(a) reference, 0.5 % noise

streakline
HHj

(b) λ = 0.001, 0.5 % noise

streakline
HHj

(c) λ = 0.001, 3 % noise

(d) λ = 0.5, 0.5 % noise (e) λ = 0.5, 3 % noise (f) λ = 4, 0.5 % noise

Fig. 5.10. Reference image and λ dependent reconstruction results from intensity data
of weevil subject to different levels of Poisson noise and 80 projections: (a) FBP re-
construction using full set of low-noise projections; (b) and (c) CGTV reconstructions
for a small value of λ = 0.001 for 0.5 % and 3 % noise data, respectively; (d) and (e)
respective CGTV reconstructions for λ = 0.5 which is optimal for both, 0.5 % and 3 %
noise data; (f) CGTV reconstruction using λ = 4 for 0.5 % noise data.

tion. This choice of data thinning is motivated by Figs. 5.16 and 5.17 to be discussed
below. Sparsity holds fairly well for the weevil data (chitin skeleton, large cavities rep-
resent piece-wise constant regions), thus few-view reconstruction should lead to good
results. In contrast, the frog embryo exhibits, at a comparable imaging resolution, finer
structures (cells of variable size, cell nuclei, yolk platelets, boundaries between densely
and loosely packed cells) leading to appreciable variations within regions. In principle,
more projections thus are necessary for faithful reconstruction.

Thanks to parallel-beam illumination, we focus on the reconstruction of one 2D slice only.
Recall that the reconstruction of the 3D volume is accomplished by simple vertical stack-
ing of such 2D slices, allowing parallel computing for fast reconstruction even though this
produces an asymmetric treatment of sparsity in x, y versus z gradients. Reference slices
are FBP-reconstructed using the full number of projections.
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Fig. 5.11. Discrete L-curves for CGTV reconstruction from 80 projections of the weevil
data with 0.5 % (blue curve) and 3 % (lime green curve) Poisson noise using λ = 0,
0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 2, 4, 8, 16, 32, 64. Both curves exhibit minimum
distance to the origin at the same value λ = 0.5.

Figures. 5.10a, 5.10b, 5.10d, 5.10f display weevil-reconstruction results in one and the
same slice using CGTV subject to various values of λ. The level of Poisson noise in
the intensity projections here is about 0.5 % [12]. Such a low noise-level is expected to
propagate to the reconstructed object, maintaining the same order of magnitude. Sta-
tistical noise thus is negligible for weevil reconstruction based on the original data. To
check exemplarily how a substantial increase of Poisson noise affects the CGTV recon-
struction a 3 % noise level (6 times as the original) is artificially imposed on the average
intensity of weevil data. The corresponding discrete L-curves are shown in Fig. 5.11 for
both cases of 0.5 % and 3 % Poisson noise. Minimum distance to the origin occurs for
both at the same value λ = 0.5 (green arrows in Fig. 5.11). Notice that for λ = 0.5 the
values of ‖x‖TV are comparable while ‖Ax − p‖22 is considerably larger for the case of
3 % Poisson noise. This indicates that optimal CGTV reconstruction universally annihi-
lates small-scale fluctuations albeit subject to a mild alteration of the large-scale structure,
comparing Fig. 5.10d with Fig. 5.10e. However, a shift of the optimal value of λ in the
right direction is expected if further higher level of Poisson noise is added. Obviously, if
λ is small there are streakline artifacts (Fig. 5.10b) and pronounced decrease in quality for
the high noise data (Fig. 5.10c). Streakline artifacts are absent in Figs. 5.10d and 5.10e
(optimal reconstruction) and 5.10f, the latter, however, exhibiting poor resolution because
of higher Poisson noise.

Figures 5.12b–5.12d display according CGTV reconstructions of the stage-17 frog em-
bryo. The level of Poisson noise in intensity projections is comparable to the original
weevil data, roughly of the order of 0.3 %, which is low. Note, however, that towards the
bottom part of the slice there is motion induced blur (systematic error) due to an onset of
developmental dynamics during the tomographic scan. The L-curve is shown in Fig. 5.13
with the minimum distance to the origin occurring for λ = 0.1 (green arrow in Fig. 5.13).
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(a) reference

streakline�
�*

(b) λ = 0.001 (c) λ = 0.1 (d) λ = 4

Fig. 5.12. Reference image and λ dependent reconstruction results from phase maps
retrieved from intensity projections of stage-17 frog embryo: (a) FBP reconstruction
using full set of projections; (b)–(d) CGTV reconstructions using 167 projections for
different values of λ.

500 600 700 800 900 1000 1100
0

500

1000

1500

2000

∥Ax − p∥22

∥x
∥ T

V

λ = 0

λ = 64
λ = 0.1

Fig. 5.13. Discrete L-curve for CGTV reconstruction from 167 phase maps of stage-17
frog embryo using λ = 0, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 2, 4, 8, 16, 32, 64.

The associated reconstruction is depicted in Fig. 5.12c. Again, streakline artifacts occur
in Fig. 5.12b, which are absent in Figs. 5.12c (optimal reconstruction) and 5.12d.

Interestingly, by visual observation the presence of a lightly weighted TV minimization
constraint for few-view CGTV reconstruction appears to mimick FBP reconstruction as
far as the occurrence of streakline artifacts is concerned. This is shown in Fig. 5.14.
Thus, by a small value of λ the degeneracy in finding the (global) minimum of ‖Ax −
p‖22 (underdetermined linear system of equations) is lifted in the sense of unique FBP
reconstruction.

To point out the loss of resolution even for optimized CGTV Fig. 5.15b presents a line
cut through the frog-embryo slice shown in Fig. 5.15a with reconstructions performed
by FBP subject to the full number of projections (P = 499, reference, red curve) and
optimized CGTV using only P = 167 (blue curve). Clearly, the blue line misses high-
frequency components (noisy structure in flat regions) which are present in the red line.
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(a) FBP (b) CGTV (λ = 0.001) (c) FBP (d) CGTV (λ = 0.001)

Fig. 5.14. Comparison of FBP and small-λ CGTV reconstruction of weevil and frog-
embryo slices (λ = 0.001 in both cases) using a small number of projections, P = 80
and P = 167 (as opposed to maximum numbers P = 400 and P = 499), respectively.
Note that streakline artifacts appear for both FBP and small-λ CGTV reconstruction.

There is high-frequency information in the optimized CGTV reconstruction with P = 499
(green curve), occasionally albeit not always representing that of the red line. It can be
summarized that the low-dose (few-view) reconstruction using optimized CGTV is free
of streakline artifacts which necessarily are introduced by FBP. Optimized CGTV thus
operates cleanly with an acceptable loss of resolution towards long in vivo time-lapse
series in the following sense: it depicts, say, cellular shapes by precise reconstruction of
cell boundaries, it excludes the appearance of FBP few-view reconstruction artifacts, but
it does not resolve small intracellular details like yolk platelets and nuclei. Due to lack of
information low dose (few view) reconstruction theoretically has difficulties in recovering
high frequency components which destroy the sparsity of the reconstruction image. The
sparsity assumption behind CGTV tends to not only remove the streakline artifacts but
also cancel details in the reconstruction, however, with preserving important edges. The
sparsity of the reconstruction is helpful in the segmentation of structures in different scale.
For this purpose the value of λ can be manually adjusted. For dose-intense (many-view)
reconstruction of sub-cellular resolution FBP is still preferred due to its computational
efficiency, however.

Finally by using the two image quality assessment (IQA) metrics MSE and SSIM as
defined in Sec. 5.4.1, a question can be asked that how the reconstruction quality depends
on the number of projections P . We take the full-projection FBP reconstruction as a
reference. As Fig. 5.16 (weevil) and Fig. 5.17 (stage-17 frog embryo) indicate both IQA
measures saliently saturate at P ∼ 80 and P ∼ 167 (green arrows), respectively. This
justifies our use of these P values in the analysis above.
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Fig. 5.15. (a) Definition of line through reconstructed slice of stage-17 frog embryo,
(b) reconstruction results (normalized to [0, 1]) along this line for FBP subject to the
full number of projections (P = 499, reference, red curve) and optimized CGTV using
P = 167 (blue curve) and P = 499 (green curve).
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Fig. 5.16. Error of optimized CGTV with respect to full-view FBP reconstruction (P =
400) of weevil slice using error metrics MSE and SSIM, defined in Sec. 5.4.1, versus the
number of projections P . Green arrows mark approximate onset of saturation.
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Fig. 5.17. Error of optimized CGTV with respect to full-view FBP reconstruction
(P = 499) of stage-17 frog-embryo slice using error metrics MSE and SSIM, defined in
Sec. 5.4.1, versus the number of projections P . Green arrows mark approximate onset
of saturation.

5.4.4. Convergence analysis and computational
performance

To demonstrate relatively fast convergence of the regularization of ART by TV-minimization
using the conjugate gradient solver, the behavior of the objective function for the data set
of weevil is depicted in Fig. 5.18, corresponding to (4.16), in dependence of the iteration
number k for the weevil data set. Five curves corresponding to different values of λ are
shown, in which red denotes λ∗ = 0.5. The blue and green curves are almost overlapped,
thus it is hard to read the blue one. For λ values in the vicinity of λ∗ no appreciable decent
occurs for k > 30.

Regarding computational performance, forward and backward operations (such as Ax,
ATx) are required and take a considerable time in each iteration. Typically, the compu-
tational time required for a CGTV volume reconstruction with a given value of λ takes
about 25 min employing the parallel reconstruction strategy and hardware configuration
in next chapter.

5.5. Summary

In this chapter, a particular iterative reconstruction technique (optimized CGTV) is pro-
posed and evaluated. It minimizes the regularized total variation (TV) in a Lagrangian
multiplier formulation using the conjugate gradient solver. The optimal value of the
regularization parameter is automatically obtained by applying an independent L-curve
strategy. By ’independent’ it means that the regularization parameter is not empirically
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Fig. 5.18. Convergence analysis of CGTV reconstruction of weevil data for five dif-
ferent values of λ. The optimal value is λ∗ = 0.5 denoted in red, and in its vicinity
minimization saturates for a number of iterations k > 30.

determined by resolving the Lagrangian multiplier formulation. Rather, a physically rea-
sonable flexibility is introduced doing justice to the principle of least prejudice on the
reconstruction result. This work is a step of key importance in building an automated
workflow for tomographic data processing and analysis.

By applying the optimized CGTV to reconstruct phantom and in vivo data which are
acquired by propagation based X-ray imaging with and without phase retrieval, it can be
concluded that the few-view reconstruction represents a promising venue for fast tomogra-
phy and low-dose tomographic imaging. Namely, it maintains resolution at an acceptable
level, continues to realistically reproduce edges which bound sufficiently large structures
(cells, tissue confines), quickly saturates the image quality as the number of projections
increases, and is void of streakline artifacts as generated by filtered back-projection (FBP)
reconstruction. This is important, e.g., for automated image analysis such as structure
segmentation, often resorting to a prior set grey-value thresholds. That is, moderately
sacrificing the spatial resolution is not a strong limitation if the object in biological re-
search is to understand coarse phenotypic dynamics: tissue separation, cell division and
migration, and cavity formation. All these only require a clear segmentation of the associ-
ated boundaries. Thus, the optimized CGTV should be interesting for 4D in vivo imaging,
aspiring to the acquisition of large amount of time-lapse volume data [11, 12, 14, 15].

The promising reconstruction results of experimental data demonstrate that the L-curve
based CGTV reconstruction method in this chapter is practically applicable to the 4D in
vivo tomographic imaging in study of biological objects. Moreover, it can be applied to
other tomographic applications and task-specific reconstruction problems that resort to
some sort of sparsity.

89



5. Optimized CGTV for automated reconstruction

90



6. Iterative reconstruction at the
LSDF

Even though the computed tomography reconstruction with limited number of projections
has greatly reduced the amount of data involved in computing, iterative reconstruction is
still very computing- and memory-intensive in practical applications. In this chapter, the
integration of the iterative reconstruction method into a complete reconstruction frame-
work will be discussed. For this an automated workflow connecting the tomographic
experiment station to the Large Scale Data Facility (LSDF) has been built up in order to
enhance the data storage and analysis efficiency. The high computing requirements of
iterative 3D tomography reconstruction will be alleviated by the parallel reconstruction
framework at the computer cluster connected to the LSDF. The iterative reconstruction
method and the parallel reconstruction framework, after integrated into the workflow, will
not only produce promising reconstruction results but also greatly improve the data pro-
cessing efficiency in various tomographic applications.

6.1. Computing requirements of iterative
reconstruction

The usage of iterative reconstruction method was motivated by the requirements of fast
tomography imaging and radiation dose reduction. Iterative reconstruction is able to gen-
erate high quality reconstruction images even in the case of limited number of projections,
as it can easily integrate prior information of the object into the reconstruction procedure
by using regularization. Iterative reconstruction, however, is known to be computing-
intensive, thus rarely used in practical applications which demand real-time reconstruc-
tion performance. In general the purpose of computed tomography reconstruction is to
retrieval the structures inside the original object in three dimensions. Two factors can con-
tribute to the intensive computing property of the iterative 3D volume reconstruction.

One is the large amount of projection data in computed tomography. A raw data set
for a 3D object consists of a series of 2D projections in different angles. Fortunately,
the amount of projection data required for a promising reconstruction can be reduced by
the application of iterative reconstruction method. Let us take the tomographic beamline
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Topo-Tomo [13] at the synchrotron light source ANKA [33] as an example. One typical
data set intensively acquired from a 3D object is 3.3 Gigabytes with around a thousand of
projections. Due to the application of iterative reconstruction, the number of projections
can be reduced to ∼100 which will be only at Megabyte scale. However, if a fourth
dimension, time, is taken into account for observing a living object, the amount of raw
data will be dramatically increased. It is a challenging task to process the data acquired
from the high-speed and high-throughput imaging beamline.

The other factor that makes the iterative reconstruction computing intensive is the feature
of the reconstruction algorithm itself. The iterative reconstruction consists of two ma-
jor computing intensive steps: forward and backward projection. Both steps have to be
performed repeatedly in each iteration. Tens of iterations are necessary until a reconstruc-
tion result with high image quality is achieved. Furthermore, the iterative reconstruction
is also memory-intensive due to the large system matrix even though it is sparse. For a
typical reconstruction of a 2D image 1024 × 1024, the system matrix takes up ∼3GB of
memory. The large system matrix is used often in the steps of forward and backward
projection and its computation is also time-consuming. It is preferred to store the system
matrix in memory instead of computing the matrix whenever it is used. The size of system
matrix goes up to Petabyte scale if 3D reconstruction is considered.

The large amount of raw data and the iterative volume reconstruction typically lead to
intensive computation in various CT applications. To overcome the limitations and to
build real time solutions, it is necessary to use hardware architectures with massive par-
allel computation capabilities. The use of graphic processing units (GPU) [123, 124] is
an appropriate and efficient solution. Due to its highly parallel structure, it is effective
for algorithms where processing large blocks of data is processed in parallel. In CT re-
construction GPUs are often used to conduct the computing-intensive steps of forward
and backward projections. However, it is difficult to deal with the large memory required
by the system matrix. The system matrix has to be calculated whenever it is called.
Moreover, in the field of image processing it is convenient to implement algorithms using
MATLAB other than high-level programming languages [125] enabled for GPUs. Fur-
thermore, scientific researchers always have the requirements to store and organize the
large experimental datasets and make them accessible for a long period of time. In this
sense, GPUs are not a good option.

In the implementation of this thesis the author does not resort to any GPU architecture
but the Large Scale Data Facility (LSDF) located at the Karlsruhe Institute of Technology
(KIT). Connecting the tomographic experiment station to the LSDF will greatly enhance
both data storage and processing efficiency. Due to the dramatically advancements in
computing technology, general purpose computers have shown the potential to meet the
requirements of CT time constraints [126, 22]. Thanks to the parallel beam used for
the tomographic data involved in this thesis, the 3D reconstruction can be divided into a
series of 2D slice reconstructions, which can be easily parallelized in the computer cluster.
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Fig. 6.1. An automated data management and processing workflow designed for tomo-
graphic experiments, showing the dataflow from data acquisition to result analysis. It
connects the experimental station to the LSDF for utilizing advanced data management
services.

Moreover, the computer cluster is able to provide large memory for the system matrix of
2D slice reconstruction and also the MATLAB implementing environment. The parallel
computing system with computer cluster is of highly scalability and easily expandable.
In the literature hybrid architectures [105, 24] of GPU and computer cluster was also
applied in CT reconstruction, but this thesis will only focus on the parallel reconstruction
framework using the LSDF computer cluster and its acceleration performance with a 3D
reconstruction job.

6.2. LSDF workflow

The LSDF is designed to cope with the increasing requirements of data intensive scien-
tific experiments. It is a distributed storage facility at Petabyte scale to support storage,
management and access of large volumes of scientific data. Moreover, a computer cluster
[127, 23] is connected for data intensive application with a high speed dedicated network
infrastructure. For data intensive analysis, the computing performance is typically deter-
mined by the setup of LSDF in aspects of hardware and software. More information about
the hardware and software setup is described in Appendix B.

Given the provided setup in terms of hardware and software at the LSDF mentioned
above, the connection of the tomographic experiment station and LSDF will greatly en-
hance the storage, processing efficiency, and result analysis for large volume of datasets
acquired from the tomographic experiment. To reduce the complexity of the whole pro-
cedure of tomographic data storing, reconstruction and analysis, an automated workflow
is designed in Fig. 6.1 showing the dataflow from data acquisition to result analysis.

At the tomographic experiment side, projections firstly are recorded by the camera. Then
the data flows through the data acquisition system "DAQ", storing the raw data in a com-
puter, and "online analysis", validating the raw data by using a fast reconstruction tech-
nique ensuring that the data are congruent with expectation. In the "pre-archival" step, the
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experimental and user meta data are integrated with the raw data. Until now, the data are
prepared for further storage and processing.

At the LSDF side, the raw dataset is firstly stored into the LSDF data storage resources.
At the same time the related meta data, providing such information as the dataset loca-
tion, user meta data, experimental configuration, processing and monitoring meta data in
LSDF, etc., are written into a database. Once the storing process is finished, the moni-
toring status is written as "ready for processing", which is regularly queried by an execu-
tion framework for data intensive applications called LAMBDA [128]. Any new dataset
prepared for processing can be detected automatically, which will activate creating a pro-
cessing procedure in the following step of "schedule processing". This is performed by
LAMBDA according to the processing route predefined in the meta data by the user in
the step of "pre-archival". The processing procedure is converted to a script executable
in the software environment of computer cluster, and then submitted to every node of
the computer cluster where the "parallel computing" for the dataset processing is carried
out. Finally, the "result analysis" will evaluate the quality of results, store them back
into the LSDF storage. Possible failures or errors reported in this step can be handled
by users or developers according to their types. The final reconstructed volume, as well
as the corresponding raw dataset, are accessible for users in the LSDF via the ANKA
repository [129].

This workflow provides an automated strategy for reconstructing the tomographic data by
utilizing the capability of LSDF for storage and intensive computing. In the following
sections we will only focus on the highlighted step of "parallel computing" in Fig. 6.1
to elaborate the implementation of 3D tomographic reconstruction and the performance
achieved by the parallel computing strategy.

6.3. Parallel reconstruction framework

Before we go to deep discussion about the parallel reconstruction, we need to declare that
the parallel reconstruction is based on the geometric property of parallel X-ray beams.
Namely, a 3D volume reconstruction can be composed of numerous 2D slice reconstruc-
tions, each of which is considered to be independent of the others. It is straightforward to
perform these slice reconstructions independently in different nodes of a computer clus-
ter. Thus, by "parallel reconstruction" here, we mean the 3D reconstruction parallelized
at the data level, which is unrelated to the algorithm employed for the slice reconstruc-
tion. Thus the performance achieved by parallel computing should be independent of the
applied reconstruction algorithm. Parallelization at algorithm level can further accelerate
the reconstruction process. But the algorithm parallelization is not the topic in this chap-
ter. In this sense, we resort to a solver called TVAL3 [51] instead of CGTV in solving the
regularized iterative reconstruction problem in (3.29), since the TVAL3 solver was firstly
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used for testing the parallel reconstruction performance before CGTV was implemented.
Considering that the CGTV solver converges more slowly than the TVAL3, it will take
more time for a complete 3D reconstruction job. However, conclusion will be similar for
the acceleration performance of the parallel reconstruction framework.

The CGTV solver applies the total variation (TV) as the regularization in the sense of
compressive sampling theory, thus being able to reconstruct a promising image from in-
complete projection data as discussed in Chapter 3. However, note that the TVAL3 solver,
using the augmented Lagrangian method and alternating direction algorithm, introduces
more parameters than the regularized form in (3.27) when the constrained minimization
problem in (3.29) are mapped into unconstrained one. There total variation is generalized
in terms of a variety of constraints (various generalized gradient transforms), formulated
in terms of new variables ωi in addition to x, to give rise to a new minimization problem
in ωi and x. The formal substitution of these additional constraints into the minimization
problem gives back the higher dimensional equivalent to the old problem in (3.29). The
important insight is to treat the additional constraints in the sense of assigning augmented
Lagrangian parameters νi,1, βi,1. The augmented Lagrangian method and alternating di-
rection algorithm appear to exhibit superior convergence properties to the solution of the
constrained equations. However the determination of these additional parameters are dif-
ficult and impractical to apply the L-curve method in Chapter 4. One may just set these
parameters to values which visually lead to somewhat expected results (human judgment).
This should be avoided for the designed automated workflow as discussed in Chapter 4.
But for the investigation of the performance of parallel reconstruction framework, it can
be ignored in this chapter considering that the conclusion about the performance are the-
oretically independent of the reconstruction algorithms.

The TVAL3 solver is an iterative reconstruction approach that calculates the original ob-
ject image through a loop of updating steps. The 3D reconstruction, if executed by se-
quentially performing the 2D slice reconstructions, can take tens or even hundreds of
hours. In this case the computer cluster connected to the LSDF will play an important
role in accelerating the reconstruction procedure, providing the results to users in near
real time. In the following sections, we will use a representative dataset to see how the
solver works for limited projection data and the performance of a parallel reconstruction
framework using the computer cluster connected to LSDF.

6.3.1. Data parallel computing

The data set used in this implementation is the same as the X-ray tomography data de-
scribed in 4.4.1. The detailed information is given in Table. 4.1. The data set consists
of 1024 slices, each reconstructed by the same algorithm TVAL3 with predefined param-
eters. This reconstruction job is time-consuming if performed sequentially at a general
workstation. It is straightforward to distribute this job to a computer cluster in a parallel
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Fig. 6.2. Data parallel computing for 3D computed tomography reconstruction using
computer cluster.

way that numerous nodes simultaneously work on different slice reconstructions. The
output of these nodes will be stacked to a whole volume reconstruction. In this imple-
mentation, 37 nodes in the cluster are available, each of which is capable to process up
to six mapping tasks and two reducing tasks in parallel, which is a compromised config-
uration in Hadoop system between task size and the number of cores required. Thus, as
shown in Fig. 6.2 the whole job, 1024 slice reconstructions, can be divided into a number
of mapping tasks, which are distributed to the nodes of computer cluster. Note that inside
each mapping task multiple slice reconstructions can be performed sequentially, while the
mapping tasks are parallel executed in the nodes. Thus the size of the mapping tasks is of
key importance for the reconstruction performance.

We expect the size of the mapping tasks as small as possible to avoid sequential com-
puting which takes long time. However, due to the fact that the maximum capability of
mapping tasks in the cluster is 222 (37 nodes× 6 mapping tasks per node), each mapping
task averagely contains ∼5 slice reconstructions performed sequentially. More mapping
tasks (smaller size) will make some of them suspended in a waiting list, which, on the
contrary, slows down the speed of reconstruction. If we go to the other direction, setting
the size of mapping tasks larger, the number of these mapping tasks will be less than the
number of nodes (37). This is not sensible since the computing resources are not fully
utilized. The limit of the number of mapping task is equal to one. Namely, all slice re-
constructions are grouped in a single mapping task, so that all slice reconstructions are
performed sequentially. In this case, the computing performance is comparable to the
sequential computing in a general workstation.
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Nevertheless, in order to investigate the parallel computing performance of the Hadoop
cluster in performing the 3D CT reconstruction, we increase the number of mapping tasks
(decrease the size of mapping tasks) gradually from 1 to 222. This can be divided to two
stages:

1) One mapping task per node stage, in which the number of mapping tasks is smaller
than 37 (number of nodes), thus no more than one mapping task is included in each node.
In this stage, the number of mapping task is equal to that of nodes actually used for
reconstruction. Each additional mapping task will be distributed to the free nodes, thus
we expect a fast improvement in computing speed as the increasing of the mapping tasks.
The time in second required by the whole reconstruction job can be directly recorded to
demonstrate the parallel computing performance in this stage.

2) Multiple mapping task per node stage, in which the mapping tasks are more than the
number of nodes, making more than one mapping task running in each node. Considering
that the nodes in the computer cluster feature dual quad-core processors, the computing
power of each node can be better utilized in this stage by the multiple mapping tasks
executed in parallel. Compared to the stage of "one mapping task per node", we can
expect further improvement in the whole computing performance even though all nodes
are already engaged in parallel computing. Since at most six mapping tasks can run in
one node simultaneously, we will measure the time in seconds required by the whole
reconstruction job with respect to the number of mapping tasks per node. It is clear that
the total number of mapping tasks is equal to that per node times 37 (number of nodes).

The time in seconds taken by the whole 3D reconstruction job is measured directly, from
which another essential factor, speedup factor, is commonly used to evaluate the perfor-
mance of parallel computing. The speedup factor is defined as the ratio of time required
by sequential implementation to that by parallel computing like

speedup(n) =
time_sequential

time_parallel(n)
, (6.1)

where n is the number of parallelized mapping task. The speedup factor is a convenient
indicator of computing speed and efficiency increase in assessing the parallel computing
performance.

6.4. Reconstruction and computing performance

Now turn to the computing performance for the 3D reconstruction using the computer
cluster. As mentioned above, it is necessary to discuss the two stages separately. For
both stages, the reconstruction time in seconds for 3D volume data are recorded and the
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Table 6.1. Computing performance in the stage of one mapping task per node

number of nodes n time (s) speedup factor

1 39727 1
6 6681 5.94

12 3415 11.63
18 2326 17.07
24 1747 22.73
30 1400 28.37
36 1180 33.66

speedup factors are then calculated. The reconstruction time is measured ten times for ev-
ery case and the average value is taken. If only one node is used, the 3D reconstruction is a
sequential process taking 39727s (∼ 11 hours) for all slices. This means that each slice re-
construction averagely needs 38.8s. In order to evaluate the measured reconstruction time
and speedup factor, theoretical values for reconstruction time and speedup factor are also
involved here. They are calculated theoretically from the time needed by sequential re-
construction and the number of parallelized mapping tasks, representing ideal situations.
The theoretical time is equal to the sequential time divided by n. Namely, the parallel
computing structure with n mapping tasks is supposed to accelerate the reconstruction
process by a factor n. The theoretical speedup factor is equal to the number of mapping
tasks.

Table 6.1 gives the the recorded time and speedup factors in the stage of one mapping
task per node. As the increase of the number of nodes used, the time decreases rapidly
from 37727s to 1180s and speedup factor goes up to 33.66. Fig 6.3 demonstrates the
comparison of the measured performance (reconstruction time and speedup factor) in
Table 6.1 with theoretical ones. We can see that the measured time and speedup factor
are close to the theoretical values. Since more nodes are involved in performing the 3D
reconstruction job, larger data access bandwidth and more computing resources contribute
to the nearly linear increase of reconstruction speed. For each node in the cluster, data
are accessed via 1 GE and processed by the dual quad-core processors. As more nodes
are involved, the data access bandwidth and computing power proportionally increase,
leading to the great decrease in time and increase in speedup factor.

In the second stage of measurement, multiple parallelized mapping tasks are handled by
every node to better utilize its computing power. Table 6.2 shows the the recorded time
and speedup factors in the stage of multiple mapping task per node, where the number of
mapping tasks is equal to the number of mapping tasks per node times 37 (the number
of nodes). As the number of mapping tasks per node increases from one to six, the time
required by the 3D reconstruction job decreases from 1107s to 330s, while the speedup
factor goes up from 35.85 to 120.0. Their comparisons with the theoretical values of
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(a) (b)

Fig. 6.3. Parallel computing performance of 3D reconstruction in the stage of one map-
ping task per node: (a) time in seconds; (b) speedup factor.

reconstruction time and speedup factor are plotted in Fig. 6.4. We can see that the dis-
tance between the measured lines and the theoretical counterparts becomes larger with
the increase of mapping tasks per node.

Compared with the performance in the first measurement stage shown in Fig. 6.3, larger
distance between the measured and theoretical curves are displayed in Fig. 6.4. This is
mainly due to the increasingly limited computing resources in each node, such as mem-
ory and processing cores, in executing more mapping tasks simultaneously. Since each
mapping task has been multithreaded in MATLAB R2010b by default, multithreads can
run on different cores and affect other tasks. In the case that the computing resources are
not sufficient, some part of these tasks have to be suspended until the computing resources
are released, which is determined by the operating system. In this way the parallelized
mapping tasks share the same computing resources in each node and compete with each
other. As a result, slower growth of computing performance is displayed compared with
the first measurement stage. However, a speedup factor 120.0 is achieved if the maxi-
mum number of mapping tasks per node (6) are included in each node. A time (330s,
less than 6 minutes) are actually required for the whole 3D reconstruction job, suggesting
that the presented parallel reconstruction framework with LSDF is able to handle the 3D
tomographic reconstruction in near real time.

99



6. Iterative reconstruction at the LSDF

Table 6.2. Computing performance in the stage of multiple mapping tasks per node

mapping tasks per node mapping tasks time (s) speedup factor

1 37 1107 35.85
2 74 650 61.08
3 111 488 81.39
4 148 417 95.20
5 185 360 110.2
6 222 330 120.0

(a) (b)

Fig. 6.4. Parallel computing performance of 3D reconstruction in the stage of multiple
mapping tasks per node: (a) time in seconds; (b) speedup factor.
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6.5. Summary

In this chapter, the intensive computing of iterative reconstruction with tomographic data
from ANKA is studied by employing the compute cluster at the large scale data facility
(LSDF). The LSDF at KIT is designed to support multiple disciplines and institutes such
as the tomography beamline of ANKA. It offers not only nearly unlimited storage, but
also additional services of data processing, analysis and access for the users. An auto-
mated workflow is built up to connect the tomography beamline of ANKA with LSDF,
enhancing the data storage and analysis efficiency.

The application of iterative reconstruction is motivated by the requirements of fast to-
mographic imaging and low X-ray radiation dose. It is able to produce high quality
reconstruction image even a limited number of projections exists in the sense of FBP
reconstruction. However its intensive computing property makes the 3D reconstruction
job very time-consuming. The parallel computing framework using the computer cluster
at LSDF in this chapter enables its practical application. Data parallel computing of 3D
CT reconstruction is performed by distributing the reconstruction job into a number of
parallel tasks. Compared with the sequential reconstruction taking more than ten hours,
the parallel computing using 37 nodes at the LSDF only needs less than 6 minutes with
the speedup factor reaching up to 120. This near real time performance satisfies the re-
quirements of offline analysis for large tomographic data. Moreover, a great advantage of
this parallel reconstruction framework is its good scalability in processing large datasets.
Namely, if more cluster nodes are used, better time performance can be achieved.
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In this thesis an improved method for precise and automated tomographic reconstruc-
tion with a limited number of projections is presented. The application of this method
is motivated by the requirements of reducing the X-ray radiation dose and adapting to
the fast tomography setup in the 4D in vivo tomographic imaging in order to investigate
tissue development and organ movement of a biological object. The characteristics of the
presented reconstruction method are threefold. Firstly, it is able to produce high quality
image even using insufficient projections. Secondly, the implementation of the recon-
struction algorithm can be reliably carried out in an automated way without significant
manual intervention. Thirdly, the reconstruction algorithm can be implemented in a short
time (in the order of 10 min) acceptable for offline data analysis. The presented recon-
struction method completes the workflow of data management and processing designed
for tomographic experiments. The application of the Large Scale Data Facility (LSDF)
makes the automated implementation feasible and applicable.

Since the FBP reconstruction method is sensitive to the decreasing number of projec-
tions and leads to serious streak-line artifacts, this thesis resorts to the iterative techniques
which are effective on truncation artifacts. However, the iterative reconstruction method
is challenging due to the parameter determination as well as its intensive computing. In
order to simplify the parameter problem, this thesis keeps the minimization problem for
reconstruction in a simple form which includes only one key parameter λ controlling the
trade-off between the data fidelity and the regularization terms. The value of λ is chosen
by the scientist based on experience commonly. However, in practice the optimal value of
the parameter is changeable for different datasets because of various noise level, sparsity,
and gray scale. The parameter needs to be adapted to dataset-specific conditions. For
example, a dataset with lower level of noise and sparser representation tends to have an
increased value for the optimal parameter λ. Therefore, the manual determination of the
parameter’s value is an annoying operation and prevents the realization of an automated
reconstruction process.

In this thesis, a simple implementation of the conjugate gradient method adapted to the
TV regularization is applied to directly solve the minimization problem with only one yet
undetermined parameter λ. The determination of a proper value of the parameter is auto-
matically performed by the L-curve method, which guarantees an approximately optimal
parameter value with respect to dataset-specific conditions, and thus obtains a reasonable
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and robust reconstruction result. Consequently, a parameter-optimized, automated iter-
ative reconstruction method for computed tomography, named as the optimized CGTV
method, is developed. The expensive computing required by the iterative reconstruction
is greatly alleviated by parallel slice reconstruction through a computer cluster which is
directly connected to the LSDF. The parallel reconstruction framework accelerates a 3D
reconstruction of volumetric data by over hundred times compared to the sequential im-
plementation.

The proposed method has been evaluated in detail by investigating the reconstruction
image quality for several datasets, including a simple computer-simulated phantom, a
generic image containing more complicated structures, and real experimental datasets
acquired by the propagation-based X-ray in vivo imaging of biological objects. From the
evaluation we can conclude that the proposed method represents a promising venue for
reconstruction with limited projections. The reconstruction result maintains resolution
in an acceptable level, reproduces edges bounding sufficiently large structures, quickly
saturates the image quality as the number of projections increases, and is void of streak-
line artifacts as generated by the filtered back-projection (FBP) method. This is important
for automated image analysis such as structure segmentation using a priori set of gray-
value thresholds. With the parallel reconstruction framework in the computer cluster, the
actual time demanded by the 3D volume reconstruction is in the order of 10 minutes.

In the following sections the proposed reconstruction method as well as the obtained
results will be discussed.

7.1. Choice of the iterative reconstruction method

The computed tomography reconstruction methods are generally divided into the ana-
lytical reconstruction group and the iterative reconstruction group. The FBP is taken
as the representative method for analytical reconstruction. Overall speaking, the main
advantages of the FBP include the reconstruction speed, high-quality and robust recon-
struction in the case of sufficient projection data. FBP-based algorithms are still the most
widespread implementations of the CT reconstruction technique, especially in the area of
commercial CT manufacture [130]. Its main disadvantage is the unacceptable reconstruc-
tion image quality due to the noise and artifacts if limited projection data are available.
More and more explorations of the use of IR are made in scientific research, such as the
biological and medical study. There new practical requirements like reducing the X-ray
radiation dose come up. In the early age of computed tomography, the application of
IR was limited by its high demands on computing power. Also, most algorithms exist
in the literature are theoretically working with small artificial data. Real world data are
always challenging. With the rapid development of computer technology as well as the
reconstruction technique, the usage of IR is becoming a more realistic, popular option in
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consideration of its greatly improved image quality over the analytical FBP reconstruction
in the context of reducing the number of projections. In order to choose an appropriate
reconstruction method for a practical application, one must take into account all these
factors including the reconstruction image quality, the scale of the problem, the computa-
tional requirements, robustness and stability.

As the problem this thesis focuses on is the tomographic reconstruction from a limited
number of projections in order to reduce the radiation dose or adapt to the imaging setup.
Namely, the projections are far from sufficient to reconstruct a high quality object image
in the sense of FBP reconstruction. In this context the iterative reconstruction methods
are preferred in order to produce high quality reconstruction image with the help of prior
information and regularization method. They tend to eliminate streak artifacts and pro-
vide a more accurate body contour. However, one has to notice that the improvement with
the iterative reconstruction is obtained at the expense of increased calculation time. With
the present computer technique it is practical to perform the reconstruction of a general
two-dimensional image. Thus for the parallel imaging geometry a three-dimensional re-
construction image are often obtained by stacking two-dimensional reconstruction results.
A real three-dimensional reconstruction is still challenging due to the big system matrix
and a large amount of matrix multiplications. Furthermore, the iterative reconstruction
is more robust to the variances in the projection data such as the level of noise and the
detector defects. To sum up, the choice of the iterative reconstruction for our purpose is a
good balance between the reconstruction accuracy and computational efficiency.

7.2. Precise and automated iterative
reconstruction

Key parameter

In iterative reconstruction methods, parameters are often involved in solving the numer-
ical minimization problem. They are either given with an fixed value or adapted within
iterations according to the newly updated result. The importance of the parameter is de-
fined by checking if the parameter plays an important role in the iterative process and has
a big influence on the reconstruction result. The iterative process as well as the recon-
struction result could be robust to the less important parameters, for which little effort can
be made to determine their values and some roughly selected values are sufficient. More
important parameters need to be determined by giving more precise estimation to their
values or adapting them according to the intermediate result in current iteration.

In the regularized minimization problem for reconstruction, the regularization parameter
λ is the most important parameter, which controls the trade-off between the data fidelity
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term and the regularization term. The minimization of the data fidelity term ensures the
reconstructed result is well fit to the measured projections, and the minimization of the
regularization term produces a smoothness required by the sparsity assumption in the to-
tal variation. In general, an image is comprised of multiple features at different scales.
Roughly speaking, the image with large features tends to be much sparser, for which a
large λ leads to smoothing so that noise is removed considerably. On the other hand,
the image with small features tends to be less sparser, for which a small λ leads to little
smoothing and usually good detail preservation. The well-determined value for the regu-
larization parameter λ, fitting to the features of interest in the object image, is supposed
to improve the reconstruction image quality.

Nevertheless, there are some advanced solvers to solve the minimization problem in the
literature in order to achieve fast convergence property, where the parameter λ disappears
but one or more alternative parameters are actually used in the reconstruction process.
This increases the complexity of parameter determination. Even though these param-
eters still play the similar roles, it is not clear to see the interactions and relationships
between the parameter values and the reconstruction result. Especially high-dimensional
parameter determination is a very challenging task. In order to keep the parameter deter-
mination as simple as possible, the solvers which solve the minimization problem directly
are preferred, this thesis focused on the determination of the regularization parameter in
the minimization problem.

Parameter determination

To determine the regularization parameter λ in the minimization problem, the method
based on L-curve was used. The curve is constructed by giving different values to the
parameter λ and then implementing the reconstruction algorithm with a fixed parame-
ter. By reviewing the L-curves obtained for different datasets, we can clearly see that
the curves constructed are shaped as the letter ‘L’ which includes a vertical curve and a
horizontal curve. The vertical curve is related to small λs, where the reconstruction result
normally obtains a good data fidelity (small value for the term ‖Ax − p‖22). It tends to
preserve small features in the image, but meanwhile is sensitive to the noise in the pro-
jection data and produces artifacts. On the other hand, the horizontal curve represents the
reconstructions with large λs, which highlight the regularization term so that the recon-
struction result obtains a smoothing effect. It is robust to the noise in the projection data
and reduces artifacts, but tend to remove small features in the image. A good determi-
nation for the parameter λ is the ‘corner’ of the whole curve, where the reconstruction
result is considered to reach a good trade-off between data fidelity and noise and artifacts
reduction.

Regarding the approach to locate the L-curve corner, the common idea is to search the
point at which the curve has the maximal curvature. Practically, it is not possible to
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construct the L-curve for all λ values. Thus only a discrete set of values were used to
determine the location of the real corner. The discrete set of λs produce a set of points
in the curve. Namely, only a small set of points in the curve are known, which brings
difficulties in the determination of the corner. The real corner of the curve could locate at
one of these points or between two points. The criterion of maximal curvature requires
complex curve fitting and interpolation problem. This makes it not necessary to exactly
locate the position of the real corner. The approach in this thesis intended to determine
an approximate position of the corner, thus the criterion of minimal distance to the origin
was applied and one of the set of points was selected as the corner.

The L-curve method is a popular practical method for the regularization parameter de-
termination. Its main limitation is that its computation is potentially an expensive task
considering that the solving process of the regularization problem should be repeated for
many values of the regularization parameter. The simple way of determining the corner
of the L-curve in this thesis reduced the requirements of computation. For further ap-
plications which demand more accurate value for the regularization parameter, a method
which can iteratively track the curve property in a small range nearby the real corner and
determine an ‘optimal’ point should be used. It starts from an initial set of discrete points
in the curve and will require more points nearby the optimal selection. This method in-
crease the accuracy of the selected value for λ, but generally at the expense of higher
computation demand.

Automated reconstruction strategy

Once a good value for the parameter λ was fixed, the regularized minimization problem
was solved by the nonlinear conjugate gradient method, which was referred to as the
optimized CGTV method. As the 3D reconstruction of the projection data acquired in a
parallel beam is comprised of a series of 2D slice reconstructions, strictly speaking, it is
necessary to separately determine the best value for each slice. Even though this slice-
specific parameter determination and reconstruction can be performed in a parallel way,
it still lacks of computing efficiency. In this thesis a better strategy is proposed, which
determines the value of λ for a typical slice and subsequently uses it for the reconstruction
of all other slices. It ignores the possible difference in sparsity of different slices and its
affects on the optimal value for λ. Nevertheless, this treatment still makes a lot of sense as
it is able to preserve the features in the same scale in the 3D reconstruction result. Thus the
parameter determination with the L-curve method enabled an automated reconstruction
process and guaranteed a relatively reliable reconstruction result.
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7.3. Reconstruction in data management workflow

The optimized reconstruction method was embedded in a data management workflow
based on the Large Scale Data Facility (LSDF), which aimed to connect the tomographic
experiment station to the LSDF in order to enhance the data storage, processing, and
analysis for large volume of tomographic data acquired from the tomographic experiment.
The workflow illustrates the data flow starting from the data acquisition to the finial results
required by the user. Its realization requires contributions from multiple scientific research
communities. The reconstruction method in this thesis comprises one component of this
workflow, which is a key step for analyzing and understanding the actual information
included in the original datasets.

The reconstruction process should be invoked and executed automatically in the work-
flow, which was guaranteed from two points. On the one hand, from the point of view of
reconstruction algorithm, the parameter determination with the L-curve method enabled
an automated reconstruction without manual interference and produced a promising re-
construction result. On the other hand, the workflow provided an automated strategy for
reconstructing the tomographic data from the point of view of software system and hard-
ware architectures. It applies the capabilities of LSDF for large storage and intensive
computing. The computing power is offered by the connected computer cluster where
the reconstruction job is implemented in parallel to accelerate the reconstruction process.
The parallel reconstruction framework was based on the geometric property of the paral-
lel X-ray beam, which divided the whole reconstruction job into a series of independent
slice reconstruction tasks distributed in different computer nodes. The assumption of the
independent slices has limitation to the reconstruction result, that is the asymmetry of the
reconstructed 3D data in different dimensions, the vertical direction versus the slice plane.
The parallel computing framework was successfully tested independent of the reconstruc-
tion method, which obtained an accelerated reconstruction process by a factor of 120. It
can be regarded as a real time reconstruction in the case of offline analysis.

The reconstruction method was implemented in MATLAB. It is a common programming
method in the filed of digital image processing due to the convenient vector/matrix op-
erations and developed toolboxes providing a large amount of functions for signal/image
processing. It also contributes the aim of producing an extendable software. The scripting
language based programming enables the integration of new functions and also the exten-
sion to the existing functions. Thus MATLAB allows a programming environment for
rapid algorithm development, data analysis, and visualization. Besides, scripts written in
MATLAB can be executed by using the command lime, allowing their remote execution
easily. Therefore, MATLAB was used for implementing the algorithms in this thesis. The
usage of MATLAB may increase calculation time, which is expected to be relived by the
parallel computing framework in the workflow. Further improvement in the computing
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performance can obtained by code optimization and the use of GPU acceleration spe-
cially for the forward imaging operation which is computationally expensive and carried
out numerous times. This will require more work of programming in other programming
languages and on other architecture.

7.4. Reconstruction results

The optimized reconstruction method proposed in this thesis was evaluated with sev-
eral datasets, including computer simulated images and real experimental in vivo data
acquired by propagation based X-ray imaging. The computer simulated images are the
sparse Shepp-logan phantom and a relatively more general image which contains a lot of
structures and details. The experimental data are tomographic imaging results of a living
weevil and a developing frog embryo. Even though the optimized reconstruction method
is also tested with other more datasets, the results are not shown in this thesis since they
illustrated similar conclusion. Different datasets shown in this thesis are regarded as rep-
resentative ones. The raw data acquired from practical experiments generally contain
several hundred to over a thousand projections for achieving promising reconstruction re-
sult from FBP reconstruction method. In order to evaluate the optimized reconstruction
method, a small number (∼ 100) of projections were extracted evenly.

Regarding the reconstruction image quality assessment, several influencing factors have
to be considered. The first problem is the absence of ground truth for real word datasets.
Artificial datasets do not have this problem as the true original images exist. For the ex-
perimental datasets, it is common to approximately take the FBP reconstruction image
obtained from all available projections in the raw data as the reference image. Another
problem we need to consider is the quantitative measures which can objectively reflect the
properties of the reconstruction image. The evaluation by visually observation by human
eyes gives straightforward concept of the image quality, but is limited. Objective evalua-
tion with quantitative measures can verify the subjective judgment. As the structures and
details are the key features comprising the main framework and contents in the image,
the image quality assessment should take into account the structural information besides
the gray level based evaluation method. Thus in this thesis, two measures were used: the
mean square error (MSE) and the structural similarity (SSIM). The former one compares
the gray value of corresponding pixels in the reconstruction and reference image with
assumption that the image pixels are statistically independent. In contrast, the SSIM in-
tegrates the structure comparison and thus the dependency of image pixels is also taken
into account. The simultaneous usage of them enables a comprehensive assessment.

High quality reconstruction results are obtained by using the optimized reconstruction
method. By the visual evaluation, the reconstruction result by optimized CGTV is void of
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streakline artifacts as generated by FBP reconstruction due to limited number of projec-
tions. On the other hand, the L-curve method determined a proper value for the trade-off
parameter λ, which produces such a promising reconstruction as other advanced imple-
mentations with total variation regularization (such as TVAL3 and TwIST). It maintains
resolution at an acceptable level and realistically produce edges which bound sufficiently
large structures such as cells and tissue confines. The promising image quality of the op-
timized CGTV reconstruction was also demonstrated by the quantitative measures (MSE
and SSIM). All the reconstructed images were compared to the corresponding reference
image. The quantitative evaluation showed a great improvement in the reconstruction by
the optimized CGTV compared to the FBP reconstruction in the case of limited number
of projections. And the reconstruction results by the optimized CGTV were not worse
than other TV-based implementations (TVAL3 and TwIST). The high quality reconstruc-
tion of the optimized reconstruction is attributed to on the one hand the usage of the
regularization of total variation for sparsity-based reconstruction and on the other hand
the optimized parameter determination for the balance of artifact reduction and important
detail preservation.

The high reconstruction quality is important, e.g., for automated image analysis such as
structure segmentation, according to a prior set grey-value thresholds. That is, moder-
ately sacrificing the spatial resolution is not a strong limitation if the subject of biological
research is to understand coarse phenotypic dynamics such as tissue separation, cell di-
vision and migration, and cavity formation. All these only require a clear segmentation
of the associated boundaries. Because of this,the optimised CGTV should be interesting
for 4D livecell imaging, aspiring to the acquisition of long time-lapse series [14, 15]. The
in vivo data, as reconstructed in the present work, is not contaminated by a high level
of statistical photon noise. Exemplarily, we show for the weevil data that with an artifi-
cial increase of Poisson noise optimal CGTV performs well in annihilating noise-induced
small-scale fluctuations at the same time well preserving objects features seen in CGTV
reconstruction based on the low-noise data. A more systematic investigation of optimal
CGTV reconstruction under various sources of noise is certainly in order. We plan to
carry out such an analysis in future work based on in vivo tomographic data.

The TV regularization based tomographic reconstruction highly relies on the sparsity as-
sumption of the object to restore. The sparser is the object, the better is the reconstruction
image for a fixed number of projections. In other words, the number of projections re-
quired for a valuable reconstruction is related to the sparsity of the object. This can be
seen from the reconstruction of the Shepp-Logan phantom versus the Barbara image and
the weevil dataset versus the frog embryo dataset. The fine details violate the sparsity of
the image. The phantom is very sparse as it contains only several relatively large struc-
tures. In contrast, the Barbara image contains more fine details. Thus 120 projections
are actually used for the Barbara image instead of 60 projections for the Shepp-Logan
phantom. Similarly, the sparsity assumption of the gradient image for TV regularization
is held well for the weevil dataset. In contrast, the frog embryo contains a large number
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of cells which lead to some level of variation within regions. Thus 167 projections were
used for the frog embryo instead of 80 projections for the weevil dataset. However, all of
them are still in the range of limited projections where the FBP reconstruction is not able
to generate a satisfied result. The optimized reconstruction quickly saturates the image
quality as the number of projections increases. The FBP reach a stable reconstruction
only when the number of projections goes to a large value.

One may note that a phase retrieval process might be involved before the reconstruction of
experimental datasets in this thesis. Strictly speaking, the gray value reconstructed from
the projections does not mean exactly the attenuation coefficient since the phase contrast
was included in the projection images in order to increase the contrast of different biologi-
cal tissues which are generally difficult to be distinguished by only attenuation effect. For
the weevil dataset the attenuation effect mainly contributes to the final reconstruction con-
trast which, however, is somehow enhanced by the phase contrast without phase retrieval.
In contrast, the frog embryo contains only soft tissues which can not be distinguished by
attenuation effect. The phase retrieval of the projections based on phase-contrast imag-
ing technique can provide differences and contrast of soft tissues. Due to the existing of
phase contrast, the reconstructed gray value might be negative, which does not conform
to its physical meaning any more. However, the enhanced contrast is indeed helpful for
the object understanding and analysis.

The reconstruction is a significant step in the whole scientific workflow. Apart from the
reconstruction image quality, the automated property and fast reconstruction speed are
also in the concern for practical purpose.

The automated property of the optimized reconstruction in this thesis was mainly at-
tributed to the usage of an automated parameter determination method based on L-curve.
It provides not only a proper value for the regularization parameter to guarantee a valuable
reconstruction but more importantly an automated venue which is void of trivial manual
operation based on professional experience. Note that the regularization parameter λ de-
termined by the shortest distance to the origin in the discrete L-curve may not be the
optimal one. More accurate determination can be pursued by using more complex crite-
rion such as the maximum curvature of a fitted curve. The L-curve can not be guaranteed
to be always perfectly ‘L’-shaped. It can be influenced by the instability of the iterative re-
construction related to the selected reconstruction algorithm, the initial guess, the number
of iterations, and the noise level of the raw data.

Regarding the reconstruction speed, the parallel reconstruction framework improved the
computing performance of a 3D reconstruction for a volume data by hundredfold, which
can satisfy the requirements for the offline analysis in the data management workflow
designed in this thesis. However, it is still not comparable to the real-time FBP recon-
struction normally implemented by using GPU infrastructures, which is often applied by
online analysis system. The near real-time property of the optimized reconstruction for a
volume data was mainly attributed to the parallel reconstruction in the data level. In the
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future work, the computing performance can be further improved by integrating the re-
construction method with faster convergence rate in the algorithm level. Namely, instead
of the conjugate gradient method, certain accelerated strategy in the reconstruction algo-
rithm can be applied, such as the multistep version of an gradient-like method [131].

7.5. Recommendations for the future

A further improvement of the reconstruction method would be the application of a more
accurate forward model, which plays an important role in building up a more consistent
equation system for the algebraic reconstruction technique. One advantage of iterative re-
construction method is its convenience to incorporate information in the forward model,
such as the geometric configuration of the sensor and the defect sensor elements. The
more precise is the model, the less artifacts we expect in the reconstruction. The chal-
lenge is the complexity of calculating the system matrix. In the practical implementation
of the reconstruction in this thesis, the X-ray beam is modeled as a ‘thin’ straight line
going through the imaged object, which is a compromise between the demanding com-
puting time and reconstruction preciseness. Considering that the creation of the system
matrix can be decomposed to independent calculations of the contribution of all pixels to
each projection, the forward process can be easily implemented in a parallel way. As the
forward process is the most often used operation in the whole reconstruction procedure,
we save the system matrix in the storage so that it can be calculated once for accessing
many times. However, accessing to the large matrix in a particular storage might take
longer time than its calculation when applying parallel implementation. Hence, the paral-
lel implementation of the forward process will further accelerate the whole reconstruction
procedure without saving the large system matrix in the storage, consequently enabling
the application of accurate forward models.

As the problem of reconstructing the object image from limited number of tomographic
projections is typically ill-posed, stable reconstruction process highly relies on regular-
ization techniques which are based on prior information of the unknown image. The total
variation applied in this thesis is a typical regularization in this direction, which extracts
the sparsity of the image in the gradient domain aiming to preserve significant edges in
images. In this thesis, only a general expression of the total variation was used. But if we
carefully observe a homogeneous region, there are often small pieces with slightly varying
gray values forming staircase artifacts. This piece-wise consistence results in unnatural
impression in understanding structures in the reconstruction image. It can be improved
by applying the extended versions of total variation in the literature [44, 108, 132, 133],
all of which aim to preserve even finer edges while smoothing artifacts and noises by
considering the multi-scale property of the image features, the mixed norm of directional
image derivatives, or the penalty weights with respect to the anisotropic edge property.
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Apart from total variation, more sparse representations of the image can be also taken
into account with expectation of improving reconstruction result, such as the wavelet and
dictionary learning based regularization [92, 90].

Due to the parallel-beam illumination, this thesis only focused on the reconstruction of
one 2D slice. The reconstruction of 3D volume was accomplished by vertically stacking
such 2D slices, which contributes to the parallel computing structure for fast reconstruc-
tion. However, this produces an asymmetric treatment of sparsity in x, y (slice plane)
versus z directions. Namely, the sparsity of the gradients in only x and y directions are
integrated into the 2D total variation without taking into account the variance in z di-
rection. No matter the regularization parameter λ takes either slice-specific value or a
common value derived from a typical slice, the vertical stacking of 2D slices can create
discontinuity of the value in z direction. This can be seen from the slight jumping of the
gray value in x-z and y-z plane even inside the same structure. Thus in z direction the
features in the object are not well reconstructed.

This can be improved by considering ‘real’ 3D reconstruction. By ‘real’ 3D reconstruc-
tion we mean that the 3D volume is reconstructed directly from the reconstruction al-
gorithm using all projection data in z direction instead of vertical stacking of 2D slices.
In the ‘real’ 3D reconstruction, the pixel will be changed to voxel, which requires new
modeling of the X-ray beam, forward imaging process, and the total variation. In 3D
case, the amount of voxels is much greater than the pixels in 2D reconstruction. Thus
the tomographic reconstruction becomes the inverse problem of an even bigger equation
system as well as the resulting optimization problem. The challenges in solving this big
problem include the calculation of the large system matrix and expensive computing of
the reconstruction algorithm. For a typical reconstruction of a 2D image 1024×1024, the
system matrix takes up ∼ 3GB storage due to its sparse property. In contrast, for the re-
construction of a volumetric image 1024×1024×1024, the size of the system matrix goes
up to ∼ 3PB, which is challenging in storage and calculation. Due to lack of data parallel
reconstruction structure, the 3D reconstruction is almost an impossible task using present
computing infrastructure. But it is still possible to search solution by parallel computing
at the algorithm level combined with the high performance computing infrastructures. In
the near future, the difficulties will be definitely overcome by the fast developing of com-
puter techniques. The 3D even as well as 4D reconstruction can be practical in general
computing architecture. The segmentation and reconstruction can be completed in one
regularization step.
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This thesis presents a robust and automated tomographic reconstruction for the LSDF-
based data management workflow by proposing a parameter-optimized algebraic recon-
struction method for computed tomography with a limited number of projections. It is
subject to the minimization of total variation in the sense of compressive sampling the-
ory to pursue a precise and automated 3D reconstruction. The optimized CGTV method,
on the one hand, incorporates the regularization of total variation to accommodate such
prior knowledge as the existence of sparse representation of original object. On the other
hand, it uses a parameter-optimized method of L-curve in fixing the value of important
trade-off parameter in an automated way. Thus it provides high quality reconstruction
results and an automated implementation of 3D reconstruction without manual adjusting
operations. A simple implementation of the conjugate gradient method adapted to the TV
regularization is used to solve the unconstrained reconstruction problem.

The evaluation of the the optimized CGTV with the simulated images and in vivo data
acquired by propagation based X-ray imaging demonstrates that the method represents
a promising venue for reconstruction with limited projections. It maintains resolution
in an acceptable level, reproduces edges bounding sufficiently large structures, quickly
saturates the image quality as the number of projections increases, and is void of streakline
artifacts as generated by the filtered back-projection (FBP) method. This is important for
automated image analysis such as structure segmentation appealing to a priori set of gray-
value thresholds. The expensive computing required by the algebraic reconstruction of a
full 3D volume is greatly alleviated by parallel volume reconstruction through a computer
cluster connected to the Large Scale Data Facility (LSDF).

The application of the optimized tomographic reconstruction enables the construction
of a fast tomography beamline at ANKA. Applying the iterative reconstruction method
reduces the number of projections from ∼1000 to ∼100 without significant loss in the
reconstruction image quality, thus also reduces the data acquisition time by over tenfold
compared to the conventional method. By the fast tomography beamline the 3D imaging
procedure takes such a short snap that the object movements can approximately be omitted
with little influence on the reconstruction. This enables biological scientists to precisely
investigate the movements, organ structures, and dynamic characteristics by 4D in vivo
imaging of a biological object, like the weevil used in this thesis.
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Also the application of the optimized tomographic reconstruction reduces the X-ray ra-
diation dose for biological object. Thus it increases the duration of in vivo time-lapse
series for the developmental frog embryo, allowing biologists to observe the embryo’s
developing procedure for longer time and track the dynamic characteristics of cells or
issues.

Apart from the biological applications, the presented reconstruction method apparently
can be also used in other fields, such as nanostructured material analysis by electron
tomography where also a limited number of projections is available shown in Chapter
4.

The proposed reconstruction method provides a promising venue for fast tomography and
low-dose tomographic imaging. It therefore is likely to direct biologists’ plan in experi-
mental design, data acquisition and analysis. It may also contribute to the construction of
a fast tomography beamline.
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A. Imaging information for
experimental datasets

Weevil dataset

For imaging the weevil, white-beam illumination with a critical energy of Ec ∼ 15 keV,
a propagation distance of z = 50 cm, a photon flux density of ∼ 1013 photons/mm2/s, an
effective pixel size of ∆x = 3.7 µm, and a field of view of (7.4 mm)2, corresponding to
2000 × 2000 pixels, was employed at ANKA’s TOPO-TOMO bending-magnet imaging
beamline. The detection system uses a freestanding 50 µm-thick Cerium-doped lutetium
aluminum garnet (LuAG:Ce) scintillator orthosilicate scintillator, generating visible light
by the absorption of X-rays. This latent visible-light image is relayed by an optical system
with a three-fold magnification onto the pco.dimax camera that performs the actual signal
detection. An acquisition of 400 intensity projections was performed per tomogram with
an exposure time of 0.3 ms per projection.

Frog embryo dataset

The frog embryo was imaged at the undulator imaging beamline 32-ID of APS sub-
ject to monochromatic (∆E/E ∼ 10−4), highly coherent X-ray illumination of en-
ergy E = 30 keV, a photon flux density of ∼ 1012 photons/mm2/s, a propagation dis-
tance of z = 70 cm, an effective pixel size of ∆x = 1.3 µm, and a field of view of
3.328 × 2.808 mm2, corresponding to 2560 × 2160 pixels. The detection system used in
this experiment was a 100 µm LuAG:Ce scintillator supplemented by a five-fold magnify-
ing optics and a pco.edge camera. The number of projections acquired per tomogram was
499 with 60 ms of exposure time per projection. A rough estimate yields that the dose
per projection, deposited into the object, is about 20 times smaller for weevil compared
to frog-embryo imaging.
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B. Hardware and software setup for
the LSDF

Hardware

The LSDF hardware infrastructure provides a computer cluster of 58 Hp ProLiant DL1000
nodes with dual quad-core Intel processors and 36 GB memory to allow data intensive
computing close to the data. For external data access, each institute using the LSDF
is connected via 10 Giga Ethernet (GE), for internal access each cluster node can ac-
cess data via 1 GE. To offer flexibility to a large extent, these resources can be operated
either as a Cloud infrastructure or as a Hadoop [134] computer cluster. Among these
58 nodes 21 are set to provide services for Cloud computing, and other 37 nodes are uti-
lized for the MapReduce-enabled analysis [135] provided by the Hadoop framework. The
LSDF Hadoop installation offers the MapReduce job submission component and a HDFS
filesystem comprising 110 TB disk capacity. For direct user access the Hadoop filesystem
is made available via a FUSE [136] mount. For access to large scale data each cluster
nodes has access to a shared filesystem where the LSDF scientific data is stored. This is
a GPFS [137] filesystem running on high-end storage hardware (DDN SFA10000), and
mounted from all the processing nodes via the NFS protocol.

Software

All compute cluster nodes are running the Scientific Linux 5 [138] operating system. In
addition to the base system, almost arbitrary software components can dynamically be
configured from the runtime environment, using the Environment Modules [139] tool.
This tool is used to define customized environment variables and scripts for each software
component deployed in the cluster to enable/disable it dynamically. The user, or jobs by
the user, only has to load the required modules by executing simple commands. Thereby,
each user and job gets a clean runtime environment and results are reproducible at all
time. Other advantages are that different versions of the same software package can be
supported at the same time and that all supported software packages are centrally man-
aged as part of the cluster administration and not by the users themselves. One of these
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software packages relevant for this thesis is MATLAB. MATLAB offers a programming
environment for rapid algorithm development, data analysis and visualization. Apart from
this, scripts written in MATLAB can be executed on the command line, which allows
their remote execution easily. Due to many contained additional packages and the cam-
pus license available at KIT MATLAB is a perfect candidate for implementing algorithms
needed for this work.
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