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Physics

BO decays

1. Introduction

Phenomena beyond the standard model (SM) of particle physics
can manifest themselves directly, via the production of new par-
ticles, or indirectly, by affecting the production and decay of SM
particles. Analyses of flavor-changing neutral current (FCNC) de-
cays are particularly sensitive to the effect of new physics, since
such decays are highly suppressed in the SM. The FCNC decay,
BY — K*0 T~ (K*O indicates the K*(892)°, and charge-conjugate
states are implied for all particles unless stated otherwise), pro-
vides many opportunities to search for new phenomena. In addi-
tion to the branching fraction, other properties of the decay can
be measured, including the forward-backward asymmetry of the
muons, Arg, and the longitudinal polarization fraction of the K*°,
Fi. To better understand this decay, these quantities can be mea-
sured as a function of the dimuon invariant mass squared (g?).
New physics may modify any of these quantities [1-17] relative to
their SM values [1,18-24]. While previous measurements by BaBar,
Belle, CDF, LHCb, and CMS are consistent with the SM [25-29],
they are still statistically limited, and more precise measurements
offer the possibility to uncover physics beyond the SM.

In this Letter, we present measurements of Agg, Fi, and the dif-
ferential branching fraction dB/dq? from B® — K0t 1~ decays,
using data collected from pp collisions at the CERN LHC by the
CMS experiment at a center-of-mass energy of 8 TeV. The data cor-
respond to an integrated luminosity of 20.5 + 0.5 b1 [30]. The

* E-mail address: cms-publication-committee-chair@cern.ch.

http://dx.doi.org/10.1016/j.physletb.2015.12.020

K*0 is reconstructed through its decay to K*7~, and the B? is
reconstructed by fitting the two identified muon tracks and the
two hadron tracks to a common vertex. The values of Apg and
Fi are measured by fitting the distribution of events as a func-
tion of two angular variables: the angle between the positively
charged muon and the B in the dimuon rest frame, and the angle
between the K* and the B® in the K*C rest frame. All measure-
ments are performed in g2 bins from 1 to 19 GeV2. The g2 bins
8.68 < g2 < 10.09 GeV? and 12.90 < g% < 14.18 GeV?, correspond-
ing to the B® — J/yK*0 and B® — y/K*0 decays (' refers to the
¥ (2S)), respectively, are used to validate the analysis. The former
is also used to normalize the differential branching fraction.

2. CMS detector

A detailed description of the CMS detector, together with a def-
inition of the coordinate system used and the standard kinematic
variables, can be found in Ref. [31]. The main detector components
used in this analysis are the silicon tracker and the muon detec-
tion systems. The silicon tracker, located in the 3.8 T field of a
superconducting solenoid, consists of three pixel layers and ten
strip layers (four of which have a stereo view) in the barrel re-
gion accompanied by similar endcap pixel and strip detectors on
each side that extend coverage out to |n| < 2.5. For tracks with
transverse momenta 1 < pr < 10 GeV and |n| < 1.4, the resolu-
tions are typically 1.5% in pr and 25-90 (45-150) pm in the trans-
verse (longitudinal) impact parameter [32]. Muons are measured in
the range |n| < 2.4, with detection planes made using three tech-
nologies: drift tubes, cathode strip chambers, and resistive plate
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chambers [33]. In addition to the tracker and muon detectors, CMS
is equipped with electromagnetic and hadronic calorimeters that
cover |n| < 5.

Events are selected using a two-level trigger system. The first
level has specialized hardware processors that use information
from the calorimeters and muon systems to select the most inter-
esting events. A high-level trigger processor farm further decreases
the event rate from around 90 kHz to around 400 Hz, before data
storage.

3. Reconstruction, event selection, and efficiency

The criteria used to select the candidate events during data tak-
ing (trigger) and after full event reconstruction take advantage of
the fact that B® mesons have relatively long lifetimes and there-
fore decay on average about 1 mm from their production point.
The trigger only uses muons to select events, while the offline se-
lection includes the full reconstruction of all decay products.

All events used in this analysis were recorded with the same
trigger, requiring two identified muons of opposite charge to form
a vertex that is displaced from the pp collision region (beamspot).
The beamspot position (most probable collision point) and size
(the extent of the luminous region covering 68% of the collisions
in each dimension) were continuously measured through Gaus-
sian fits to reconstructed vertices as part of the online data quality
monitoring. The trigger required each muon to have p > 3.5 GeV,
In| < 2.2, and to pass within 2 cm of the beam axis. The dimuon
system was required to have pt > 6.9 GeV, a vertex fit x2 proba-
bility larger than 10%, and a separation of the vertex relative to the
beamspot in the transverse plane of at least 30, where o includes
the calculated uncertainty in the vertex position and the measured
size of the beamspot. In addition, the cosine of the angle, in the
transverse plane, between the dimuon momentum vector and the
vector from the beamspot to the dimuon vertex was required to
be greater than 0.9.

The offline reconstruction requires two muons of opposite
charge and two oppositely charged hadrons. The muons are re-
quired to match those that triggered the event readout, and also
to pass general muon identification requirements. These include a
track matched to at least one muon segment (collection of hits in
a muon chamber consistent with the passage of a charged parti-
cle), a track fit x2 per degree of freedom less than 1.8, hits in at
least six tracker layers with at least two from the pixel detector,
and a transverse (longitudinal) impact parameter with respect to
the beamspot less than 3 cm (30 cm). The reconstructed dimuon
system must also satisfy the same requirements that were applied
in the trigger.

The hadron tracks are required to fail the muon identification
criteria, have pt > 0.8 GeV, and have an extrapolated distance of
closest approach to the beamspot in the transverse plane greater
than twice the sum in quadrature of the distance uncertainty and
the beamspot transverse size. The two hadrons must have an in-
variant mass within 90 MeV of the accepted K*® mass [34] for
either the K™z~ or K™7* hypothesis. To remove contamination
from ¢(1020) — K™K~ decays, the invariant mass of the hadron
pair must be greater than 1.035 GeV when the charged kaon mass
is assigned to both hadrons. The B candidates are obtained by fit-
ting the four charged tracks to a common vertex, and applying a
vertex constraint to improve the resolution of the track parame-
ters. The BY candidates must have pr > 8 GeV, |n| < 2.2, vertex
fit x2 probability larger than 10%, vertex transverse separation
from the beamspot greater than 12 times the sum in quadrature of
the separation uncertainty and the beamspot transverse size, and
cosayy > 0.9994, where ayy is the angle, in the transverse plane,
between the B® momentum vector and the line-of-flight between

the beamspot and the B? vertex. The invariant mass m of the B®
candidate must also be within 280 MeV of the accepted B® mass
mgo [34] for either the K~ tutu™ or Kt~ p*tp~ hypothesis.
The selection criteria are optimized using simulated signal samples
(described below) and background from data using sidebands of
the B® mass. After applying the selection criteria, events in which
at least one candidate is found contain on average 1.05 candidates.
A single candidate is chosen from each event based on the best B
vertex fit x2.

From the selected events, the dimuon invariant mass g and
its calculated uncertainty o are used to distinguish the signal
from the control samples. The control samples B® — J/¥K*® and
B® — /K*0 are defined by |q —myy| <304 and |q — my| < 30y,
respectively, where my,y, and my are the accepted masses [34].
The average value for oy is about 26 MeV. The signal sample is
composed of the events that are not assigned to the J/v and v’
samples.

The signal sample still contains contributions from the con-
trol samples, mainly due to unreconstructed soft photons in the
charmonium decay. These events will have a low q value and fall
outside the selection described above. These events will also have
a low m value and therefore they can be selectively removed us-
ing a combined selection on q and m. For q < my;y (q > myy),
we require |(m — mpgo) — (q — my;y)| > 160 (60) MeV. For q < my:
(q > my), we require |(m —mgo) — (q —my)| > 60 (30) MeV. The
requirements are set such that less than 10% of the background
events originate from the control channels.

The four-track vertex candidate is identified as a B or B® de-
pending on whether the K7~ or K~ invariant mass is closest
to the accepted K*0 mass. The fraction of candidates assigned to
the incorrect state is estimated from simulations to be 12-14%,
depending on g2.

The global efficiency, €, is the product of the acceptance and
the combined trigger, reconstruction, and selection efficiency, both
of which are obtained from Monte Carlo (MC) simulations. The pp
collisions are simulated using PYTHIA [35] version 6.424, the un-
stable particles are decayed by EVTIGEN [36] version 9.1 (using the
default matrix element for the signal), and the particles are prop-
agated through a detailed model of the detector with GEANT4 [37].
The reconstruction and selection of the generated events proceed
as for data. Three simulated samples were created in which the B°
was forced to decay to K*O(Ktw ) utu~, J/y(utu )KOKT 7 ),
or ¥/ (ut KO (K+mw ). The samples were constructed to ensure
that the number and spatial distribution of pp collision vertices in
each event match the distributions found in data. The acceptance
is obtained from generated events, before the particle propagation
with GEANT4, and is calculated as the fraction of events passing
the single-muon requirement of pt(u) > 3.3 GeV and |n(w)| < 2.3
relative to all events with pr(B®) > 8 GeV and |n(B?)| < 2.2. As
the acceptance requirements are placed on the generated quanti-
ties, they are less restrictive than the final selection requirements,
which are based on the reconstructed quantities, to allow for the
effect of finite resolution. Only events passing the acceptance cri-
teria are processed through the GEANT simulation, the trigger sim-
ulation, and the reconstruction software. The combined trigger, re-
construction, and selection efficiency is the ratio of the number of
events that pass the trigger and selection requirements and have
a reconstructed B® compatible with the generated B? in the event,
relative to the number of events that pass the acceptance crite-
ria. The compatibility of generated and reconstructed particles is
enforced by requiring the reconstructed K*, 7=, u*, and u~ to
have /(An)2 + (A@)? less than 0.3 (0.004) for hadrons (muons),
where An and Ag are the differences in n and ¢ between the
reconstructed and generated particles. Requiring all four particles
in the B® decay to be matched results in an efficiency of 99.6%
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U rest frame

K™ rest frame

Fig. 1. Sketch showing the definition of the angular observables ¢; (left), 6x (middle), and ¢ (right) for the decay B — K*(Ktm~)utpu~.

(0.4% of the events have a correctly reconstructed B® that is not
matched to a generated B®) and a purity of 99.5% (0.5% of the
matched candidates are not a correctly reconstructed B?). Efficien-
cies are determined for both correctly tagged (the K and m have
the correct charge) and mistagged (the K and m charges are re-
versed) candidates.

4. Analysis method

This analysis measures Agg, Fi, and d3/dg? of the decay B® —
K*°utu~ as a function of g2. Fig. 1 shows the angular observ-
ables needed to define the decay: 6k is the angle between the kaon
momentum and the direction opposite to the B? (B%) in the K*
(K*O) rest frame, 6, is the angle between the positive (negative)
muon momentum and the direction opposite to the B® (B%) in the
dimuon rest frame, and ¢ is the angle between the plane contain-
ing the two muons and the plane containing the kaon and pion.
As the extracted angular parameters Apg and F; do not depend on
¢ and the product of the acceptance and efficiency is nearly con-
stant as a function of ¢, the angle ¢ is integrated out. Although
the K* 7~ invariant mass must be consistent with that of a K*,
there can be a contribution from spinless (S-wave) K*7~ combi-
nations [24,38-40]. This is parametrized with two terms: Fs, which
is related to the S-wave fraction, and As, which is the interfer-
ence amplitude between the S-wave and P-wave decays. Including
this component, the angular distribution of B® — K*®u* 11~ can be
written as [24]:

1 d’r
I" d cos 6k d cos 6, dg?

= 9 Z[F +A cose](l cosze)
=16 13 S S K I

+ (1 —=Fs) [ZFL cos? Ok (1 — cos? 9,)

1 2 2
+51—Fy (1 — cos eK) (1 + cos 9,)

4
+ §AFB (l — cos? OK) cos 91] } . (1)

For each g2 bin, the observables of interest are extracted from
an unbinned extended maximum-likelihood fit to three variables:
the K*7w~pu* ™ invariant mass m and the two angular variables
0k and 6,. For each g2 bin, the unnormalized probability density
function (PDF) has the following expression:

PDF(m, 6, 6)) = Y§ [sc(m) S%6k. ) €€ Bk, )
fM

1—fM

+ Y3 B™(m) B (6k) B% (), (2)

—+

sMm) s%(—6k, —6)) €M 6k, 9,)]

where the contributions correspond to correctly tagged signal
events, mistagged signal events, and background events. The pa-
rameters YSC and Yp are the yields of correctly tagged signal events
and background events, respectively, and are free parameters in
the fit. The parameter fM is the fraction of signal events that are
mistagged and is determined from MC simulation. The signal mass
probability functions S€(m) and S™(m) are each the sum of two
Gaussian functions and describe the mass distribution for correctly
tagged and mistagged signal events, respectively. In the fit, there
is one free parameter for the mass value in both signal functions,
while the other parameters (four Gaussian o parameters and two
fractions relating the contribution of each Gaussian) are obtained
from MC simulation, which has been found to accurately repro-
duce the data. The function S%(6g,6)) describes the signal in the
two-dimensional (2D) space of the angular observables and cor-
responds to Eq. (1). The combination B™(m) B% (6x) B%(8)) is ob-
tained from B? sideband data and describes the background in the
space of (m, 6k, 6;), where the mass distribution is an exponen-
tial function and the angular distributions are polynomials ranging
from second to fourth degree, depending on the g2 bin and the
angular variable. The functions €€ (6, 6;) and €M (g, 6)) are the ef-
ficiencies in the 2D space of —1 <cosfx <1,—1 <cos6, <1 for
correctly tagged and mistagged signal events, respectively. The ef-
ficiency function for correctly tagged events is obtained from a fit
to the 2D-binned efficiency from simulation and is constrained to
be positive. There are 30 bins (5 in cosfg and 6 in cosé;), and the
efficiency fit function is a polynomial of third degree in cos 6k and
fifth degree in cos6; (and all cross terms), for a total of 24 free pa-
rameters. This procedure does not work for the mistagged events
because of the much smaller number of events (resulting in empty
bins) and a more complicated efficiency. For mistagged events, the
2D efficiency is calculated in 5x5 bins of coséx and cosé;, and
an interpolation is performed. This interpolation function is used
to generate a new binned efficiency (in 120 x 120 bins), with all
bin contents constrained to be nonnegative. The efficiency function
uses this finely binned efficiency, with linear interpolation between
bins. The efficiencies for both correctly tagged and mistagged
events peak at cos6 near 0 for g2 < 10 GeV?, becoming flat for
larger values of g2. The efficiency for correctly tagged events tends
to decrease with increasing cosf, and for q2 > 14 GeV? a small
decrease is seen for cosfx near —1. The efficiency for mistagged
events is maximal near cosfx = 0, with an increase as cosfk ap-
proaches +1 that becomes more pronounced as g2 increases.

The fit is performed in two steps. The initial fit uses the data
from the sidebands of the B® mass to obtain the B%(6g) and
B%(6)) distributions (the signal component is absent from this fit).
The sideband regions are 30y, < |m — mpo| < 5.50m,, where oy, is
the average mass resolution (~45 MeV), obtained from fitting the
MC simulation signal to a sum of two Gaussians with a common
mean. The distributions obtained in this step are then fixed for the
second step, which is a fit to the data over the full mass range. The
free parameters in this fit are Apg, F, Fs, As, the parameters in
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B™(m), the mass parameter in S€(m) and SM(m), and the yields
YSC and Yp. In addition, the remaining parameters in S€(m) and
SM(m) are free parameters with Gaussian constraints from previ-
ous fits to simulated signal events.

The PDF in Eq. (2) is only guaranteed to be nonnegative for
particular ranges of Apg, Fr, As, and Fs. While the definition of
the precise physical region is a more complicated expression, the
approximate ranges of validity are: 0 < FL < 1, |Ap| < %(1 — Fp),

0 < Fs < min[ %50 1], and |As| < Fs + 3FL(1 - Fs). In addi-
tion, the interference term As must vanish if either of the two
interfering components vanish. From Ref. [24], this constraint is
implemented as |As| < +/12Fs(1 — Fs)FLR, where R is a ratio re-
lated to the S-wave and P-wave line shapes, estimated to be 0.89
near the K*0 mass. During the mINUIT [41] minimization, penalty
terms are introduced to ensure that parameters remain in the
physical region. When assessing the statistical uncertainties with
MinNos [41], the penalty terms are removed. However, a negative
value for Eq. (2) results in the minimizing algorithm generating a
large positive jump in the negative log-likelihood, tending to re-
move the unphysical region. The results of the fit in each signal ¢?
bin are App, Fi, As, Fs, and the correctly tagged signal yield YSC.

The differential branching fraction, d3/dq?, is measured relative
to the normalization channel B® — J/yK*? using:

dB (B® — K*0utpu")
dg?

(v, v N (v, vy )T
€€ A= MM J el T - el

B(B® — J/yK*)
2\ VR )
Ag?

, (3)

where YSC and Y,S are the yields of the correctly tagged signal and
normalization channels, respectively; eg and e,f, are the efficiencies
for the correctly tagged signal and normalization channels, respec-
tively; fM and f,{)” are the mistag rates for the signal and normal-
ization channels, respectively; eé/’ and e,’f,/’ are the efficiencies for
the mistagged signal and normalization channels, respectively; and
B (B — J/y (up™)K*0) = 0.132% x 5.96% is the accepted branch-
ing fraction for the normalization channel [34], corresponding to
the g2 bin Ag® = 8.68-10.09 GeV2. The efficiencies are obtained
by integrating the efficiency functions over the angular variables,
weighted by the decay rate in Eq. (1), using the values obtained
from the fit of Eq. (2) to the data.

The fit formalism and results are validated through fits to
pseudo-experimental samples, MC simulation samples, and control
channels. Additional details, including the sizes of the systematic
uncertainties assigned from these fits, are described in Section 5.

5. Systematic uncertainties

Since the efficiency is computed with simulated events, it is es-
sential that the MC simulation program correctly reproduces the
data, and extensive checks have been performed to verify the ac-
curacy of the simulation. The systematic uncertainties associated
with the efficiencies, and other sources of systematic uncertainty
are described below and summarized in Table 1.

The correctness of the fit function and the procedure for mea-
suring the variables of interest are verified in three ways. First,
a high-statistics MC sample (approximately 400 times that of the
data) is used to verify that the fitting procedure produces results
consistent with the input values to the simulation. This MC sample
includes the full simulation of signal and control channel events

Table 1

Systematic uncertainty contributions for the measurements of Fi, Aps, and the
branching fraction for the decay B® — K*Ou+u~. The values for F| and Apg are
absolute, while the values for the branching fraction are relative. The total uncer-
tainty in each g% bin is obtained by adding each contribution in quadrature. For
each item, the range indicates the variation of the uncertainty in the signal g2 bins.

Systematic uncertainty FL(1073) Apg(1073) dB/dq? (%)
Simulation mismodeling 1-17 0-37 1.0-5.5
Fit bias 0-34 2-42 -

MC statistical uncertainty 3-10 5-18 0.5-2.0
Efficiency 34 5 -

K mistagging 1-4 0-7 0.1-4.1
Background distribution 20-36 12-31 0.0-1.2
Mass distribution 3 1 32
Feed-through background 0-27 0-5 0.0-4.0
Angular resolution 6-24 0-5 0.2-2.1
Normalization to B® — J/yK*0 - - 46
Total systematic uncertainty 41-65 18-74 6.4-8.6

plus background events obtained from the PDF in Eq. (2). The dis-
crepancy between the input and output values in this check is
assigned as a simulation mismodeling systematic uncertainty. It
was also verified that fitting a sample with only mistagged events
gives the correct results. Second, 1000 pseudo-experiments, each
with the same number of events as the data sample, are gen-
erated in each g2 bin using the PDF in Eq. (2), with parameters
obtained from the fit to the data. These are used to estimate the
fit bias. Much of the observed bias is a consequence of the fitted
parameters lying close to the boundaries of the physical region. In
addition, the distributions of results are used to check the returned
statistical uncertainty from the fit and are found to be consis-
tent. Third, the high-statisticc MC signal sample is divided into
400 subsamples and combined with background events to mimic
400 independent data sets of similar size to the data. Fits to these
400 samples do not reveal any additional systematic uncertainty.

Because the efficiency functions are estimated from a finite
number of simulated events, there is a corresponding statistical
uncertainty in the efficiency. The efficiency functions are obtained
from fits to simulated data. Alternatives to the default efficiency
function are generated by randomly varying the fitted parameters
within their uncertainties (including all correlations). The effect of
these different efficiency functions on the final result is used to
estimate the systematic uncertainty.

The main check of the correctness of the efficiency is obtained
by comparing the efficiency-corrected results for the control chan-
nels with the corresponding world-average values. The efficiency
as a function of the angular variables is checked by comparing the
FL and Apg measurements from the B® — J/yK*0 sample, com-
posed of 165000 signal events. The value of F| obtained in this
analysis is 0.537 = 0.002 (stat), compared with the world-average
value of 0.571 &+ 0.007 (stat + syst) [34], indicating a discrepancy
of 0.034, which is taken as the systematic uncertainty for the sig-
nal measurements of Fi. For Agg, the measured value is 0.008 +
0.003 (stat), compared to a SM expectation of ~0. Adding an S-
wave contribution in the fit changes the measured value of Apg
by less than 0.001. From this, we conclude that the S-wave effects
are minimal, and assign a systematic uncertainty of 0.005 for Apg.
To validate that the simulation accurately reproduces the efficiency
as a function of g2, we measure the branching ratio between two
different g% bins, namely the two control channels. The branching
ratio result, B (B® — ¢/'K*?) /B (B® — J/y¥K*®) = 0.479 £ 0.005, is
in excellent agreement with the most precise reported measure-
ment: 0.476 + 0.014 (stat) == 0.010 (syst) [42].

The PDF used in the analysis accommodates cases in which
the kaon and pion charges are correctly and incorrectly assigned.
Both of these contributions are treated as signal. The mistag frac-
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tion is fixed to the value obtained from MC simulation. In the
high-statistics control channel B — J/yK*9, the mistag fraction is
allowed to float in the fit and a value of fM = (14.5 + 0.5)% is
found, to be compared to the simulated value of (13.7 £0.1)%. The
effect of this 5.8% difference in the mistag fraction on the mea-
sured values is taken as a systematic uncertainty.

The systematic uncertainty associated with the functions used
to model the angular distribution of the background is obtained
from the sum in quadrature of two uncertainties. The first uncer-
tainty is evaluated by fitting the background with polynomials of
one degree greater than used in the default analysis and taking the
difference in the observables of interest between these two fits as
the systematic uncertainty. The second uncertainty is owing to the
statistical uncertainty in the background shape, as these shapes are
fixed in the final fit. This uncertainty is obtained by taking the
difference in quadrature between the returned statistical uncer-
tainties on the parameters of interest when the background shapes
are fixed and allowed to vary. In g bins where the unconstrained
fit does not converge, the associated uncertainty is obtained from
extrapolation of nearby bins.

The mass distributions for the correctly tagged and mistagged
events are each described by the sum of two Gaussian functions,
with a common mean for all four Gaussian functions. The mean
value is obtained from the fit to the data, while the other parame-
ters (four o and two ratios) are obtained from fits to MC-simulated
events, with the uncertainty from those fits used as Gaussian con-
straints in the fits to the data. For the high-statistics control chan-
nels, it is possible to fit the data, while allowing some of the
parameters to vary. The maximum changes in the measured val-
ues in the two control channel g% bins when the parameters are
varied are taken as the systematic uncertainty for all g2 bins.

The g2 bins just below and above the J/v region may be con-
taminated with B® — J/¢K*0 feed-through events that are not
removed by the selection criteria. A special fit in these two bins
is made, in which an additional background term is added to the
PDF. This background distribution is obtained from the MC simu-
lation and the background yield is a free parameter. The resulting
changes in the fit parameters are used as estimates of the system-
atic uncertainty associated with this contribution.

The effects from angular resolution in the reconstructed values
for the angular variables 6 and 6; are estimated by performing
two fits on the same MC-simulated events. One fit uses the true
values of the angular variables and the other fit their reconstructed
values. The difference in the fitted parameters between the two fits
is taken as an estimate of the systematic uncertainty.

The differential branching fraction has an additional systematic
uncertainty of 4.6% coming from the uncertainty in the branching
fraction of the normalization mode B® — J/yK*0.

The systematic uncertainties are measured and applied in each
g% bin, with the total systematic uncertainty obtained by adding
the individual contributions in quadrature.

6. Results

The signal data, corresponding to 1430 signal events, are fit in
seven disjoint g2 bins from 1 to 19 GeV?. Results are also obtained
for a wide, low-g% bin (1 < g < 6 GeV?), where the theoretical
uncertainties are best understood. The K*7r ~p+ ™ invariant mass
distributions for all of the g2 signal bins, as well as the fit projec-
tions, are shown in Fig. 2. Fig. 3 plots the projections of the fit
and the data on the cos6k (top) and cosé; (bottom) axes for the
combined low-g2 bin (left, 1 < g% < 6 GeV?) and the highest g2
bin (right, 16 < g2 < 19 GeV?). The fitted values of signal yield,
Fi, Agg, and dB/dqz, along with their associated uncertainties, are
given for each of the disjoint g% regions in Table 2. These results

are also shown in Fig. 4, along with two SM predictions. The fitted
values for Fs are all less than 0.03, while the values for As vary
from —0.3 to +0.3.

The SM predictions, derived from Refs. [18,20], combine two
calculational techniques. In the low-q2 region, a quantum chromo-
dynamic factorization approach [43] is used, which is applicable
for g? < 4m?, where m, is the charm quark mass. In the high-g?
region, an operator product expansion in the inverse b quark mass
and 1 /\/q>2 [44,45] is combined with heavy-quark form-factor re-
lations [46]. This is valid above the open-charm threshold (g% >
13.9 GeV?). The two SM predictions shown in Fig. 4 differ in the
calculation of the form factors. The light-cone sum rules (LCSR)
calculation is made at low g% [47] and is extrapolated to high
q? [48]. The lattice gauge (Lattice) calculation of the form factors
is from Ref. [49]. Controlled theoretical predictions are not avail-
able near the J/¢ and v’ resonances. The SM predictions are in
good agreement with the CMS experimental results, indicating no
strong contribution from physics beyond the standard model.

The results described are combined with previous CMS mea-
surements, obtained from an independent data sample collected at
/s =7 TeV [29]. The systematic uncertainties associated with the
efficiency, Km mistagging, mass distribution, angular resolution,
and the B® — J/vK*0 branching fraction are assumed to be fully
correlated between the two samples, with the remaining uncer-
tainties assumed to be uncorrelated. To combine the results from
the 7 TeV and 8 TeV data, the uncorrelated systematic uncertain-
ties are combined in quadrature with the statistical uncertainties.
To account for the asymmetric uncertainties, the linear variance
method from Ref. [50] is used to average the 7 TeV and 8 TeV mea-
surements, as well as to average the two g2 bins covering 4.30 to
8.68 GeVZ2, which was a single bin in the 7 TeV analysis. After the
combination, the correlated systematic uncertainties are added in
quadrature. The combined CMS measurements of Agg, Fr, and the
differential branching fraction versus g2 are compared to previous
measurements [26-29,51,52] in Fig. 5. The CMS measuremen