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1 Introduction

If I have seen further it is by standing on the shoulders of giants.

– Isaac Newton

A single proton in the darkness. Slowly, it begins to move, to accelerate. Invisible
forces guide it on a circular path. It joins others of its kind, a pack of particles, round
and round it goes, evading a deadly crash again and again and again until – everything
is illuminated in the light of the collision.

Science has come a long way. Ages after the bathtub adventures of Archimedes and
Galileo’s star-gazing, it has evolved into a worldwide endeavour to uncover the secrets of
the cosmos. These efforts have led to the construction of increasingly complex experiments:
Giant devices probe the laws of nature by smashing particles together and observing the
outcome.

Currently, the most powerful and advanced particle accelerator is the Large Hadron
Collider (LHC). It is capable of colliding protons at energies and intensities which surpass
all previous experiments. This enables the study of physical processes which occur only
at high momentum transfers.

To observe these processes, large particle detectors are installed at the interaction
points of the LHC. One of these detectors is the Compact Muon Solenoid (CMS). It is
designed to measure as many of the particles produced in a collision event as possible,
thus providing scientists with extensive information for physics analyses.

These analyses are often difficult: The rare occurrence of certain processes, multiple
concurrent proton-proton interactions or the difficult energy measurement and event
reconstruction constitute severe experimental challenges. These effects can lead to signi-
ficant statistical and systematic uncertainties.

The measurement of Z bosons is less affected by some of these problems: The properties
of the Z boson are well known from previous experiments; in its dimuon and dielectron
decay channels it offers a clear signature with only small contributions from background
processes. As a consequence, Z bosons can be precisely measured. At the LHC, Z bosons
are produced at an unprecedented rate.

Z+jet events can be utilized for studies of the proton structure. In the parton model,
this structure is expressed by the parton distribution functions (PDFs) which predict
the probability to find a certain proton constituent (a parton) with a proton momentum
fraction x at an energy scale Q. The PDFs are not predicted by perturbative QCD but
have to be experimentally determined.
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1 Introduction

In this thesis, a method to constrain the parameters of the PDFs by measuring the
distributions of kinematic quantities of Z bosons is explored. This method exploits the
correlation between the PDFs and the expected number of events with Z bosons in
particular phase space regions. By fitting the PDFs to these data, the PDF parameters
can be determined. If the measurement is precise enough, the uncertainties in the PDFs
can be reduced.

Z+jet events can also be used for jet energy calibration: All physics analyses at the
LHC rely on the precise reconstruction of the objects produced in a collision. Among the
most important of these objects are jets, collimated streams of particles produced by the
hadronization of partons. As there are numerous effects that bias the jet measurement,
the precise determination of jet energies is among the most challenging experimental
tasks.

Sophisticated techniques have been developed to deal with the various systematic
biases. One of the most important steps is the data-driven calibration with balancing
methods: Exploiting momentum conservation, the jet transverse momentum is compared
with the transverse momentum of a well-measured reference object and consequently
corrected. In this thesis, the jet energy scale is calibrated by studying Z(→ µ+µ−)+jet
events.

Outline

In Chapter 2 of this thesis, the theoretical foundations for the performed studies are
described. A brief introduction to quantum chromodynamics is followed by an explanation
of the PDFs and the production and decay of Z bosons.

Chapter 3 discusses the experimental setup. The LHC and the CMS detector with its
different components are described. It is explained how the signals from these components
are used to reconstruct physical objects, e.g. particles or jets.

In Chapter 4, the software tools utilized for data analysis, Monte Carlo simulation and
PDF determination are outlined.

The calibration studies with Z(→ µ+µ−)+jet events are described in Chapter 5. First,
an overview of the jet correction procedure in the CMS Collaboration is given. This is
followed by a description of the Z(→ µ+µ−)+jet event selection and analysis procedure.
Several studies and cross-checks of jet and particle kinematic quantities, jet response,
jet energy resolution and jet flavour composition are performed. Finally, the absolute
corrections on the jet energy scale are determined.

Chapter 6 describes the analysis of Z(→ e+e−)+jet events and the determination of the
PDFs. The event selection, the estimation of contributions from background processes,
and the unfolding of the measured distributions are outlined. The experimental and
theoretical uncertainties are estimated. The results are compared to theory predictions
for different PDFs. A fit of the PDFs to the measured data is performed and constraints
on the PDFs are extracted.

The thesis concludes with Chapter 7, summarizing how Z+jet studies are pushing the
precision frontier.
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2 Theoretical Foundations

The work carried out in this thesis relies upon the latest developments in theoretical
particle physics: The theory of quantum chromodynamics is necessary to understand the
interactions between partons and the formation of jets. Parton distribution functions de-
scribe the structure of hadrons and are especially important for cross section calculations
in proton-proton collisions. Z bosons can be produced in hadron collisions and provide
an excellent opportunity for calibration because of their well-known properties.

This chapter will give an overview of the relevant aspects of these topics. General
information on theoretical particle physics or the Standard Model can be found in [1–3].
The unit convention ~ = c = 1 is used throughout this thesis.

2.1 Phenomenology of Quantum Chromodynamics

Quantum chromodynamics (QCD) is a quantum field theory describing the strong in-
teraction. It was initially introduced to explain the existence of the ∆++ particle: The
quark model successfully describes hadrons as consisting of different combinations of
elementary particles called quarks. In this model, the ∆++ particle is made up of three
up quarks with the same spin state. With its symmetric wave function, this particle
seemingly violates the Pauli exclusion principle.

As a solution, a new quantum number to re-establish the necessary anti-symmetry was
postulated: the colour charge with the basic values red, green, blue and the corresponding
anti-colours. Colour charge is described as a quantum number under SU(3) symmetry.

This gives rise to a new group of particles: gluons, massless vector bosons which mediate
the strong force between quarks. Group theory predicts a singlet and an octet gluon state.
As SU(3) is non-abelian, the eight gluons of the octet carry colour charge themselves
and therefore also couple to each other. This gluon self-coupling limits the range of the
strong force.

The gluon singlet state would be colour-neutral. This would result in an infinite range
of the strong force, a behaviour which is not observed in nature. Thus, the singlet-state
gluon is postulated not to exist.

The strong force has a peculiar behaviour: The value of its coupling “constant” αs(Q
2)

decreases with the energy scale Q2 of the interaction. This behaviour is known as the
running of the strong coupling. This is in contrast to the electromagnetic interaction where
the coupling constant α shows only a slight energy-dependence. The energy dependence of
αs(Q

2) can be calculated if the constant has been experimentally determined at one value
of Q2. The running of the strong coupling has been confirmed in various measurements
at different energies, see Figure 2.1.
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Figure 2.1: Running of the strong coupling. Recent measurements performed by the CMS Col-
laboration [4, 5] confirm the predicted behaviour at highest energies [6].

With the running of the strong coupling, QCD is able to explain two phenomena:
confinement and asymptotic freedom.

Confinement Confinement denotes the observation that colour-charged particles like
quarks and gluons are not observed as isolated particles in nature. Instead, they are
always part of bound objects such as hadrons which are colour-neutral, e.g. consist of a
combination of a red, blue and green quark.

If two colour-charged objects are pulled apart, the strong force acting between them
increases. This interaction is mediated via gluons, which carry colour charge and couple to
themselves: A gluon “string” is created between the two objects. Because of the coupling
strength increasing with distance, enough energy is accumulated to create quark-antiquark
pairs out of the vacuum.

In high-energetic hadron collisions where partons are freed from the colliding hadrons,
this process repeatedly occurs until the collision energy is used up. Subsequently, the
created quarks and antiquarks form hadrons. This leads to a final state of collimated,
colourless hadronic particles – a particle jet.

Asymptotic freedom Contrary to confinement, asymptotic freedom describes the be-
haviour of the strong coupling at high energies or short distances. Here, αs becomes
small and quarks can be treated as quasi-free particles. The low value of αs enables
the application of perturbation theory. In conjunction with a model for describing the
structure of hadrons, cross sections in hadron collisions can be calculated.
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2.1 Phenomenology of Quantum Chromodynamics

2.1.1 The QCD Lagrangian

The Lagrangian of QCD is [7]

L =
∑

f

ψ̄i,f (iγµD
µ
ij −mfδij)ψj,f −

1

4
F aµνF

aµν (2.1)

with F aµν = ∂µA
a
ν − ∂νAaµ − gsfabcAbµAcν (2.2)

and Dµ
i,j = ∂µδij + igst

a
ijA

µ
a . (2.3)

Repeated indices are summed over. The indices a, b and c refer to colour indices for
the adjoint representation of SU(3), i.e. a, b, c = 1, ..., 8 for the eight gluons. For the
fundamental representation of SU(3), the indices i, j = 1, ..., 3 represent the three colours.
f corresponds to quark flavour and A to the vector potential of the gluon field. The taij
are the generators of SU(3). γµ denote the Dirac matrices.

The first term of the Lagrangian with the covariant derivative D describes a free quark
and its interaction with the gluon field. As SU(3) is non-abelian, the structure constant
f in the field strength tensor F is non-vanishing which leads to gluon self-interactions (3-
gluon and 4-gluon vertices). The three fundamental QCD vertices are shown in Figure 2.2.
All interactions depend on the coupling gs =

√
4παs. The complete set of Feynman rules

derived from the Lagrangian can be found in e.g. [8].

Figure 2.2: The three fundamental QCD interaction vertices.

2.1.2 The Parton Model

In the parton model, hadrons are described as consisting of quarks and gluons, collectively
referred to as partons, which carry fractions of the hadron momentum. In QCD, this is
described by the parton distribution functions (PDFs). They represent the probability
to find a parton with a momentum fraction x at an energy scale Q.

The x-dependence of the PDFs cannot be perturbatively calculated. Instead, the PDFs
are parametrized and the correlation between PDFs and observables such as cross sections
in hadron collisions is exploited to constrain the PDF parameters.

Such studies have been extensively performed in deep-inelastic scattering experiments
at the HERA e±p collider [9]. In electron-proton scattering, the kinematic quantities
of the scattered electron are measured to determine the PDFs. Exemplary Feynman
diagrams of charged and neutral current interactions are shown in Figure 2.3.
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e−

q
q

γ∗

e− e−

q q′
W
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Figure 2.3: Feynman diagrams for neutral current (left) and charged current (right) interactions
in deep-inelastic scattering.

19. Structure functions 11

Figure 19.3: Kinematic domains in x and Q2 probed by fixed-target and collider
experiments. Some of the final states accessible at the LHC are indicated in
the appropriate regions, where y is the rapidity. The incoming partons have
x1,2 = (M/14 TeV)e±y with Q = M where M is the mass of the state shown in
blue in the figure. For example, exclusive J/ψ production at high |y| at the LHC
may probe the gluon PDF down to x ∼ 10−5.

sections) calculated with the full mQ dependence, with the all-order resummation of
contributions via DGLAP evolution in which the heavy quarks are treated as massless.
The ABM analysis uses a FFNS where only the three light (massless) quarks enter the
evolution, while the heavy quarks enter the partonic cross sections with their full mQ

dependence; transition matrix elements are computed, following [53], which provide the
boundary conditions between nf and nf +1 PDFs. The GM-VFNS and FFNS approaches

yield different results: in particular αs(M
2
Z) and a large-x gluon PDF at large Q2 are

both significantly smaller in the FFNS. It has been argued [36,37,60] that the difference

August 21, 2014 13:18

Figure 2.4: Accessible phase space in x and Q2 at the LHC compared to HERA, Tevatron and
fixed target experiments [6].

Further knowledge can be derived by increasing the experimental precision or the
accessible phase space. At the LHC, extended coverage in x and Q is achieved com-
pared to HERA, see Figure 2.4. PDF constraints were extracted from e.g. inclusive jet
measurements [4, 10].

The most precise PDFs are produced by analysis groups which take multiple meas-
urements into account, e.g. the NNPDF [11], HERAPDF [9], ABM [12], CTEQ [13] and
MMHT [14] collaborations. They differ in the fitting method, the included measurements,
the PDF parametrization or the treatment of uncertainties. An example PDF from the
NNPDF collaboration can be seen in Figure 2.5.

While the x-dependence of the PDFs has to be experimentally determined, the de-
pendence on Q can be calculated with specific equations, described in the following
paragraphs.
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Figure 2.5: PDFs from the NNPDF collaboration at different energy scales of Q = 1.4 GeV (left)
and Q = 91.2 GeV (right). The values for the gluon and sea quarks are scaled by 1/10 to be in a
comparable range with the valence quark PDFs. The PDFs are evolved to higher energy scales
via the DGLAP equations. At higher Q, the gluon and sea quarks PDFs increase, especially
at lower x values.

The DGLAP Equations The energy-dependence of PDFs is due to a higher resolution
when probing the proton at higher Q. As partons continuously interact with each other,
emission and splitting processes take place. These are described by the splitting functions
Pab, where a, b are quarks or gluons. For example, Pqg(x/y) describes the probability of
a quark with momentum fraction x to originate from a gluon with higher momentum
fraction y > x.

The splitting functions can be perturbatively calculated as

Pab(x, αs(Q
2)) = P 0

ab(x) +
αs(Q

2)

2π
P 1
ab(x) +O

(
α2

s (Q2)
)
. (2.4)

They are used by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations
[15–17] to describe the evolution of PDFs from an energy scale Q0 to a scale Q > Q0:

d q(x,Q2)

d lnQ2
=
αs(Q

2)

2π

∫ 1

x

d y

y

[
Pqq

(
x

y

)
· q(y,Q2) + Pqg

(
x

y

)
· g(y,Q2)

]
, (2.5)

d g(x,Q2)

d lnQ2
=
αs(Q

2)

2π

∫ 1

x

d y

y

[∑

q

Pgq

(
x

y

)
· q(y,Q2) + Pgg

(
x

y

)
· g(y,Q2)

]
. (2.6)

2.1.3 Perturbative QCD

One of the most important applications of QCD (and an opportunity for stringent tests
of the theory) is the calculation of cross sections in hadron collisions. Usually, this is
performed via a perturbative approach, leading to the field of perturbative QCD (pQCD).
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2 Theoretical Foundations

The small value of αs at high energies (asymptotic freedom) enables the application
of perturbative methods: A theory prediction for an observable X can be expanded in
powers of αs as

X = X̃1 + αsX̃2 + α2
s X̃3 + ... (2.7)

where a calculation of the first few order is usually sufficient.
This approach is only possible if αs is small (� 1), i.e. in the high-energy regime.

However, a complete cross section calculation also includes the description of low-energetic
interactions. Therefore, it is necessary to factorize the problem into a short-distance,
process-specific part (which can be solved with perturbative methods) and a long-distance,
universal part (described by phenomenological models).

However, this approach leads to ultraviolet divergences in the cross section calculation.
These can be countered via a procedure called renormalization: All divergences are
absorbed via a redefinition of masses, fields and coupling constants. This introduces the
renormalization scale µr, effectively a momentum cut-off, which can be arbitrarily chosen.

The non-perturbative part of the calculation can be based on the PDFs. As the naive
parton model leads to infrared and collinear divergences in the calculation, the QCD
improved parton model is introduced: In a procedure similar to renormalization, the PDFs
absorb all non-perturbative parts of the cross section calculation. This introduces the
factorization scale µf .

Finally, the QCD factorized cross section for a particular process is given as

σ =
∑

i,j

∫∫
dx1 dx2 fi(x1, µf)fj(x2, µf)× σij(x1, x2, αs(µr), µr, µf) (2.8)

where the sum includes all partons i, j in the two protons.
Applying perturbation theory yields

σij(x1, x2, αs(µr), µr, µf) = σ̃1(x1, x2, µr, µf) + αs(µr)σ̃2(x1, x2, µr, µf) + ...

Both µr and µf are arbitrary and are typically set to the energy scale of the hard process.
The calculated cross section does not depend on µf and µr unless the perturbative series
is truncated, which is usually the case – the practicability of calculating only the first
few terms is the reason why perturbation theory was applied in the first place. For
perturbative calculations, this introduces a scale uncertainty due to the arbitrary choice
of µr and µf . In the example of a process independent of αs at leading-order (LO), the
cross section at next-to-leading-order (NLO) accuracy is calculated as

σNLO(µr, µf) =
∑

i,j

∫∫
dx1 dx2fi(x1, µf)fj(x2, µf)

× (σ̃LO(x1, x2, µr, µf) + αs(µr)σ̃NLO(x1, x2, µr, µf)) .

At NLO, the scale dependence is reduced compared to LO since αs (µr) partly com-
pensates the µr-dependence of σ(µr, µf). The dependence decreases even further at next-
to-next-to-leading-order (NNLO). Therefore, at higher orders the cross section calculation
does not only become more accurate but also the scale uncertainty is reduced.
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2.1 Phenomenology of Quantum Chromodynamics

Matrix Element Calculation

The probability to go from an initial state i to a final state f , i.e. the transition amplitude,
is given via the corresponding element of the scattering matrix S. To calculate the cross
section for a specific process |i〉 → |f〉, the squared matrix element |Sfi|2 is integrated
over the phase space of the outgoing particles.

In the perturbative expansion, the LO matrix element is represented by the tree-
level Feynman diagrams. At NLO, the higher order in αs leads to additional real and
virtual contributions. The real contributions correspond to additional outgoing partons,
i.e. external lines in the Feynman diagram. Virtual contributions correspond to loops,
i.e. internal lines, in the Feynman diagrams.

For example, the NLO calculation of a 2→ n process includes the LO 2→ n calculation,
the 2→ n+ 1 final state (which corresponds to 2→ n+ 1 at LO) and the 2→ n loop
corrections.

The cross sections for the most important processes in proton-proton collisions have
been determined at NLO or even NNLO accuracy [18]. The PDFs are an important
ingredient for this calculation. For many processes (e.g. gg → H), the PDF uncertainty
is the dominating contribution to the total theoretical uncertainty. This illustrates the
need for further PDF precision measurements. The importance and usage of PDFs at
the LHC is described in [19].

Parton Shower and Hadronization

Following the calculation of the cross section, a complete description of the final state
includes the evolution of partons emerging from the hard process. This is necessary
to compare theory predictions with jet measurements. Parton shower techniques and
hadronization models are used for this task. The different stages of a collision event are
visualized in Figure 2.6.

Parton shower Colour-charged particles such as partons can radiate gluons. Given the
high particle multiplicity in hadron collisions, the description of all emissions via Feynman
diagrams is unfeasible.

Instead, the parton shower technique is used. It describes soft and collinear emissions of
partons evolving from high to low energy scales. The splitting functions, see Equation 2.4
are used to derive the Sudakov form factor :

∆(Q2, q2) = exp

[
−
∫ Q2

q2

d k2Γ(k2)

]
(2.9)

where Γ(k2) is the integrated splitting function. It describes the probability for a parton
to go from a scale Q to a lower energy scale q without gluon radiation.

Based on the Sudakov form factor, the emission and splitting probabilities for partons
at different energies can be calculated. This is done iteratively until a lower energy
threshold, usually around 1 GeV, is reached.
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2 Theoretical Foundations

Figure 2.6: Schematic of the different stages of a hard scattering process in a hadron-hadron
collision, resulting in a high particle multiplicity in the final state: hard interaction (dark
red), parton shower (light red), secondary hard interaction (purple), beam remnant (cyan),
hadronization (light green), hadron decays (dark green), soft photon radiation (grey) [20].

While the parton shower accounts for soft or collinear emissions, high-energetic radi-
ation is better described as part of the higher-order Feynman diagrams. To avoid double
counting in overlapping phase space regions, the fixed-order calculation has to be matched
to the parton shower. This is performed via matching methods such as CKKW [21] or
MLM [22].

Hadronization models After the parton showering, stable hadrons are formed in a
process called hadronization. This takes place in the low-energy regime where perturbative
approaches are not possible. Instead, phenomenological models are employed for the
description of hadronization processes.

The Lund string model [23] assumes coloured “strings” between the partons. If enough
energy is accumulated, a string “snaps” and a quark-antiquark pair is created out of the
vacuum. Subsequently, hadrons are formed from the generated quark pairs.
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q
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Z/γ∗ `

Figure 2.7: Feynman diagram of the Drell-Yan process. Quark-antiquark annihilation gives rise
to a Z boson or a virtual photon which decays into two leptons.

2.2 Z Bosons at Hadron Colliders

The Z boson is the neutral exchange particle of the weak interaction. In the 1960s,
Glashow, Weinberg and Salam unified the theories of the weak and electromagnetic
interactions into the electroweak theory. This theory predicted the existence of the
massive neutral Z boson which had not been observed before. In 1983, the Z boson was
discovered by the UA1 and UA2 experiments at the Super Proton Synchrotron [24, 25].
In the 1990s, the mass and decay width of the Z boson were measured with high precision
at the LEP collider [26]. The most important properties of the Z boson are given in
Table 2.1.

At the LHC, Z bosons can be produced via the Drell-Yan process [27], see Figure 2.7.
Quark-antiquark annihilation produces a Z boson or a virtual photon which decays into
a pair of oppositely charged leptons. For the invariant mass of the dilepton system being
close to the Z boson mass, the production of Z bosons is predominant over photon
exchange.

Z bosons decay mostly hadronically, see Figure 2.9. The decay into two oppositely-
charged leptons of the same flavour occurs with a branching ratio of only around 3.3%
per flavour (µ+µ−, e+e− or τ+τ−). However, because of its clear signature, the Z boson
decay into a dielectron or dimuon pair is important for many physics analyses.

Table 2.1: Most important Z boson properties [6].

Property Value

Charge 0
Spin 1
Mass (91.1876± 0.0021) GeV
Decay width (2.4952± 0.0023) GeV
Average lifetime 3× 10−25 s
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Figure 2.8: Feynman diagrams of Z(→ ``)+jet production in the gq (left), qq (centre) and gg
(right) production channels.
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Figure 2.9: Dominant Z boson decay channels and measured branching ratios [6].
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3 Experimental Setup

Experimental physics strives towards verifying predictions from theory or observing
unknown phenomena. As science progresses, theories have to be tested in new ways or
under exceptional circumstances.

In particle physics, this means studying interactions between high-energetic particles.
This necessitates the construction of devices to observe and, in a laboratory environ-
ment, to induce particle collisions. As particle energies become higher and higher, these
experiments become increasingly complex.

At the moment, the most powerful and sophisticated particle accelerator is the LHC
(Large Hadron Collider) [28] at CERN1 in Geneva, Switzerland. It is accompanied by a
number of experiments, among which is the CMS (Compact Muon Solenoid) detector
which recorded the data this thesis is based upon.

With its unprecedented luminosity and centre-of-mass energy, the LHC is pushing the
high-energy frontier. In 2012, the analysis of LHC collision data led to the discovery of
the Higgs boson [29, 30], a historic milestone in particle physics.

In the following sections, the LHC and its most important characteristics, referring
to the 2012 operational period, are briefly described. The CMS detector is explained in
more detail: An overview of its hardware components is followed by a description of how
the measured signals are used to reconstruct physical objects, e.g. individual particles or
particle jets.

3.1 The Large Hadron Collider

Particle collision experiments have been conducted since the 1950s, with varying technical
configuration (circular or linear shape) or different particles (electron-positron, proton-
antiproton or proton-proton colliders). The circular LHC with its two opposite-directed
beams was primarily built for proton-proton collisions.

This design choice takes several considerations into account:

• The main advantage of using protons compared to the lighter electrons is the much
lower synchrotron radiation: As the radiative energy loss is proportional to 1/m4,
an electron collider of the same size could by far not achieve the LHC’s collision
energies.

• While proton-antiproton colliders are in some aspects easier to construct (the same
electric and magnetic fields can accelerate and steer protons and the opposite-

1European Organization for Nuclear Research / Organisation Européenne pour la Recherche Nucléaire
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Figure 3.1: An overview of the LHC accelerator chain. Protons are accelerated by various small
facilities before they enter the LHC ring [32].

directed antiprotons at the same time), antiprotons can at present not be produced
at the rate needed for the collision frequency of the LHC.

• The circular shape allows the beams to be used over and over again, in contrast to
a linear collider, where the beams are discarded after each collision.

The most important technical parameters of a particle collider are the centre-of-mass
energy of the collision and the luminosity of the beams. A high centre-of-mass energy
is needed to produce heavy particles, a high luminosity enables the observation of rare
processes. The LHC surpasses previous collider experiments in both aspects: In 2012, a
centre-of-mass energy of 8 TeV and a maximum luminosity of 7.67× 1033 cm−2 s−1 were
reached.

The LHC was installed in the 27 km long tunnel previously occupied by its predecessor
LEP2 [31], 50 m to 175 m below the surface. It passes under the main CERN site in
Meyrin, 8 km west of Geneva, and crosses the border into France.

2Large Electron Positron Collider
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3.1 The Large Hadron Collider

Protons are accelerated by several smaller facilities before being injected into the
main ring. An overview of the LHC with its pre-accelerator chain is given in Figure 3.1.
Having reached the LHC pipe, the protons are further accelerated in 16 cavities by strong
electric fields. 1232 dipole magnets, each generating a field of 8.33 T, force the protons
on a circular trajectory. 392 quadrupole magnets focus the beams as the proton bunches
spread out because of the magnetic repulsion between the protons. The magnets are
superconducting and are therefore operated at a temperature of 2 K.

As protons in the LHC are accelerated via electromagnetic waves, the beams cannot
consist of a continuous stream. Instead, the protons have to be packed into bunches. A
proton beam is divided into 1380 discrete bunches, each containing around 1.15 · 1011

protons. The time difference between two bunches is 50 ns.
The two beams cross at four interaction points, synchronized such that the bunches

pass the interaction points at the same time. To observe the resulting particle collisions,
several large particle detectors are installed at the interaction points, see Figure 3.1:
CMS [33], ATLAS3 [34] , ALICE4 [35] and LHCb5 [36]. The smaller TOTEM6 [37] and
LHCf7 [38] experiments are installed in the caverns of the CMS and ATLAS detectors,
respectively, and complement the physics programme at the LHC by focusing on particles
with high rapidities. Even though the different experiments focus on different research
topics, in some cases they can perform similar analyses and cross-check each other’s
results.

The commissioning of the LHC was finished in 2008. However, shortly after the start-
up in September that year, a faulty electrical connection lead to a magnet quench and
subsequent helium loss [39]. The damage assessment and repairs delayed operation until
the end of 2009.

In 2010 and 2011, proton-proton collisions were produced at
√
s = 7 TeV. After in-

creasing the centre-of-mass energy to 8 TeV, 23.30 fb−1 of proton-proton collisions were
delivered in 2012 [40]. The operational period up to this year is called the Run 1 of the
LHC.

In spring 2013, the LHC and the detectors went into a two-year period for maintenance
and upgrade. In 2015, the LHC has resumed operation with proton-proton collisions at√
s = 13 TeV. This marked the beginning of Run 2 of the LHC. For the future, plans

exist for further upgrades such as the High Luminosity LHC [41].

Luminosity

In particle collisions, the expected event rate ∂N/∂t for a particular process is connected
to its cross section σ via the luminosity L:

∂N

∂t
= L · σ . (3.1)

3A Toroidal LHC ApparatuS
4A Large Ion Collider Experiment
5Large Hadron Collider beauty experiment
6Total Elastic and Diffractive Cross Section Measurement
7Large Hadron Collider forward
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Figure 3.2: Measured luminosity for LHC proton-proton collisions at
√
s = 8 TeV. The average

luminosity increased over time (left). As not all collisions could be recorded by the CMS
detector, the recorded luminosity is slightly lower compared to the delivered one (right).

The total number of expected events for a certain process can be calculated by integ-
rating the event rate over time:

N =

∫
L · σ dt = σ ·

∫
Ldt = σ · L (3.2)

where L denotes the integrated luminosity.
The luminosity is a machine parameter. Its value depends on the particular collider

and the operation conditions at certain point in time. At the LHC, given a Gaussian
proton distribution in the bunches, the machine luminosity can be expressed as [28]

L =
N2
b nbfrevγr

4πεnβ∗F
. (3.3)

In this formula, Nb denotes the number of particles in each bunch, nb is the number
of bunches per beam, frev the beam revolution frequency, εn the normalized transverse
beam emittance and β∗ the beta function at the collision point. γr denotes the relativistic
gamma-factor and F is the geometric luminosity reduction factor.

Figure 3.2(a) shows the development of the luminosity for the collisions recorded with
the CMS detector in 2012. The luminosity increased on average, its maximum value was
7.67× 1033 cm−2 s−1. The integrated luminosity can be seen in Figure 3.2(b), amounting
to 23.3 fb−1 for the entire data-taking period.

Pileup Collisions

For physics analyses, a high number of events of a certain process is desired in order to
reduce statistical uncertainties. This demand can be met via a high machine luminosity
(see Equation 3.2). To achieve a reasonably high luminosity at the LHC, 1.15·1011 protons
are packed into one bunch.
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3.2 The Compact Muon Solenoid Detector

Because of this large number of protons, multiple soft proton-proton interactions usu-
ally occur during each bunch crossing. These soft collisions are called pileup. For the
collision data recorded at

√
s = 8 TeV, on average 21 interactions per bunch crossing

were recorded [40].

Pileup collisions usually result in low energetic particles. These are measured by the
detector and overlay the experimental signature of a hard scattering process relevant for
physics studies. For analysing the collision data, the separation of particles from pileup
and particles from the hard scatter poses a significant experimental challenge. How the
CMS Collaboration counters this challenge is explained in Section 3.2.2.

3.2 The Compact Muon Solenoid Detector

The CMS experiment is a large general-purpose detector located at one of the collision
points at the LHC. The CMS Collaboration comprises around 4300 active members [42]
engaged in a wide range of physics analyses: the measurement of parameters of the
Standard Model or the PDFs of the proton, testing the predictions of the Standard
Model at previously unreached centre-of-mass energies or the search for physics beyond the
Standard Model. One of the collaboration’s most prominent successes was the discovery
of the Higgs boson in 2012 [29].

Certain technical requirements result from these tasks and from the parameters of the
LHC beams: The variety of physics analyses requires the detection of different particle
types over a wide range in phase space. This necessitates a design comprising several
subdetectors, resulting in a length of 21 m, a diameter of 15 m and a weight of 14 000 t.
To detect as many of the particles produced in a collision as possible, i.e. achieve a large
geometric coverage, the CMS detector consists of a central (barrel) section complemented
by endcap parts on both sides. Additional (forward) components are installed on both
sides of the endcaps close to the beam pipe.

The CMS detector is comprised of the following subsystems, onion-like arranged in
layers from the inside (close to the interaction point) to the outside:

Silicon-based tracking system to determine the trajectories and the momenta of charged
particles. A high granularity of the tracker is needed to distinguish particle tracks
from primary and secondary vertices, which is important e.g. for the identification
of jets originating from b quarks, which occur in Higgs boson or top quark decays.

Electromagnetic calorimeter to measure the energies of photons and electrons. A high
spatial and energetic resolution is needed to precisely measure e.g. photons from
H→ γγ decays or electrons from Z→ e+e− decays.

Hadronic calorimeter to measure the energies of hadrons. A high energy resolution is
needed for jet measurements.

Solenoid to create a magnetic field necessary to bend the trajectories of charged particles,
necessary for their momentum measurement.
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Muon chambers for the identification and measurement of muons, which traverse the
calorimeters and the magnet.

The name “Compact Muon Solenoid” refers to the detector’s solenoidal magnetic field
configuration and its excellent muon tracking capabilities while being more compact
(heavier, but smaller) compared to the ATLAS detector.

A cross-section image including the individual subsystems and how different particle
types are detected is shown in Figure 3.3. The following sections will discuss the commonly
used coordinate system, the design and performance of the detector subsystems as well
as the reconstruction of events and physical objects in more detail.

Coordinate Conventions

The CMS Collaboration uses a coordinate system which originates at the nominal inter-
action point in the centre of the detector. For Cartesian coordinates, the three axes are
defined as follows:

• The x-axis is horizontal and points roughly towards the centre of the LHC ring.

• The y-axis is vertical and points towards the surface.

• The z-axis points along the beam axis in westward direction.

Corresponding to the cylindrical shape of the CMS detector, a cylindrical coordinate
system is more commonly used. The azimuthal angle φ, starting at the x-axis, is used for
orientation in the x-y-plane, whereas θ denotes the polar angle starting from the z-axis.
The coordinate conventions are visualized in Figure 3.4.

Based on these definitions, the most common coordinate system in CMS physics
analyses is defined by the z-axis, the azimuthal angle φ and the pseudorapidity η.

Rapidity and Pseudorapidity

The rapidity y of a particle is defined as

y =
1

2
ln

(
E + pz
E − pz

)
. (3.4)

Using rapidity to kinematically describe a particle is often convenient: The rapidity-
difference between two objects is invariant under Lorentz-transformations along the
z-axis. In addition, at hadron colliders the particle flux is nearly constant as a function
of rapidity.

For a particle originating from a fusion of two partons from the colliding protons, the
rapidity is given as

y =
1

2
ln

(
x1

x2

)
(3.5)

which means that for high absolute rapidity, either x1 � x2 or x1 � x2.
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3.2 The Compact Muon Solenoid Detector

Figure 3.3: A cross section through the central (barrel) section of the CMS detector. The different
components (inner and outer tracker, electromagnetic and hadronic calorimeters, the solenoid
magnet and the muon chambers) are highlighted in different colours. The trajectories of
different types of particles are drawn. Solid lines indicate that a particle is detected by the
respective detector subsystem, dashed lines indicate that it passes the subsystem unnoticed.
The direction of the magnetic field lines is shown by ⊗ and � inside and outside the solenoid,
respectively [43].
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towards the LHC centre
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z

towards the surface
y

φθ

Figure 3.4: Coordinate conventions at the CMS Detector. The x, y and z axes, originating in
the centre of the detector, are shown along with the angles θ and φ. The orientation is given
by the beam pipe, the centre of the LHC ring and the Jura mountains in westward direction.
CMS detector sketch from [44].

The pseudorapidity η of a particle is defined as

η =
1

2
ln

( |~p|+ pz

|~p| − pz

)
. (3.6)

From this equations 3.6 and 3.5 it can be seen that rapidity and pseudorapidity converge
for massless or high-momentum particles:

lim
p→E

η = y . (3.7)

Pseudorapidity can also be written as

η = − ln

(
tan

θ

2

)
(3.8)

which shows that pseudorapidity is a purely geometrical quantity as it only depends on
θ. The advantage of using η instead of θ is the more evenly distributed particle flux as a
function of η. The relation between pseudorapidity and θ is visualized in Figure 3.5.

The spatial distance ∆R between two objects, e.g. two particles, is commonly measured
in η-φ-space:

∆R =
√

(∆η)2 + (∆φ)2 . (3.9)

In proton-proton collisions, the initial transverse momentum (i.e. transverse to the
beam axis, in the x-y-plane) of the interacting partons is negligible. The longitudinal
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Figure 2.5: Relationship between the polar angle and pseudo-rapidity.

2.2.1 Conventions and Definitions

The coordinate system adopted by CMS has the origin centred at the nominal
collision point inside the experiment. The x-axis points radially inward to-
wards the centre of the LHC, the y-axis is pointing vertically upward and the
z-axis points along the beam direction towards the Jura mountains, building
a right-handed coordinate system. The azimuthal angle � is measured from
the x-axis in the x-y plane and the radial coordinate in this plane r gives
the radial distance from the beam pipe. The polar angle ✓ is measured from
the z axis with the +z-direction corresponding to ✓ = 0 and the -z-direction
corresponding to ✓ = ⇡.

Instead of the polar angle, the rapidity y or pseudo-rapidity ⌘ are com-
monly used. The di↵erential particle flux in these two variables is approxi-
mately constant at hadron colliders[52], making them a good choice as phase-
space partition variables. The rapidity has the useful property that it is
invariant under longitudinal boosts in the z-direction and is defined as

y =
1

2
ln

✓
E + pz

E � pz

◆

Using the pseudo-rapidity ⌘, which is solely defined by spatial coordinates,
it is possible to avoid an energy dependency:

⌘ = � ln


tan

✓
✓

2

◆�

For massless particles rapidity and pseudo-rapidity are equivalent. Infor-
mation about energy and momentum is often given by its transversal com-
ponents ET and pT which are related to the Cartesian coordinates via:

pT =
q

p2
x + p2

y, ET = E
pTp

p2
T + p2

z

Figure 3.5: Relation between pseudorapidity η and polar angle θ. In the direction of the beam,
the pseudorapidity assumes an infinite value [45].

momentum of the initial state is not known since the partons carry an unknown fraction
of the proton momentum. Therefore, it is often convenient to kinematically describe a
particle produced in a collision in terms of pT, η, φ and invariant mass.

3.2.1 Detector Subsystems

Tracker

The task of the tracking system is to measure the trajectories of charged particles
and thereby determine their momenta with high precision. In addition, as vertices are
reconstructed from tracks, a high spatial resolution is important to distinguish particles
originating from the hard scattering, from pileup vertices and from secondary decay
vertices.

The CMS tracking system needs to be radiation-hard to withstand the high particle
flux close to the interaction point. It should be lightweight to prevent the passing particles
from losing energy. At the same time, a high sensor density is required to achieve good
spatial resolution. Material and production costs also have to be taken into account. As
the best compromise between these requirements, a full silicon-based tracker was chosen.

An outgoing charged particle ionizes the silicon atoms of the tracker, creating charge
currents which are amplified and detected. From the positions of these hits, the complete
track of the particle can be reconstructed (see Section 3.2.2).

The tracking system is 5.8 m long, measures 2.4 m in diameter and extends up to
2.4 in pseudorapidity, making it the largest silicon detector ever built [33]. It is shown
schematically in Figure 3.6. The tracker consists of two parts: the inner pixel tracker,
close to the interaction region, and the surrounding larger strip tracker.

The pixel tracker consists of 66 million pixels, covering an area of 1 m2. It is located
4 cm to 10 cm away from the beam axis, composed of three central (barrel) layers and
two endcap disks on either side. It achieves an excellent spatial resolution of 10 µm in
r-φ-direction and 20 µm in z -direction.

The strip tracker consists of silicon strip layers. Because of the lower particle flux
further away from the interaction point, the requirement for granularity is not quite as
high. Thus, the strip tracker could be constructed more cost-efficient. Still, it achieves a
spatial resolution of 23 µm to 52 µm in r-φ-direction and 230 µm to 530 µm in z-direction.
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Figure 3.6: Cross section of one quadrant of the CMS detector in the y-z-plane. The different
detector subsystems and their size are indicated: The tracking system (light blue), the electro-
magnetic calorimeter (green), the hadronic calorimeter (yellow), the superconducting solenoid
(dark blue) and the muon chambers (red) [43].

Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) measures the energies of photons and electrons.
It is the second innermost subdetector, located just outside the tracking system and only
1.3 m away from the interaction point.

Electrons and photons create an electromagnetic shower, effects like pair production and
bremsstrahlung lead to a cascade of photons and electrons. Their energy is deposited in
the calorimeter material via Compton scattering or the photoelectric effect. The ECAL
material scintillates, the resulting photons are caught by avalanche photodiodes and
converted into digital signals. The particle energy can be estimated as it is proportional
to the number of registered scintillation photons.

The ECAL is made of lead tungstate (PbWO4) crystals because of several reasons:
This material has a low scintillation time as 80% of photons are emitted within 25 ns,
half the time between two bunch crossings. Also, the short radiation length of 0.89 cm
allows for a compact design, with the ECAL fitting inside the magnet coil.

75 848 crystals are arranged in two components, the barrel (EB) and the endcap (EE)
sections. These sections cover the rapidity ranges 0 < |η| < 1.479 and 1.553 < |η| < 3.0,
respectively. A preshower detector is installed in front of the endcaps to distinguish
isolated photons from pion decays. The ECAL can be seen in Figure 3.6, coloured in
green, between the tracking system and the hadronic calorimeter.
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3.2 The Compact Muon Solenoid Detector

ECAL calibration is performed with a laser monitoring system and by studying the
position of the Z resonance peak in Z→ e+e− events. The relative energy resolution of a
calorimeter can generally be parametrized as

(σE
E

)2
=
N2

E2
+
S2

E
+ C2 . (3.10)

N , S and C are terms for noise, stochastic and constant contributions. Equation 3.10
shows that the relative energy resolution of the ECAL improves with increasing energy.
An excellent resolution of 1% to 2% in the EB and 2% to 5% in the EE is achieved [46].

Hadronic Calorimeter

The hadronic calorimeter (HCAL) is tasked with measuring the energies of hadrons.
The HCAL was chosen to be a sampling calorimeter: Two alternating material layers

act as absorber and scintillator. Therefore, each material can be chosen to best suit its
task of high absorption and fast scintillation, respectively. While the high-performance
scintillator is made of special plastic, brass has been chosen as the sampling material
because of its density resulting in a short interaction length of 16 cm. This enables a
relatively compact design, given that hadronic showers typically develop slower than
electromagnetic ones.

The HCAL is comprised of several sections to cover as much phase space as possible:
a barrel (HB), endcap (HE) and forward (HF) part. An additional outer HCAL (HO)
component is located outside the magnet coil. The different components of the HCAL
are visualized in yellow in Figure 3.6.

Granularity is highest in the barrel part, achieving a spatial resolution of ∆η ×∆φ
= 0.087× 0.087 cm. The relative energy resolution ∆E/E increases with E and ranges
from around 30% to less than 10% [47].

Magnet Coil

The magnetic field is necessary to bend the paths of charged particles. By measuring
the curvature of the track, the momenta of particles can be calculated. Because of the
high energies of the outgoing particles, a strong magnet field with a large bending force
is necessary.

The CMS magnet can produce a magnetic field with a strength of 4 T. It is made out
of NbTi and operated at a temperature of 4 K, below the threshold at which the material
becomes superconductive. An iron yoke outside of the coil, interleaved with the chambers
of the muon system, returns the magnetic field.

Muon System

The outstanding performance in muon reconstruction gives the CMS detector its name.
Muons barely interact with the calorimeters or the magnet, their lifetime is sufficiently
long to traverse the entire detector before they decay. They can only be identified by
their interaction with the muon system.
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The muon chambers consist of a barrel and endcap section and cover the pseudorapidity
range up to |η| < 2.4. The different parts of the muon chambers are visualized in red in
Figure 3.6.

Because of the large area the muon system has to cover, cost-efficient gaseous detectors
have been chosen. When a muon traverses the gas volume, it ionizes the gas atoms. The
freed electrons are pulled to an anode, creating a charge pulse in the chamber which is
registered as a hit.

The muon system is comprised of three types: resistive plate chambers (RPCs), cathode
strip chambers (CSCs) and drift tubes (DTs). DTs and CSCs offer superior spatial
resolution, while the strength of the RPCs lies in their fast readout time which is also
used for triggering.

For all three types, the time resolution is around 3 ns. The spatial resolution in the DTs
is 80 µm to 120 µm, 40 µm to 150 µm in the CSCs and 0.8 cm to 1.2 cm in the RPCs [48].

Event Trigger

The data recorded by all subsystems of the CMS detector for each bunch crossing amounts
to roughly 1.5 MB. If collisions take place every 50 ns, 30 TB of data are produced per
second – an unmanageable amount.

However, only few events are of scientific interest (which is what necessitates the high
collision frequency in the first place) as only collinear or elastic scattering takes place
during most bunch crossings.

The trigger system is tasked with selecting the events which are potentially relevant for
physics analyses. These decisions have to be made very quickly. Therefore, a combination
of hardware and software triggers is used.

The Level-1 (L1) hardware trigger is fast and reduces the event rate to around 100 kHz.
The software-based High Level Trigger (HLT) system uses more complex algorithms,
which can be updated and improved, and further reduces the event rate to roughly
150 Hz. As a result of selecting only interesting physics events, 225 MB/s are selected for
permanent storage.

3.2.2 Reconstruction of Physical Objects

The output of the detector is a bunch of electronic signals from the various subsystems.
At a basic level, the detector data contains information on hits in the tracking system or
energy deposits in the calorimeters. For physics analyses, physical objects, e.g. particles
or jets, have to be reconstructed from this data.

In the following sections, it is described how the CMS Collaboration uses the Particle-
Flow technique for event reconstruction. The influence of pileup interactions also has to
be taken into account.
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3.2 The Compact Muon Solenoid Detector

The Particle-Flow Method

For the reconstruction of physical objects, the Particle-Flow method [49, 50] is used by
the CMS Collaboration. It aims to exploit and combine as much information from the
different detector subsystems as possible.

The event reconstruction starts with muons, combining hits in the muon chambers and
the tracker. From energy deposits in the calorimeters and tracks, charged and neutral
particles are reconstructed. The reconstructed muons, electrons, photons, charged and
neutral hadrons are referred to as Particle-Flow candidates. Jets are reconstructed from
the collection of Particle-Flow candidates. This is in contrast to previous experiments or
other analysis techniques where jets are reconstructed from calorimeter clusters. With the
Particle-Flow method, the event and object reconstruction performance was improved
compared to other techniques [51].

Particle Track Reconstruction

The CMS tracker, described in Section 3.2.1, detects only individual hits of a particle
traversing the tracker material. The reconstruction of complete particle tracks from the
collection of hits is a combinatorial problem which is solved by a track-finding algorithm.
The CMS Collaboration uses the Kalman filtering technique [52, 53] for this purpose.

The track reconstruction start with clusters of three hits in adjacent detector layers,
so-called triplets, in the high-resolution pixel detector. These are used as seeds, starting
points for the reconstruction procedure of the entire track. From the positions of a
triplet’s hits, an initial track direction and curvature can be determined. The track is
extrapolated to the outward or inward detector layers. If matching hits are found, they
are added to the track.

The efficiency for track reconstruction is high, amounting to 94% in the central detector
region at |η| < 0.9 and 85% at 0.9 < |η| < 2.4. The pT resolution worsens at higher
absolute pseudorapidity and at higher momenta due to the lower track curvature and is
in the range of 0.6% to 10% [54].

The magnetic field forces charged particles on a curved trajectory via the Lorentz
force, which depends on the (known) magnetic field strength and the momentum of
the particle. Therefore, the particle momentum can be derived from the curvature of
the track. Combining this information with the particle energy known from matching
calorimeter deposits, the kinematic quantities of the particle can be fully determined.

Vertex Reconstruction

The primary interaction vertices are reconstructed from the collection of reconstructed
tracks. Tracks which originate from a similar position in the interaction region are
clustered and the vertex position is fitted.

The spatial resolution of the vertex position improves on the number of tracks associated
with the vertex. For hard-scattering vertices associated with at least 50 tracks, it can be
as good as 10 µm in x and y and 12 µm in z direction [54]. The signal vertex is defined
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Figure 3.7: Muon pT resolution for muons reconstructed in the barrel (left) and endcap (right)
region. The best resolution is achieved when information from the muon chambers and the
tracker is combined [56].

as the vertex with the highest
∑
p2

T of the associated tracks, as this is most likely the
vertex of the hard interaction.

Muon Reconstruction

Muons are reconstructed by combining reconstructed tracks in the tracker and the muon
system. Because muons are reconstructed from two complementary detector systems over
a large distance, high reconstruction efficiency and a precise measurement is ensured.

Muon trajectories are first reconstructed in the muon chambers, using a similar seeding
method as for the tracker. The reconstructed track is extrapolated from the muon cham-
bers to the inner tracking system and associated with to matching hits. Effects such as
energy loss due to bremsstrahlung, multiple scattering in the detector or inhomogeneities
in the magnetic field are taken into account by the reconstruction algorithm.

Due to the low activity in the muon chambers, the muon reconstruction efficiency is
high while the fake rate is low. Muons are usually subjected to a series of quality criteria
to be eligible for physics analyses, detailed in Appendix A.1.

The resolution of the muon momentum worsens at higher muon energies: with increas-
ing transverse momentum of the muon, the curvature of the track becomes smaller. As
the curvature approaches the spatial resolution limit of the track reconstruction, the mo-
mentum determination becomes less precise. The relative muon momentum resolution is
shown in Figure 3.7. For most of the phase space it is at the level of only few percent [55].

30



3.2 The Compact Muon Solenoid Detector

(GeV)genE
10 20 30 40 50 60 70 80 90 100

R
es

ol
ut

io
n 

(%
)

0

2

4

6

8

10

12

14

Barrel

ECAL effective
Tracker effective
Combined effective
Combined Gaussian

a)

CMS
Simulation

Figure 3.8: Electron relative pT resolution as a function of the simulated electron energy. The
resolution from the track worsens at higher momenta, while the calorimetric resolution improves.
The total resolution is determined by combining the ECAL and tracker measurements. Over
most of the phase space, the superior calorimetric resolution drives the combined resolution [57].

Electron Reconstruction

Electrons are reconstructed by combining tracks and ECAL energy deposits. The per-
formance of electron reconstruction and calibration is detailed in [57].

The reconstruction of electrons is complicated by the large energy losses because of
bremsstrahlung. On average, 33% of the electron energy are radiated where material is
minimal (|η| = 0) and 86% where it is thickest (|η| = 1.4).

The reconstruction in the ECAL starts with a seed crystal, an ECAL crystal with a
high energy deposit. Neighbouring clusters are added if their energy exceeds a threshold,
forming a supercluster. The η and φ coordinates of the supercluster are determined from
the weighted mean of the energy distribution.

For the electron track reconstruction, the Kalman filter cannot be used because of
the large radiation. Instead, a Gaussian Sum Filter [58] is used which takes radiative
energy losses into account. The seed of the track is extrapolated from the coordinates
of the ECAL supercluster or from the first hits in the tracker. Finally, the track and
supercluster are combined via geometrical matching.

The relative pT resolution of electrons is visualized in Figure 3.8. For electrons with
pT below 15 GeV, the momentum determination is mainly track-driven. At higher pT,
calorimetric resolution increases and the ECAL energy measurement provides a preciser
estimation of the momentum.
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(a) If soft radiation affects jet clustering, the used
algorithm is infrared unsafe.

(b) If collinear splitting affects jet clustering, the
used algorithm is collinear unsafe.

Figure 3.9: Collinear and infrared unsafety for jet clustering [59].

Jet Reconstruction

Partons from a hard interaction fragment and hadronize into a stream of collimated
particles, a jet. As the experimental signatures of quarks and gluons, jets are important
objects for many physics analyses.

Concerning reconstruction, there is no unambiguous answer to what a jet is. Multiple
definitions exist, depending on the type of input objects and the algorithm used to
combine them.

In simulation, jets can be formed by combining the four-vectors of simulated particles
(particle jets). In data, jets are reconstructed by combining Particle-Flow candidates.
These Particle-Flow jets have to pass a set of quality criteria to be eligible for physics
analyses, see Appendix A.1.

From the list of particles, jets are reconstructed by a jet clustering algorithm. Many of
these exist, leading to different types of jets. The most important algorithms are discussed
in the following section.

Jet Clustering Algorithms

Historically, fixed cone algorithms have been used as the most basic category of jet
clustering algorithms: All particles within a distance R to a given axis are part of a jet.
As an extension, iterative cone algorithms determine the jet axis iteratively from the
four-vector sum of the clustered particles

However, fixed or iterative cone algorithms are not robust enough to provide collinear
or infrared safety, important requirements for comparability between data and predictions
from perturbative QCD. Infrared safety means that soft radiation in the final state does
not influence jet clustering, see Figure 3.9(a). Collinear safety means that the occurrence
of collinear splitting does not influence the jet clustering, see Figure 3.9(b).

As a refinement of basic cone algorithms, seedless infrared-safe (SIS) cone algorithms
have been developed to fulfil both requirements [60].

A slightly different approach while also being infrared and collinear safe is used by the
class of sequential recombination algorithms: These do not have a fixed cone size, but
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use a bottom-up approach, starting from the list of particles and combining them until
certain criteria are fulfilled.

The family of generalized kT algorithms [61] combines particles via the following
distance measure:

dij = min(paT,i, p
a
T,j)

∆R2
ij

R2
(3.11)

where R denotes the jet size parameter, and ∆Rij is the spatial distance between two
objects i and j. Particles are added to the jet until all distances d between jet and
remaining particles exceed a minimum threshold diB = paT,i.
a is a parameter to set the influence of the pT scale relative to ∆R. Typically, the

following values are used:

• a = 2, resulting in soft kT jets.

• a = 0 for pT-independent clustering, known as the Cambridge/Aachen [62, 63]
algorithm.

• a = −2 for anti-kT [64] jets, favouring the clustering of high-energetic particles.

The anti-kT algorithm produces jets with fairly cone-like shapes and similar sizes in
η-φ-space. This improves the comparability between the individual jets and simplifies
tasks like jet corrections.

Anti-kT jets with a jet size parameter of R = 0.5 have in many cases shown to be a
reasonable compromise between catching as many particles from the hard interaction as
possible and catching as few pileup particles as possible. Therefore, it is the most widely
used jet size parameter in the CMS Collaboration. Jets with size parameters of R = 0.4
and R = 0.6 are commonly used in physics analyses by the ATLAS Collaboration [65].

For some studies, a jet size parameter of R = 0.7 is used, as fixed-order perturbative
QCD calculations often perform better for larger jet size parameters [66].

Jet Area and Event Energy Density

An important quantity in the context of jet studies is the jet area Aj in η-φ-space [67]. It
is especially of interest for jet energy corrections as the contribution from pileup roughly
scales with the area of the jet. As sequential recombination algorithms do not have a
fixed jet size, the occupied area is not known a priori but has to be measured.

The jet area is determined by adding a large number of infinitesimally soft particles
to the event, evenly distributed in η-φ-space. The inclusion of these particles does not
significantly change the properties of the jet. However, the number of these particles
included in the jet is proportional to the occupied area in η-φ-space.

Another important quantity is the average pT density per event, denoted ρ [68]. It is
defined as the median of the pT,j/Aj distribution of jets clustered with the kT algorithm
using a size parameter of R = 0.6. This algorithm produces many soft jets, effectively
covering the entire η-φ-space.

As this includes the energy from the underlying event and from pileup interactions, ρ is
a measure for the activity in an event, useful e.g. in the context of jet energy corrections.

33



3 Experimental Setup

Missing Transverse Energy

The missing transverse energy Emiss
T is defined as the negative of the four-vector sum of

all reconstructed particles.
In the initial state of the collision, transverse momentum arises only from the small

intrinsic parton momenta. Because of momentum conservation, the vector sum of all
outgoing particles also should have only a negligible transverse component.

Minor Emiss
T can be measured in most events, caused by detector miscalibration or

particles escaping the detector acceptance. However, a significant Emiss
T is usually a sign

of undetectable particles such as neutrinos in the final state. Therefore, Emiss
T is especially

important for analyses of such processes, e.g. top quark or τ decays.
The performance of Emiss

T reconstruction and resolution has been extensively studied
by the CMS Collaboration, the measured results have been generally found to agree with
simulation [69, 70].

Pileup Mitigation

Pileup effects can cause a large systematic bias as they overlay the signature of the hard
interaction. The mitigation of pileup is conducted on several levels.

In addition to pileup collisions in the same bunch crossing (in-time pileup), out-of-time
pileup refers to collisions in the previous or following bunch crossing. These effects are
due to pileup affecting adjacent bunch crossings because of the finite calorimeter readout
time. On hardware level, the optimization of the calorimeter readout time can decrease
the influence of out-of-time pileup.

On software level, Charged Hadron Subtraction (CHS) was the most used tool during
the 2012 data-taking period. Charged hadrons which can be traced back to a vertex other
than the signal vertex are removed from the list of Particle-Flow candidates prior to jet
clustering. Thus, the pileup influence on jets is decreased. The CHS method is visualized
in Figure 3.10.

For jet reconstruction, the pileup energy contribution has to be subtracted from the
jet, see Section 5.1.1. A multivariate discriminator to identify jets originating from pileup
vertices has also been developed by the CMS Collaboration [71].

For Run 2 of the LHC, Pileup Per Particle Identification (PUPPI) [72] has been
developed to optimize the estimation of pileup energy. Every particle is assigned a weight
depending on its probability to originate from a pileup interaction. The event is then
reinterpreted, e.g. jets are reclustered while taking these weights into account.

3.2.3 Luminosity Measurement

As the luminosity depends on parameters of the LHC beam (see Equation 3.3) which
are not perfectly known, e.g. the exact number of protons per bunch, the luminosity can
only be roughly predicted from machine parameters and has to be measured with the
detector.

Because the luminosity relates the measured event rate to the cross section, it is
an important ingredient for all cross section measurements. For all such analyses, the
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3.2 The Compact Muon Solenoid Detector

Figure 3.10: Jet clustering and Charged Hadron Subtraction (CHS). The particles which can be
traced back to pileup vertices (indicated in red) are removed by CHS prior to jet clustering [43].

uncertainty on the luminosity is an important contribution to the total uncertainty,
sometimes even the largest one.

The CMS experiment measures the luminosity by exploiting the proportionality between
luminosity and particle flux in the detector [73]. The counting of signal clusters in the
inner pixel detector serves as the main estimator. The occupancy in the hadronic forward
calorimeters (which can be measured less precisely because of possible time dependence
of the calorimeter response) is used as a cross check.

However, these methods only achieve a relative measurement of the luminosity for
different periods. An absolute normalization is performed with van der Meer scans [74]:
Dedicated LHC runs with different degrees of beam separation are performed. By meas-
uring the interaction levels for different separation degrees and combining the results,
the absolute luminosity can be determined. As a result, the luminosity can be measured
with an uncertainty of 2.5% (syst.) + 0.5% (stat.) [73].
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4 Software Tools for High Energy Physics
Analyses

High energy physics relies upon data-intensive computing: The output signals from the
detector have to be processed, simulations have to be computed, numerous calculation
steps are necessary to obtain the final results of an analysis. To cope with these challenges,
a multitude of tools and programs is needed, some of which have to be developed by the
analysis groups themselves. In the following sections, an overview of the computing steps
and the used software is given.

4.1 Analysis of Detector Data

The LHC provides millions of proton collisions per second, the CMS detector records
1.5 MB of data per event. Even though the trigger system selects only the events poten-
tially relevant for physics analyses, the size of the stored data is still in the order of many
petabytes. In addition to these storage demands, the necessary steps to extract physical
results out of these data require immense computational resources.

The entire data processing chain involves a multitude of settings. As a physics ana-
lysis evolves, many parameters change and additional demands arise, leading to frequent
reprocessing. Therefore, the data processing is commonly split into several steps, with
intermediate results being stored in dedicated formats. This splitting is done such that
typical parameter changes necessitate only the reiteration of the latter steps, thus de-
creasing turnaround time and overall computing effort.

The data are first processed with the official software framework of the CMS Collabor-
ation. Often, the final processing steps are conducted with tools specifically developed for
a particular analysis and written by the analysis group itself. A typical analysis workflow
is visualized in Figure 4.1.

4.1.1 The CMS Software and Computing Infrastructure

The data recorded by the CMS detector and simulated samples are stored at large
computing centres in different countries, organized into the Worldwide LHC Computing
Grid (WLCG) [75]. The size of the data imposes high storage and computing demands
on the WLCG.

The data are stored in different formats, from the raw detector output to formats
where reconstruction algorithms have been applied and only information on high-level
objects (reconstructed particles etc.) is available. The file format of the ROOT [76, 77]
framework is used for storage.
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Figure 4.1: Workflow of a physics analysis at the CMS experiment, using the Artus software
suite. The processing is performed in several steps, from the detector data (EDM) to the
graphical representation of results [43].

The CMS Collaboration uses the concept of the Event Data Model (EDM), where one
object contains all the event data and can be handled independently from all other events.
The data can be processed with CMSSW [78], the official CMS software framework.
CMSSW has a modular structure, with different modules for e.g. reading of the stored
detector data, performing reconstruction and event selection steps or storing the output
of the processing. In addition to the officially provided modules, analysis groups can add
their own modules according to their diverse needs.

CMSSW is also equipped with an interface to various Monte Carlo event generators,
simplifying the simulation of physics processes, the subsequent detector simulation and
the storage of the results in the EDM format.

Commonly, CMSSW is used to perform a loose event selection and store the results
in a dedicated format for further processing, a step referred to as skimming.

4.1.2 Analysis with Kappa, Artus and Excalibur

For the remaining processing steps, the analyses detailed in this thesis utilize the Kappa [79],
Artus [80] and Excalibur [81] frameworks.

Kappa is a software package for skimming. Handling the output of the CMSSW
processing, only analysis-relevant information on high-level objects are stored in Kappa’s
own data format. The selection of object types for storage is configurable, thus Kappa
can be flexibly used for a wide range of physics analyses.

Kappa is designed to reduce disk space requirements: Typically, the size of the skim-
ming output is several orders of magnitude smaller compared to the original data. Addi-
tionally, as the speed of the data processing is typically limited by input-output opera-
tions, the reduction in size greatly increases the speed of further processing steps. With
the improvements in convenience, storage needs and turnaround time, Kappa lays the
foundations for efficient analysis work.
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4.1 Analysis of Detector Data

Further processing is performed with Artus, a state-of-the-art framework for data
analysis in high energy physics. It handles all remaining aspects regarding event recon-
struction and event selection. Artus is mainly written in C++ and has been collaborat-
ively developed at KIT according to the latest and highest standards of software design
and engineering.

Typically, software for a particle physics analysis is continuously written alongside the
analysis effort, without an existing plan or design concept. This approach naturally leads
to code which is inflexible, unstructured and difficult to maintain. Artus avoids these
problems and surpasses previous analysis tools in terms of performance, maintainability
and reliability. Due to its sophisticated structure and the pipeline concept, turnaround
time is reduced to a minimum. A clear, object-oriented concept and the use of software
design patterns leads to uncluttered and well-structured code. A more detailed overview
of its architecture and the underlying design principles is given in [80].

Artus is used by several analysis groups with a large and active user base, its key
components are therefore well tested. As the various analysis steps are separated into
dedicated classes and new modules can easily be added, Artus is conveniently extendable
by new or existing analysis groups. An extensive documentation including tutorials and
working examples provides a rich and smooth learning experience for newcomers. Artus
has been thoroughly tested and successfully used in a number of physics analyses, e.g.
Higgs boson or jet measurements [82, 83].

As Artus follows the EDM, i.e. events are handled independently of each other, the
event processing can be trivially parallelized by splitting the input data set. This can
be easily done with grid-control [84] which is natively supported by Artus. For the
analyses presented in this thesis, Artus has been executed in parallel and utilizing a
dedicated caching system [85, 86] for even higher performance.

For the graphical representation of analysis results, the HarryPlotter program can
be used. It is part of the Artus suite and optimized for working with Artus output files.
It follows a similar design concept and is highly extendable and configurable. It can read
data from various sources (e.g. ROOT or YODA [87] files), perform additional analysis
steps (e.g. histogram normalization or ratio calculation) and produce output graphics in
different formats (e.g. PDF or PNG files via matplotlib [88]).

The Excalibur package is an extension for Artus, adding functionalities necessary
for Z+jet studies such as jet calibration or selection of Z+jet events. Additional scripts
and tools, e.g. for configuration, are also included.

Merlin is an add-on for HarryPlotter, contained in the Excalibur package. It
extends HarryPlotter by adding helpful features for graphical representation in the
context of Z+jet studies. It was used for almost all graphs relating to analysis results in
this thesis.
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4.2 Simulation of Physics Processes

Based on the theoretical knowledge on particle physics, it is possible to simulate physics
processes like proton-proton collisions. This includes the calculation of observables such
as cross sections for particular processes, enabling comparisons between theory and
experiment.

As these calculations can become arbitrarily complex and involve multi-dimensional
integrals, they can usually not be solved with analytic methods. Instead, a numerical
integration is performed via Monte Carlo techniques.

The computational tools for these methods are Monte Carlo simulation programs, also
referred to as event generators. Using perturbative QCD, they are able to describe a
number of processes at leading- or next-to-leading-order accuracy. They can be specialized
in different stages of the event generation process, e.g. matrix element calculation or
parton showering.

General information on Monte Carlo event generators and their usage can be found
in [89]. Examples for Monte Carlo programs are Sherpa [90], Pythia [91], Herwig [92],
MadGraph [93] or FEWZ [94].

To compare data and simulation, the results of the theory calculation (i.e. four-vectors
of stable particles) are often subjected to a simulation of the detector. This simulation
is performed with a program such as Geant4 [95] which calculates the interactions
of particles with matter. As a detailed model of the geometry of the CMS detector is
available, the output of the detector simulation can be compared to data.

The large-scale generation of events, especially in combination with the subsequent
detector simulation, requires large computational resources, rivalling the analysis of de-
tector data in terms of storage and computing needs. The simulation of Z(→ e+e−)+jet
events with Sherpa for the studies detailed in Chapter 6 has been performed in parallel
on high-performance workstations organized into a computing cloud at KIT [96]. The
corresponding Sherpa configuration file is shown in Appendix A.3.1.

4.3 Tools for PDF Studies

PDFs can be determined by comparing data with theory predictions. For fast cross
section predictions based on different PDFs, the calculations have to be available in
dedicated formats such as fastNLO interpolation tables. The PDF determination can
be performed with the xFitter framework. The necessary steps can be simplified with
the SheRivF toolkit [97]. A typical workflow for PDF studies as used in Chapter 6 is
shown in Figure 4.2.

fastNLO, Rivet and MCGrid

Fits of PDFs to experimental data require theory predictions based on different PDFs.
Full calculations (especially beyond leading-order accuracy) of an observable distribution
for a large number of PDFs are far too time-consuming. Instead, theory predictions for
different PDFs or at different scales can be quickly created with interpolation techniques,
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Figure 4.2: Z(→ e+e−)+jet analysis workflow. Several steps for data analysis and simulation are
performed. xFitter is used to combine measurement and theory predictions to determine the
PDFs. Many of the used tools have been (co-)developed at KIT.

e.g. using the fastNLO [98] software. In principle, the cross section calculation is split
into constant and flexible parts. In QCD factorization, the cross section can be written
as an integral of the PDFs over x, see Equation 2.8. fastNLO replaces each PDF with
a sum of simpler interpolation functions. Thereby, the cross section can also be written
as a sum, depending on PDFs, scales, αs (which are all flexible) and constant coefficients
which are stored in a look-up table. As a result, the calculation of the cross section is
reduced to evaluating this sum by specifying the PDFs, scale and αs values; a procedure
which is much faster than integration. An easy interface to different PDF sets is provided
by the LHAPDF [99] tool.

The fastNLO coefficient tables can be created from simulated events using Rivet.
Rivet is a validation tool which can be interfaced to various Monte Carlo simulation
programs. The generated events are passed to Rivet where additional analysis steps, e.g.
phase space restrictions, are applied to achieve comparability with experimental results.
The fastNLO tables are then created via the Rivet-plugin MCGrid [100, 101].

xFitter

xFitter [102, 103] (formerly HERAfitter) is a framework to determine PDFs by
comparing data and theory. With its modular design, it is capable of different approaches
for PDF determination and can handle theory predictions in different formats.

In a typical usage scenario, PDFs are parametrized at a starting scale and evolved to the
scale of the measurement via the DGLAP equations in the MS scheme [104], implemented
via the QCDNUM [105] package. QCDNUM is also used for calculating the structure
functions and thereby the cross sections for deep-inelastic scattering processes. The
PDF parameter values are then fitted using Minuit [106] to minimize the specified
goodness-of-fit estimator for the agreement between data and theory.
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5 Calibration of the Jet Energy Scale with
Z(→ µ+µ−)+Jet Events

A high-energetic hadron collision can lead to the emergence of isolated partons. These
partons fragment and hadronize into jets, streams of collimated particles. Jets are im-
portant experimental signatures: Almost all LHC physics analyses rely on jets for signal
extraction or background suppression. Because of the large number of pileup interactions
likely to produce isolated partons, jets are ubiquitous in collisions at the LHC.

Unfortunately, the measurement of jets is biased by many systematic effects: Particles
from the hard scatter might falsely not be part of the reconstructed jet (out-of-cone
effects). Particles from pileup interactions or the underlying event might mistakenly be
clustered into the jet, increasing the measured jet energy, Energy might be lost through
initial and final state radiation Nonlinear calorimeter response or electronic noise in the
detector also lead to systematic biases.

These effects lead to large systematic uncertainties on the jet energy scale (JES). For
physics analyses that rely on jets, the resulting uncertainty on a measured quantity,
e.g. a cross section, can be even larger. For many measurements at the LHC, the JES
uncertainty is the dominating experimental uncertainty.

To reduce this uncertainty, the JES has to be carefully calibrated. The calibration
procedure is a complex task: Because of the multitude of effects that bias the jet measure-
ment, several sophisticated techniques have to be used to estimate the contributions from
the different uncertainty sources. Correction factors are derived by combining the results
from different analyses. The procedure of jet reconstruction and jet energy correction is
visualized in Figure 5.1.

For a reliable result, the use of data-driven calibration methods is indispensable. One
of these methods utilizes events with a Z boson produced in association with a jet. The
Z boson decay into a pair of muons or electrons leaves a clear signature in the detector.
Because of the excellent resolution in electron or muon measurement, the Z boson can be
reconstructed with high precision. The transverse momenta of jet and Z boson in Z+jet
events are related because of momentum conservation. This relation can be exploited to
precisely estimate the jet energy and it is therefore used for calibration.

The following sections will outline the jet calibration procedure carried out by the
CMS Collaboration, the Z(→ µ+µ−)+jet analysis and the data-driven determination of
the absolute JES.
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Figure 5.1: Jet reconstruction and correction. A parton fragments and hadronizes into stable
particles. Momenta and energies of jet particles are measured in the tracking system and in the
calorimeters, respectively. Corrections of the jet energy relate the reconstructed jet momentum
to the particle-level momentum (“true jet energy”). An additional parton-particle correction
can further correct to the level of parton energy [43].

5.1 Jet Energy Calibration for the CMS Experiment

The reconstruction of jets with the CMS detector has already been outlined in Sec-
tion 3.2.2. This section will explain the calibration of jets in the proton-proton collision
data recorded by the CMS experiment at

√
s = 8 TeV, corresponding to an integrated

luminosity of 19.7 fb−1.
The correction of the jet energy is performed in several successive steps, see Figure 5.2.

Each step addresses a dedicated problem:

1. Pileup offset correction Subtraction of the additional energy from particles produced
in pileup interactions.

2. Simulation-based correction Correction for reconstruction biases that are known and
can be simulated.

3. Data-driven correction The correction from simulation has to be complemented with
data-driven methods.

4. Flavour correction Correction for the JES differences between jets originating from
different parton flavours.

Steps 1-3 are mandatory for all CMS analyses involving jet measurements. Step 4 can
be optionally applied: Usually, flavour corrections are only needed for analyses with a
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Figure 5.2: Jet energy correction steps in the CMS Collaboration. Reconstructed jets in data
and simulation are corrected for pileup offset and then scaled to particle(“MC truth”)-level.
Additional corrections for the relative and absolute JES are applied to data. Optionally, flavour
corrections can be applied. Only corrected jets are eligible for physics analyses [43].

focus on particular jet flavours, e.g. studies on vector boson production in association
with jets from heavy quarks [107].

The advantage of this factorized procedure is that dedicated methods can be used to
derive the correction for each step. Also, the calibration for the latter steps can cross-check
the correction from the former steps, ensuring high reliability and precision.

The entire calibration effort comprises the work of several analysis groups within the
CMS Collaboration. The methods and results from the calibration of the data recorded
at
√
s = 7 TeV and 8 TeV are detailed in [108] and [109], respectively. Intermediate

performance reports for the 8 TeV data are available at [110–114]. An overview of the jet
calibration results from the ATLAS and CMS Collaborations is given in [115].

In the following sections, the procedures to derive the correction for pileup offset, the
simulation correction and the data-driven correction are outlined.

5.1.1 Corrections for Pileup Offset

In the data at
√
s = 8 TeV, on average 20 pileup collisions take place in each bunch

crossing (see Section 3.1) leading to a dense background of pileup particles. Even though
charged hadrons originating from pileup vertices are ignored during jet clustering (see
Section 3.2.2), a significant amount of pileup energy contributes to the measured jet energy.
Therefore, the energy offset from pileup has to be subtracted as the first correction step.

The challenge of this correction level is the determination of the pileup energy contri-
bution for a given jet. The hybrid jet area method achieves a precise estimation of the
pileup offset by taking the effective jet area Aj and the average energy density per event
ρ (see Section 3.2.2) into account. The method is named “hybrid” because it combines
the original, η-independent approach [116] of only using Aj and ρ with the η-dependence
necessary to account for detector geometry:

chybrid(Aj, ρ, η, p
raw
T ) = 1− [ρ0(η) + ρ · β(η) · (1 + γ(η) · log(praw

T ))]

praw
T

(5.1)

where β, ρ0 and γ are parameters needed to adjust the shape of the correction to the
observed dependence in η. The contribution from the underlying event is absorbed by
these parameters and their values into the correction factor chybrid.

The values for the parameters are determined from the particle-level offset in simulation.
For data, additional scale factors are derived using the Random Cone method: A sample
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Figure 5.3: Jet response in simulation as a function of jet pT for different pileup scenarios. After
applying corrections for pileup, the jet response for the different pileup scenarios agrees [114].

of proton-proton collision data with only soft proton interactions and no hard scattering
process is used. Jets are reconstructed in randomly placed cones until the entire η-φ-space
is covered. As there is no hard scattering in these events, the average pT of these jets
corresponds to the average pileup offset in data.

Figure 5.3 shows the simulated response for central (|η| < 1.3) jets in different pileup
scenarios, parametrized via the number of pileup interactions per bunch crossing µ. For
low-energetic jets, the effect from pileup offset is particularly large. After the correction
for pileup, the response for the different pileup scenarios agrees, demonstrating the success
of the correction in reducing pileup dependence.

While the response is now largely independent from pileup, a significant pT dependence,
with the jet response systematically below one, remains. This clearly shows the need for
further correction steps.

5.1.2 Corrections Based on Simulation

After subtracting the offset energy from pileup, simulation-based jet corrections are
applied. They cover the bulk of the systematic effects and leave only a small residual
correction for the data-driven calibration methods. The advantages of the simulation-
based corrections are that they rely on additional information from simulation, they are
not sensitive to many of the biases of data-driven methods and they can cover phase
space regions which are not easily accessible in data.
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Figure 5.4: Jet response in simulation as a function of jet |η| for different values of jet pT. The
inverse of the average response depending on jet η and pT is used as correction factor [109].

The corrections are derived as follows: In a sample of simulated dijet events, the
reconstructed jets are spatially matched to particle-level jets within ∆R < 0.25. The
simulated response is then determined as

Rsim =
pT,reco

pT,ptcl
, (5.2)

where pT,reco and pT,ptcl corresponds to the pT of reconstructed and particle-level jet,
respectively. The simulated response as a function of jet pseudorapidity for different jet
pT values is shown in Figure 5.4. The correction is subsequently determined as the inverse
of the average measured response for each bin of jet η and pT. The resulting correction
is close to one for central jets with high pT. For jets in the forward region and with lower
transverse momenta, the correction factor can be as high as 1.65. This is due to effects
such as radiative energy losses, which are especially strong for jets with high rapidities,
and reconstruction imperfections due to the complex detector geometry in the endcap
and forward region.

5.1.3 Data-Driven Corrections

As the simulation relies on model assumptions and approximations, additional data-
driven jet corrections are mandatory. As these do not depend on any simulation program
or physics model, the data-driven corrections are reliable and robust.

The data-driven calibration relies on balancing methods: In event topologies where a
well-measured reference object is transversely balanced to a probe object, the momenta of
both objects are related because of momentum conservation. The transverse momentum
of the initial state is zero on average. From the precise measurement of the reference
object, the momentum measurement of the probe object can be validated or corrected.
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The CMS Collaboration performs the data-driven correction in two steps: a correction
for the relative scale (differences between various detector regions in η) and the absolute
scale.

The correction for the relative scale is derived from dijet balancing. The reference ob-
ject is a jet in the central detector region where jet reconstruction is most precise because
of the tracker, the high calorimeter resolution and the absence of complex transitions in
the detector structure.

The tag object is a jet reconstructed in the endcap or forward region. In a balanced
topology, where both jets are opposite of each other in φ, the absolute transverse mo-
mentum should be equal. From a possible imbalance between the two jets, i.e. a difference
between the measured jet momenta, a correction factor can be extracted.

The data-driven calibration of the absolute scale is the last step, where a pT-
dependent correction for all jets is determined. This is achieved by combining the results
from several calibration analyses: Z(→ µ+µ−)+jet, Z(→ e+e−)+jet, γ+jet and multijet
studies.

The cross section for Z+jet events is much lower compared to dijet events. However, the
centre-of-mass energy and luminosity of the LHC provide Z+jet events at a rate sufficient
for adequate statistical precision. Given the small systematic uncertainties, Z+jet events
allows to measure the jet response with high precision, perform independent cross-checks
of the previous corrections steps and study systematic effects and biases.

The Z(→ µ+µ−)+jet channel assumes a special role as the reconstruction of the muons
solely relies on information from the tracker and the muon chambers while the jet energy
is measured in the calorimeters. Comparing the momenta of Z boson and jet, the detector
components are effectively checked against each other. The Z(→ µ+µ−)+jet calibration
has been performed at KIT since 2008. The methods and results are detailed in [43, 59,
85, 96, 117–122].

The following sections detail the Z(→ µ+µ−)+jet calibration studies. The combination
of results from the different analyses and the determination of the data-driven corrections
are explained at the end of this chapter.

5.2 Event Selection

From the large number of collision events recorded by the CMS detector at 8 TeV, only
events where a Z boson is balanced with a jet are suitable for calibration. An example of
such a Z(→ µ+µ−)+jet event is shown in Figure 5.5. Several selection steps, described
in the following sections, are necessary to obtain a sample with only such events.

The processing of the data and the selection of events has been performed with a
setup as described in Section 4.1.2, using Kappa, Artus and Excalibur. The graphs
visualizing the results were produced with HarryPlotter and Merlin.
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(a) 3D view

(b) Projection to the r-φ-plane (c) Projection to the r-z-plane

Figure 5.5: Visualization of a Z(→ µ+µ−)+jet event reconstructed with the CMS detector. The
red tracks which extend to the outer detector layers, e.g. the muon chambers, belong to the
two muons from the Z boson decay. The green lines are the particle tracks reconstructed in the
tracker. The energy deposits in the calorimeters are shown in red (ECAL) and blue (HCAL).
The yellow line indicates the momentum of the reconstructed jet. The central red arrow is the
Emiss

T .
From the projection in the r − φ-plane (lower left), one can see the balanced topology with
the jet being opposite in φ to the muons respectively the Z boson. The numerous tracks and
smaller calorimeter deposits are caused by pileup.
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5.2.1 Trigger, Data Certification and Data Samples

The CMS Collaboration uses a chain of hardware and software triggers as described
in Section 3.2.1. A trigger is used which selects events with at least one muon with pT

above 17 GeV and another one with pT above 8 GeV. As the efficiencies for muon triggers
are high and calibration analyses do not necessitate a detailed study on the absolute
event yield, the effects of trigger efficiency differences between data and simulation can
be neglected.

Events from time periods in which the CMS detector was not able to operate properly
are excluded. This is done via a list of certified run periods centrally provided by the
data certification group of CMS Collaboration. The recorded and certified data in 2012
correspond to an integrated luminosity of 19.712 fb−1 ± 2.6% [73].

The data are compared to a sample of 10 million simulated Z/γ∗(→ µ−µ+)+Jet(s)
events, normalized to the corresponding cross section of 1177.3 pb [18] computed with
FEWZ [94] at next-to-next-to-leading-order. The matrix element of the hard process
was calculated with MadGraph [93] while Pythia 6 [123] tune Z2* was used for the
subsequent parton shower. The events were then passed to the detector simulation
performed with Geant4 [95]. As a result, the simulation can be compared to data at
the level of reconstructed physical objects.

The full list of technical details concerning data certification, CMS-internal names of
data samples etc. is given in Appendix A.1.

5.2.2 Pileup Reweighting

The simulated sample should match the data in terms of pileup activity. However, to
ensures adequate statistical precision in the tails of the pileup distribution, the simulated
sample is generated with a higher fraction of events with a low and high number of
vertices. Subsequently, the events in the simulated sample are weighted to match the
measured pileup distribution in data.

From the measured instantaneous luminosity and the total soft proton-proton cross
section, the expectation value for the number of pileup interactions µ can be calculated.
Details on the luminosity measurement are given in Section 3.2.3. In simulation, µ is
directly available as part of the information from the event generation. The events in
the simulated sample are then weighted to match the distribution of expected pileup
interactions in data. The distribution of the number of reconstructed primary vertices
as a result of the weighting procedure can be seen in Figure 5.6.

Figure 5.7(a) shows the vertex reconstruction efficiency. The number of reconstructed
vertices is shown as a function of the number of simulated vertices. A straight line is fitted
to the data points. From the slope of the line, the pileup vertex reconstruction efficiency
in Z(→ µ+µ−)+jet events can be estimated as 0.65. The decrease in vertex reconstruction
efficiency for a higher number of vertices is negligible – from the design specifications of
the tracker, a significant decrease is not be expected until around 100 vertices. Because
of this linear dependence, the number of reconstructed vertices is proportionate to the
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Figure 5.6: Distribution of number of reconstructed vertices. The expected pileup in data is
calculated for each event from the inclusive proton-proton cross section and the instantaneous
luminosity of the LHC. The simulation is weighted to match the distribution in data.

number of pileup vertices and can therefore be used as a rough estimate for the pileup
activity in an event.

In Figure 5.7(b), the energy density ρ is shown as a function of the number of recon-
structed vertices. The values for ρ scale linearly with NPV. In the region of medium
pileup, where the bulk of the events are located, data and simulation agree. Towards a
very high or low number of vertices, the difference between data in simulation increases
only slightly. This disagreement is not necessarily due to differences in the measured en-
ergy but could arise from small differences in the vertex reconstruction efficiency between
data and simulation.

The expected and observed linear dependence between ρ and NPV as well as the
agreement between data and simulation show the success of pileup estimation with ρ
and the pileup reweighting.

5.2.3 Jet and Emiss
T Corrections

The reconstruction and identification of jets with the CMS detector is described in
Section 3.2.2, the correction procedure in Section 5.1. The studies in this chapter refer
exclusively to jets reconstructed with the anti-kT algorithm using a jet size parameter
of R = 0.5, clustered from Particle-Flow candidates with Charged Hadron Subtraction
(CHS, see Section 3.2.2) applied. As the Z(→ µ+µ−)+jet analysis determines the absolute
JES, the previous correction steps, e.g. the corrections for pileup, from simulation and
the data-driven correction for the relative scale have to be already applied. As a basic
reliability check, the actual correction factors for the different levels have to be studied.
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of reconstructed primary vertices

Figure 5.7: Left: Pileup vertex reconstruction efficiency. The number of reconstructed vertices in
simulation is significantly lower than the number of true vertices. Fitting a straight line, the
reconstruction efficiency can be estimated as around 0.65.
Right: The event energy density ρ is shown as a function of the number of reconstructed
primary vertices in data and simulation.

The pileup correction factors are shown in Figure 5.8(a) depending on jet pT and η
for fixed values of jet area and ρ. Aj = 0.78 and ρ = 15.0 have been chosen as these
values provide a good average for the selected events. A higher jet area or higher ρ
would increase the pileup influence on the jet and decrease the correction factors. As this
correction step subtracts the energy offset from pileup, the correction factors are below
unity. The correction factors are especially small at low pT, where the relative influence
from pileup is largest, and in the detector region outside the tracker, i.e. |η| > 2.4, where
pileup mitigation becomes more difficult.

The simulation corrections depend only on jet pT and η. The correction factors, shown
in Figure 5.8(b), increase at higher absolute pseudorapidity and lower transverse mo-
mentum to account for e.g. the increasing energy losses due to radiation. The differences
for the correction factors between pseudorapidity regions are a result of the detector
geometry: inhomogeneities or gaps between detector parts decrease reconstruction per-
formance and thereby increase the necessary correction.

A similar effect can be seen for the data-driven corrections for the relative scale, see
Figure 5.9: The correction factors also increase for higher absolute pseudorapidities, i.e.
where the detector structure is more complex.However, only small corrections are needed
for most regions, confirming the high quality and reliability of the detector simulation.
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(a) Pileup correction
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(b) Simulation correction

Figure 5.8: Applied jet energy correction factors for pileup (left) and simulation (right) corrections.
As pileup corrections subtract the offset from pileup, the correction factors are below one and
especially small in the low pT and endcap region, where pileup influence on the jet is relatively
high. The corrections from simulation are above one and especially high in the forward region,
where jet reconstruction is particularly difficult.

Emiss
T Corrections

The purpose and determination of the missing transverse energy (Emiss
T ) has been ex-

plained in Section 3.2.2. It is important not only as an experimental handle on weakly
interacting particles, but also for studies on detector miscalibration, as will be explained
in more detail in Section 5.4.

As Emiss
T is calculated from reconstructed objects, any changes of the momenta of these

objects have to be propagated to Emiss
T , i.e. Emiss

T has to be recalculated. Such changes
are introduced by the simulation corrections to jets which correct for effects such as
non-linear detector response. The correction formula is:

~ET,corr = ~ET,raw +

Njets∑

i

~p i
T,raw −

Njets∑

i

~p i
T,corr −

Njets∑

i

~OiRC (5.3)

where ~ET,corr and ~ET,raw are the corrected and uncorrected Emiss
T , respectively. The

transverse momenta of the jets are ~pT,raw and ~pT,corr. ~OiRC is the pileup offset calculated
with the Random Cone method (see Section 5.1.1). With this approach, it is ensured
that only the differences from the simulation corrections are taken into account and the
pileup offset remains isotropic.
Emiss

T and its φ-direction after the correction can be seen in Figure 5.10. The Emiss
T

is on average larger in data, emphasizing the need for an additional correction on the
absolute JES.
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Figure 5.9: Jet energy correction factors for the relative scale in data, to be applied on top of
pileup and simulation corrections. These corrections are small compared to the corrections
from simulation (Figure 5.8), proving the reliability of the simulation. Jets with pT below
10 GeV are not corrected, as the bias from pileup is too large for a reliable calibration.

The φ-distribution of the Emiss
T shows a sine-wave-like modulation which also is dif-

ferent for data and simulation. This is caused by a misalignment of the detector parts,
particularly the calorimeters, in relation to the beam axis. As physics analyses average
over φ, this effect does not cause any bias.

5.2.4 Z(→ µ−µ+)+Jet Topology Selection

Further kinematic and topological selection steps have to be performed to obtain a sample
which contains only Z(→ µ+µ−)+jet events suited for calibration studies. The following
selection criteria are applied:

Muon kinematic range The reconstruction and identification of muons with the CMS
detector is detailed in Section 3.2.2. To ensures high precision, phase space regions
where muon reconstruction is difficult (low energetic muons or muons reconstructed
at the border of the tracker and the muon chambers) are excluded by requiring

|ηµ| < 2.3 , (5.4)

pT,µ > 20 GeV . (5.5)

Z boson reconstruction The Z boson has to be reconstructed from a muon-antimuon-
pair. Therefore, only events with at least two and a maximum of three muons
(which have passed the previous kinematic criteria) are selected. In case of three
muons, the muon-antimuon pair with the invariant mass closest to the Z boson
mass (91.19 GeV [6]) is selected.
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Figure 5.10: Missing transverse energy (left) and its direction in φ (right). The missing transverse
energy is slightly higher in data. The φ-distribution, usually expected to be evenly distributed,
shows a sine-wave-like modulation that is also different in data and simulation. It is caused by
minor misalignment of the calorimeters with respect to the beam axis.

Dimuon invariant mass range In order to increase the probability of the selected muon
pair to actually originate from a Z boson decay, only events are selected where the
invariant mass of the dimuon system differs by less than 20 GeV from the nominal
Z boson mass:

|mµµ − 91.19 GeV| < 20 GeV . (5.6)

Z boson minimum pT Jet calibration in low energetic phase space regions is not reliable
because of large systematic biases, e.g. from pileup. Therefore, a minimum pT

threshold is introduced for the Z boson:

pZ
T > 30 GeV . (5.7)

Jet minimum pT Jets with low transverse momenta suffer from large out-of-cone or
smearing effects. As these jets can not be reliably calibrated, a limit on the trans-
verse momentum of the jet with the highest pT – the leading jet – in each event is
imposed:

pJet
T > 12 GeV . (5.8)

Jet maximum pseudorapidity In the endcap and forward region, jet reconstruction is
more difficult because of the lack of information from the tracker, the complex
detector geometry and the worse calorimeter energy resolution. Therefore, only
events are considered where the leading jet is reconstructed in the barrel region:

|ηJet| < 1.3 . (5.9)
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Restriction on subleading jet momenta For the Z+jet calibration, a topology where
a Z boson is balanced by exactly one jet is desired. In many cases, final state
radiation leads to an additional jet, significantly decreasing the measured energy
of the leading jet with respect to the parton energy. However, selecting events with
only one jet is no viable solution: the pileup interactions in every event lead to a
large background of low-energetic jets which cannot be reliably distinguished from
radiation jets.

As a compromise, an upper limit on the pT of the second-leading jet with respect
to the Z boson pT is introduced, limiting the possible energy loss for the leading
jet due to radiation:

pJet2
T

pZ
T

< 0.2 . (5.10)

Azimuthal separation of jet and Z boson To further ensure a balanced topology, jet
and Z boson are required to be opposite of each other in φ:

|∆φ(Jet,Z)| > 2.8 . (5.11)

The efficiency of the different selection steps (“cuts”) is visualized in Figure 5.11. The
aggregated efficiency of all selection steps is less than one percent, especially because of
the restriction on subleading jet momenta.

The efficiency is different in data and simulation. The Trigger and DataCert filters se-
lect events according to the trigger decision and the official data certification, respectively.
They are not applied in simulation and therefore have full efficiency.

The difference for the MinNMuonsCut is due to the simulated sample containing only
Drell-Yan events, while in data dimuon-signatures can originate from a number of physics
processes. The rough preselection in data often contains reconstructed muons which do
not fulfil the identification and kinematic selection criteria.

The second largest difference is in the ZFilter, which selects only events where a muon-
antimuon pair with an invariant mass close to the nominal Z boson mass was found. In
data, the muon-antimuon pair could originate from physics processes other than Z boson
decay, e.g. tt̄ production. Such events do not pass the ZFilter, thus the lower efficiency
in data.

The second-leading jet maximum pT requirement (SecondJetCut) has the overall lowest
efficiency. This is due to more than one jet with considerable pT in most events, either
originating from final-state radiation or from pileup. Events with no radiation – which
are perfectly suited for calibration studies – might not be selected because of such a
pileup jet, showing the detrimental influence of pileup on the statistical precision.

5.3 Kinematic Distributions

For the calibration of the JES with balancing methods, the reference object, i.e. the Z
boson reconstructed from the muons, has to be measured with high precision. As the
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(a) Efficiency for each selection step.
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(b) Aggregated selection efficiency

Figure 5.11: Efficiencies for the applied event selection criteria. After all selection steps, only a
very small fraction ( <1%) of the initial sample remains. The SecondJetCut, i.e. the maximum
pT requirement on the second-leading jet, has the lowest efficiency. The efficiency is different
for data and simulation because of a different preselection.

correction on the absolute JES is derived from a comparison of data and simulation,
the simulation has to reliably describe the data in all aspects necessary for a precise
calibration, e.g. the properties of the involved physics objects (particles, jets, Emiss

T ). To
check whether these conditions are fulfilled, in this section the kinematic distributions
are studied and the simulation is compared to data.

For calibration studies, the simulation has to describe the shape of a particular dis-
tribution, as one is interested in reconstruction performance. The predicted total event
yield, which is important e.g. for cross section measurements, is not relevant. Effects
like trigger or identification efficiency differences between data and simulation can be
neglected. Therefore, all histograms for data-simulation comparisons in the following
sections are normalized to the same number of events in data and simulation.

The distribution of muons in the η-φ-plane is shown in Figure 5.12. Several extraordin-
ary features are visible: The horn-like features at η ± 0.2 are the service chimneys for
the magnet cryosystem. The patterns at high pseudorapidity are due to the difficult ac-
ceptance in that particular detector region, i.e. transitions between the chambers of the
muon system. The irregular, asymmetric features throughout the η-φ-plane are caused by
broken detector modules. However, these effects are known and included in the detector
simulation. As a result, these features are reproduced in the simulation, see Figure 5.12(b).

Invariant mass and transverse momentum distributions of the Z boson reconstructed
from the muons are shown in Figure 5.13. The shape of the kinematic distributions for

57



5 Calibration of the Jet Energy Scale with Z(→ µ+µ−)+Jet Events

2 1 0 1 2
3

2

1

0

1

2

3
. ( )

60

120

180

240

300

360

420

480

E
v
e
n
ts

(a) Data

2 1 0 1 2
3

2

1

0

1

2

3
( )

60

120

180

240

300

360

420

480

E
v
e
n
ts

(b) Simulation

Figure 5.12: η-φ distributions of muons in data (left) and simulation (right). The two “horns” in
the upper middle belong to the cooling chimneys for the magnet cryostatic system. The regular
patterns are due to detector geometry. The irregular spots at |η| > 1.5 are caused by faulty
muon chamber modules. The distribution in data is well reproduced by the simulation, taking
into account the detector effects and faults.

the Z boson are reproduced by the simulation. The position of the Z mass peak is nearly
identical in data and simulation.

Figure 5.14(a) shows the rapidity of the Z boson. The distribution is symmetric for
positive and negative values. The event count decreases towards higher values of the
absolute rapidity, as is expected from the limited acceptance of the detector.

The Z bosons are evenly distributed in φ as is expected from symmetry principles, see
Figure A.1 in Appendix A.2.1.

The reconstruction quality of the Z boson should not depend on the kinematic range.
Therefore, it is important to check if the simulation describes the Z boson reconstruction
also at different kinematic regions, e.g. at higher or lower transverse momentum. Fig-
ure 5.14(b) shows the average Z boson invariant mass as a function of the Z boson pT.
The mass increases at higher transverse momenta because of the larger available phase
space. The differences between data and simulation are small, at the level of several per
mille, confirming the high accuracy of the simulation.

The pT and η distributions for the leading jet are shown in Figure 5.15. The jet pT is
lower in data, confirming the need for an additional data-driven correction of the JES.
The effect of the |η| < 1.3 requirement is clearly visible.

The jets are reconstructed by applying a jet clustering algorithm to the collection of
particles reconstructed with the Particle-Flow algorithm (see Section 3.2.2). The different
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Figure 5.13: Invariant mass (left) and transverse momentum (right) of the dimuon system, i.e.
the Z boson candidate. The measured distributions are well described by simulation.

categories of Particle-Flow candidates and their respective contributions to the measured
jet energy are also studied to check the reliability of the Particle-Flow method.

Differences in the Particle-Flow reconstruction between data and simulation could point
to simulation imperfections or faults in detector components, as the different Particle-
Flow categories correspond to specific detector parts (e.g. neutral hadrons are measured
in the hadronic calorimeter).

The jet energy fractions for the Particle-Flow categories as a function of Z boson pT

are shown in Figure 5.16(a). The simulation agrees with the data for all components.
The size of the different contributions is stable with respect to the pT range, proving the
success of the calorimeter calibration for different energy ranges.

Figure 5.16(b) shows the Particle-Flow contributions for different pseudorapidity ranges.
The differences between the detector regions are strong as the detector structure and
therefore the particle reconstruction varies. Within the tracker coverage, i.e. for |η| < 2.4,
the simulation describes the contributions from the different categories well. In the endcap
and forward region outside the tracker, where jet reconstruction is more difficult, the
differences are slightly larger. In the forward region, the energy measurement is performed
almost exclusively by the hadron forward calorimeter.

The contributions to the jet energy for the different Particle-Flow categories are shown
in Figure 5.16(b). The contributions increase for a higher number of vertices as is expected
from the additional pileup. The size of the measured contributions is well described by
simulation.

Further comparisons are shown in Appendix A.2.1. As the basic kinematic quantities
have been checked and are reliably described by simulation, calibration studies can be
performed.

59



5 Calibration of the Jet Energy Scale with Z(→ µ+µ−)+Jet Events

0

1000

2000

3000

4000

5000

6000

E
v
e
n
ts

Data
Simulation

2 1 0 1 2
0.8
0.9
1.0
1.1
1.2

D
a
ta

/S
im

.
. ( )

(a) yZ

90.5

91.0

91.5

92.0

 /
 G

e
V

Data
Simulation

30 50 70 100 200 400 1000

 / GeV

0.990
0.995
1.000
1.005
1.010

D
a
ta

/S
im

.

. ( )

(b) Z boson mass dependence on pT

Figure 5.14: Left: Rapidity of the Z boson candidate. The simulation prediction agrees with the
data. Right: Z boson invariant mass as a function of pT.The average mass increases at higher
pT because of the larger available phase space. The differences between data and simulation
are at the level of only few per mille.
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Figure 5.15: pT (left) and η (right) distributions for the leading jet.

60



5.3 Kinematic Distributions

0.0

0.2

0.4

0.6

0.8

1.0

Le
a
d
in

g
 j
e
t 

P
F 

e
n
e
rg

y
 f

ra
ct

io
n

30 50 70 100 200 400 1000

 / GeV

0.0
0.5
1.0
1.5
2.0

D
a
ta

/S
im

.
. ( )

(a) PF composition as a function of p
Z

T.

0.0

0.2

0.4

0.6

0.8

1.0

Le
a
d
in

g
 j
e
t 

P
F 

e
n
e
rg

y
 f

ra
ct

io
n

0 1 2 3 4 5
| |

0.0
0.5
1.0
1.5
2.0

D
a
ta

/S
im

.

. ( )

(b) PF composition as a function of leading jet |η|.
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(c) PF energy contributions as a function of the
number of reconstructed vertices.
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Figure 5.16: Particle-Flow (PF) composition of the leading jet. The PF composition is stable as

a function of p
Z
T (upper left), confirming the reconstruction performance to be independent

of the energy range. As a function of jet pseudorapidity (upper right), the PF composition
changes because of the different detector structure. The energy contributions from the different
PF categories as a function of the number of reconstructed primary vertices are shown in the
lower left. They contributions increase with the number of vertices as is expected from the
pileup influence.
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5.4 Jet Response Measurements

The jet energy calibration relies on the comparison of the measured with the particle-level
jet energy. This relation is expressed in terms of the jet response. In simulation, it can
be simply calculated by comparing the pT-ratio of a reconstructed and the matched
(∆R < 0.5) particle-level jet, see Equation 5.2.

For the determination of the jet response in data, more elaborate methods are necessary.
Two complementary techniques are used: the pT balance and the MPF method. Both
rely on the fact that the transverse momentum in the initial state is zero on average
(minor transverse momentum arises only from the intrinsic parton momenta) and that
the kinematic quantities of Z boson and jet are related via momentum conservation. Both
methods are complementary and used for cross-checking their respective results.

pT balance In balanced Z+jet events, one can determine the jet response simply via the
pT ratio between jet and Z boson:

Rbalance =
pJet

T

pZ
T

. (5.12)

This method produces a robust estimate of the jet response. However, final-state
radiation can lead to a splitting of the leading jet and greatly reduce the measured jet
momentum with respect to the original parton momentum, biasing the pT balance
towards lower values. This bias is weakened by the restriction on subleading jet
momenta (see Equation 5.10), but cannot be completely avoided because of the
large background from pileup jets.

Missing ET Projection Fraction (MPF) An alternative, rather indirect approach is fol-
lowed: At the particle level, the momentum vector sum of Z boson and jet is zero:

~pZ
T + ~p jet

T = 0 . (5.13)

As there is no intrinsic missing energy in Z → µ+µ− decays, i.e. no neutrinos in
the final state, this can be written as

RZ ~pZ
T +Rjet ~p

jet
T = − ~Emiss

T . (5.14)

with the response of the Z boson RZ and the jet response Rjet.

Combining equations 5.13 and 5.14 yields

Rjet = RZ +
~Emiss

T · ~pZ
T(

pZ
T

)2 . (5.15)

As the Z boson can be measured with high precision, the Z boson response can be
assumed to be equal one and Equation 5.15 can be written as

RMPF := Rrecoil = 1 +
~Emiss

T · ~p Z
T(

pZ
T

)2 . (5.16)

62



5.4 Jet Response Measurements

0.0

0.2

0.4

0.6

0.8

1.0

1.2
E
v
e
n
ts

×104

Data
Simulation

0.4 0.6 0.8 1.0 1.2 1.4 1.6
 balance

0.8
0.9
1.0
1.1
1.2

D
a
ta

/S
im

.

. ( )

0.0

0.2

0.4

0.6

0.8

1.0

1.2

E
v
e
n
ts

×104

Data
Simulation

0.4 0.6 0.8 1.0 1.2 1.4 1.6
 response

0.8
0.9
1.0
1.1
1.2

D
a
ta

/S
im

.

. ( )

Figure 5.17: Distributions for pT balance (left) and MPF response (right). A Gaussian has been
fitted to the distributions in data and simulation. The vertical lines indicate the mean of the
distribution. The width of the distribution is slightly larger in data for both methods, however
the mean values agree between data and simulation. The average response is slightly lower
with the pT balance method because of the bias from final-state radiation.

where the result is defined as the MPF Response RMPF , the jet response determined
with the MPF method [108]. The MPF method relies on Emiss

T and thereby on
information from all detector subsystems. Therefore, it can only be used if the
detector is already well calibrated.

In contrast to the pT balance method, the MPF response is not sensitive to final-
state radiation: If jet splitting occurs, the energy of the second jet still enters the
calculation through Emiss

T . On the other hand, the MPF method is more biased
by pileup, which can be non-isotropic in an event and affect the calculation of
Emiss

T . However, because of the random pileup distribution, this bias cancels out
on average.

The results from both methods are shown in Figure 5.17. Both distributions are
Gaussian-shaped. The width of the distribution is slightly larger in data for both methods
because of the worse resolution in particle and jet reconstruction. For the MPF method,
the mean of the distribution is slightly above 1.0, while for pT balance the mean is around
0.95. The lower average value for the pT balance is due to the above-mentioned energy
loss by final-state radiation.

A comparison of each method with the simulated response is shown in Figure 5.18.
The correlation of pT balance with the simulated response is higher than for MPF. This
is due to pileup effects biasing the Emiss

T distribution, an effect which however cancels
on average. The pT balance measurement suffers from final-state radiation, which biases
the distribution systematically towards lower values.
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Figure 5.18: Two-dimensional distributions of the jet response from different methods. The cor-
relation between simulated response and pT balance (left) respectively MPF response (right)
is shown.

Figure 5.19 shows the correlation between the pT balance and MPF response. The
correlation is rather low because of the pileup bias affecting MPF but not pT balance in
an event. Similarly, the bias from final-state radiation might affect pT balance but not
MPF.

These effects can be further examined by studying the root mean square (RMS) of
the relative difference between the simulated response and pT balance respectively MPF
response. This value is calculated as

RMS =

√
1

N

N∑(
Rsim −R
Rsim

)2

(5.17)

with R being either the pT balance or MPF response and the number of events N . It
is determined in bins of p

Z
T and NPV to obtain an estimate of how well each method

approximates the simulated response for different regions of pileup influence and pT, see
Figure 5.20.

For the MPF response, there is a trend towards lower RMS values at higher pT, likely
due to the decreasing influence of pileup. The RMS values for the pT balance are generally
stable as a function of p

Z
T and NPV. At pT ≈ 150 GeV, the two methods exhibit similar

performance. These results show the advantages of each method and further emphasize
the need for a combined usage to achieve supreme precision.

To cross-check the results of the previous correction steps as well as to detect any
discrepancies in particular phase space regions, the jet response has to be determined for
different values of pT, different detector regions of jet reconstruction and different pileup
scenarios.
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Figure 5.19: Correlation between pT balance and MPF response. Even though both methods
are used to measure the jet response and agree on average, the correlation for a single event
between them is rather low.

pT balance and MPF response as a function of Z boson pT are shown in Figure 5.21.
A systematic difference between data and simulation can be observed, again confirming
the need for a further correction of the absolute JES. The results from the pT balance
method are lower compared to the MPF response and decrease further at lower pT, likely
due to final-state radiation.

Figure 5.22 shows the jet response as a function of the absolute pseudorapidity of the
jet. For the pT balance, a continuous decrease can be observed towards higher values
of |η|. Again, this is likely caused by energy loss through final-state radiation which
increases at higher rapidities. With the MPF method, a small increase can be seen in
the region 1.3 < |η| < 3.

To check the results of the pileup corrections, the pileup dependence of the jet response
is studied, quantified by the number of reconstructed primary vertices NPV. The result
is shown in Figure 5.23. For both methods, only a minor dependence on NPV can be
observed. The jet response difference between the bins with lowest and highest pileup is
around (1 to 2) %. Again, the values obtained with pT balance are systematically lower
compared to the MPF response and a minor difference between data and simulation can
be observed.

The performance of the CMS detector can decrease over time, mainly because of calor-
imeter radiation damage, especially in the endcap and forward region where particle flux
is highest. In previous studies [43, 119], a significant time dependence of the calorimeter
response in the endcap section has been observed. With recalibration of the calorimeter
signals in data, these effects need to be rechecked.
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Figure 5.20: The RMS for the relative difference between the simulated response and the pT
balance (left) or the MPF response (right) is calculated as a function of p

Z
T and NPV. The

RMS for the MPF method shows a larger dependence on pT and NPV as the MPF method is
more affected by pileup effects, especially at low pT.

The jet response is studied as a function of time, see Figure 5.24. For the pT balance,
the jet response deteriorates by a few percent in the endcap section. However, this effect
can not be reliably confirmed by the corresponding measurement for the MPF response.

The various cross-checks performed in this section have shown that the jet response
can be reliably measured with both the pT balance and the MPF method. Both have
their advantages and are affected by different biases. For maximum precision, the results
from both methods are combined. This is done via a global fit in the combination of all
channels which will be described in Section 5.8.
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Figure 5.21: Jet response as a function of Z boson pT for the pT balance (left) and MPF method
(right).
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Figure 5.22: Jet response as a function of absolute pseudorapidity of the leading jet for the pT
balance (left) and MPF method (right). The pT balance decreases toward higher values of |η|
because of higher radiative losses. Here, the |ηjet| < 1.3 requirement was not applied.
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Figure 5.23: Jet response as a function of the number of reconstructed primary vertices for the
pT balance (left) and MPF method (right). The more vertices per event, the larger the effects
from pileup. The jet response is stable as a function of NPV, showing the success of the pileup
corrections.
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Figure 5.24: Time dependence of the jet response measured with pT balance (left) and MPF
(right). Small, but significant time dependence can be observed with the pT balance method
in the endcap region of the detector.
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5.5 Jet Flavour Studies

Certain properties of a jet depend on the flavour of the originating parton: Reconstructed
jets from bottom or charm quarks can lose energy via neutrinos from semileptonic b or
c hadron decays. Gluon jets have a wider fragmentation shape, increasing out-of-cone
effects [8]. The impact of these effects has to be carefully studied to reduce the resulting
uncertainty on the JES.

In the following sections, jet response differences between flavours are determined and
experimental results are compared with simulation. Multivariate tagging techniques are
employed for the difficult task of jet flavour determination in data.

5.5.1 Jet Flavour in Simulation

Even with the in-depth information in simulation, the flavour of a jet cannot be unam-
biguously defined. The definition depends on which parton is regarded as determining
the jet’s properties, which in turn depends on the choice of the simulation program and
the hadronization scheme.

Various procedures to determine the jet flavour in simulation are used by the CMS
Collaboration [124]. In the studies presented here, the physics definition is used. It is
based on the particle status codes of the Pythia 6 [123] Monte Carlo event generator.
Reconstructed jets are matched to partons of the initial state (status=3 in Pythia 6).
A match is defined as ∆R between jet and parton being smaller than 0.3. The flavour of
the matching parton is assigned to the jet. If there is not exactly one matching parton
(i.e. more than one or no match), the jet flavour remains undefined.

The flavour distribution of the leading jet in Z(→ µ+µ−)+jet events is shown in
Figure 5.25. The distribution corresponds to the parton distribution in the proton, see
Figure 2.5. Down- and up-type jets occur more often than their antiquark counterparts,
with the difference being roughly twice as big for u jets than for d jets. This reflects the
valence quark composition (two u quarks and one d quark) of the proton. Heavy quark
jets are less common. Gluon jets occur most often, corresponding to the large gluon PDF
at high scales.

The flavour distribution changes as a function of Z boson pT and jet pseudorapidity,
see Figure 5.26. This dependence originates from the relation of the proton PDFs with
the kinematic quantities of the Z+jet pair: Equation 3.5 shows that for a high absolute
rapidity, the difference between x1 and x2 must be large, i.e. one of the involved partons
has to carry a rather low fraction of the proton momentum. Thereby, jets in the forward
region probe the proton at lower x, where the gluon PDF increases.

High transverse momenta of jet and Z boson require high x1 and x2. Therefore, at
higher transverse momentum the flavour composition is determined by the PDFs at high
x, which are dominated by the valence quark PDFs.

The fraction of jets with undefined flavour increases at lower pT because of out-of-cone
and smearing effects, which shift the four-vector of the reconstructed jet with respect to
the particle-level jet and thereby impede the parton-jet matching. At higher momenta,
additional partons from initial-state radiation might emerge in a direction close to the
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Figure 5.25: Flavour of the leading jet in simulation. The flavour distribution corresponds to the
PDFs of the proton (see Figure 2.5) and the Z+jet production channels (see Figure 2.2).

leading jet. With more than one parton fulfilling the ∆R < 0.3 condition, the jet flavour
is undefined with the physics definition.

Especially for data-driven studies, where particle-level information is not available, it is
important to determine how flavour effects influence the properties of the reconstructed
jet. This can be estimated by studying the Particle-Flow composition depending on jet
flavour, see Figure 5.27.

For heavy flavours (i.e. b and c quarks), the energy contribution from electrons and
muons from semileptonic decays of c and b hadrons is visible. The higher fraction of
neutral hadron energy for s quarks originates from the higher probability of s quarks to
fragment into neutral hadrons such as kaons.

Figure 5.28(a) shows the jet response for different jet flavours. pT balance, MPF
response and simulated response are compared. MPF and pT balance decrease for c
and even more for b jets because of neutrinos from semileptonic decays, which lead to
energy loss in the reconstructed jet. The ratio preco

T /pptcl
T is not affected by this as the

neutrino energy is missing in both preco
T and pptcl

T . The response for s quark jets is lower
compared to jets from u or d quarks. This is due to s quarks tending to fragment into
neutral hadrons, which have a slightly lower reconstruction efficiency compared to other
Particle-Flow categories. For gluon jets, pT balance yields lower values because of the
fragmentation behaviour of gluons: the fragmentation into a wider cone and many low-
energetic particles leads to more out-of-cone energy loss and decreased reconstruction
efficiency.

The pT balance for different flavours and as a function of pJet2
T /pZ

T is shown in Fig-
ure 5.28(b). Events with neutrinos are excluded to suppress the decrease of the jet
response because of neutrinos escaping the detector unnoticed. Extrapolating the results
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Figure 5.26: Flavour fractions as a function of p
Z
T (left) and absolute jet pseudorapidity (right).

The fraction of gluon jets increases towards lower pT and higher rapidity. The fraction of
jets from quarks increases towards higher pT, especially compared to the fraction of jets from
antiquarks.
These effects are caused by the parton distribution inside the proton, see Figure 2.5. For high
pT, the high-x region of the proton is probed, corresponding to higher PDFs for the valence
quarks. At higher rapidity, the flavour distribution corresponds to the PDFs at low x, e.g. a
higher gluon PDF.
The fraction of jets with undefined flavour is highest at low pT, where no parton within ∆R < 0.3
with respect to the jet can be found, and at higher pT, where there is more than one parton
close to the jet because of additional partons from initial-state radiation.

to pJet2
T /pZ

T → 0.0, the response values for all flavours converge. This shows that (in the
absence of neutrinos) the observed differences between flavours are mostly caused by
different fragmentation behaviour and vanish at the perfect event topology with only one
jet.
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Figure 5.27: Particle-Flow jet composition for different jet flavours. The energy fraction from
electrons and muons is higher for c and b jets because of semileptonic decays of c and b
hadrons. The neutral hadron fraction is higher for s-jets because of s quark fragmentation into
kaons.
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Figure 5.28: Left: pT balance, MPF response and simulated response (precoT /pptclT ) for different
jet flavours. Various systematic effects (decays into neutrinos, shower shape, fragmentation
behaviour) result in differences in the jet response between flavours.
Right: pT balance as a function of pJet2T /pZT for different flavours, excluding events with neutrinos.
The pT balance converges for all flavours at pJet2T /pZT = 0 to 1, proving that the measured
response differences are mostly caused by radiation effects and vanish at the perfect event
topology of only one jet.
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Figure 5.29: Distribution of gluon (left) and b tagging (right) discriminators in simulation. The
jet flavour has been determined from simulation with the physics definition. Both tagging
methods succeed in separating gluon respectively b jets from other flavours.

5.5.2 Measuring Flavour Dependence with the 2D-Tagging Method

The determination of the jet flavour via jet-parton matching is of course only possible
in simulation. In data, only information on the reconstructed jet is known, complicating
jet flavour studies.

To cope with this challenge, sophisticated tagging methods have been developed. These
methods calculate the probability of the jet to originate from a parton of a particular
flavour. Often, properties of the reconstructed jet are combined in a multivariate approach.

Two such techniques have been employed for the tagging of gluon and b jets:

The Quark-Gluon-Likelihood [125] takes into account the particle multiplicity, the jet
shape and the fragmentation function. These three variables are combined into a
multivariate discriminator. It assumes values between 0.0 for gluon jets and 1.0 for
quark jets.

The Combined Secondary Vertex (CSV) Tagger [126] The most prominent feature of
b jets is a secondary decay vertex. B quarks fragment into b hadrons. The decay
of b hadrons is suppressed, resulting in a long lifetime with respect to their mass.
This leads to an average decay length of a few centimetres, still within the volume
of the CMS tracker. From the tracks of the decay products, the secondary vertex
can be reconstructed. If such a secondary vertex is detected close to the jet vector,
a high probability for a b jet is given. Other quantities such as the jet shape or the
particle multiplicity are additionally included in this method.

The distribution of the two discriminators in simulation is shown in Figure 5.29. The
distribution is shown for different jet flavours (determined with the physics definition).
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Both tagging variables succeed in separating gluon respectively b jets from other flavours.
Because of b jets being easily identifiable on the basis of their secondary decay vertices,
the CSV tagger achieves high purity at high discriminator values. As jets from c hadrons
show similar behaviour as b jets, such as secondary decay vertices from c hadron decays,
c quarks also have higher discriminator values.

For the quark gluon tagger, the distinction is not quite as clear since gluon jets do not
exhibit a prominent feature such as displaced vertices. Therefore, even at discriminator
values close to zero, the fraction of gluon jets is only around two third. However, the
discriminator succeeds in separating (light) quark and gluon jets, shown by the low gluon
jet fraction at higher values.

The 2D-Tagging Method

The two discriminators can be combined for an improved estimation of the jet flavour
and determination of the jet flavour response. This is done via the 2D-tagging method.

In the two-dimensional space spanned by the b and gluon tagging discriminators, four
regions are defined with a high purity of light quark, gluon, c and b jets, respectively. In
each region, the jet flavour composition (from simulation, using the physics definition)
and the jet response (in data and simulation) are determined. Combining these results,
the jet response per flavour can be determined in data and simulation. The jet response
in data and simulation can then be compared to derive data-driven flavour corrections.

The distribution of events in the 2D-tagging plane and the definition of the four zones
can be seen in Figure 5.30(a). Due to the much larger number of gluon or light quark
jets in the Z+jet sample, the region of high values of the b tagging discriminator is only
sparsely populated. This results in a higher statistical precision of the results from the
light quark and gluon zones compared to the c or b zones.

The definition of the tagging zones has been optimized to decrease the statistical
uncertainty on the final result, the jet response per flavour. This requires to optimize
the zone definitions for purity while maintaining an acceptable event count per zone. In
Figure 5.31, the jet flavour fractions determined from simulation are shown as a function
of the two tagging discriminators. The tagging zone for each flavour is also drawn. Within
these zones, the fraction of the respective flavour is particularly high.

The fractions of jet flavours for each tagging zone are also visualized in Figure 5.30(b).
As could already be seen in Figure 5.31, the purity in the c zone is lowest, followed by
the gluon zone. The highest purity can be found in the b and light quark zones.

The measurement of the MPF response for each zone can be seen in Figure 5.32(a).
As expected from the results in simulation (see Figure 5.28(a)), the MPF response for
c and b jets is considerably lower compared to light quark jets because of the missing
energy from neutrinos. Gluon jets have slightly lower response caused by their broader
fragmentation.
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Figure 5.30: Zones and Flavour composition in the tagging zones.

The results from the response measurement and the composition study now have to be
combined to determine the response for each individual flavour. This is done by solving
the following equation:
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Ruds
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Rx is the response for each zone where x being 1/2/3/4 corresponds to the light quark,
gluon, c and b zone, respectively. fyz is the fraction of flavour z in zone y. Solving this
equation with the previously determined values yields the values for the response per
flavour Rz.

The results for Rz are shown in Figure 5.32 for data and simulation. In addition to the
result for the flavour from tagging, for the simulation the MPF response as a function of
the flavour determined with the physics definition is also shown. For b and light quark
jets, the result for the respective zones and for the flavour determined from tagging is
similar because of the high purity within the tagging zone. For c jets, the relatively low
purity and the small total event count in the respective tagging zone leads to a high
statistical error on the final result and therefore low reliability. The results for flavour
from tagging disagree with the results for flavour from simulation (physics definition),
likely due to the limited efficiency of the tagging methods. For light quark and even more
for b jets, differences in the jet response between data and simulation can be observed.
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Figure 5.31: Flavour fractions as function of b-tag and quark-gluon-tag, also showing the zones
used for 2D-tagging studies with boxes. The fractions and zones for light quark (upper left),
gluon (upper right), c (lower left) and b (lower right) jets are shown. The zones definitions
have been determined to achieve a high purity for the respective flavour.
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Figure 5.32: MPF response for tagging zones and individual flavours (the result of the 2D-tagging
method) in data and simulation. For the simulation, the results for the flavour from tagging
and from the physics definition are shown.

The results obtained in this section provide extensive knowledge on flavour depend-
encies of the jet response. For the CMS Collaboration, these studies are important for
a detailed estimation of flavour-induced JES uncertainties and dedicated flavour correc-
tions.
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Figure 5.33: Jet pT resolution in data and simulation, determined with the MPF method.

5.6 Jet pT Resolution Measurement

For precision studies involving jets, not only the average jet response, but also the jet pT

resolution is important. Because of the steeply falling jet pT spectrum in most physics
analyses, a bad resolution can lead to an effective migration towards higher pT bins and
shift the measured distribution.

The jet pT resolution corresponds to the width of the jet response distribution (which
is shown in Figure 5.17). While the mean of the distribution is a measure for how
well reconstructed jets approximate the true jet momenta on average, the width of the
distribution shows how much the values are spread out around the mean. A small width,
i.e. a small average deviation, corresponds to a good resolution.

The jet pT resolution can be determined as the width of the MPF response distribution
in bins of Z boson pT, which represents the particle jet momentum in balanced events, see
Figure 5.33(a). The corresponding plots for pT balance are shown in Appendix A.2.1. The
resolution worsens in the low pT region. This is expected because of the bias from pileup,
smearing or out-of-cone effects increasing at lower transverse momenta. The resolution
is slightly worse in data compared to simulation, especially at lower pT, possibly due to
the mentioned effects not being perfectly simulated.

The jet response can also be studied for different pileup scenarios, represented by the
number of reconstructed primary vertices. For a higher number of reconstructed vertices,
i.e. higher pileup activity in the event, the resolution worsens. This is expected as pileup
particles can add additional energy to the reconstructed jet momentum, thus biasing the
measured response.
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Figure 5.34: Extrapolation of the jet response to the ideal Z+jet topology, i.e. pJet2T /pZT → 0. The
pT balance and MPF methods converge in the absence of additional jets. For both methods,
the ratios between data and simulation also converge, enabling the extraction of the correction
on the absolute JES.

Given the many systematic biases, good performance is achieved for most of the studied
phase space. Only minor discrepancies between data and simulation are observed. Further
results from jet resolution studies, e.g. as a function of jet pseudorapidity and using the
pT balance methods, can be found in Appendix A.2.1.

5.7 Determination of the Absolute Scale

A large number of studies on kinematic distributions, jet response and jet flavour have
been performed. As the validity of the simulation and the employed methods has been
verified, the absolute correction on the JES in data can be determined.

To this end, the results from the pT balance and the MPF method have to be combined.
As explained in Section 5.4, both methods are biased by systematic effects: the MPF
response is influenced by pileup while the pT balance method is affected by final-state
radiation.

In order to correct for these effects, the results for each method have to be extrapolated
to the ideal event topology with only one jet in the event, i.e. pJet2

T /pZ
T → 0. If additional

jets, either from pileup or radiation, are suppressed, the two methods should converge
and the absolute JES can be determined.

The result of this extrapolation is shown in Figure 5.34. In addition to the results for
the pT balance and MPF response in simulation and data, the simulated response is also
shown as a function of pJet2

T /pZ
T. A linear fit has been performed for all sets of values.

79



5 Calibration of the Jet Energy Scale with Z(→ µ+µ−)+Jet Events

The values of the y-axis intercepts of the fitted lines are shown for the ratio between
data and simulation for each method.

The pT balance shows the expected behaviour of lower values for higher pT of the second
jet, i.e. if larger final-state radiation occurs and decreases the leading jet momentum.
This behaviour is the same in data and simulation.

The fitted line on the MPF response also shows a slope, however it is much smaller
compared to the results from pT balance and points in the other direction: The values
for the MPF response slightly decrease for lower values of pJet2

T /pZ
T.

This trend is shared by the simulated response: The values are close to the results
obtained with the MPF method. This behaviour is likely due to the effects from the
underlying event: The simulation corrections are derived from a sample of dijet events,
where the energy scale can be approximated by the jet pT. For Z+jet events, the scale
is higher at a given pT as the mass of the Z boson has to be taken into account. The
different scales result in a higher contribution from the underlying event in Z+jet events,
especially at lower pT, where the effect from the Z boson mass has stronger impact. As
the average pT of the leading jet decreases with pJet2

T /pZ
T, this effect leads to the observed

slope.

Both methods converge towards lower values of pJet2
T /pZ

T. This shows that similar
results are obtained with both methods if the bias from final-state radiation is corrected
for. Minor remaining disagreements between the methods arise from residual detector
miscalibration especially in the endcap and forward region, which affect the MPF response
(through Emiss

T ) but not pT balance.

For the ratio between data and simulation, both methods show a small dependence on
pJet2

T /pZ
T. This can be explained by an imperfect modelling of final-state radiation in the

simulation, which affects pT balance, and remaining detector miscalibration, affecting
the MPF response.

However, at pJet2
T /pZ

T = 0 the ratio between data and simulation agrees between the
two methods. From the values of the y-axis intercept, the jet response can be determined
with high precision as R = 0.982± 0.003. The correction factor on the absolute scale can
be derived as the inverse of this value.

The extrapolation study proves that the two methods can be combined and any
remaining biases do not affect the final result. To increase the precision even further, the
correction on the absolute scale is determined by combining the results from different
analyses.

5.8 Combination of Channels

The final correction on the absolute scale is determined by combining the results from Z(→
µ+µ−)+jet, Z(→ e+e−)+jet, γ+jet and multijet studies within their respective kinematic
coverage. This combination increases the precision and accuracy of the correction. It is
performed by a so-called global fit.
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6.4 Global fit of absolute corrections 43

for pT balance (kFSR ⇡ �5%) to less than 0.3% for MPF (|kFSR| < 1%). This is consistent with1040

the expectation that MPF is only sensitive to FSR and ISR to second order through differences1041

in the response between the leading jet and the rest of the hadronic recoil, which are expected1042

to be less than 20%.1043
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Z ! µµ+jet, Z !ee+jet, and g+jet samples. The uncertainty in the ratio, excluding jet flavor
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for pT balance (kFSR ⇡ �5%) to less than 0.3% for MPF (|kFSR| < 1%). This is consistent with1040

the expectation that MPF is only sensitive to FSR and ISR to second order through differences1041

in the response between the leading jet and the rest of the hadronic recoil, which are expected1042

to be less than 20%.1043
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Figure 24: Comparison of the data to simulation ratio of the response measurements from
Z ! µµ+jet, Z !ee+jet, and g+jet samples. The uncertainty in the ratio, excluding jet flavor
and time-dependent effects, is shown by the shaded ragion. The left-hand plot shows the ratio
after corrections for JES and ISR+FSR are applied. The right-hand plot shows the same results
after the nuisance parameter values found by the global fit are applied. The solid line shows
the global fit central value and the dotted curves the statistical uncertainty of the fit.

Figure 5.35: Response measurements in the Z(→ µ+µ−)+jet, Z(→ e+e−)+jet, γ+jet and multijet
channels (left). A global fit is performed and the data points are shifted by the values for the
nuisance parameters of the fit (right). As a result, all channels agree within uncertainties [109].

The results for each channel are corrected for final-state radiation and extrapolated
to the ideal event topology of :

prad
T

pref
T

→ 0 (5.18)

where pref
T is the pT of the respective reference object, i.e. Z boson, photon or, in the case

of multijet balancing, the jet recoil system. prad
T refers to radiation pT, i.e. the pT of the

second-leading jet in γ/Z+jet analyses or for multijet balancing to the highest-energetic
jet which is not part of the balancing system.

The extrapolation is performed in bins of pT of the reference object. Nuisance para-
meters are added to account for the uncertainty in lepton and photon scale, initial- and
final-state radiation corrections, pileup and EM footprint. The fit is performed with two
degrees of freedom for the absolute scale and the pT dependence. The full details on the
fitting procedure can be found in [109].

The result of the fit is shown in Figure 5.35. After the nuisance parameters have
been determined by the fitting procedure, the data points are shifted by the respective
values. As a result, the measurements from all channels agree within the uncertainty band.
This result demonstrates the impressive level of detector calibration and understanding
achieved by the CMS Collaboration.

5.9 Jet Energy Uncertainties

The total uncertainty on the jet energy scale is determined by combining several individual
uncertainty sources. These belong to five major categories:
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Figure 5.36: Jet energy uncertainty sources as a function of jet pT for central jets (left) and
as a function of |η| for jets with pT = 100 GeV (right). The uncertainties are largest in the
low-pT region, where pileup and flavour effects increase. In the endcap and forward regions,
the uncertainty in the relative scale becomes dominant. In the central detector at medium to
high pT, the uncertainty is below 1% [109].

Pileup This uncertainty is determined by studying the difference between the measured
offset and the true offset in simulation. The effects of varying ρ by one sigma are
also taken into account. The pileup uncertainty is dominant at low pT, as most
pileup interactions produce jets with only low transverse momenta.

Relative The uncertainty on the relative scale calibration is mainly caused by the finite
jet pT resolution and the uncertainty on the modelling of soft radiation.

Absolute The absolute scale uncertainty incorporates mainly the uncertainty on the pT

dependence of the global fit and the single pion response.

Flavour This uncertainty is determined from differences between Pythia and Herwig.
It is largest for gluon jets due to the different treatment of the hadronization
process.

Time dependence Because detector conditions change over time (especially in the end-
cap region, see Figure 5.24), the JES can differ between detector run periods.

A more complete description of the uncertainty sources, their magnitude and correl-
ations can be found in [109]. The values for the individual uncertainty contributions
including correlations between different regions in jet pT and η are centrally provided
by the CMS Collaboration for all physics analyses. The uncertainties are visualized in
Figure 5.36.

If the entire data collected by the CMS detector at
√
s = 8 TeV is used in an analysis

(as is the standard for most physics analyses), the time dependence uncertainty can be
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5.10 Outlook on Z+Jet Calibration at
√
s = 13 TeV

26 Jet Energy Calibration with Z+Jet Events

Figure 2.12.: The MPF jet response over the number of reconstructed vertices nPV (left) and
the transverse momentum of the Z boson p

Z
T (right). The agreement between

simulated and recorded events is not as good as for the pT balance responses,
likely resulting in higher correction factors. This could originate from detector
misalignment and miscalibration.

Figure 2.13.: Extrapolation of the jet response to the ideal event topology to retrieve the abso-
lute residual corrections (left) and with all correction steps applied for closure
tests (right). The jet response is extrapolated from non-negligible second jet ac-
tivity to the ideal Z+jet event topology (↵ = 0). This only affects the pT balance
response, while the MPF response is predominantly independent by design. The
relevant correction factors are derived from the ratio of recorded and simulates
events at ↵ = 0. The closure test on the right, including the absolute and relative
residual corrections, shows a slight over correction for both responses in this case.

(a) MPF response as a function of p
Z

T in data and
simulation [96].

5 Jet Energy Calibration with Z(! µµ)+Jet Events and Puppi

Figure 5.17: Statistical Uncertainties of the Jet Response over pZ
T : The statistical uncer-

tainties of the jet response are significantly improved for Puppi compared to CHS.

Figure 5.18: Statistical Uncertainties of the Jet Response over nPV: Puppi has similar or
slightly better statistical uncertainties than CHS for both jet response methods.

58

(b) Statistical uncertainty of calibrating
PF+CHS and PF+PUPPI jets [85].

Figure 5.37: Z(→ µ+µ−)+jet calibration results at
√
s = 13 TeV. Left: For the MPF response

as a function of p
Z
T, a small difference between data and simulation can be observed. Right:

Comparison of the statistical calibration uncertainties of PF+CHS and PF+PUPPI [72] jets.
At low pT, the pileup mitigation of PUPPI improves the precision by a factor of two.

neglected. If the jet flavour composition of the used data sample matches the Z+jet flavour
composition (for which the absolute calibration is derived) and jet flavour corrections are
applied, the flavour uncertainty can also be neglected. The total uncertainty can then be
as small as 0.35% in the central detector region for a jet with pT = 100 GeV.

5.10 Outlook on Z+Jet Calibration at
√
s = 13 TeV

In 2015, Run 2 of the LHC has begun. The increased centre-of-mass energy of 13 TeV and
doubled bunch crossing frequency pose even higher experimental challenges. In addition,
the CMS detector needs to be recalibrated after upgrade and maintenance operations
have been performed.

The Z(→ µ+µ−)+jet calibration is continued at KIT. In addition to existing methods,
new techniques, e.g. for pileup mitigation, are explored. First calibration studies are
detailed in [85, 96, 117, 118]. A selection of the obtained results are shown in Figure 5.37.
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5.11 Summary

The CMS Collaboration has demonstrated an outstanding performance in jet calibra-
tion, with a JES uncertainty as small as 0.35%. The continuous calibration efforts have
considerably decreased the JES uncertainty for the data at

√
s = 8 TeV, see Figure 5.38.

Thereby, the experimental uncertainty for many physics analyses has been significantly
reduced. New techniques have been explored to increase experimental precision and tackle
the challenges of physics at the terascale.

The analysis of Z(→ µ+µ−)+jet events presented in this thesis have made a decisive
contribution to these results. Many independent validation studies, e.g. of the kinematic
distributions of the involved physics objects or the Particle-Flow event reconstruction,
were performed. The predictions from simulation are mostly confirmed. The jet response
has been measured and compared to simulation, using two complementary methods. The
behaviour of the jet response for different phase space regions as well as the relative merits
of the two methods have been studied. The precision on the JES was greatly increased
with detailed studies of jet flavour effects, using novel approaches and techniques such
as multivariate tagging methods. The correction on the absolute JES has been derived
from a combination with other channels by means of a global fit.

The pioneered techniques and the obtained results constitute an excellent foundation
for Run 2 of the LHC. For the data-driven jet calibration, the Z(→ µ+µ−)+jet analysis
remains the pillar of precision.
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Figure 5.38: Evolution of jet energy uncer-
tainties. The initial calibration at the begin-
ning of the data taking period (grey), per-
formed with a data sample corresponding
to 1.9 fb−1, is compared to the final calibra-
tion (green). The uncertainties are reduced
over the entire pT range.
If the jet flavour composition in a sample
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The uncertainties are reduced mainly be-
cause of the increase of data for calibration,
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certainties. Adapted from [109, 111].
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6 Constraining PDFs with Z(→ e+e−)+Jet
Events

The structure of the proton is described by the parton distribution functions (PDFs),
see Section 2.1.2. In perturbative QCD, they are an essential ingredient for cross section
calculations in proton collisions. To reduce the uncertainty in the calculated cross section,
the PDFs need to be known as precisely as possible.

However, the PDFs cannot be calculated from first principles but have to be experi-
mentally determined. They are not directly measurable but can only be determined via
their correlation with observables such as cross sections in proton scattering experiments.

This correlation was for example exploited in deep-inelastic scattering experiments at
the HERA collider [9, 127] to obtain considerable knowledge about the PDFs. Dedicated
collaborations such as NNPDF [11], CTEQ [13] or MMHT [14] further constrain the
PDFs using the results of several experiments. To further reduce the PDF uncertainties,
additional measurements have to be very precise or study unexplored regions in x or Q.

At the LHC, the unprecedented centre-of-mass energy of proton-proton collisions allows
for processes with higher Q2 compared to previous experiments, see Figure 2.4. The CMS
detector provides the kinematic coverage to reconstruct processes involving a wide range
in x of the interacting partons. For the calculation of LHC cross sections, determining the
PDFs in the same energy regime would increase the reliability of the theory calculations.
However, most analyses at the LHC suffer from large systematic uncertainties, e.g. from
pileup, background processes or from the difficult reconstruction of objects such as jets
or neutrinos.

The measurement of the Z(→ e+e−)+jet cross section avoids some of these problems:
The low background contributions and the high precision in electron1 reconstruction
result in small systematic uncertainties. At the LHC, Z+jet events are produced at a rate
sufficient for precision measurements. Therefore, Z+jet studies are promising in terms of
PDF constraints.

The following sections describe the extraction of PDF constraints from a measurement
of the Z(→ e+e−)+jet cross section double-differentially in Z boson pT and rapidity.
Theory predictions are computed with Monte Carlo simulations at next-to-leading-order
accuracy in perturbative QCD. For the analysis of detector data, the Z boson reconstruc-
tion requires the careful calibration of the electron energy scale and the determination
of reconstruction, identification and trigger efficiencies. The contributions from back-
ground processes are estimated and the measured distributions are unfolded to correct
for reconstruction biases. The dominant systematic uncertainties are determined.

1In this chapter, ’electron’ refers to both electrons and positrons.
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6 Constraining PDFs with Z(→ e+e−)+Jet Events

The results of measurement and simulation are compared in order to determine the
PDFs. A combined fit of the PDF parameters to HERA I+II deep-inelastic scattering and
CMS Z(→ e+e−)+jet data is performed. The impact of the Z(→ e+e−)+jet measurement
on the PDFs and their uncertainties is determined and discussed. The technical workflow
is shown in Figure 4.2. The analysis is also detailed in [128].

6.1 Simulation of Z(→ e+e−)+Jet Events

The Z(→ e+e−)+jet differential cross section has been calculated with Sherpa [90] at
next-to-leading-order accuracy at

√
s = 8 TeV. The virtual corrections were provided

by BlackHat [129]. The configuration file used is shown in Appendix A.3.1. In total,
6× 109 events have been simulated. As described in Section 4.3, the fastNLO [98]
tables necessary for PDF fits were created from the generated events via Rivet [130]
and MCGrid [100]. The factorization and renormalization scales for each event have
were set to

µf = µr =
√
m2

Z + p2
T,Z .

Figure 6.1(a) shows the flavour distribution of the initial partons. As expected, the
distribution is symmetric. For each of the two interacting protons, the gluon makes
up the dominant contribution, followed by quarks from light to heavy. The u and d
quark contributions show an excess (which is twice as high for u quarks compared to d
quarks) with respect to the corresponding antiquarks. These results are expected as the
distribution of flavours corresponds to the composition of the proton, which is expressed
by the PDFs as shown in Figure 2.5.

The Z+jet production channels are determined by sorting the individual contributions
for each flavour combination into five categories: gq, gg, qq′ (two quarks of different
flavour), qq (two quarks of the same flavour) and qq . Some of the corresponding Feynman
diagrams are shown in Figure 2.2. The gq channel is dominant, see Figure 6.1(b). The
qq channel, which corresponds to the leading-order diagram of Z boson production (see
Figure 2.7) with additional gluon radiation, makes up the second highest contribution.
Adding the gq and gg categories together, two-thirds of events involve at least one gluon.
Quarks are involved in 90% of all events (every production channel except gg), distributed
among all flavours with a preference towards light and valence quarks.

Figure 6.2 shows the predicted cross section as a function of Z boson absolute rapid-
ity and pT. To validate the fastNLO interpolation procedure, the evaluation of the
fastNLO table with the same PDF as used for the original Sherpa calculation is stud-
ied. The differences between the Sherpa prediction and fastNLO are at sub-permille
level, illustrating the high accuracy of the fastNLO interpolation method.

6.1.1 Sensitivity of the Cross Section to PDFs

The determination of the PDFs relies on their correlation with observable distributions.
This dependence can be quantified by studying the effect of varying the PDFs on the
Z(→ e+e−)+jet cross section.

86



6.1 Simulation of Z(→ e+e−)+Jet Events

P
a
rt

o
n
 2

 f
la

v
o
u
r

Parton 1 flavour

0
10
20
30
40
50

R
e
l.
 c

o
n
tr

ib
u
ti

o
n
 /

 %

0

1

2

3

4

5

6

7

8

R
e
l.
 c

o
n
tr

ib
u
ti

o
n
 /

 %
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Figure 6.1: Initial parton flavour composition in Z+jet events. The dominant contributions come
from gluons and light quarks, in particular valence quarks.

For this purpose, a PDF set from the NNPDF collaboration is used. This set consists of
N PDF replicas which is each obtained by randomly varying (according to the respective
uncertainties) the experimental results the PDF determination is based upon. The effect
of variations of the PDF for flavour f on the cross section σZ depending on a variable a
(e.g. pT or rapidity of the Z boson) is quantified via the correlation coefficient

ρf (x, a,Q) =
N

N − 1

〈σZ(a)i · xf(x,Q2)i〉 − 〈σZ(a)i〉 · 〈xf(x,Q2)i〉
∆σZ(a)∆xf(x,Q2)

. (6.1)

The angular brackets indicate averaging over all PDF replicas, with the PDF or cross
section for an individual replica denoted by the index i. The standard deviation of
the cross section or the PDF over all replicas is denoted by ∆. To correct for the bias
arising from the mean and standard deviation determined from the same sample, Bessel’s
correction N/(N − 1) is applied.

The correlation coefficient ρ assumes values between +1 and -1, corresponding to
high correlation and anti-correlation, respectively. PDF constraints can be particularly
expected in phase space regions with a high correlation coefficient, i.e. where the cross
section strongly depends on the PDF.

The obtained correlation values are shown in Figure 6.3 for different flavours as a
function of x and the pT or the rapidity of the Z boson. The PDFs are evaluated at
Q = mZ. The sea quark PDF is defined as the double of the sum of the PDFs for d,
u and s quarks, assuming the sea quark distributions are equal for the corresponding
flavours of quarks and antiquarks.

For the correlation of the gluon PDF as a function of the Z boson pT (upper left), the
correlation for higher values of x increases with pT. Complementarily, the correlation
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Figure 6.2: Comparison of the original Sherpa +BlackHat prediction with the fastNLO
interpolation, needed for PDF fits. The differences between Sherpa and fastNLO are at
sub-permille level, illustrating the high accuracy of the fastNLO interpolation procedure.

for medium-to-lower x values increases with rapidity (upper right). This corresponds
to the kinematic relations of the collision: High transverse momenta of the outgoing
objects require high momentum fractions x of both interacting partons. In contrast, a
high rapidity necessitates a lower x of one of the partons compared to the other.

For the u and d valence quark (second and third row), the correlations between PDF
and σZ is not quite as high as for gluons. Minor correlation is observed in regions of low
and high x. For the sea quark PDF (bottom row), a mild correlation can be observed at
medium x at lower and medium pT and over the entire |yZ| range.

Correlations in the high- and low-x regions correspond to high pT and high absolute
rapidity of the Z boson, respectively. However, these phase space regions are statistically
limited. In contrast, the regions of low pT and low to medium absolute rapidity offer the
highest statistical precision. For these reasons, PDF constraints can be expected over a
wide range in x.
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Figure 6.3: Correlation between Z+jet cross section and PDFs. The correlation coefficient is
shown for different flavours (rows) as a function of x and pT (left column) or rapidity (right
column) of the Z boson.
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6 Constraining PDFs with Z(→ e+e−)+Jet Events

6.2 Measurement of Z(→ e+e−)+Jet Cross Section

The measurement is performed double-differentially in Z boson pT and absolute rapidity.
The binning in pT is 30, 40, 50, 60, 80, 100, 120, 140, 170, 200 and 1000 in units of
GeV. For the absolute rapidity, the binning is 0, 0.4, 0.8, 1.2, 1.6, 2.0 and 2.4 for the
double-differential measurement. For the projection onto only the yZ axis, 24 bins in
rapidity are used from 0.0 to 2.4 with a constant bin width of 0.1.

The following sections describe the calibration of the electron energy scale, the correc-
tion for reconstruction inefficiencies and the event selection. The background contributions
are estimated and the measured distributions are unfolded.

6.2.1 Electron Momentum Corrections

The reconstruction of electrons with the CMS detector is described in Section 3.2.2.
Energy and momentum of an electron are determined by combining information from
the ECAL (calorimeter deposits) and the tracker (track curvature). Unfortunately, the
electron reconstruction is biased by effects such as energy losses due to bremsstrahlung,
energy leakage out of the ECAL or additional energy from pileup.

The ECAL response is calibrated and the radiated energy from bremsstrahlung photons
is taken into account for track reconstruction. In order to further increase the precision of
the energy calibration, additional corrections are applied to the reconstructed electron. A
multivariate approach is used, combining parameters of the ECAL supercluster, the track
and the reconstructed electron, e.g. the shape or size of the supercluster. The procedure
is detailed in [57].

The effect of the corrections is visualized in Figure 6.4(a). In a sample of simulated Z
boson decays, particle-level electrons are matched to reconstructed electrons by requir-
ing ∆R < 0.3. The pT-ratio of a reconstructed electron and the matching particle-level
electron is studied as a function of electron absolute pseudorapidity. Without corrections,
a large dependence of the reconstruction performance on the pseudorapidity region is
visible. The reconstructed electron underestimates the particle-level pT in the ECAL
barrel section close to the transition region (1.0 < |η| < 1.5). At higher absolute pseu-
dorapidities, the reconstruction overestimates the electron pT by almost three percent.
After applying the momentum corrections, the pseudorapidity-dependent bias is greatly
reduced.

The invariant mass of the reconstructed Z boson is studied as a function of the Z boson
rapidity, see Figure 6.4(b). For uncorrected electrons, the variations in the electron energy
scale lead to a significant rapidity-dependence of the reconstructed Z boson mass. After
the corrections have been applied, this dependence has largely vanished. The remaining
bias is absorbed into the electron scale uncertainty.

Both studies show the success of the electron momentum corrections in further im-
proving the experimental precision by decreasing reconstruction biases.
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Figure 6.4: Effects of electron momentum corrections. The corrections greatly reduce the electron
response differences between the different detector regions (left). Subsequently, the average Z
boson invariant mass as a function of rapidity is stabilized (right).

6.2.2 Electron Reconstruction, Trigger and Identification Efficiencies

As not all Z→ e+e− events are properly reconstructed, the measured event rate is lower
than the actual one. The reasons are imperfections in reconstruction, triggering and
identification of electrons. These effects have to be quantified and corrected for.

The efficiencies, i.e. the probabilities of electrons to be properly reconstructed and
selected, are first determined from the detector simulation and then corrected with a
data-driven method known as tag and probe. This technique determines the relative
efficiency of a tight selection with respect to a loose selection. Electrons are classified into
the (non-exclusive) categories of probe if they pass the loose selection and tag if they pass
the tight selection. Pairs of a tag and a probe electron with an invariant mass close to the
Z boson resonance (60 GeV to 120 GeV) are selected. In this region, the overwhelming
majority of dielectron pairs originates from Z boson decays. The background contributions
are small and subtracted via a fit to the mass distribution.

Events are classified depending on whether the probe electron fails or passes the tight
selection requirement. Based on the numbers of events with failing and passing probes,
the relative efficiency of the tight with respect to the loose selection can be determined.
The efficiencies are computed for three steps: reconstruction of electron candidates (track-
supercluster matching), identification and triggering.

The efficiency usually has a turn-on behaviour, i.e. a sharp increase at lower pT, where
reconstruction is more difficult, and is constant above 50 GeV. Therefore, a finer binning
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Figure 6.5: Efficiencies of electron reconstruction (left) and identification (right). The efficiencies
are shown as a function of pT for different regions of electron absolute pseudorapidity. Efficien-
cies decrease for higher absolute pseudorapidity and lower pT of the electron. Scale factors are
derived as the inverse of the efficiency for each region in pT and |y|.

is chosen at lower pT. The binning in |η| corresponds to the ECAL geometry, with the
inner and outer parts of the ECAL barrel and endcap section, respectively, and the barrel-
endcap gap at 1.442 < |η| < 1.566. Systematic and statistical uncertainties are properly
taken into account. More details on the method and the implementation can be found
in [131].

The reconstruction and identification efficiencies are shown in Figure 6.5. For the
identification efficiency, the expected turn-on at lower pT is visible. For pT < 25 GeV,
the efficiency is expected to drop further, however electrons in this phase space region
are not included in this analysis. The lower efficiency in the ECAL endcap (|η| > 1.5) is
due to the lower energy resolution and less uniform detector geometry. Given the tight
identification criteria, the trigger efficiency is >99% in all regions. The corresponding
values are shown in Appendix A.2.2.

The scale factors c are determined as the inverse of the efficiency in bins of electron |η|
and pT for all three steps. They are applied for each of the two decay electron candidates
per event as a weight:

wevent = c1,reco · c1,id · c1,trig · c2,reco · c2,id · c2,trig . (6.2)

6.2.3 Event Selection

As a first requirement, the full functionality of the CMS detector has to be ensured
for the recorded data. A list of certified run periods is centrally provided by the CMS
Collaboration. Events which were not recorded during these periods are excluded. The
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certified data at
√
s = 8 TeV correspond to 19.71 fb−1 of integrated luminosity. A software

trigger which selects events containing one electron with pT > 17 GeV and a second one
with pT > 8 GeV is used. To lower the misidentification rate, electron candidates are
subjected to several quality criteria. The Z boson can then be reconstructed from the
two decay electrons, i.e. by addition of their four-vectors. The full technical details on
data certification, trigger names, identification and isolation requirements are given in
Appendix A.1.

The following kinematic selection is applied:

• Electron reconstruction is difficult at low pT, leading to low efficiency and possible
differences between data and simulation. To avoid these effects, a lower threshold
is applied to the pT of each electron:

pT,e > 25 GeV . (6.3)

• For similar reasons, the detector regions where electron reconstruction is more
challenging are excluded. This concerns the transition between ECAL endcap and
barrel sections and the border of the tracker. The following limits are applied to
the pseudorapidity of each electron:

|ηe| < 1.442 ∨ |ηe| > 1.566 , (6.4)

|ηe| < 2.4 . (6.5)

• A Z boson candidate is found if two oppositely charged electrons in an event fulfil
the above criteria. The invariant mass of the Z boson candidate, i.e. of the dielectron
system, has to be close to the nominal Z boson mass:

|mee − 91.19 GeV| < 10 GeV . (6.6)

• The kinematic range is restricted to a region where a fixed-order calculation of
the Z(→ e+e−)+jet cross section is reliable and low-pT effects such as soft parton
emissions become negligible. Therefore, a lower limit on the Z boson pT is set:

pT,Z > 30 GeV . (6.7)

To avoid the large uncertainties in the jet energy scale, no requirements are imposed on
jets.

6.2.4 Estimation of Background Contributions

Two isolated electrons in the final state can originate from a number of physics processes
other than Z boson decay in Z+jet events. The contributions from these processes have
to be determined and subtracted from the measured distributions. For each process, a
sample of simulated events is subjected to the same event selection procedure as applied
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to data. The resulting event count is normalized according to the process cross section
and the integrated luminosity of the data to obtain the background estimation.

The considered background processes can be classified into the following categories
according to their final state:

Two electrons from Z boson decay, e.g. from electroweak diboson processes such as
WZ and ZZ production.

Two electrons from other decays, e.g. from tt, tW, WW and Z → τ+τ− processes
which can lead to a final state with two electrons.

At least one jet being misidentified as electron. This category can be further divided
depending on the number of misidentified electrons:

dijet processes where both jets are falsely reconstructed as electrons. The probabil-
ity for this case is rather low, however the large cross section of dijet production
could lead to substantial background contributions.

W+jet production. In case of a W boson decaying into an electron, an electron-
neutrino and an additional jet which is reconstructed as an electron, this
process is identified as a dielectron final state.

Exemplary Feynman diagrams for some of these processes are shown in Figure 6.6.
The cross sections for all considered background processes are reported in Table 6.1.
Additionally, the number of events and CMS-internal names of the simulated samples
are given in Appendix A.1.

Figure 6.7(a) shows the distribution of background events as a function of the invari-
ant mass of the dielectron pair. Overall, WZ and ZZ make up the largest background
contribution, followed by tt production. In WZ and ZZ samples, where the two electrons
originate from a Z boson decay, the Z boson mass peak is clearly visible. Even though the
cross section of diboson production is comparatively low, the dielectron final state is indis-
tinguishable from Z+jet events. All other studied background processes yield only minor
contributions, mainly because of the tight electron selection and therefore low rate of jets
being misidentified as electrons. The background contributions depending on the number
of jets in the event, the rapidity or pT of the Z boson as well as the relative contributions
of different processes to the total background are shown in Figure A.12. The background
contributions for the double-differential measurement are shown in Figure A.13.

The sum of the studied background contributions is compared to the expected number
of signal events, see Figure 6.7(b). As can be seen from the background-signal-ratio, the
relative background is lowest close to the peak of the Z boson mass where the signal pro-
cess is dominant. Correspondingly, the relative background contribution slightly increases
further away from the Z boson peak. The background/signal ratio as a function of Z
boson pT or rapidity or for the double-differential measurement is shown in Figure A.14.

Overall, the relative background is at the level of only few percent, mainly due to the
large cross section of the signal process and the low misidentification rate of electrons.
To correct the data for background contributions, the estimated number of background
events is subtracted from the measured number of events in the respective bins.
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Figure 6.6: Exemplary Feynman diagrams for the most important background processes to Z(→
e+e−)+jet production.
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Table 6.1: Cross sections of the studied background processes, used to normalize the samples of
simulated events [18]. The program and perturbative order for each calculation is also shown.
Further information on CMS-internal names and the sizes of the simulated samples is given in
Appendix A.1.

Process Program Order Cross section / pb

ZZ MCFM 6.6 [132] NLO 17.7
WZ MCFM 6.6 NLO 33.2
WW MCFM 6.6 NLO 54.8
tt(`` decay channel) Top++ 2.0 [133] NNLO 26.8
tW [134] NNLO 22.2
Z→ τ+τ− (m`` > 20 GeV) FEWZ 3.1 [94] NNLO 1966.7
W+jets FEWZ 3.1 NNLO 37509.8
dijet (20 < pT < 30 GeV) Pythia 6 [123] LO 2.9× 108

dijet (30 < pT < 80 GeV) Pythia 6 LO 7.5× 107

dijet (80 < pT < 170 GeV) Pythia 6 LO 1.2× 106

dijet (170 < pT < 250 GeV) Pythia 6 LO 31274.0
dijet (250 < pT < 350 GeV) Pythia 6 LO 4227.7
dijet (pT > 350 GeV) Pythia 6 LO 803.5
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Figure 6.7: Background contributions. Left: The largest contributions are WZ and ZZ processes.
Right: The relative background slightly increases at the flanks of the Z boson mass peak.
Overall, the relative background amounts to less than 2%.
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6.2.5 Unfolding

Effects such as finite detector resolution or reconstruction imperfections bias the electron
measurement and subsequently smear the distributions of Z boson pT and rapidity. These
effects have to be corrected for in a procedure known as unfolding.

A common approach to this problem is to formulate the effects of the reconstruction on
a distribution (folding) as the result of a reversible operation. After detector effects are
studied and determined, the folding can be reversed (unfolding). Thereby, it is possible
to obtain the original or “true” distribution of a measured quantity in the absence of
systematic biases.

The simplest approach is to relate the event count in each bin of the measured distri-
bution mi to the corresponding bin of the true distribution ti via a single multiplicative
factor ci:

mi = citi . (6.8)

This is called the bin-by-bin method. The multiplicative approach of this procedure
however neglects the additive nature of bin migrations: The migrations into one bin of
the measured distribution originate from different bins of the true distribution. As a
consequence, more sophisticated methods are necessary.

The measured and true distributions can be represented by the vectors ~m and ~t,
respectively. They are related to each other via the response matrix R:

~m = R~t . (6.9)

Rij denotes the fraction of events in tj that “end up” in mi as a result of the reconstruction.
A perfect measurement would correspond to Rii = 1 and Rij = 0 for i 6= j, i.e. the
response matrix is diagonal and there are no bin migrations.

The inverted response matrix is used to obtain the true distribution from the measured
one. This is called the matrix inversion method. However, this can lead to biases in the case
of large bin migrations or large statistical fluctuations. To deal with these fluctuations,
the iterative d’Agostini unfolding [135] utilizes a regularization method which however
leads to an additional bias.

Unfolding of Z(→ e+e−)+jet Cross Section

The response matrix entries are determined from simulation. A sample of simulated
Z+jet events including a simulation of the CMS detector is used. The matrix element
calculation was performed with MadGraph [93] while Pythia 6 Tune Z2* was used for
the parton shower and Geant4 [95] for the detector simulation. Additional information
on the simulated sample is given in Table A.1.

The same phase space selection is applied to both simulated and reconstructed particles
to assure equal kinematic acceptance on both levels. The response matrix is constructed
by filling the simulated events in bins according to the value of Z boson pT or rapidity on
particle-level and reconstructed level, i.e. before and after the detector simulation. After
filling, the columns of the response matrix are normalized to one. The binning of the
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response matrix is extended compared to the measured distribution to correctly simulate
the migration of events from outside the analysis phase space. With the obtained response
matrix, the “true” distribution in data can be estimated from the measured one. The
unfolding is performed with the RooUnfold package [136].

The response matrix for the unfolding of the Z boson pT distribution is shown in
Figure 6.8(a). The off-diagonal entries are sparsely populated, causing only small bin mi-
grations in the unfolding procedure. Evidently, the excellent electron reconstruction and
calibration leads to only minor smearing of electron pT. A comparison of the distribution
before and after unfolding is shown in Figure 6.8(b). The differences are small, at the
level of only few percent.

The bin-by-bin, matrix inversion and iterative d’Agostini methods are compared in
Figure 6.8(c). The results for all three methods are in agreement. As both the (un)folding
effects and the statistical uncertainty are small, the regularization approach of the iterative
d’Agostini method does not lead to a significant improvement. For this reason, the more
robust matrix inversion is chosen as the default unfolding method.

Another cross-check is performed with the response matrix constructed from a sample
of simulated events where Powheg [137] was used for the matrix element calculation.

The unfolding of the measured p
Z
T distribution was performed for both response matrices

and the resulting distributions are compared, see Figure 6.8(d). No significant difference
was found.

The corresponding plots for the unfolding of the |yZ| distribution and the double-
differential measurement are shown in Figure A.15 and Figures A.16 to A.19. The
rapidity measurement is even more precise than the energy measurement which is limited
by the ECAL resolution.
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Figure 6.8: Response matrix used for the unfolding of the p
Z
T distribution (upper left). p

Z
T distribu-

tion before and after unfolding (upper right). Comparison of different unfolding methods (lower
left). Result of the unfolding with the response matrix constructed from different simulated
samples (lower right).
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6.3 Determination of Systematic Uncertainties

In this section, the evaluation of systematic uncertainties, both experimental and theor-
etical, is described.

6.3.1 Experimental Uncertainties

The following systematic uncertainties were considered:

Luminosity The uncertainty on the integrated luminosity measured by the CMS detector
is 2.6% for the data taken at

√
s = 8 TeV [73]. It is constant for all bins.

Statistical This uncertainty comprises the statistical uncertainty of the data and the
response matrix. It is estimated via a series of 10 000 pseudo-experiments (“Toy
Monte Carlos”). For each pseudo-experiments, the entries of the data histogram and
the response matrix are independently but simultaneously varied. The variations
are random according to a Gaussian distribution with mean and standard deviation
corresponding to the number of bin entries and square root of the number of bin
entries.
Thus, the unfolding yields a slightly different result for each pseudo-experiments.
The central result and the associated statistical uncertainty are then determined
via averaging over all pseudo-experiments and calculating the mean and stand-
ard deviation for each bin. A cross-check with different unfolding methods or the
response matrix constructed from different simulated samples (see Figure 6.8(b)
bottom row) gave no indication for an additional effect. No systematic uncertainty
was attributed. The statistical correlations between the bins were also determined
(see Figure A.19) and taken into account for PDF fits. The resulting statistical
uncertainty results mainly from the uncertainty in the data and the response matrix
statistical uncertainty contributes only marginally, see Figure A.20.

Reconstruction, identification and trigger efficiency The respective scale factors are
varied up- and downwards according to the respective statistical and systematic
uncertainty, see [131].

Electron energy scale The pT of each electron is varied up- and downwards according
to the electron scale uncertainty depending on electron pT and |η|, see [57].

Backgrounds The uncertainty on the cross section due to background processes is estim-
ated by varying the cross sections of the background processes up- and downwards
by 50% for background subtraction.

For the latter three uncertainty sources, the upwards/downwards variations are propag-
ated to the final cross section. Each uncertainty is defined as the maximum difference of
any of the two variations compared to the central result.

All uncertainties are treated as uncorrelated. The obtained uncertainties in each bin
are added in quadrature to obtain the total experimental uncertainty. The results are
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Figure 6.9: Experimental uncertainties as a function of Z boson rapidity (left) and pT (right).
The total uncertainty is obtained by quadratically adding the individual uncertainty sources.
The luminosity uncertainty is the dominant uncertainty. Statistical uncertainties increase at
higher rapidity and higher pT, where also the background uncertainty increases. The total
uncertainty is at the level of 3% to 4%.

shown in Figure 6.9 for the rapidity and pT distributions of the Z boson. The uncertainty
of the luminosity measurement is the dominant contribution to the total uncertainty.
The uncertainties for the efficiency scale factors are slightly above 1% with a decrease
towards higher pT. For higher Z boson pT, the uncertainty from the background modelling
increases from 0.4% to 2% because of the higher relative contribution from high-energetic
diboson and tt events. In total, the experimental uncertainty is at the level of only 3%
to 4%.

For the double-differential measurement, the experimental uncertainties are shown
in Figure A.23. Other sources of uncertainty such as final-state radiation or Z boson
polarization have been investigated in [138] and were found to be negligible compared
to the leading uncertainties.

6.3.2 Theory Uncertainties

For the theory prediction, the scale and PDF uncertainties were estimated. In addition,
the predictions for LO and NLO accuracy were compared.

The scale uncertainty has been determined by varying the factorization and renormal-
ization scales µf and µr (see Section 2.1) independently by a factor 2 up or down, i.e.
considering the multiplicative values 0.5, 1 and 2. The extreme combinations for (µf , µr)
of (0.5, 2) and (2, 0.5) are omitted. The resulting six variations are (0.5, 0.5), (0.5, 1),
(1, 0.5), (1, 2), (2, 1) and (2, 2). The largest difference between any variation and the
central value determines the scale uncertainty.
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Figure 6.10: Left: Theory prediction with scale and PDF uncertainties. Right: Theory predictions
at leading- and next-to-leading-order accuracy. The ratio between both predictions, the so-called
k factor, is also shown.

The result is shown in Figure 6.10(a) for the pT distribution. For the rapidity distribu-
tion or the double-differential measurement, the results are shown in Figure A.21. The
scale uncertainty is highly asymmetric and increases with pT. In the highest pT bin, the
downwards scale uncertainty amounts to over 40%.

To further study the dependence on the truncation of the perturbative series, the cross
section predictions at LO and NLO accuracy are compared. The ratio between the cross
section calculated at LO and NLO accuracy is commonly called the k factor :

k =
σNLO

σLO
. (6.10)

The k factors in each bin of rapidity and pT are shown in Figure 6.10(b). As expected,
they are larger where the scale uncertainty is also larger, i.e. at higher pT. The k factors
are around 1.4 to 1.5, confirming the necessity of a calculation at (at least) NLO accuracy.

Recent theory results [139] suggest that the cross section differences between NLO and
NNLO are at the level of only few percent. This means that the effect of higher orders
in the cross section calculation is rather small. The reliability of the theory prediction
would certainly profit from the increased accuracy at NNLO.

The uncertainty on the cross section introduced by the uncertainty of the PDFs is
shown in Figure 6.10(a) for the CT14 [13] PDF set. Ranging from 3% to 4%, it is at a
comparable level with total experimental uncertainty.
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6.4 Comparison of Measurement and Simulation

After efficiency corrections, background subtraction and unfolding, the results of the
measurement can be compared to the theory predictions. A comparison of data with
predictions from different PDF sets can be seen in Figure 6.11 for the single-differential
measurements in rapidity (left) and pT (right). All PDF sets describe the data over most
of the studied phase space. The ABM12 prediction is few percent higher than the other
predictions in the low rapidity and low pT region. Differences can be found at higher
rapidities, especially at |yZ| > 2.0, or at highest pT. However, these phase space regions
are only sparsely populated.

For the double-differential measurement in pT and |y|, the results are shown in Fig-
ure 6.12. As was already seen for the single-differential measurement, the simulation
reliably describes the data in most studied phase space regions. Increasing differences
can be found in the outer rapidity bin and in the bin of highest pT. Comparisons of data
with different PDF sets for the double-differential measurement are shown in Figure A.22.

In a measurement of the Z boson pT distribution at
√
s = 7 TeV with the ATLAS

detector [140], a similar disagreement for the Sherpa prediction was found. The dis-
agreement at higher pT possibly originates from the lack of electroweak corrections in
the cross section calculation. A recent study [141] shows that electroweak corrections
decrease the cross section at higher pT which could explain the observation. Recent
findings [142] suggest that non-perturbative effects could also affect the Z boson pT in
Z+jet events. The deviations at higher rapidity are possibly caused by imperfections in
the calculation, e.g. from inaccurate PDFs. As the reconstruction of electrons is more
difficult in the endcap section of the detector, this phase space region is also challenging
from an experimental point of view.
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Figure 6.11: Comparison of data and theory predictions calculated with different PDF sets. The
theory well describes the data for most of the studied phase space. Increasing differences can
be seen for higher absolute rapidity or higher pT. The prediction from ABM12 differs a few
percent compared to the other PDF sets.
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Figure 6.12: Z boson double-differential cross section in pT and absolute rapidity. The simulation
well describes the data over most of the studied phase space. Differences between data and
simulation arise at higher rapidity and higher transverse momentum.
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6.5 PDF Determination with xFitter

The results of the double-differential measurement as seen in Figure 6.12 are used to de-
termine the PDFs. All statistical and systematic uncertainties including their correlations
are taken into account. To consider only phase space regions which are reliably described,
the bins of highest pT and highest rapidity are not included in the fit. The excluded
phase space regions correspond to less than 4.6% of the events of the double-differential
measurement.

The combined HERA I+II data of charged and neutral current e±p deep-inelastic
scattering at different beam energies published in [9] are also used2. Feynman diagrams
for these processes are shown in Figure 2.3. The data correspond to an integrated
luminosity of 1 fb−1. These data are the basis for the HERAPDF 2.0 set of parton
distribution functions.

By comparing data and theory, the PDFs can be constrained. The x-dependence of the
PDFs is parametrized and the cross section is calculated based on the PDFs. The PDF
parameters are then fitted to minimize the χ2 between theory and HERA in combination
with CMS Z(→ e+e−)+jet data. The result is compared with a fitting procedure using
only HERA data. Both the change in the PDFs and in their uncertainties is studied.

The fitting of the PDF parameters is performed in accordance with [9]. The analysis
strategy is similar to studies using CMS jet data [4, 143]. xFitter, as described in
Section 4.3, is used to perform the PDF determination.

6.5.1 Combined PDF Fit with HERA and CMS Data

In accordance with HERAPDF 2.0 [9], the PDF parametrization at the starting scale
Q2

0 is

xg(x) = Agx
Bg(1− x)Cg −A′gxB

′
g(1− x)C

′
g , (6.11)

xuv(x) = Auvx
Buv (1− x)Cuv (1 + Euvx

2) , (6.12)

xdv(x) = Advx
Bdv (1− x)Cdv , (6.13)

xŪ(x) = AŪx
BŪ (1− x)CŪ (1 +DŪx) , (6.14)

xD̄(x) = AD̄x
BD̄(1− x)CD̄ (6.15)

with the gluon PDF xg and the valence quark PDFs xuv and xdv. xŪ and xD̄ denote
the up-type and down-type antiquark distributions, i.e. xŪ = xū and xD̄ = xd̄+ xs̄.

The normalization parameters A are constrained by quark number and momentum sum
rules. BŪ is set equal to BD̄ to enfore a consistent low-x behaviour for sea quarks. The
strange quark PDF is assumed to be proportional to the d antiquark PDF, i.e. xs̄ = fsxD̄
at Q2

min with the fixed parameter fs = 0.4. To further ensure reasonable behaviour of the
PDFs, the relation AŪ = AD̄(1− fs) is enforced. Cg is fixed to 25 such that the negative
gluon term only contributes at small x. This leaves 15 free parameters to be fitted.

2These data are referred to as ’HERA data’ below.
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6 Constraining PDFs with Z(→ e+e−)+Jet Events

The parameters of the physics model, e.g. the strange quark fraction, the strong coup-
ling constant or the heavy quark masses, are set in accordance with [9]. The heavy
flavours are treated in the general-mass variable-flavour-number scheme [144]. The PDFs
are parametrized at the starting scale Q2

0 = 1.9 GeV2 and evolved to the scale of the
measurement via the DGLAP equations (see Section 2.1.2) at NLO, the same perturb-
ative order as used for the Z(→ e+e−)+jet cross section calculation. xFitter relies on
QCDNUM [105] for the evolution of the PDFs and calculation of DIS cross sections.
For the CMS Z(→ e+e−)+jet data, the cross sections are calculated by convolving the
PDFs with the hard scattering coefficients stored in the fastNLO tables.

6.5.2 Definition of Goodness-of-Fit Estimator

The parameters of the PDFs are fitted to minimize the goodness-of-fit estimator χ2. This
step is performed with xFitter which relies on the Minuit [106] minimization tool. All
statistical uncertainties as well as correlated and uncorrelated systematic uncertainties
have to be properly taken into account. For a data set D consisting of the measurements
di and the corresponding theory predictions ti the definition is

χ2
D = χ2

D,data +
∑

α

n2
α (6.16)

=
∑

ij

(
ti −

∑

α

Γiα(ti)nα − di
)

C−1
stat,ij(di, dj)

(
tj −

∑

α

Γjα(tj)nα − dj
)

+
∑

α

n2
α .

(6.17)

The sum runs over all data points i, j. The simple difference between theory and data
(ti−di) is extended by a term Γiα(ti)nα accounting for systematic uncertainties. Γα is the
systematic uncertainty arising from an uncertainty source α. The nuisance parameters
nα quantify the shift of the prediction caused by each systematic uncertainty.

The shifts of the systematic uncertainties are applied to the theory prediction to avoid
the bias from multiplicative uncertainties applied to data. The covariance matrix Cstat

takes into account the statistical correlation introduced by the unfolding. However, the
correlations for off-diagonal entries are marginal (see Figure A.19).

∑
α n

2
α is a “penalty”

term: Since the nuisance parameters shift the prediction in terms of standard deviations,
they have to be added to the χ2 quadratically.

The total χ2 for N data sets includes the penalty term only once and is defined as

χ2
tot =

N∑

D

χ2
D,data +

∑

α

n2
α . (6.18)

6.5.3 Determination of PDF Uncertainties

Three PDF uncertainty sources have to be considered:

Experimental uncertainties The statistical and systematic uncertainties of the cross
section measurement are propagated to the PDFs via the Hessian method [145]:
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6.5 PDF Determination with xFitter

In the parameter space spanned by the n PDF parameters, a one-σ confidence
level on the PDFs corresponds to ∆χ2 = 1 around the best-fit minimum χ2

min. As
the n PDF parameters are correlated, the parameter basis is transformed into an
orthonormal eigenvector basis. The eigenvectors are independently from each other
varied positively and negatively until χ2−χ2

min = 1. The result of each variation is
a point in the eigenvector space which corresponds to a PDF set different from the
central result. From all variations, a set of 2n eigenvector-variation PDFs is obtained.
The experimental uncertainty on the PDFs is then determined by quadratically
adding the upwards or downwards differences between the predictions from the
central PDF and the variations.

Model uncertainties This uncertainty arises from the uncertainty of certain parameters
of the physics model used in the fitting procedure. To estimate their impact, fits
with variations of the model parameters were performed and compared to the
central fit. The masses of b and c quarks Mb and Mc, the strange quark fraction fs,
the strong coupling constant αs(MZ) and the minimum Q2 of HERA data included
in the fitting procedure, Q2

min, is varied. The central values of the parameters and
the upwards- and downwards-variations are given in Table 6.2.

Parametrization uncertainties A more general parametrization of the PDFs with addi-
tional parameters D and E is used, fitted and compared to the default parametriz-
ation, see Equations 6.11–6.15. The extended parametrization is

xg(x) = Agx
Bg(1− x)Cg(1 +Dgx+ Egx

2)−A′gxB
′
g(1− x)C

′
g , (6.19)

xf(x) = Afx
Bf (1− x)Cf (1 +Dfx+ Efx

2) (6.20)

where xg(x) is the gluon PDF and xf(x) indicates the parametrization for all quark
flavours. The parametrization extension and fitting is performed for each PDF and
parameter independently. The maximum difference to the default parametrization
is defined as parametrization uncertainty. In addition, the starting scale Q0 of the
fit is varied.

The individual uncertainties are added in quadrature to obtain the total PDF uncer-
tainty.

6.5.4 Results of PDF Parameter Fitting

For the combined fit to HERA and CMS Z(→ e+e−)+jet data, the values for the fitted
parameters are shown in Table 6.5. The χ2 values of the individual data sets after the
fitting procedure are shown in Table 6.3 along with the result of fitting to only HERA
data. The total χ2 values are reported in Table 6.4.

For |yZ| < 1.6, the χ2 per data point is close to one, indicating compatibility of the
theory and the data. Increasing differences between data and simulation at rapidities
beyond 2.0 were already described above. For 1.6 < |yZ| < 2.0, the large χ2 indicates a
clear deviation whose origin may be related to the areas of PDFs, experimental systematics
or theory calculation. No conclusive answer was found and future studies are required.
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6 Constraining PDFs with Z(→ e+e−)+Jet Events

Table 6.2: Parameter values and variations to determine model and parametrization (Q0) uncer-
tainties. The central value and variations follow the procedure in [9].

Parameter values
Parameter Central Down Up

fs 0.4 0.3 0.5
αs(MZ) 0.118 0.117 0.119
Mc / GeV 1.47 1.41 1.53
Mb / GeV 4.5 4.25 4.75
Q2

min/ GeV2 3.5 2.5 7.5
Q2

0 / GeV2 1.9 1.6 2.2

Table 6.3: χ2 between data and theory for the individual data sets after PDF determination.

HERA HERA+CMS
Data ndata χ2

data/ndata χ2
data/ndata

HERA I+II NC e+p Ep = 920 GeV 377 1.104 1.149
Ep = 820 GeV 70 0.934 0.965
Ep = 575 GeV 254 0.834 0.852
Ep = 460 GeV 204 1.029 1.049

HERA I+II CC e−p 42 1.183 1.169
HERA I+II NC e−p 159 1.389 1.399
HERA I+II CC e+p 39 1.087 1.367

CMS Z(→ e+e−)+jet |yZ| < 0.4 9 1.320
0.4 ≤ |yZ| < 0.8 9 1.161
0.8 ≤ |yZ| < 1.2 9 1.393
1.2 ≤ |yZ| < 1.6 9 1.273
1.6 ≤ |yZ| < 2.0 9 5.193

Table 6.4: Total χ2 between data and theory after PDF determination.

Data ndof χ2
tot/ndof

HERA I+II 1131 1.174
HERA I+II and CMS Z(→ e+e−)+jet 1176 1.255
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Table 6.5: Resulting PDF parameter values from the combined fit of HERA and CMS Z(→
e+e−)+jet data.

A B C D E A′ B′ C ′

xg 4.60 -0.03 8.97 1.76 -0.12 25.00
xuv 4.21 0.72 4.72 11.74
xdv 3.45 0.83 4.21
xŪ 0.11 -0.17 6.59 9.83
xD̄ 0.19 -0.17 11.06

The resulting PDFs and their experimental, model and parametrization uncertainties
are shown in Figure 6.13 and Figure 6.14 for Q2 = 1.9 GeV2. The results from the fit of
only HERA data (left column) and the combined HERA and CMS Z(→ e+e−)+jet data
(right column) are presented. For all studied flavours, the experimental uncertainties
decrease as is expected with the addition of more constraining data. The model and
parametrization uncertainties also decrease for most flavours. The model uncertainties
also contain the variations of αs(MZ) which lead to minor PDF variations. For the gluon
PDF, the decrease of total uncertainty at medium-x to low-x is mainly caused by the
decrease of the parametrization uncertainty. For the u valence, d valence and sea quark
PDFs the parametrization uncertainty shows some “bumps” at medium- or high-x which
decrease with the inclusion of CMS Z(→ e+e−)+jet data.

A direct comparison of the results from the combined fit and the HERA-only fit is
shown in Figure 6.15. The total uncertainty decreases for all flavours over the entire
x-range. For the gluon PDF, the reduction of uncertainty is especially prominent. A
significant PDF change is observed for the gluon and in the medium-to-high x region
for the sea quark PDF. The gluon PDF changes towards a “harder” gluon, i.e. the PDF
decreases at medium x and increases at high x. For the gluon PDF, the change towards
a harder gluon is compatible with similar studies analysing CMS jet data [4].

Using a similar approach, the impact of Z boson measurements with Tevatron data on
the PDFs is described in [146]. In contrast, the CMS data provides a much better handle
on the gluon distribution due to the large contribution of the qg production channel,
see Figure 6.1(b). In addition, the higher centre-of-mass energy at the LHC increases
the range in Q. Visualizations of the fitted PDFs for other flavours or higher Q2 can be
found in Figures A.24 to A.26.

A comparison of the PDFs determined from HERA data, from the combined HERA
and CMS Z(→ e+e−)+jet data, and PDFs from the CTEQ and NNPDF collaborations
is shown in Figure 6.16. The inclusion of CMS data decreases the difference between
the PDFs from HERA and the CT14 and NNPDF 3.0 sets, especially for the gluon. For
the CTEQ and NNPDF collaborations, the PDF determination is based on data from
deep-inelastic scattering but also includes measurements by CMS, ATLAS and LHCb
at
√
s = 7 TeV. Therefore, the observed shift of the PDFs with the inclusion of CMS

Z(→ e+e−)+jet data in the own fit agrees with the general trend induced by LHC data.
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Figure 6.13: PDF uncertainties. The PDFs determined from HERA (left column) and the com-
bined HERA and CMS data (right column) are compared. The PDFs for gluon (top row) and d
valence quark (bottom row) are shown. Experimental, model and parametrization uncertainties
are added in quadrature. The inclusion of Z(→ e+e−)+jet data leads to a decrease in PDF
uncertainties.
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Figure 6.14: PDF uncertainties. The PDFs determined from HERA (left column) and the com-
bined HERA and CMS data (right column) are compared. The PDFs for u valence quark
(top row) and sea quarks (bottom row) are shown. Experimental, model and parametrization
uncertainties are added in quadrature. The inclusion of Z(→ e+e−)+jet data leads to a decrease
in PDF uncertainties.
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Figure 6.15: Comparison of PDFs with total uncertainties determined from only HERA data and
the combination of HERA and CMS Z(→ e+e−)+jet data. With the inclusion of Z(→ e+e−)+jet
data in the fit, the uncertainties are significantly reduced. A change of the PDF shape is observed
for gluon and sea quarks.
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Figure 6.16: Comparison of PDFs determined from own fit and from PDF collaborations. With
the inclusion of CMS Z(→ e+e−)+jet data in the fit to HERA data, the PDFs shift closer to
the PDFs from the CTEQ and NNPDF collaborations.
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6.6 Summary

The Z(→ e+e−)+jet cross section was measured differentially in rapidity and transverse
momentum of the reconstructed Z boson. A precise correction of the electron momentum
was followed by efficiency corrections for electron reconstruction and identification. The
expected contributions from background processes were estimated and the measured
distributions were unfolded. The systematic uncertainties and their correlations were
carefully determined. The total experimental uncertainty was found to be at the level of
only few percent.

Theory predictions were calculated at next-to-leading-order accuracy based on different
PDF sets. The contributions from the different production channels and the sensitivity
of the cross section to the PDFs were determined. The scale and PDF uncertainties of
the calculation were also studied.

The theory prediction agrees with the data for most of the studied phase space. Dif-
ferences arise for the sparsely populated phase space regions of higher Z boson pT and
higher rapidity. These observations could be attributed to an imperfect calculation or
the underestimation of systematic uncertainties and are similar to the findings of other
Z boson pT measurements performed by the ATLAS and CMS collaborations, see [138,
140].

The PDFs were determined with a combined fit to HERA and CMS Z(→ e+e−)+jet
data. The uncertainties on the PDFs, especially those on the gluon PDF, were reduced
compared to a fit using only HERA data. A significant change in the gluon PDF towards
a harder gluon is observed, confirming the results of previous PDF studies by the CMS
and ATLAS collaborations using jet data, see [4, 147]. A comparison of all determined
PDFs is shown in Figure 6.17.

With the improved knowledge of the proton structure, the uncertainty in cross section
calculations for proton collisions can be decreased. Even larger PDF constraints can be
expected if the results from several analyses are used for the fit, e.g. a combination of
the results from the electron and muon decay channels.

For Run 2 of the LHC, proton-proton collisions occur at
√
s = 13 TeV. This increases

the Z+jet production rate and opens up new phase space regions. To better exploit the
kinematic properties of the collision, the rapidity of the jet can also be taken into account.
This allows to study both outgoing objects with high precision as the rapidity distribution
is not affected by the comparatively large jet energy uncertainties. Additional progress
in theoretical physics might also increase the accuracy of the theory calculation. A more
precise luminosity measurement could further reduce the experimental uncertainties. As
the Z+jet topology contains at least one QCD vertex, a determination of αs is also
possible.
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Figure 6.17: Comparison of PDFs determined from HERA and HERA+CMS data. The gluon
and sea quark PDFs are scaled to be in comparable range with the valence quark PDFs. The
inclusion of CMS Z(→ e+e−)+jet data into the PDF fit shifts the gluon PDF and decreases
PDF uncertainties.
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7 Conclusion

For the results presented in this thesis, the entire data recorded with the CMS detector
at
√
s = 8 TeV, corresponding to 19.7 fb−1, was analysed. The high centre-of-mass energy

and the large number of Z+jet events have enabled precision studies even in previously
inaccessible phase space regions. The high performance in muon and electron recon-
struction and the small background contributions have resulted in small experimental
uncertainties. In this thesis, Z+jet events were utilized in studies of jet energy scale and
proton structure.

For jet calibration, Z(→ µ+µ−)+jet events were used for a data-driven determination of
the jet energy scale. Jet response and resolution were measured with two complementary
methods. Numerous cross-checks were performed and state-of-the-art analysis techniques
were explored to increase the precision and reliability of the calibration. Multivariate
methods allowed a data-driven estimation of the differences between jets originating from
different parton flavours. As a result, a thorough understanding of jet reconstruction has
been obtained.

The jet calibration effort comprises the work of several analysis groups within the
CMS Collaboration. For the data-driven calibration, the Z(→ µ+µ−)+jet analysis has
provided the leading contribution. The uncertainties on the jet energy scale were greatly
decreased for the data recorded at

√
s = 8 TeV, see Figure 7.1(a). This has lead to

significant improvements of the experimental precision in most physics analyses of the
CMS Collaboration.

For studies of the proton structure, the Z(→ e+e−)+jet cross section was measured
differentially as a function of transverse momentum and rapidity. This choice of variables
allows to divide the phase space into regions corresponding to particular regions of proton
momentum fraction x of the parton. The electron energy scale, reconstruction efficiencies,
background process contributions and the unfolding procedure were carefully studied.
The experimental and theoretical uncertainties were estimated. Theory calculations were
performed at next-to-leading-order accuracy for different PDFs. By comparing the results
of measurement and simulation, the parameters of the PDFs were fitted.

The predictions from perturbative QCD were confirmed for most of the studied phase
space. The experimental uncertainties were found to be at the level of only a few percent.
Including Z(→ e+e−)+jet data for PDF determination decreases PDF uncertainties and
leads to a harder gluon, see Figure 7.1(b). The PDFs at the scale relevant for LHC physics
analyses, e.g. at the scale of the Z boson mass, are shown in Figure 7.2. Theory predictions
will benefit from PDF improvements as were presented in this thesis. Opportunities for
further improvements of the analysis are dedicated studies of the electron reconstruction
at higher rapidities and a theory prediction of the Z(→ e+e−)+jet cross section at next-
to-next-to-leading-order accuracy.

117



7 Conclusion

(GeV)
T

p
20 100 200 1000

JE
C

 u
nc

er
ta

in
ty

 [%
]

0
1
2
3
4
5
6
7
8
9

10
Initial calibration

R=0.5 PFTAnti-k
|=0

jet
η|

8 TeV

Final calibration,
Z+jet flavour mixture,
excl. time dependence

(a) Evolution of jet energy scale uncertainties in
the 8 TeV data. The yellow band corresponds to
the best-case scenario of a Z+jet flavour mixture.
The improvement originates mainly from refined
analysis methods and more data for calibration.
The data-driven calibration with Z(→ µ+µ−)+jet
events has made a significant contribution to these
results. Adapted from [109, 111].

10 4 10 3 10 2 10 1
0.0

0.2

0.4

0.6

0.8

1.0

(
,

)

= .

 (× . )
 (× . )

HERA I+II
HERA I+II and CMS Z+jet

(b) Effects of Z(→ e+e−)+jet data on PDF determ-
ination. The PDF fits are based on deep-inelastic
scattering data from the HERA collider. The in-
clusion of Z(→ e+e−)+jet data leads to a harder
gluon. Additionally, the PDF uncertainties are re-
duced.

Figure 7.1: Results of Z+jet precision studies presented in this thesis.

Precision measurements of Z+jet events have lead to significant uncertainty reductions
for the jet energy scale in the CMS experiment and the PDFs. The obtained results can not
only improve many LHC physics analyses but they also contribute to our understanding
of nature.

The analysis of vast amounts of data with a short turnaround time posed an unpreced-
ented challenge. It was solved with the collaborative development of a high-performance
software framework for data analysis. The enormous computational requirements were
fulfilled with the pioneering use of cloud computing and coordinated caching systems.
These technological accomplishments have paved the way for future studies with even
higher computational demands.

In 2015, the LHC resumed operation at an increased centre-of-mass energy of 13 TeV.
With the larger accessible phase space, even higher precision can be achieved as soon
as enough data are collected. Additional refinements of reconstruction methods, theory
predictions and analysis procedures may also lead to improvements. For future precision
studies, the results presented in this thesis constitute an excellent foundation.
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Figure 7.2: Comparison of PDFs at the scale of the Z boson mass, Q = mZ. PDFs at this scale
are relevant for LHC physics analyses. The inclusion of CMS data in the PDF fit decreases
the PDF uncertainties. Thereby, cross section predictions for LHC processes can be improved.
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A Appendix

A.1 Technical Information

In this section, technical details of the Z(→ µ+µ−)+jet and Z(→ e+e−)+jet analyses are
listed.

Data certification is implemented via a list of certified run periods:
Cert 190456-208686 8TeV 22Jan2013ReReco Collisions12 JSON.txt.
This file is provided by the CMS Collaboration and read in by Artus. The certified data
corresponds to 19.712 fb−1.

Jet energy correction version and the corresponding uncertainty is called Winter 14.
The correction files are provided by the CMS Collaboration in the format of txt files.

Names and sizes of simulated and data samples are given in Table A.1.

Trigger paths

• Z(→ µ+µ−)+jet analysis: HLT Mu17 Mu8

• Z(→ e+e−)+jet analysis: HLT Ele17 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL-

Ele8 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL

Jet Identification

For jets reconstructed from Particle-Flow candidates, the following selection is recom-
mended by the CMS Collaboration following the tight identification criteria [148]: For
all jets:

• Neutral hadron energy fraction <0.99

• Neutral EM (electron/photon) energy fraction <0.99

• Number of particle constituents >1

• Muon energy fraction <0.8

For jets reconstructed within tracker coverage (|η| < 2.4):

• Charged hadron energy fraction >0
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• Number of charged constituents >0

• Charged EM (electron/photon) energy fraction <0.99

Muon Identification

A series of quality criteria are applied to the muons according to CMS recommendation
for “tight” muons, i.e. identification criteria resulting in a high purity of the collection
of reconstructed muons [149]. Only muons which fullfill the following requirements are
selected:

• The muon candiate is a global muon, i.e. reconstructed from hits in the muon
chambers and matching hits in the tracking system.

• The muon candidate has been labelled a valid muon by the Particle-Flow algorithm.

• χ2/nd.o.f. of the global-muon track fit is less than ten.

• At least one muon chamber hit is included in the global-muon track fit.

• Muon segments in at least two stations of the muon system are involved.

• The track in the inner tracker has a transverse impact parameter dxy < 2 mm with
respect to the primary vertex.

• The longitudinal distance of the track in the inner tracker with respect to the
primary vertex is dz < 5 mm.

• The number of pixel hits is greater than zero.

• The number of tracker layers with hits is greater than five.

Electron Identification

Several quality criteria are applied to reconstructed electrons, see Table A.2. This fol-
lows the recommendation of the CMS Collaboration for “tight” electron identification,
see [150].
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Table A.1: List of used data sets.

Data set name Nr. of events

Data
/DoubleMu/Run2012A-22Jan2013-v1/AOD 5 636 274
/DoubleMuParked/Run2012B-22Jan2013-v1/AOD 29 308 627
/DoubleMuParked/Run2012C-22Jan2013-v1/AOD 36 820 243
/DoubleMuParked/Run2012D-22Jan2013-v1/AOD 38 006 513
/DoubleElectron/Run2012A-22Jan2013-v1/AOD 12 964 286
/DoubleElectron/Run2012B-22Jan2013-v1/AOD 23 571 931
/DoubleElectron/Run2012C-22Jan2013-v1/AOD 33 843 769
/DoubleElectron/Run2012D-22Jan2013-v1/AOD 34 526 899

Simulated signal
/DYJetsToLL M-50 TuneZ2Star 8TeV-madgraph-tarball/[RD] 30 459 503
/DYToEE M-20 CT10 TuneZ2star 8TeV-powheg-pythia6/[S10v2] 3 297 045

Simulated backgrounds
/WJetsToLNu TuneZ2Star 8TeV-madgraph-tarball/[S10v2] 57 709 905
/TTJets FullLeptMGDecays 8TeV-madgraph/[RD] 21 675 970
/T tW-channel-DR TuneZ2star 8TeV-powheg-tauola/[S10v1] 497 658
/Tbar tW-channel-DR TuneZ2star 8TeV-powheg-tauola/[S10v1] 493 460
/DYToTauTau M-20 CT10 TuneZ2star 8TeV-powheg-pythia6/[S10v1] 3 295 238
/WW TuneZ2star 8TeV pythia6 tauola/[S10v1] 10 000 431
/WZ TuneZ2star 8TeV pythia6 tauola/[S10v1] 10 000 283
/ZZ TuneZ2star 8TeV pythia6 tauola/[S10v1] 9 799 908
/QCD Pt 20 30 EMEnriched TuneZ2star 8TeV pythia6/[S10v1] 35 040 695
/QCD Pt 30 80 EMEnriched TuneZ2star 8TeV pythia6/[S10v1] 33 088 888
/QCD Pt 80 170 EMEnriched TuneZ2star 8TeV pythia6/[S10v1] 34 542 763
/QCD Pt 170 250 EMEnriched TuneZ2star 8TeV pythia6/[S10v1] 31 697 066
/QCD Pt 250 350 EMEnriched TuneZ2star 8TeV pythia6/[S10v1] 34 611 322
/QCD Pt 350 EMEnriched TuneZ2star 8TeV pythia6/[S10v1] 34 080 562

[RD] Summer12 DR53X-PU RD1 START53 V7N-v1/AODSIM
[S10v1] Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM
[S10v2] Summer12 DR53X-PU S10 START53 V7A-v2/AODSIM

123



A Appendix

Table A.2: Electron identification criteria.

Maximum value
Quantity Barrel Endcap

|∆η(SC, track)| 0.004 0.005
|∆φ(SC, track)| 0.03 0.02
SC shape covariance (SigmaIEtaIEta) 0.01 0.03
Ratio of HCAL and ECAL energy (hadronicOverEm) 0.12 0.1
Missing hits in inner tracker ≤ 0
Distance between track and primary vertex in x-y-plane 0.02
Distance between track and primary vertex in z-direction 0.1
|(1/(EECAL)− 1/(ptrack)| 0.05
Particle-Flow isolation (∆R < 0.3) 0.18
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A.2 Additional Analysis Results

A.2.1 Z(→ µ+µ−)+Jet Calibration Analysis
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Figure A.1: Z boson φ distribution.
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Figure A.2: Leading muon pT (left) and η (right).
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Figure A.3: µ− (left) and µ+ pT (right).
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Figure A.4: Leading (left) and subleading (right) muon η.
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Figure A.5: Leading (left) and subleading (right) muon φ.
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Figure A.6: Leading jet area (left) and event energy density ρ (right).
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Figure A.7: Second jet pT (left) and η (right).
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Figure A.8: Second jet φ (left) and pJet2T /pZT (right).
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Figure A.9: Jet pT resolution measured with the pT balance method as a function ot Z boson pT
(left) and number of reconstructed primary vertices (right).
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Figure A.10: Jet pT resolution as a function of jet |η| determined with the pT balance (left) and
the MPF response (right).
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A.2.2 Z(→ e+e−)+Jet PDF Determination Analysis
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Figure A.11: Electron trigger efficiency. Because of the tight identification applied, the trigger
efficiency is close to one for all pseudorapidity regions.
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Figure A.12: Backgrounds contributions as a function of dielectron rapidity (top row), dielectron
pT (middle row) and number of jets with pT > 30 GeV. The left column shows the absolute
expectation, the right column the relative contribution of each background category per bin.
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Figure A.13: Background contributions for the double-differential measurement.

133



A Appendix

0

1

2

3

4

5

E
v
e
n
ts

×105

Signal
Background

30 40 60 100 200 400 1000

 / GeV

0.00
0.02
0.04
0.06
0.08
0.10

B
a
ck

g
ro

u
n
d
/S

ig
n
a
l

( )

0

1

2

3

4

5

6

7

8

E
v
e
n
ts

×104

Signal
Background

0.0 0.5 1.0 1.5 2.0
| |

0.00
0.02
0.04
0.06
0.08
0.10

B
a
ck

g
ro

u
n
d
/S

ig
n
a
l

( )

0.0

0.2

0.4

0.6

0.8

1.0

1.2

E
v
e
n
ts

×105

| | < . Signal
Background

30 40 60 100 200 400 1000

 / GeV

0.00
0.02
0.04
0.06
0.08
0.10

B
a
ck

g
ro

u
n
d
/S

ig
n
a
l

( )

0.0

0.2

0.4

0.6

0.8

1.0

E
v
e
n
ts

×105

. | | < . Signal
Background

30 40 60 100 200 400 1000

 / GeV

0.00
0.02
0.04
0.06
0.08
0.10

B
a
ck

g
ro

u
n
d
/S

ig
n
a
l

( )

0.0

0.2

0.4

0.6

0.8

1.0

E
v
e
n
ts

×105

. | | < . Signal
Background

30 40 60 100 200 400 1000

 / GeV

0.00
0.02
0.04
0.06
0.08
0.10

B
a
ck

g
ro

u
n
d
/S

ig
n
a
l

( )

0

1

2

3

4

5

6

7

8

E
v
e
n
ts

×104

. | | < . Signal
Background

30 40 60 100 200 400 1000

 / GeV

0.00
0.02
0.04
0.06
0.08
0.10

B
a
ck

g
ro

u
n
d
/S

ig
n
a
l

( )

0

1

2

3

4

5

6

E
v
e
n
ts

×104

. | | < . Signal
Background

30 40 60 100 200 400 1000

 / GeV

0.00
0.02
0.04
0.06
0.08
0.10

B
a
ck

g
ro

u
n
d
/S

ig
n
a
l

( )

0.0

0.5

1.0

1.5

2.0

2.5

E
v
e
n
ts

×104

. | | < . Signal
Background

30 40 60 100 200 400 1000

 / GeV

0.00
0.02
0.04
0.06
0.08
0.10

B
a
ck

g
ro

u
n
d
/S

ig
n
a
l

( )

Figure A.14: Background-signal ration for the double-differential measurement.
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Figure A.15: Unfolding of the rapidity distribution.
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Figure A.16: Response matrices used for the unfolding.

136



A.2 Additional Analysis Results

100

101

102

103

104

105

106

107

E
v
e
n
ts | | < . Data unfolded

Data

30 40 60 100 200 400 1000

 / GeV

0.96
0.98
1.00
1.02
1.04

B
e
fo

re
/a

ft
e
r 

u
n
fo

ld
in

g

. ( )

100

101

102

103

104

105

106

107

E
v
e
n
ts . | | < . Data unfolded

Data

30 40 60 100 200 400 1000

 / GeV

0.96
0.98
1.00
1.02
1.04

B
e
fo

re
/a

ft
e
r 

u
n
fo

ld
in

g

. ( )

100

101

102

103

104

105

106

107

E
v
e
n
ts . | | < . Data unfolded

Data

30 40 60 100 200 400 1000

 / GeV

0.96
0.98
1.00
1.02
1.04

B
e
fo

re
/a

ft
e
r 

u
n
fo

ld
in

g

. ( )

100

101

102

103

104

105

106

107

E
v
e
n
ts . | | < . Data unfolded

Data

30 40 60 100 200 400 1000

 / GeV

0.96
0.98
1.00
1.02
1.04

B
e
fo

re
/a

ft
e
r 

u
n
fo

ld
in

g

. ( )

100

101

102

103

104

105

106

107

E
v
e
n
ts . | | < . Data unfolded

Data

30 40 60 100 200 400 1000

 / GeV

0.96
0.98
1.00
1.02
1.04

B
e
fo

re
/a

ft
e
r 

u
n
fo

ld
in

g

. ( )

100

101

102

103

104

105

106

107

E
v
e
n
ts . | | < . Data unfolded

Data

30 40 60 100 200 400 1000

 / GeV

0.96
0.98
1.00
1.02
1.04

B
e
fo

re
/a

ft
e
r 

u
n
fo

ld
in

g

. ( )

Figure A.17: Comparison of cross section before and after unfoldong.
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Figure A.18: Comparison of different unfolding methods.
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Figure A.19: Statistical correlation matrices. The correlation is introduced by the Toy Monte
Carlo method used for the unfolding.
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Figure A.20: Statistical uncertainty, calculated via pseudo-experiments from the statistical un-
certainty in the data and the response matrix.
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Figure A.21: Theory prediction with scale and PDF uncertainties.
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Figure A.22: Comparison of data with predictions based on different PDF sets.
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Figure A.23: Experimental uncertainties as a function of p
Z
T for different regions of |yZ|.
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Figure A.24: PDFs at Q2 = 1.9 GeV2 with uncertainties. Experimental, model and parametriza-
tion uncertainties are added in quadrature.
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Figure A.25: Comparison of PDFs at Q2 = 10 GeV2.
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Figure A.26: Comparison of PDFs at Q = mZ.
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A.3 Software Configuration Details

The versions of the software used for the analyses detailed in this thesis are listed in
Table A.3.

Table A.3: Software versions.

Software Version

CMS data analysis
CMSSW 5.3.14 patch2
ROOT 5.35
Kappa 2.0
Artus 8TeVFinal
Excalibur 8TeVFinal

Simulation and PDF fits
Sherpa 2.2.0
BlackHat 0.9.9
Rivet 2.3.0
MCGrid 2.0
fastNLO 2.3.1pre
LHAPDF 6.1.5
xFitter 1.2.0

A.3.1 Sherpa Configuration File

The Sherpa configuration file used for the simulation of Z(→ e+e−)+jet events:

1 ( run ){
2 EVENTS 1M;
3 ANALYSIS Rivet ;
4 ANALYSIS OUTPUT Rivet ;
5

6 HEPMC USE NAMED WEIGHTS=1;
7 HEPMC EXTENDED WEIGHTS=1;
8

9 PDF LIBRARY=CT10Sherpa ;
10 PDF SET=ct10 ;
11 }( run ) ;
12

13 (beam){
14 % LHC c o l l i d e r setup
15 BEAM 1 2212 ; BEAM ENERGY 1 4000 ;
16 BEAM 2 2212 ; BEAM ENERGY 2 4000 ;
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17 }(beam ) ;
18

19 ( i n t e g r a t i o n ){
20 ERROR 0 . 0 1 ;
21 }( i n t e g r a t i o n ) ;
22

23 (me){
24 ME SIGNAL GENERATOR BlackHat Comix I n t e r n a l ;
25 EVENT GENERATION MODE Weighted ;
26 SCALES VAR{8315.18+PPerp2 (p [2 ]+p [ 3 ] ) } ;
27 RESULT DIRECTORY Results NLO ;
28 }(me ) ;
29

30 ( model ){
31 MASS[ 6 ] = 1 e20
32 }( model )
33

34 ( p r o c e s s e s ){
35

36 ### The Born , v i r t u a l , i n t e g r a t e d and rea l−subtracted p i e c e s
37 Process 93 93 −> 11 −11 93 ;
38 NLO QCD Mode Fixed Order ;
39 NLO QCD Part B;
40 Order ( ∗ , 2 ) ;
41 End proce s s ;
42

43 Process 93 93 −> 11 −11 93 ;
44 NLO QCD Mode Fixed Order ;
45 NLO QCD Part I ;
46 Order ( ∗ , 2 ) ;
47 End proce s s ;
48

49 Process 93 93 −> 11 −11 93 ;
50 NLO QCD Mode Fixed Order ;
51 NLO QCD Part V;
52 Loop Generator BlackHat ;
53 Order ( ∗ , 2 ) ;
54 End proce s s ;
55

56 Process 93 93 −> 11 −11 93 ;
57 NLO QCD Mode Fixed Order ;
58 NLO QCD Part RS ;
59 Order ( ∗ , 2 ) ;
60 End proce s s ;
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61

62 }( p r o c e s s e s ) ;
63

64

65 ( s e l e c t o r ){
66 Mass 11 −11 81 . 101 .
67 PTNLO 11 25 E CMS
68 PTNLO −11 25 E CMS
69 PseudoRapidityNLO 11 −2.4 2 .4
70 PseudoRapidityNLO −11 −2.4 2 .4
71 PT2NLO 11 −11 30 E CMS
72 }( s e l e c t o r )
73

74

75 ( a n a l y s i s ){
76 BEGIN RIVET {
77 −a MCgrid CMS 2015 Zee ;
78 USE HEPMC SHORT 1 ;
79 USE HEPMC EXTENDED WEIGHTS 1 ;
80 IGNOREBEAMS 1 ;
81 } END RIVET;
82 }( a n a l y s i s ) ;
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