
  1.     Introduction 

 The discovery of electroluminescence 
in organic semiconductors has sparked 
intense research efforts to exploit these 
materials in applications for energy con-
version, which culminated in the develop-
ment of organic light emitting diodes [ 1 ]  
for displays and lightning and has shown 
promise for applications in photovoltaics. [ 2 ]  
One of the most severe limiting factors of 
organic semiconductors is the low carrier 
mobility [ µ  ≅ 10 −10 –10 1  cm 2  (V −1 s −1 ) [ 3 ] ], 
which falls short of the mobility in inor-
ganic materials by fi ve to ten orders of 
magnitude [ µ  ≅ 10 2 –10 4  cm 2  (V −1 s −1 )]. One 
of the reasons for this discrepancy is the 
relevance of hopping transport in disor-
dered organic semiconductors. In par-
ticular in many small molecule organic 
semiconductors, electron or hole polarons 
traverse the material by a hopping process, 

which can be locally described by Marcus theory. [ 4 ]  The rate to 
hop between two sites in the materials is given by 
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 where  k  B  is the Boltzmann constant and  T  is the temperature. 
 J  if  [ 5 ]  are hopping (or electronic coupling) matrix elements,  λ  if  is 
the reorganization energies and Δ G  if  is the change in Gibbs free 
energy accompanied with a charge carrier hopping from the ini-
tial (i) and fi nal (f) molecule. The small polaron model assumed 
in Equation  ( 1)   is applicable when the intermolecular coupling 
is smaller than the reorganization energy, [ 6 ]  a condition fulfi lled 
for all materials considered in this work. Equation  ( 1)   leads 
to an exceptionally strong dependence of the mobility on the 
width of the disorder distribution σ of the polaron site energies 

in the material, i.e., μ σ∝ − ⎛
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 where  C  is a constant 

chosen to either fi t the experiment or an appropriate theory [ 7 ]  
(see Supporting Information). The molecular origin of many 
factors [ 8 ]  infl uencing the polaron mobility either directly (e.g., 
dipole moment) or indirectly (e.g., molecular packing [ 9 ] ) has 
been studied intensively over many decades and many funda-
mental aspects of polaron transport in organic semiconductors 

 Molecular Origin of the Charge Carrier Mobility in Small 
Molecule Organic Semiconductors 

   Pascal    Friederich     ,        Velimir    Meded     ,        Angela    Poschlad     ,        Tobias    Neumann     ,        Vadim    Rodin     ,    
    Vera    Stehr     ,        Franz    Symalla     ,        Denis    Danilov     ,        Gesa    Lüdemann     ,        Reinhold F.    Fink     ,    
    Ivan    Kondov     ,        Florian    von Wrochem     ,       and        Wolfgang    Wenzel   *   

 Small-molecule organic semiconductors are used in a wide spectrum of 
applications, ranging from organic light emitting diodes to organic photovol-
taics. However, the low carrier mobility severely limits their potential, e.g., for 
large area devices. A number of factors determine mobility, such as molecular 
packing, electronic structure, dipole moment, and polarizability. Presently, 
quantitative ab initio models to assess the infl uence of these molecule-
dependent properties are lacking. Here, a multiscale model is presented, 
which provides an accurate prediction of experimental data over ten orders 
of magnitude in mobility, and allows for the decomposition of the carrier 
mobility into molecule-specifi c quantities. Molecule-specifi c quantitative 
measures are provided how two single molecule properties, the dependence 
of the orbital energy on conformation, and the dipole-induced polarization 
determine mobility for hole-transport materials. The availability of fi rst-prin-
ciples based models to compute key performance characteristics of organic 
semiconductors may enable in silico screening of numerous chemical com-
pounds for the development of highly effi cient optoelectronic devices. 

  P. Friederich, Dr. V. Meded, Dr. T. Neumann,
F. Symalla, Dr. D. Danilov, Prof. W. Wenzel 
 Institute of Nanotechnology (INT) 
 Karlsruhe Institute of Technology
  Hermann-von-Helmholtz-Platz 1  
 76344     Eggenstein-Leopoldshafen  ,   Germany  
E-mail:   wolfgang.wenzel@kit.edu    
 Dr. A. Poschlad, Dr. I. Kondov 
 Steinbuch Centre for Computing (SCC) 
 Karlsruhe Institute of Technology 
  Hermann-von-Helmholtz-Platz 1  
 76344     Eggenstein-Leopoldshafen  ,   Germany    
 Dr. V. Rodin, Dr. G. Lüdemann, [+]  Dr. F. von Wrochem 
 Materials Sciences Laboratory 
 Sony Deutschland GmbH 
  Hedelfi nger Str. 61,    70327     Stuttgart  ,   Germany    
 Dr. V. Stehr 
 Institute of Physical and Theoretical Chemistry 
 University of Würzburg 
  Am Hubland – Campus Süd,    97074     Würzburg  ,   Germany    
 Prof. R. F. Fink 
 Institute for Physical and Theoretical Chemistry 
 University of Tübingen 
  Auf der Morgenstelle 18,    72076     Tübingen  ,   Germany   







large-scale conformational changes are strongly hindered by the 
matrix surrounding. For the molecules under study, this refers 
mostly to dihedral angle changes. We have therefore computed 
both the full reorganization energy (all degrees of freedom are 
free to relax), and the reorganization energy with constrained 
dihedral angles. The latter approach, termed frozen dihedral 
approximation, reduces the average reorganization energy (see 
Figure  2 d and S1b, Supporting Information as well as Experi-
mental Section) for all materials, but also leads to molecule-spe-
cifi c differences by as much as 50%, which in turn affects the 
mobility estimate. The true reorganization energy of a molecule 
in the matrix is expected to lie between the frozen-dihedral and 
the free reorganization energies. 

 To analyze the molecular parameters that determine the 
mobility, Equation  ( 2)   is decomposed as 

μ μ βλ β σ σ( )= − − +log log 0
2 2

p
2C C i   

( 3)

 where μ0  is the prefactor of the exponential, β and  C  are 
defi ned as in Equation  ( 2)  . We decomposed the energy disorder 
width σ into an intrinsic and a polarization component. The 
intrinsic contribution σ i  arises from the molecular packing, 
i.e., conformational disorder, whereas the polarization part
σ p arises from the electrostatic surrounding of the molecule 
induced by the matrix. As the physical nature of these contri-
butions to the total energy is fundamentally different, we treat 
them as uncorrelated as a fi rst approximation in this study, 
which means that the square of the width of the full disorder 
distribution is the sum of the individual contributions. The 
intrinsic component of the disorder σ i is extracted from the 
Quantum Patch calculations by calculating single molecule 
energy level variance on molecules extracted from the matrix, 
i.e., taking only the structural (conformational) part of the envi-
ronmental effect [ 11a ]  (see Supporting Information for details).
Conversely, the polarization contribution σ σ σ= −2 2 2

p i , repre-
sents the electronic (polarization) effect of the environment. 

 In  Figure    3  , we show the decomposition of the molecular 
contributions to the mobility. The mobility  µ  0  (the blue bars) 
can be interpreted as the mobility of a fi ctional material com-
prised of fully constrained molecules (without energy disorder 
or reorganization energy). Interestingly,  µ  0  is of the same order 

of magnitude for all disordered materials under study. The  µ  0  
values of these materials, which are still signifi cantly lower than 
those of high-purity band-transport crystalline semiconduc-
tors, provide an order-of-magnitude estimate of the maximal 
mobility attainable by amorphous small-molecule organic semi-
conductors. However, due to differences in dominant molecular 
properties, in particular dipole moments and intrinsic disorder, 
the actual mobility is orders of magnitude lower. 

  A fi rst reduction of  µ  0  arises from the reorganization effects 
according to Marcus theory. However, the variation of the 
mobility (green bars) is smaller than one order of magnitude, 
and again quite similar for all materials under study. This 
data can be interpreted as the mobility in a fi ctional crystalline 
material of the same molecular composition as the amorphous 
material. Finally, as extensively discussed in literature, [ 18 ]  the 
electrostatic polarization (yellow bars) plays a major role in 
determining the mobility of the material. In agreement with 
arguments made by Bässler and co-workers, [ 18,19 ]  we observe a 
strong correlation between the dipole moment of a molecule 
and its disorder/charge mobility, as illustrated in  Figure    4  a. 
Even though the hopping approach may not be fully appro-
priate to describe the mobility in crystalline materials it is 
interesting to consider these materials as points-of-reference 
in his approach: The crystallinity and rigidity of pentacene and 
tetracene lead to vanishingly small disorder. Consequently, 
for these materials the charge mobility is dominated by the 
coupling matrix elements and the reorganization energy. In 
Figure  2 a, we show the hole mobility of pentacene obtained 
from thin-fi lm transistors (3 cm 2  V −1 s −1 ) [ 20 ]  as well as from 
THz experiments (21 cm 2  V −1 s −1 ). [ 21 ]  The predicted charge 
mobility simulated for an idealized, single crystalline system 
(13 cm 2  V −1 s −1  for pentacene) overestimates the thin-fi lm tran-
sistor mobility while it is closer to the value observed in THz 
experiments, [ 21 ]  where grain boundaries do not play a role. 
However, we note that without analysis of the temperature 
dependence of the charge carrier mobility, it is unclear whether 
the model of activated hopping transport is fully applicable, or 
whether delocalized states or even band transport are relevant 
for transport in these materials. 

  The molecules mBPD–pFFA (in the indicated frame 
in Figure  4 b) have intrinsically small dipole moments 

  Table 1.    Microscopic input parameters and hole mobilities of the analyzed molecules (see Figure S1, Supporting Information). The charge mobility 
depends on the disorder strength ( σ ), the frozen dihedral reorganization energy  λ  and a prefactor < J  2  r  2 > incorporating the hopping matrix elements 
(see text and Supporting Information for defi nitions). The last column gives literature values of the experimental mobility. 

 σ 
[eV]

 σ  i 
[eV]

 σ  p 
[eV]

Δ E  int  HOMO 
[eV]

< J  2  r  2 >
[eV 2 Å 2 ]

 M  λ 
[eV]

 µ  sim.
[cm 2  V −1 s −1 ]

 µ  exp.
[cm 2  V −1 s −1 ]

Alq 3 0.224 0.166 0.151 – 9.99 × 10 −3 7.31 0.296 1.01 × 10 −10 1.46 × 10 −10  [ 33 ] 

mBPD 0.110 0.080 0.075 0.186 1.52 × 10 −3 8.52 0.143 7.38 × 10 −4 1.49 × 10 −5  [ 34 ] 

NNP 0.135 0.137 – 0.431 1.64 × 10 −3 7.65 0.160 4.31 × 10 −5 2.99 × 10 −5  [ 35 ] 

DEPB 0.130 0.086 0.098 0.272 1.42 × 10 −3 8.16 0.266 2.09 × 10 −5 1.17 × 10 −4  [ 36 ] 

α-NPD 0.144 0.126 0.070 0.250 2.04 × 10 −3 7.73 0.158 1.84 × 10 −5 2.70 × 10 −4  [ 33b,37 ] 

TPD 0.129 0.097 0.084 0.197 1.56 × 10 −3 8.49 0.110 1.52 × 10 −4 5.74 × 10 −4  [ 33b,d,    36,38 ] 

pFFA 0.112 0.100 0.049 0.366 1.46 × 10 −3 7.70 0.134 5.70 × 10 −4 7.60 × 10 −4  [ 34 ] 

TET 0.0 0.0 0.0 – 1.13 × 10 −2 15.8 0.114 3.83 0.4 [ 39 ] 

PEN 0.0 0.0 0.0 – 3.07 × 10 −2 15.8 0.097 13.35 3.0/21 [ 20,21 ] 



(1.5–4 Debye), and therefore only weak electrostatic interac-
tions. As a result, polarization plays only a moderate role for 
these systems. However, Alq 3  exhibits a large intrinsic dipole 
moment (>6 Debye), and the high polarization induced by 
the dipoles leads to the lowest mobility among the materials 

studied, indicating that the intrinsic molecular dipole has to be 
optimized with great care when designing new materials. 

 A second crucial contribution to the true mobility is the 
intrinsic (conformational) disorder, which arises from the 
fact that molecules are distorted when packed into the matrix 
(see Figure  3 ). Surprisingly, this contribution dominates the 
variation of the carrier mobility for all noncrystalline materials 
with small dipole moment, e.g., typical HTL, as illustrated in 
Figure  4 a. To analyze the origin of this variation, we consider 
the geometry of molecules in the matrix of the disordered fi lm: 
the molecular position and conformation in the bulk result 
from a trade-off between maximizing intermolecular interac-
tions, while minimizing energy penalties arising from the 
distortion of the molecule that is required to fi t into the disor-
dered material. As already alluded to in the discussion of the 
reorganization energy, the lowest-energy degrees of freedom 
of these molecules are rotations around the dihedral angles, 
which results in signifi cant change of the molecular shape at 
little energy cost. However, these distortions also lead to a shift 
in the polaron energy on this site, to the lowest order approxi-
mated by the change of the HOMO energy (see Figure  4 b–d) as 
a function of a single, arbitrarily chosen dihedral angle. HOMO 
distributions resulting from rotations around different dihedral 
angles show analogue behavior (see Supporting Information). 

 To develop a quantitative and molecule specifi c model for 
the origin of the intrinsic disorder contribution in organic 
materials, in the top panels of Figure  4 c,d the distribution of 

 Figure 3.    Breakdown of the charge mobility (log scale) in four parts: A 
disorder and reorganization-energy independent part (blue), the effect 
of reorganization (green) and disorder. The disorder is again subdivided 
into environmental effects (yellow) and intrinsic effects (red). For most 
disordered HTL materials the largest contribution of to the variation of 
the mobility arises from the intrinsic disorder.

 Figure 4.    a) Correlation between energy disorder (upper panel)/mobility(lower panel) and the dipole moments of the molecule in the matrix. The HTL 
molecules in the frame are analyzed in b). b) Correlation between the intrinsic energy disorder (σ i ) and the HOMO energy variance (ΔE int  HOMO ). The 
variation of the total energy (blue line) for c) NNP and d) pFFA for one dihedral angle (indicated in red) determines the degree of distortion that will 
occur when the molecule is deposited in a disordered fi lm. The top panels show the degree of distortion found for the specifi c dihedral angle found 
in the matrix. The HOMO energy variance, defi ned by the sketch in the bottom panel varies signifi cantly from molecule to molecule. Molecules with a 
large HOMO energy variance (see panel b) have a higher degree of intrinsic disorder and hence a lower mobility.



(Δ E  int  HOMO  = 0.43 eV vs. 0.37 eV for NNP and pFFA, see
Table  1  and Supporting Information). Extending this analysis
to all HTL materials (Figure  4 b), we fi nd a correlation between
Δ E  int  HOMO  and the internal energy disorder parameters com-
puted from the morphologies. This indicates that the variation
of the HOMO energy in the energetically permissible range of
geometries is the main factor contributing to the variation of
the carrier mobility in common HTL materials. This relation-
ship between variation in molecular conformations and the dis-
order was already suggested in literature but could not be fully
quantifi ed for realistic systems. [ 7f ,   22 ]  While our observations of
this effect do not fully address the differences between experi-
mental and theoretical charge mobility, it is nonetheless a sig-
nifi cant step in that direction, as the deviations are contained
within one order of magnitude. In addition, the approach can
be used as a fast single-molecule based screening and selection
technique of the chemical compound space.

  4.     Conclusion 

 In summary, we have presented a fi rst-principles-based 
approach to compute the carrier mobility of small-molecule-
based organic materials, which is in good agreement with 
experiment for a mobility range of over ten orders of magni-
tude. Central to this approach is the ability to quantitatively 
characterize the polaron energy disorder [ 11a ]  and the reorgani-
zation energy in the frozen dihedral approximation. Using an 
effective medium model [ 17 ]  for the mobility we were able to 
decompose the contributions to the hole mobility into mole-
cule-specifi c factors. The molecular dipole moment is identifi ed 
as the most important factor infl uencing the charge mobility. 
For hole-transport layers from molecules exhibiting a moderate 
intrinsic dipole, the dominant contribution to the variation of 
the mobility is the intrinsic disorder, arising from the distortion 
of the molecules within the amorphous material. This obser-
vation permits a computationally inexpensive prescreening of 
materials for novel HTL materials. Furthermore, the workfl ow 
is extendible towards the design of small-molecule organic 
materials for energy conversion. We note that we have applied 
a pure hopping approach even to crystalline materials with the 
aim to establish the upper limit in mobility for both disordered 

and ordered materials presented in this study. However, with 
this we do not claim that for the latter the band-transport is 
inapplicable. [ 23 ]   

  5.     Experimental Section 
  OLED Multiscale Workfl ow  (Figure  1 ): The fi rst step in the calculation

was the pre-optimization of a single molecule by means of density 
functional theory (DFT). [ 24 ]  Subsequently, the DFT partial charges were 
extracted [ 25 ]  and further used in a molecular mechanics simulation for 
morphology growth, [ 26 ]  where morphologies of 300 molecules in size 
were grown and periodically repeated in all directions. The molecules 
were parameterized according to the general AMBER force fi eld (GAFF) [ 27 ]  
with AM1-BCC partial charges. [ 28 ]  Two benchmark studies [ 29 ]  on a wide 
range of small organic molecules had proved good performance of the 
GAFF in the prediction of thermodynamic properties. Periodic boundary 
conditions were applied in three dimensions. The following steps 
constitute our morphology generation protocol. First, to get an initial 
confi guration, a cubic box was randomly fi lled with the molecules. The 
box size was adjusted to the density 0.9 g cm −3 . Then, the energy of the 
system was minimized to remove unphysical close contacts between 
atoms. Further, the velocities of the atoms were generated according to 
the temperature 800 K followed by a short 10 ps NVT (constant number 
of particles, constant volume, constant temperature) run in order to 
equilibrate the velocity distribution. NPT (constant number of particles, 
pressure, temperature) equilibration for 1 ns at 800 K. During this step, 
we checked (i) that the mean squared displacement of center of mass of 
molecules was larger than the characteristic length scale of the molecule 
ensuring that the system was in a liquid state and (ii) that the density 
of the system was equilibrated to the pressure 1 bar. Then the system 
was cooled down from 800 to 300 K with the cooling rate 100 K ns −1  
during NPT run. Last, the fi nal NPT equilibration takes place for 2 ns at 
300 K to collect data. During this step we check that the mean squared 
displacement of center of mass of molecules is virtually zero indicating 
that the system is in a solid state, where the molecular motion is 
constrained by the neighbor molecules and only thermal vibrations 
take place. The Quantum Patch method [ 11a ]  was used to extract the 
electronic structure parameters, e.g., the hopping matrix elements and 
the on-site polaron energies. For the calculation of reorganization energy 
we used both Nelsens [ 14 ]  four point approach as well as the novel frozen 
dihedral approach, described in the text. Apart from the total disorder 
variance σ, the variance of intrinsic disorder σ i  was calculated, where 
distorted molecules from the matrix were used to calculate the disorder 
of single molecule energy levels. Finally, the parameters are fed into our 
GEMM approach [ 17 ]  from which the charge mobility of the thin fi lms are 
obtained. All quantum mechanical DFT calculations were performed 
with the quantum chemistry package TURBOMOLE [ 24 ]  using the 
RI-approximation. If not indicated different, all DFT calculations were 
performed with the B3-LYP [ 30 ]  functional and the def-SV(P) basis set. [ 31 ]  
Reorganization energies were calculated using the B3-LYP [ 30 ]  functional 
and a def2-TZVP basis-set. [ 32 ]  

  Materials : The full names of the used materials were tris(8-
hydroxyquinolinato)aluminum (Alq 3 ), N4,N4′-di(biphenyl-3-yl)-N4,N4′-
dipheny lbiphenyl-4,4′-diamine (mBPD), N1,N4-di(naphthalen-1-yl)-N1,N4-
diphenylbenzene-1,4-diamine (NNP), 1,1-bis-(4,4′-diethylaminophenyl)-
4,4-diphenyl-1,3,butadinene (DEPB),  N,N′ -bis(1-naphthyl)- N,N′ -diphenyl-
1,1′-biphenyl-4,4′-diamine (α-NPD),  N,N′ -diphenyl- N,N′ -bis-(3-methy-
lphenylene)-1,10-diphenyl-4,40-diamine (TPD),  N,N′ -bis-[9,9-dimethyl-
2-fl uorenyl]- N,N′ -diphenyl-9,9-dimethylfl uorene-2,7-diamine (pFFA), 
tetracene (TET) and pentacene (PEN).  

  Supporting Information 
 Supporting Information is available from the Wiley Online Library or 
from the author.  

dihedral angles of NNP and pFFA molecules in the matrix is 
shown, respectively. In the bottom panels, the variation of the 
total energy and the HOMO energy of the corresponding mol-
ecules as a function of the dihedral angle is shown, as com-
puted in the gas phase. The observed distribution of dihedral 
angles coincides with the minimum of the total energy profi le. 
However, a signifi cant difference in the variance of HOMO 
energies is observed when comparing NNP and pFFA for 
the conformational space of dihedral angles accessed in the 
computed morphologies. This difference in orbital energy vari-
ation leads to drastic differences in the internal disorder contri-
bution σ  i  , (0.14 eV vs. 0.10 eV) which strongly infl uences the 
mobility (0.4 × 10 −4  vs. 5.7 × 10 −4  cm 2  V −1 s −1 ). To quantify this 
effect, which directly correlates single molecule properties with 
macroscopic properties of thin fi lms, we defi ned Δ E  int  HOMO  as 
the molecule-specifi c variation of the HOMO energy over the 
range of dihedral angles close to the total energy minimum 
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