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Abstract

Crucial to social research is the sustainable design and repeated usage of measurement
instruments. In addition, it is important that researchers are able to find and compare
relevant models and scales in order to make appropriate decisions.

Therefore we propose a database that allows to create a joint collection of (causal) models and
(multi-item) scales in order to enable a more extensive data usage for automation of scientific
workflows, for the generation of recommendations and for meta-analyses. This includes
finding appropriate constructs and scales, comparisons of items and quality measures as well
as the detection of undocumented links between different topics and disciplines.

In order to illustrate the potential, we refer to several approaches of measuring Technology
Acceptance.

Kurzreferat

Entscheidend fir die Sozialforschung ist die nachhaltige Gestaltung und wiederholte Verwen-
dung von Messinstrumenten. Auflerdem ist es wichtig, dass Wissenschaftler in der Lage sind
relevante Modelle und Skalen sowohl zu finden als auch zu vergleichen, um damit passende
Entscheidungen treffen zu koénnen.

Daher schlagen wir eine Datenbank zur gemeinsamen Sammlung von (kausalen) Modellen und
(Multi-Item-) Skalen vor, die Automatisierung von wissenschaftlichen Prozessen, Generierung
von Empfehlungen und Meta-Analysen ermoglicht. Dazu gehort die Suche nach geeigneten
Konstrukten und Skalen, der Vergleich von Items und Qualitatsmaflen, sowie die Entdeckung
von undokumentierten Verbindungen zwischen verschiedenen Themen und Disziplinen.

Um dieses Potenzial zu aufzuzeigen, verwenden wir verschiedene Anséatze zur Messung von
Technologieakzeptanz.
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1. Motivation

According to Link |Linl1], survey researchers are not good enough at leveraging new tech-
nologies. He states that the measurement of behavior or preferences is largely stuck in
using interviews or surveys to gather that data. Furthermore, there is less research on those
traditional techniques and many expensive research labs at universities have been suspended.

A typical research process for a social study consists of many steps that are semantically
linked but are not supported by tools. In the beginning a researcher has to identify the
scope of the field at hand. This includes literature research to identify important keywords
and contributors, that allow to create an overview. Using the work of influential researchers,
articles of journals in that field and related papers or standards, allows to identify the state
of the art. Subsequently, the researcher has to use or combine the most adequate theories
or measurements in order to conduct his or her study. These studies are often based on
questionnaires with the selected indicators. During analysis, the underlying models can be
used to validate the models in the new context or in the new form. Additionally, they can
be compared with historical findings in order to prove or improve the existing theories.

Many researchers follow these steps on their own and repeat this process for every new study.
Especially young scientists or students, who are less experienced, need more time to evaluate
a field. Additionally, there are research groups that divide the labor and exchange knowledge.
Given the amount of articles on a specific topic, this is the only feasible option in the long
run. As an example, Google Scholar provides 2.320.000 results when searching for technology
acceptance, without using synonyms that may be used in other disciplines/[T]

Hence, we propose the development of an infrastructure for supporting the scientists in
getting an overview of surveys and the state-of-the art in their domain on the one hand and
to conserve the knowledge for future research on the other hand. Every user should be able
to add information or link information and should get a better overview in return.

Selected uses for a knowledge base as proposed in this thesis are:

!Technology Acceptance on Google Scholar: https://scholar.google.de/scholar?q=technology+
acceptance, number of results as of November 2015


https://scholar.google.de/scholar?q=technology+acceptance
https://scholar.google.de/scholar?q=technology+acceptance
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Data Extraction and Collection A standardized entry process, supports researchers with
the identification of models, concepts and measurements described in a paper. They
can extract this information in a structured way.

Comparison of Theories With the help of the structured data, the comparison of articles
becomes easier and more focused on general attributes. Details can still be found in
the respective articles. This is possible, regardless if the goal is to compare a fixed set
of articles, to search for useful scales in order to create a questionnaire or to collect
information for survey articles.

Validating Theories An important aspect of science is to repeat experiments and mea-
surements in other setups and contexts in order to prove the existing hypotheses. The
easier it is to reuse measurement instruments, the more likely it is that someone will
do that. Additionally, it is important keep track of the ongoing development of certain
theories, they may have been adjusted due to other assumptions or findings.

Division of Labor Collaborative work needs a certain form of standardization and data
exchange. With the help of the proposed system, groups of researchers can share the
effort of data entry and benefit from each other. This is not necessarily limited to single
teams but might be used across projects or even in the public domain. People with
different levels of expertise can provide information.

Support of Subsequent Processes Structured data can be used as a guidance for a re-
searcher’s own work: It might be possible to generate parts of (IATEX-) documents.
Questionnaires could be generated with the help of existing scales and indicator vari-
ables. Analyses could be enhanced with providing the semantic relationships of variables
as used in a theoretical model.

The proposed approach can be helpful in many stages of an academic career, from students
to professionals. Some examples are the following:

Students Students are guided during information extraction from articles and benefit from
the structured comparisons. When focusing on literature research, they can be told to
read papers and extract the important aspects. Finally, they can use the database to
compare the entered information, for example in order to write a term paper. Students
that are conducting a larger study, for example in their thesis, benefit from data
and information that is easier to access and to reuse. This includes theory building,
questionnaire design and analysis of the results. That is why this leads to studies that
actually might be of a higher quality, thus of a higher value for the scientific community.

Young Academics Young academics often read hundreds of papers in order to gain knowl-
edge in their field. A structured data store allows them to focus on the content and
not on the way how they organize their knowledge for common tasks. With the help of
a database, they can use existing data entered by colleagues or students and can select
important theories with less effort. Writing a PhD thesis, for example, takes a long
time and details of the literature work might be forgotten when the results of a study
have to be analyzed in the end. This could be reduced with a good infrastructure.

Researchers in General Working on different projects in different fields requires a good
organization of knowledge. The possibility to get a quick overview of the latest de-
velopments, without relying on colleagues to write a comprehensive survey paper is
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important. New ideas can be introduced quickly and can lead to other points of view.
Collaborating across disciplines or fields allows to detect unknown analogies and can
point out different approaches.

Although research in the social sciences, psychology or marketing is sometimes seen as an
easy observational task, it is rather complicated to explore or explain human behavior in
general or to derive ubiquitous laws, that hold for everybody, everywhere, and every time,
regardless of any demographic, cultural or physical attitudes.

Existing workflows do not always cover the latest processes, methods and technologies, that
improve efficiency, quality and scientific value. The sole publication of written papers without
data is an obvious hassle in evaluating the quality of many studies. It is impossible to use new
data analysis techniques on these results or compare results of different studies with each other.
In the same manner, the use of scales handbooks, as written books or in electronic versions,
does not provide the necessary structure and semantic for new techniques. Furthermore,
documenting new studies and results includes many steps that could easily be automated,
when the underlying theories and concepts were documented properly.

Throughout the work, we will use the field of technology acceptance as an example use case.
Seiffer [Seil3] has examined several models to measure technology acceptance of consumers.
She compared scales from marketing, computer science and business informatics and con-
cluded that researchers might not be able to include all related studies. The information
overload and the rapid generation of knowledge leads to the fact that the different fields seem
to use and create different scales for the same concepts and constructs. But even within
some research fields some researchers do not consider publications of others, they do not even
mention them. This is a major problem for quality of new work in particular and for the
social sciences in general. (See also section [1.2)).

1.1 Goals, Limits and Scope

We propose a core database that stores models and concepts with measurements, primarily
based on multi-item scales, as well as relations to link them manually with each other. As
an outcome, the different publications in which a model or measurement was mentioned can
be shown. Furthermore, the various updates or extensions of certain scales can be tracked
and a comparison of similar scales can be achieved.

We concentrate on operational definitions that contain indicator items measured with rating
scales. These most often form a Likert-scale, because it is currently the predominant scale
type in social research. Moreover, we handle only unidimensional scales in this work, even
though we try to allow possible extensions in the future.

These future implementations shall cover more scale types, multidimensional scales, improved
editing, recommender systems, the storage of survey results or automated analyses.

Nonetheless the proposed database of models and measurements can not provide fully-
automated analyses. It should provide customizable interfaces for data export as well. Knowl-
edge is only generated when people think, so technology has to support human thinking and
can not create knowledge on its own [see McDO0O].
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1.2 Use Case: Measuring Technology Acceptance

There are many different approaches on how to measure consumers’ attitudes towards new
technology. Users can use many different devices, applications and services and every day
new technologies are being developed and presented. For producers, manufacturers and
developers it is important to know whether the consumers accept the new technologies and
finally will be using them.

Some of these approaches have been evaluated by Seiffer [Seil3| in order to propose a frame
for a systematic comparison. Besides that, she outlines differences in the (re-)use of models
in different research fields.

Seiffer [Seil3, pp. 69-72] states that “there are huge differences in both research and model
development processes if one considers the different scientific disciplines”. Actually, the TAM
model by Davis [Dav89] and several redefinitions and extensions seem to be pretty popular
amongst information systems researchers. Marketers published “more and more different
models” and references were “almost usually limited to the TAM. [...] Models are not based
on each other and there is no continued attempt to adapt and improve established models”
[Seil3] p. 71]. Additionally, “Computer science research is more or less ignored in both fields.
The ISO standards were proposed later than the TAM and other technology adoptions, still,
there is a long history of quality standards in computer science research, such are for example
proposed by Cavano and McCall [CM78].” [Seil3|, p.71].

These results provide a view on research in the particular fields that is dissatisfying with
regards to good scientific practice [see for example Deul3|. This might not be sloppy work
or even intended fraud. It rather shows the necessity for supportive tools in order to keep
track of all the other publications in the field and across disciplines.

Seiffer [Seil3, p. 1] did the comparison of the models in a manual way with the help of
spreadsheets and proposes to set up an infrastructure for that: “Ideally, there is a database
containing all this information, however, actually creating this database would go beyond
the scope of this thesis. Therefore, this research proposes a comparison which then could be
used to create an approach for automating model comparison.”

In this work we adapt her idea to design a database in order to conduct comparisons in a
more efficient and less error-prone way. Since more people can work at the same time, it is
also possible for research groups to maintain a common base of information that increases
over time.

1.3 Structure of the Document

In order to emphasize the relevance of a supportive tool for researchers, we commented on
the different models used for technology acceptance in section [I.2] This illustrates some
researchers’ missing knowledge of related work. This should be prevented. Within the
subsequent chapters we will use this field as example whenever possible.

In the foundations we give a short theoretical overview of the philosophy of the social
sciences and its special characteristics in comparison to natural sciences as well as
the idea of causal explanations and causal models . Then we report on scaling and
measurement theory and its important background for social research.
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We comment on related work in chapter [3] with regard on how collections of measurements
(3.1) and models ([3.2)) are presented and discuss their assets and drawbacks as well as their

ease of use.

[System Design| details are covered in chapter i At first we are having a look at the system
requirements in section [4.1} Next, section [4.2] describes the relevant domain and data models.
This is followed by some comments and user interface design skesketches in section [4.3]
Finally, we describe the concrete implementation in section [4.4]

This is followed by an evaluation (Chapter [5) where we point out strengths and weaknesses
of the implementation at hand and section [5.2] proposes several possible extensions in order
to improve the existing features or to extend the functionality in various ways.

Finally, we provide a conclusion in chapter [6] of this work whilst we refer to the practical
benefits once again.
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2. Foundations

The following foundations are intended to provide an overview of the most important topics
that are related to survey-related data and, therefore, important for the design of a model
and measurement database.

Handling survey-related and behavioral data is relevant for every discipline that asks people
for their opinions, their attitudes or their feelings. Business studies focus on marketing,
organization theory, employee and customer satisfaction or ergonomics. Sociology, economics
and political sciences are explaining social systems, the distribution of labor, power and
wealth; and they discuss cultural characteristics. Medicine and behavior research investigate
physical or mental health issues, values, emotions or happiness as well as interpersonal
relationships and communication. Additional disciplines are psychology, educational research
or even computer science, amongst others. In the following we will talk about the “social
sciences” as a major category of all these different branches and assume that the methodology
is based on a common ground. “Asking people” in this context does not necessarily mean
“interviewing” or “using questionnaires”, since it also could include sensor measurements like
eye tracking or observations from third parties.

Research on personality traits, thus thoughts, behaviors and feelings of humans, and their
effect on decisions, actions and opinions has different origins. People differ in their physical
appearance (gender, strength, size) and in their mental abilities. Both, physical appearance
and mental abilities, as well as the influence of their social interactions, might influence
certain traits. In order to detect possible cause-and-effect relations, scientists try to observe
behavior patterns, measure physical indicators (i.e. blood pressure, brain activity) and try
to identify the characteristics of the social environment. Most often a study contains at least
a questionnaire or is based on a questionnaire alone. Questionnaires can be filled by an
interviewer or by the interviewee himself, either on- or offline. People are asked to express
their feelings or attitudes in given situations or they are asked to compare themselves with
others.

In a questionnaire, participants have to answer a set of indicator questions that enable
researchers to detect underlying latent concepts. These concepts, for example the self-
confidence of a person, allow to predict how people react to new challenges. Many of the
physiological attributes can also be asked in a questionnaire, such as age or weight and
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do not have to be measured separately. Therefore, we focus on questionnaire development
as foundation for social research regardless of the various disciplines and cover scales for
questionnaires as major commonality.

According to Schnell, Hill, and Esser [SHEO05| pp. 53-57], the main task of scientific work in
the social sciences is to explain social events or factd]] This can be divided into three abstrac-
tion levels as done by [Wv02, p. 18]: real world phenomena, concepts of the communication
level and the measurement world based on different variables.

Hence, in the beginning we discuss the way scientists should address new research and aim for
meaningful outcomes. In particular this includes different philosophical points of view on how
one should proceed from hypotheses or theories to descriptive findings. Here we summarize
some basic terms and the most popular philosophical theories of the social sciences. The
idea of causality, as relation between a cause and an effect, will be introduced. Most findings
(ought to) support such a relation and, therefore, it is crucial for the understanding of the
theories and models. These typically connect several concepts with each other and assign
measurements to them. Even the basic idea of latent classes with indicator variables can be

interpreted as causal relation in many cases, even though the direction of the effect is not
always obvious (Section [2.1]).

Next, we are going to cover the general principles of (quantitative) measurement, regardless of
the instruments or the measured objects or phenomena. This mainly includes the explanatory
power of the collected data in general and the mathematical methods that can be used to
compare measurements with each other. Finally, these general foundations will be combined
in order to describe the methodology for measurement and scaling used in social research.
Hence, some important terms in this context will be defined and a basic research workflow

will be outlined. (Section

More practical examples can be found in the following chapter on related work (3] that
provides information about several collections of measurements ([3.1)) and models (3.2). Here,
some important meta-data of scales will be compared amongst the different ways in presenting
scales.

2.1 Philosophy of the Social Sciences

Beginning with an overview of the terminology, we introduce the idea of theories and the
problems of universal laws. Finally, we close with a quick sight on different standpoints on
how to conduct research properly.

2.1.1 Basic Terms and General Concepts of Scientific Work

As mentioned already, an important aspect of scientific work is the way of communicating
theories, ideas and findings. We have to focus on some terminological foundations in order
to define the necessary terms.

l“Da die Hauptaufgabe der empirischen Sozialforschung in der Erklirung von sozialen Ereignissen bzw.
Tatsachen liegt, [...]” [SHEO5, p. 57]
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Definitions form a linguistic basis for describing things in the present context. A definition
is “an explanation of the meaning of a word or phrase, especially in a dictionary; the act of
stating the meanings of words and phrases” |[OALDO05, “Definition”]. In order to create a
definition one can use other terms that already have a certain meaning and their combination
leads to this new term (intensional definition). Alternatively, one can list or enumerate all
the things that this term describes (extensional definition) [SHEO5, p. 52] [ISO 704:2000, pp.
15-17) P

These definitions can then be used to describe objects that are “defined as anything perceived
or conceived. Some objects, concrete objects such as a machine, a diamond, or a river, shall
be considered material; other objects shall be considered immaterial or abstract, such as each
manifestation of financial planning, gravity, flowability, or a conversion ratio; still others shall
be considered purely imagined, for example, a unicorn, a philosopher’s stone or a literary
character.” [ISO 704:2000, p. 2]

This leads to the idea of concepts, that are not meant to be single objects themselves but
rather an abstraction for a mental class of objects, either real or imagined. Concepts “shall be
viewed not only as a unit of thought but also as a unit of knowledge.”[ISO 704:2000, p. 2] Most
often people talk about concepts and not about a single object: “Concept formation plays
a pivotal role in organizing human knowledge because it provides the means for recognizing
objects and for grouping them into meaningful units in a particular field.” [ISO 704:2000, p.
3]

Concepts use characteristics that are part of a definition to describe those mental groups
or concepts. “Properties of an object or common to a set of objects are abstracted as
characteristics which are combined as a set in the formation of a concept. Characteristics
are constantly being combined in order to create concepts, although differently in different
cultures, fields or schools of thought.” [ISO 704:2000, p. 3]

Concepts can not be treated isolated. They rather have to be seen as appropriate description
of objects in a certain context. Concept Relations connect concepts with each other to form
a concept system. We distinguish between hierarchical relations, either generic or partitive,
that describe a is a-relation between the concepts, and associative relations that relate
concepts thematically. “A generic relation exists between two concepts when the intension
of the subordinate concept includes the intension of the superordinate concept plus at least
one additional delimiting characteristic” |[ISO 704:2000, p. 6] whereas a “partitive relation
is said to exist when the superordinate concept represents a whole, while the subordinate
concepts represent parts of that whole” [ISO 704:2000, p. 9]. Associative relations are the
most important ones for the empirical science, since they describe “a thematic connection
[...] between concepts by virtue of experience [...]| with respect to their proximity in space
or time. [...] Some relations involve events in time such as a process dependent on time or
sequence; others relate cause and effect.” [[SO 704:2000, p. 12]

More details about terminological work can be found in the literature about terminology,
international standards or in discipline-specific philosophies. The International Organization
for Standardization provides a systematic approach to the standardization of terminological
principles and methods. According to [ISO 12620:1999, p. V[ the following international
standards are relevant for terminological work in general:

2[1SO 704:2000] has already been revised by [ISO 704:2009], equals the German [DIN 2330:1993] that has
been revised by [DIN 2330:2013]
3[ISO 12620:1999] has already been revised by [ISO 12620:2009]
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e 1SO 704 defines naming principles.
e 1SO 1087| defines the vocabulary of terminology similar to a dictionary.
e 1SO 860f] deals with the international unification of concepts and terms.

e 1SO 10241 addresses the introduction of standardized terminological entries into other
cultural and linguistic environments.

e 1SO 126207 itself defines data categories for computer applications in terminology in
order to support interoperability.

In the standards catalog “01.020: Terminology (principles and coordination)” of the Inter-
national Classification for Standards (ICS), one can find many related standards, either low-
or high-level]

2.1.2 Hypotheses, Theories and Laws

In order to describe the assumptions made for explanations and the deductions leading to
them, researchers define scientific theories.

According to [SHEOS, p. 53-57] a theory generally is a system of statements that describes
these assumptions and deductions in the form of hypotheses or laws.

Hypotheses are statements that describe a assumed or proposed relation between two vari-
ables on the operational level. In the terminological abstraction they form an associative
relation between two concepts on the theoretical level. Typically a hypothesis consists of a
descriptive part in natural language like "‘if A happens, B happens'’ and can be operational-
ized in any mathematical form. A quantitative hypothesis is defined with precise parameters
and not only approximated.

Scientific Laws have a similar structure compared to hypotheses, but the stated relationships
between concepts are defined to be true. Hypotheses, on the other hand, are proposed
relationships. Often they are supported statistically in a single study, whereas they might
be rejected in another study.

2.1.3 Covering Laws, Nomological Explanation and Falsification

With the terminology and the structure of theories we try to explain the phenomena of the
real world. However, proposed theories and hypotheses that are meant to explain an existing
phenomenon or predict a future state, have to be validated at first.

4The latest revision is Terminology work - Principles and methods [ISO 704:2009).

5The latest revision has been divided into Terminology work - Vocabulary - Part 1: Theory and application
[ISO 1087-1:2000) and Terminology work - Vocabulary - Part 2: Computer applications [ISO 1087-2:2000].

SThe latest revision is Terminology work - Harmonization of concepts and terms [ISO 860:2007)

"The latest revision has been divided into Terminological entries in standards - Part 1: General require-
ments and examples of presentation |[ISO 10241-1:2011] and Terminological entries in standards - Part 2:
Adoption of standardized terminological entries [ISO 10241-2:2012].

8The latest revision is Terminology and other language and content resources - Specification of data
categories and management of a Data Category Registry for language resources [ISO 12620:2009).

Yat the time of writing the catalogs could be accessed via the ISO website under http://www.1iso.org/
iso/home/store/catalogue_ics/catalogue_ics_browse.htm?ICS1=01&ICS2=020& (2015-10-09)


http://www.iso.org/iso/home/store/catalogue_ics/catalogue_ics_browse.htm?ICS1=01&ICS2=020&
http://www.iso.org/iso/home/store/catalogue_ics/catalogue_ics_browse.htm?ICS1=01&ICS2=020&
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A scientific explanation is an explanation of a real world phenomenon with logical ar-
guments that are supported with data, possibly retrieved by the use of empirical methods.
This might be different from the commonly used term “explanation” that is derived mainly
from a certain amount of observations, but is not based upon a theoretical deduction nor a
standardized measurement. People tend to “explain” events according to their experienced
cause-and-effect relations.

Schnell, Hill, and Esser [SHEO5, pp. 57-72] differentiate between three types of explanations,
that are mainly based on works by Hempel and Stegmiiller: Hempel and Oppenheim [HO48|
and their “Studies in the Logic of Explanation”, Hempel [Hem68| Aspects of Scientific Ezpla-
nation and other Essays in the Philosophy of Science or also Stegmiiller [Ste80] Neue Wege
der Wissenschaftsphilosophie.

e Deductive-nomological model (DN-model or Hempel’s model, Hempel-Oppenheim model
or Popper-Hempel model)

e Inductive-statistical model (or also probabilistic explanation or statistical model)

e Incomplete explanations

We will have a more detailed look on each of these in the following subsections.

2.1.3.1 Deductive-Nomological Model

The deductive-nomological model (DN-model) is an idealized version of drawing con-
clusions scientifically. The basic procedure to explain a phenomenon (Explanandum) is
to find a law that allows to logically derive this phenomenon given the existing boundary
conditions (Explanans).

This allows to reduce higher laws, to lower laws and (theoretically) to natural laws. By
this process even different sciences could be connected with each other in order to explain
certain phenomena in another discipline. It is easy to create new hypotheses from existing
laws and this enables us to predict phenomena with the help of logical deductions. In that
sense, studies are not necessary as a proof, but they can support the deducted statement and
identify errors in logical deductions. They may also lead to new ideas for deductions.

However, this approach implies that the conditions can be defined properly: Phenomena can
be measured properly and the causal relationships are known. These assumptions do not
hold in all cases and this uncertainty makes it difficult to benefit from. The difficulties of
measurement and the idea of causality will be discussed later.

Additionally, there is a huge problem with the assumption of universal laws. A scientific
law should hold at any given time, in any given society and at any given location, thus
ubiquitous. In the social sciences, we normally measure occasional events with a restricted
set of participants in defined locations. Even if it was possible to examine all people on earth,
laws could only be confirmed for the present time and not verified for the future, where culture,
knowledge and behavior might change. This is due to the fact that people can be influenced
by many factors that have an impact on their feelings, thoughts and opinions. Compared to
natural sciences it is often impossible to repeat studies under the same conditions, because
of this property of human systems.
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A counterexample would be the research by Ekman and Friesen |[EF71] who published their
theory of human emotions. They asked members of a preliterate culture in New Guinea to
relate facial expressions with given stories, such as the loss of a child. This was the first
time in emotions research to find evidence for universal facial expressions [EF71]. Other
approaches are large global studies, for example the World Value Survey (WVS) in order to
derive universal measures. They try to cover the “full range of global variations, from very
poor to very rich countries, in all of the world’s major cultural zones.” They asked people
in “almost 100 countries which contain almost 90 percent of the world’s population, using a
common questionnaire.” [Ins15]

Even if a generalization is not possible, and the social sciences do not have universal laws at
all, using explanations based on observed laws or hypotheses can be successful and useful.
They may explain the phenomena well enough for decision support in a restricted context
and might provide more information than without their presence. Nevertheless they are not
derived logically correct from other laws and might change in the future.

2.1.3.2 Inductive-Statistical Model

Since it does not seem to be possible to identify deterministic laws in the social sciences,
statistical models take the possibility into account that there might be measurement errors
or boundary conditions that can not be controlled in an experiment. Therefore, they assume
that a certain law is true for a given probability in the defined context, but it does not have
to be true for every object under consideration. Using the boundary conditions for that law
as an explanans, one could derive a hypothesis as an explanandum, which includes a certain
probability of objects for which it applies.

The main difference of statistical models, compared to deductive-nomological models, is that
statistical laws do not predict the behavior of an individual object. An individual object
might be random on the micro-level, whereas the aggregated behavior of several individuals
on the macro-level can be expressed and predicted with statistical laws. This makes it more
difficult to retrieve such laws and to evaluate hypotheses. Nonetheless, it is used in many
different disciplines, such as in thermodynamics, percolation or random-graph-theory [see,
for example, (Gib02].

However, some philosophers state, that the usage of inductive-statistical models is based on
bad measurement tools or a lack of knowledge. Imagine coin flipping where we predict head
or tails with equal probabilities. Even if you are unaware of the trajectory, the air resistance
or the launch speed, the prediction is right. But what you are looking for is the correct
prediction based on the existing parameters and not a chance. This is possible, as we know,
but only with the underlying physical knowledge and the right measurements. [Ste?4]H

Dcited via [SHEO05, p. 67]
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2.1.3.3 Falsification and Explanatory Power

As it does not seem to be possible in social research to find universal lawﬂ , there is
another option to create knowledge: Eliminating wrong statements to narrow down correct
statements.

For example, it is not possible to empirically prove the statement “it will rain tomorrow or it
will not”; therefore we should better use “it will rain tomorrow”, because we can prove that
right or wrong. [Pop35, p. 13]

In theory, only one conflicting outcome is sufficient to prove any deductive-nomological
hypothesis wrong. At least if it is assumed that the measurement process itself is correct and
exactly replicates the real world. As we know, this is an ideal conception.

However, given the possibility of falsification, hypotheses can be judged in a more informative
way: The more possible options for falsification they provide, the higher is their informative
value, if they have not been disproved. In other words: The more general an hypothesis is
formulated, the more valuable it is, as long as it has not been refuted, but can be refuted.

This leads to a set of criteria for hypotheses in order to compare them (according to [SHE05,
p. 62]). We will point out the most important ones here:

Scope of application Describes the boundary conditions of a study (ideally without a
specific reference to time or location).

Scope of objects Describes objects or individuals with respect to demographic data like
males under 30.

Universal quantifier States that this statement should be true for all elements in the scope
of objects.

Attributes or variables of comparison They are used to compare the individuals with
each other.

Inductive-statistical models, on the other hand, are not that easy to reject, because one needs
more than one contradicting outcome. Even if the probability of the contradiction speaks
against the original hypothesis, it is possible that the sample selection was bad and it does
not reflect the scope of objects or even the scope of application. So with inductive-statistical
models we can not validate laws and can not falsify them either, we can just argue with
probabilities that might be useful in everyday life as reference point. This might not be
worthless, but one can not assume that it holds in every context and, therefore, they have
to be used with care.

Hgimilar to what Popper [Pop35, p. 12] says in German: “Der Schlu8 von den durch “Erfahrung” veri-
fizierten besonderen Aussagen auf die Theorie ist logisch unzuldssig, Theorien sind somit niemals empirisch
verifizierbar. Wollen wir den positivistischen Fehler, die naturwissenschaftlich-theoretischen Systeme durch
das Abgrenzungskriterium auszuschlieen, vermeiden, so miissen wir dieses so wéahlen, dafl auch Sétze, die
nicht verifizierbar sind, als empirisch anerkannt werden kénnen.”
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2.1.3.4 Incomplete Explanations

In practice many explanations are not deducted from existing laws as described before or
are based on any theory. These deviations from the deductive-nomological model are called
incomplete explanations according to Hempel [Hem77, p. 124&42]@ and Stegmiiller [Ste74,

pp. 105-116]"}

Ad-hoc explanations or hypothetical explanations Events are deducted from laws that
have not been approved (yet). However, it is possible to create many “suitable” expla-
nations for any event. These new theories can not be used as an explanans for another
event, since they have not been proved themselves (yet).

Partial explanations Partial explanations happen when the explanandum is not precise
enough. Thus, most often they are formulated very general. In further deductions,
one can deduct many different explanations that are out of scope of the previous
explanandum.

Explanation with implicit laws According to Schnell, Hill, and Esser [SHEO05, p. 70]
this is the most widespread incomplete explanation. “Women vote for christian parties
more often than men.’ff] This is seen as a causal relation, but there is no proof that sex
as a biological attribute is crucial for the voting behavior. Instead, this might relate to
ideals or moral concepts. These in turn do not necessarily have to be based on other
laws (e.g. women are more likely to be conservative and conservative people tend to
vote for christian parties).

2.1.4 Causal Explanations and Causal Models

Besides the covering-law models of explanation (section , causal explanations are very
popular in (social) research nowadays. The main idea of causality is that there is some set of
factors (causes) that are responsible for a certain phenomenon (explanandum). In short: “To
say that x causes y is to say that x and y are related and the relation involves some notion of
mechanism, force, production, or the like between x as cause and y as effect.” [Bag80, p. 2]

According to Bagozzi [Bag80, pp. 2-3] the detailed analysis of cause goes back to - at least -
Aristotle, who apparently introduced four types of causation:

definable form The “shape, pattern, nature, structure of a thing functioning as cause”.

antecedent / formal cause “When the marketer notes that awareness is a necessary con-
dition for internalizing an advertisement [...], he or she is referring to a necessary
antecedent”.

efficient cause The cause which started the process, for example the “influence of a sales-
person or the impact of shortages on price”.

final cause The purpose of the process like decision making, health, ...

12German translation of extended and revised final chapter of [Hem68§]
13]Ste74| cited via Schnell, Hill, and Esser [SHEO05, p. 69-72]
4German: “Frauen wihlen hiufiger als Manner christliche Parteien.”
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The efficient cause is probably the most interesting cause, since this is most often the reason
why something happened in comparison to a very similar situation where this didn’t happen.
In causal explanations many factors can lead to a certain effect, but in most cases the whole
causal history of one event is not clear. “For instance, the provided explanation might be
incorrect, or there might not be enough of it, or it might be stale news” |[Lew86| p. 218].
Popper [Pop35|, p. 27] introduces the idea of prognoses in the context of causal explanation.
In his sense, we can explain an effect in advance when we know the boundary conditions.
Why this might not always be accurate enough, will be discussed shortly.

“Information about what the causal history includes may range from the very specific to
the very abstract.” Assume that a “patient takes opium and straightway falls asleep; the
doctor explains that opium has a dormitive virtue. Doubtless the doctor’s statement was
not as informative as we might have wished, but observe that it is not altogether devoid of
explanatory information.” [Lew86| p. 220] That means no definitive rule on how detailed a
causal history has to be does exist.

There are several discussions about whether causal explanations are part of the DN-model
or if that is a separate model. Hempel [Hem77, pp. 20-27] states that they are a part of the
DN-model: Some of the causal explanations use existential quantifiers as causes, but they
are not proved nor deducted from some law. Therefore, they provide less information and
might deliver a wrong explanation. An example would be the “smoking of a cigarette” that
might be a cause or an effect for lung cancer, but there is no evidence that it is the cigarette
or some ingredient or even some completely different event that is dangerous. Advocates of
the causal explanations like Lewis [Lew86, pp. 231-240] state that causal explanations might
be part of the D-N-model in general, but “we do not, as least not yet, have a D-N analysis of
causation”. However, at the moment “often a member of the jointly sufficient set presented
in a D-N argument will indeed be one of the causes of the explanandum event. But it may
not be.”

Counterexamples according to him are:

e Irrelevant non-causes. Think about a man taking anti-baby pills and not getting
pregnant [Sal71} p. 34].

e Factors that are not events. Think about a very extrinsic person that behaves in a
certain way, because of that.

e Deductions that might be logically correct but not the cause. Think about going to
London for holidays, because you want to do a city trip. However, you chose London
over Paris, because you have been invited by a friend to visit him.

e Several effects can be sufficient for a cause, in place of the real cause. Example: “A
beer ad on my television could only have been caused by a broadcast which would
also cause a beer ad to appear on your television. Then the first appearance may be a
member of a jointly sufficient set for the second; still these are not cause and effect”

e A cause for that “might be nothing that could have stopped it from causing that effect

without itself causing the same effect”

Another famous researcher on causality is Judea Pearl: He was awarded many times for his
work on causality and causal models, amongst others with the Turing Award of the ACM
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|Gol12]. Furthermore he was awarded the Lakatos Lecture Award in 2001 for achievements
in the philosophy of science [Lak02] for his book Causality: Models, Reasoning, and Inference
[Pea09]. The Lakatos Lecture Award is awarded from the department of Philosophy, Logic
& Scientific Method of the London School of Economics, that originally was founded by
Karl Popper in 1946. They say that “Pearl presents a unified account of the probabilistic,
manipulative, counter-factual and structural approaches to causation, and devises simple
mathematical tools for analyzing the relationships between causal connections, statistical
associations, actions and observations.”

2.1.4.1 Structural Equation Models (SEMs)

Pearl [Pea09, p. 46] uses the idea of structural equation models that is one of the main tools
used in social sciences. This model is used to mathematically describe causal relationships.
He defines the general form of a functional causal model as shown in formula . Here pa;
are the parents or causes for the effects z;. u; represents the error due to omitted factors.

r; = filpas,w;),i=1,....n (2.1)

A (nonlinear and nonparametric) generalization as used in the social sciences is shown in
(2.1). In commonly used linear generalizations as shown in (2.2)), the pa;s correspond to the
a;x2kS that have nonzero coefficients.

xi:Zaikxk—kui,i:l,...,n (2.2)
ki

Pearl states that “a set of equations in the form of [here] and in which each equation
represents an autonomous mechanism is called structural model; if each mechanism determines
the value of just one distinct variable (called the dependent variable), then the model is called
a structural causal model or a causal model for short.”

2.2 Scaling and Measurement Theory

“A major difference between a 'well-developed’ science such as physics and some of the less
'well-developed’ sciences such as psychology or sociology is the degree to which things are
measured.” [Rob85| p. 1] However, as there are “well-developed” sciences, there are several
fundamentals of proper measurement, that we will discuss in this chapter, regardless of
disciplines.

“Conceptually measurement can be defined as a way of assigning symbols to represent the
properties of persons, objects, events, or states, in which the symbols have the same relevant
relationship to each other as do the things represented.” [SA05, p. 352] This assignment can
be seen as an “interface” for the real world that allows to conduct calculations on the data.
Depending on the characteristics of the data, it is more or less a question of mathematical
operations how this data can be altered, compared or combined.

As there is a long history of measurement and, therefore, a huge amount of literature,
the interested reader is advised to take a look into the three volumes on “Foundations of
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Measurement” by Krantz et al. |[Kra+71}; Luc+90; [Sup+89| that not only defines terminology
and axioms for measurement, but also covers the usage of different scale types and the
measurement of latent constructs like in psychology. Smith and Albaum [SA05| and Schnell,
Hill, and Esser |[SHE05] are good references for measurement and scaling in marketing and
social research. Additionally, Roberts [Rob85| p. 5] provides a good overview of the literature
on measurement in the natural sciences and some predecessors of measurement in the social
sciences. Philosophical aspects of measurement are addressed by Torgerson [Tor58| or again
by Hempel [Hem52].

2.2.1 Concepts and Definitions of Measurement

The basis of measurement in general are variables that contain the data that describes
the characteristics and attributes of phenomena, objects or persons. Variables can contain
text, numbers, symbols or any representation a measurement requires. Typically the type of
the attribute defines the type of a variable: Dichotomous (or binary) variables, for example,
represent two states like attribute present or attribute missing. Non-dichotomous variables
can represent an attribute with several possible categories like hair color (black, brown, blond,
red) or a continuous value like age (24 years). Furthermore, variables are often divided into
manifest variables, that can be measured directly and variables that are latent (Latin
for hidden). A latent variable might for example be the intelligence of a person, that is not
directly measurable with existing instruments, but is measured with the help of cognitive tests
according to a given operational definition. In social, psychological or marketing research
latent variables play an important role, because they represent propositional attitudes, objects
of belief and are the primary bearers of truth-value.

The assignment of attribute characteristics to a variable is called operationalization. Mea-
suring the length of an object with a ruler and storing the appropriate length in a variable
“length” would be an example. Depending on the measurement instrument, the variables
can be assigned automatically or have to be assigned manually. Measurement instruments
are tools or utilities that allow to measure characteristics or attributes. A thermometer, for
example, measures the temperature. An instrument does not have to be a physical device
like a counter, it can also be a questionnaire or even a transcript that can be converted
to variables in a predefined manner. The measurement process and variable assignment is
defined in a scale, even though it does not have to be the technical coding of the variable it-
self. Instruments like a questionnaire can consist of several scales, whereas other instruments
might only be able to measure a single indicator item.

A scale is probably the most important term in measurements and, therefore, it is used in
many different ways. However, the basic idea of a scale is the description of a (standardized)
measurement process in order to be able to compare the measurement objects or respondents.
It is, in fact, an instruction on how to gather the data and how to use this data to compare
the measured objects or respondents. First of all, it is important to define what underlying
concept should be measured (see section [2.1) for the definition of the theoretical terms). This
is called theoretical definition and is important to distinguish the scale from others using
the same plurivalent name and to give others an understanding of what exactly is to be
measured. The process of measuring attributes of a certain object of investigation is called
operationalization. The operational definition describes the act of measurement and
should be repeatable in other studies and by other researchers. There is typically not only
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one way to measure a certain concept, so there might be also several scales and several
measurements that may be appropriate for a certain task.

We refer to the famous barometer question by Calandra |Cal68]. Intended as a bad example for
exam questions, it does fit as an example for scale adequacy as well: “Show how it is possible
to determine the height of a tall building with the aid of a barometer”, was the question
for the student. Instead of revealing the conventional answer - measuring the differences in
barometer readings on top and bottom of the building - he proposed several alternative ways:
use a rope to lower down the barometer to the bottom and measure the length of the rope
what is the height; stop the time until the barometer hits the bottom, when thrown from
the top, and calculate the height based on time and gravitational pull; measure the length
of the barometer and the length of its shadow on a sunny day, then measure the length of
the building’s shadow and use the proportions to calculate the height. It seems to be clear
what the desired way of measurement should be, but all the others are correct, too. The
student even proposes to measure the height of the building in “barometer units” where one
unit is supposed to be the height of the given barometer, so he doesn’t even refer to the
International System of Units anymore.

Following that example, it is not only important to precisely describe the way to measure
something properly, but also to give instructions on how to calculate the final scores. Scoring
is the approach on reducing the results of measurement to a single piece of information. Most
often this is represented as a number, but it can also be in the form of a symbol, like a
smiley. In the given example, the scoring procedure would be to calculate the height out of
the difference in barometer readings in order to get a height in the desired unit, e.g. meters.

Typically, a scale is intended to measure different variables that lead to a single score when
combined accordingly. Like in an exam, that tests a student on multiple questions and
combines all the results in a final grade. This process can include weights for points or a
conversion of points to text, like A+ or good. This is especially important in the context of
latent variables, as they can not be measured directly. We use other variables, indicator
variables, in order to retrieve a score for the hidden variable. This approach is called
construct operationalization. This means as much as the composition (construction) of
a score with the help of manifest variables. Constructs are not restricted to latent variables,
but they can also be concepts that are hard to measure because of response biases (like sexual
preferences or drug consumption), high cognitive involvement (how much did you spend on
food last month) or the possibility of misunderstandings (does customer satisfaction include
product quality, service quality and/or staff friendliness?). An indicator variable can also
be a construct itself, even though most scales refrain from relations like this, because it can
lead to rather complicated nesting. If necessary, some scales adopt items from another scale,
instead.

Constructs often represent partitive concept relations in a theoretical sense. Customer
satisfaction might include the satisfaction with the product, with the service and with
the shipping. Associative concept relations are often represented in the form of a model.
The Technology Acceptance Model, for example, relates scales like Perceived Usefulness and
Perceived Fase of Use (and others) in order to retrieve the Actual System Use of a certain
technology. A model is not the result of a scale development process and does not necessarily
contain rules that lead to a final score. Actually, it is the representation of a theory on the
measurement level. Scales are used as selected measures for the concepts of the theory and
they are used to verify the stated hypotheses and laws, usually represented in a graph as
directed edges. As models represent a scientific theory, they are intended to provide some
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explanatory or predictive information that is included in these relations. It may happen,
however, that other studies claim to use the same model but identify other concept relations.
Models can represent dynamic systems where the causal history might not always be obvious,
but it can also be a lack of accuracy in evaluating results and postulating the theory (assuming,
of course, that the theory should be valid for the used scopes).

2.2.2 Scaling and Scale Development

Now that we know, what scales are in general, we have a look on the way, how scales are
created: “Scaling is the generation of a broadly defined continuum on which measured objects
are located” [Pet00, p. 62]. The term scaling or scale development represents the procedure
to create a scale, here the “continuum on which measured objects are located”.

According to [Torb§| scaling procedures have to answer three questions of the final scale:
measurement properties of the final scale, the task, the subject is asked to perform, when
answering the questions, and finally the focus on measuring the subject, the stimuli or both.

Measurement properties are meant to be the primary types or levels of the scale, such as
nominal, ordinal, interval or ratio scales. They mainly differ in their mathematical expres-
siveness. The choice of a particular level limits the possible actions a subject can conduct,
namely it limits the number of data collection methods such as ranking or rating answers.
Additionally it is important to specify whether the scale measures stimuli, such as the quality
of products, or respondents in the sense of comparing their attitudes. Sometimes a scale is
even intended to measure both at the same time. In the following every property will be
explained in detail.

It is important to know, that the term scale is often used as a synonym in each of these
contexts. The primary types of scales or levels of scales are often referred to as scales
when just talking about their nature. Ranking scales or rating scales are often used without
background information on scale development or scoring, because they seem to apply certain
standard methods, like calculating means for scoring. The terms Likert scale or summated
scale are often used instead of rating scale, because they are used in the scale development
quite often and make use of the standard scoring methods. However, it is not always the case
that a rating scale has been developed according to the rules for a Likert scale, even though
the response categories look like a Likert scale. It might also be better to refer to scales
developed according to Likert as Likert-style scales in order to prevent misunderstandings.

2.2.2.1 Primary Types of Scales / Levels of Scales

According to Smith and Albaum [SA05, p. 352 there are three important characteristics
of real number series, that reflect the real world relations between objects with the help of
numbers:

1. Order: Numbers are ordered.
2. Distance: Differences exist between the ordered numbers.

3. Origin: The series has a unique origin indicated by the number zero.
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’ Scale \ Information
class | order | distance | origin
Nominal — - -
Ordinal v — —
Interval v v —
Ratio v v v v

Table 2.1: Primary Scales and their Information Content

Scale Mathematical ~ Group | Permissible Statistics Typical Examples
Structure
Nominal | Permutation group Mode Numbering of football
y= f() players
[f(x) means any one-to- | Contingency Coefli- | Assignment of type or
one correspondence] cient model numbers to classes
Ordinal | Isotonic group Median Harness of minerals
y = f(x) Percentile Quality of leather, lum-
[f(x) means any strictly | Sign test; run test ber, wool, etc.
increasing function] Pleasantness of odors
Interval | General linear group Mean Temperature  (Fahren-
y=a+ bx Average deviation heit and centigrade)
b>0 Standard deviation Energy
Product-moment Calendar dates
correlation
t-test
F-test
Ratio | Similarity group Geometric Mean Length, weight, density,
Yy =cx Harmonic mean resistance
c>0 Coefficient of variation | Pitch scale
Loudness scale

Table 2.2: Primary Scales and their Characteristics, analog to [SA05, p. 358, Table 9.2]

These characteristics can be used to distinguish between the four primary types of scales,
often also referred as levels of scales or sort of scales: nominal, ordinal, interval and ratio
scales. In the following we will introduce each of these scales with regard to the level of
information (table and the set of (mathematical) operations that are allowed (table [2.2).
Smith and Albaum [SA05] follow among most others the following categorization of scales
published by Stevens [Ste46] in Science:

Nominal Scale A nominal scale represents a variable that uses numbers as labels or tags for
the properties to be measured. It establishes a one-to-one correspondence, which, in fact, can
be seen as a classification. Telephone numbers can be one example of such a correspondence,
where one can “reach” a certain person with the help of this number. Another example would
be the “classification” of hair colors that assigns “1 - black hair” to people with black hair,
“2 - blonde hair” to people with blonde hair and “3 - brown hair” to brown-haired people.
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These classifications basically allow to distinguish between objects of several classes and
counting of elements in a class is one of the most rudimentary mathematical operations. One
could use that for calculating the mode (modal score) as the value that appears most often.
Furthermore, it allows cross-tabulation, e.g. in form of a contingency table, that provides
a basic picture of the interrelation between two given variables. Based on that, one could
also use contingency tests in order to calculate the likelihood that a member of one category
is also a member of another category or one could try to predict a missing value based on
the (conditional) probabilities of other attributes. [See discrete multivariate analysis, for
example, BFHO7]

However, this does not allow the usage of the usual statistical operations like calculations of
mean or standard deviation.

Ordinal Scale An ordinal scale adds the characteristic or a given order to classes of a
nominal scale. If one assigns numbers to people of a competition in an increasing order,
where number one is the winner, we can distinguish between several participants. But we
are also able to identify who’s performance was better than someone else’s. We can not,
however, get information about the difference in performance or the distance between the
ranks. Clothes can be categorized in sizes like S, M or L, where we know that L is larger
than S and M, but we usually do not know the exact difference.

These assignments are unique up to a strictly positive transformation, that means we can
use a function that preserves the order to modify the values.

For analysis purposes, we can use positional measures like the median, quartiles, percentiles
and other summary statistics that deal with order. We can not, however, use the arithmetic
means or any form of a weighted index ranking, even though this is sometimes done in a
subjective way.

Interval Scale Interval scales are amongst the most used scales, especially in questionnaires.
They add to ordinal scales the possibility to specify distances between values. This allows
to make statements like “the difference between A and B is twice the difference between B
and C” but as there is no common zero, one can not state “A is twice as large as B”. A
famous example are the scales for temperature, that use an artificial zero point that is not
the same in different scales (and also different from the absolute zero on the Kelvin scale).
As an example, 10°C and 20 °C have the same difference in temperature as 20 °C and 30 °C
but one can not state that 20°C is twice as hot (in form of heat energy) as 10°C.

If you want to transform one scale into another without loosing the order or distance infor-
mation, you can do that with y = a + bx; b > 0, for instance [°C] = —273,15 + [K].

With these scales, most ordinary statistical measures work, this includes arithmetic mean,
standard deviations and correlation coefficients. Other statistical tests are often robust
enough that assumptions do not have to be strictly met; using those is common practice
even though it is not recommended without understanding.

Ratio Scale The most useful scale in terms of possible operations and analyses is the ratio
scale that adds the unique zero point. Scales like that are most often found in physical
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sciences (length, weight). Age or income would be an example of a ratio scale, where all
multiplications with positive constants lead to correct transformations.

All types of statistical analyses can be performed and the information is as high as possible.

It is important to keep in mind, that some scales look like ratio scales (as for example the
Celsius scale does), but they are not. This especially applies to rating scales in questionnaires,
where people often tend to see them as interval scales (how do answers differ in the number
of points) and not as ratio scales (point 4 is twice as important as point 2) [Sem96.

2.2.2.2 Data Collection Methods for Questionnaires

In order to be able to collect data about a subject’s opinion or attitude, a questionnaire is
a typical instrument to be used. Of course, there are many more possible ways to gather
data with devices more similar to instruments of the natural sciences, that might include
eye-tracking in experiments or sensor data of smart phones that reveal information about
activity or locations. Nonetheless, interviews and questionnaires are still heavily used to get
explicit knowledge from people. Most existing scale handbooks in the social sciences contain
textual questions or items as indicator variables used in questionnaires and so we will cover
the most important data collection methods for questionnaires here.

We focus on two primary types of scales, namely with ordinal and ratio measurements.
Checkboxes can be used for nominal variables, of course, but they usually provide too little
information for multi-item scales. Interval scales use collection methods from ordinal or ratio
data collections but there is no real difference in data collection. Think about the Celsius
scale again, that could be measured with a number field and looks like a ratio scale, but
is indeed an interval scale. For rating scales, respectively, we often assume equal distances
between the ordinal categories and, therefore, can transform the answers to interval data
with given mean and standard deviation.

Pairwise Comparison A pairwise or paired comparison lets the respondent choose one
stimulus over a second one regarding to his preferences. Typically this should be done
regarding to one property of interest of which the chosen stimulus “wins against”, “dominates’
or “has more of than” the other option.

)

Variations of this approach can be made in the degree of enforcement to choose a winner,
whereas it might also be possible to provide a form of a tie or an option not to answer.
Additionally, respondents might be asked to state the intensity of their decision, for example
with options to choose from like “totally preferring A over B”, “slightly preferring A over B”.

If there are more than two stimuli, say n stimuli, the total number of comparisons is n*(n—1)/2
if the order of the presentation is not important, otherwise it doubles. Hence, the effort for a
respondent is growing fast. It would be less effort to let the respondents rank all the stimuli
at once, but it is also less informative.

The main difficulty in pairwise comparisons is to detect inconsistencies in the choices, be it
because of contradictions or because of other reasons. Typically one would expect a transitive
order of the stimuli (A > B > C > D) or groups of similar important stimuli (A > {B,C}
> D). However, it could also happen that data is not transitive anymore and it contains
circles (A > B > C > A). Answers are likely to change between trials because of underlying
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A|B|C
Ao |1]1
B|0|0]|1
Cl0]0]0

Table 2.3: Tabular representation of pairwise comparison with a transitive order A > B > C

preference probability distributions and it can be complicated to find out the reasons and
severity for the violations of transitivity. There are many approaches to analyze this data, the
most famous are Spearman’s rho (p) rank correlation [Spe04] and Kendall’s tau (7) [Ken38]:
Kendall focuses on differences between rankings and not on distances as Spearman does.
Thurstone’s “A Law of Comparative Judgment.” [Thu27]E] is famous for an