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Referent: Prof. Dr. Oliver Stein

Korreferent: Prof. Dr. Thorsten Theobald

Karlsruhe 2016





KARLSRUHE INSTITUTE OF TECHNOLOGY

Abstract

Fakultät für Wirtschaftswissenschaften

INSTITUTE OF OPERATIONS RESEARCH

On Newton polytopes and growth properties of multivariate polynomials

by Dipl.-Math. Tomáš Bajbar

Many interesting properties of polynomials are closely related to the geometry of their

Newton polytopes. In this dissertation thesis, we analyze the growth properties on

Rn of multivariate polynomials f ∈ R[x] in terms of their so-called Newton polytopes

at infinity. In fact, we introduce the broad class of so-called gem regular polynomials

and characterize their coercivity via conditions solely containing information about the

geometry of the vertex set of the Newton polytope at infinity, as well as sign conditions on

the corresponding polynomial coefficients. For all other polynomials, the so-called gem

irregular polynomials, we introduce sufficient conditions for coercivity based on those

from the regular case. For some special cases of gem irregular polynomials, we establish

necessary conditions for coercivity, too. We further introduce a stability concept for the

coercivity of multivariate polynomials f ∈ R[x]. In particular, we consider perturbations

of f by polynomials up to the so-called degree of stable coercivity, and we analyze this

stability concept in terms of the corresponding Newton polytopes at infinity. For coercive

polynomials f ∈ R[x] we also introduce the order of coercivity as a measure expressing

the order of growth of f , and we identify a broad class of multivariate polynomials

f ∈ R[x] for which the order of coercivity and the degree of stable coercivity coincide.

For these polynomials we give a geometric interpretation of this phenomenon in terms

of their Newton polytopes at infinity, which we call the degree of convenience. Finally,

we analyze the global diffeomorphism property of real polynomial maps F : Rn → Rn

by studying the properties of the Newton polytopes at infinity corresponding to the sum

of squares polynomials ‖F‖22. This allows us to identify a class of polynomial maps F

for which their global diffeomorphism property on Rn is equivalent to their Jacobian

determinant det JF vanishing nowhere on Rn. In other words, we identify a class of

polynomial maps for which the Real Jacobian Conjecture, which was proven to be false

in general, still holds. We show some applications of our results, relate them to the

existing literature and illustrate them with several examples.
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Chapter 1

Introduction

It is an interesting question in polynomial optimization theory whether a given multi-

variate polynomial f attains its infimum on Rn or, more generally, on some non-compact

basic semi-algebraic set S ⊆ Rn. In fact, our subsequent studies, which culminated in

the series of three articles [4–6] this dissertation thesis is based on, are motivated by the

following statement from [65, Section 7] which is also cited in [76, 84]:

‘This paper proposes a method for minimizing a multivariate polynomial

f(x) over its gradient variety. We assume that the infimum f? is attained.

This assumption is non-trivial, and we do not address the (important and

difficult) question of how to verify that a given polynomial f(x) has this

property.’

Coercivity of a polynomial f on Rn, that is, the property f(x)→ +∞ holding whenever

‖x‖ → +∞ with some norm ‖ · ‖ defined on Rn, is a sufficient condition for f having

the above mentioned property. In fact, since a polynomial f is (lower semi-) continuous

on Rn, its coercivity implies the existence of a globally minimal point of f on Rn or

over any nonempty closed subset of Rn. It is, thus, an interesting problem how to verify

or disprove that a given polynomial f is coercive on Rn. As a further consequence of

coercivity, f is bounded below on Rn by some v ∈ R, so that the polynomial f − v is

positive semi-definite on Rn. Since the coercivity of f is equivalent to the boundedness

of its lower level sets {x ∈ Rn| f(x) ≤ α} for all α ∈ R, appropriate coercivity conditions

are also useful as a tool for analyzing the boundedness property of basic semi-algebraic

sets. Moreover, coercivity of a polynomial f implies the boundedness of trajectories

of the polynomial gradient system ẋ = −∇f(x), and properness of a polynomial map

F : Rn → Rm is equivalent to the coercivity of the sum of squares polynomial ‖F‖22. The

1



Chapter 1. Introduction 2

latter is of crucial importance for obtaining results concerning the global diffeomorhism

property of F which we shall present later in this thesis.

Before giving a brief overview of the present thesis, we first introduce some basic notation

we shall use and we also define the Newton polytope (at infinty) - the crucial geometric

object our results and analysis are based on.

For f ∈ R[x] = R[x1, . . . , xn], the ring of polynomials with real coefficients in n variables,

we write f(x) =
∑

α∈A(f) fα x
α with A(f) ⊆ Nn0 , fα ∈ R for α ∈ A(f), and xα =

xα1
1 · · ·xαnn for α ∈ Nn0 . We will assume that the set A(f) is chosen minimally in the

sense that A(f) = {α ∈ Nn0 | fα 6= 0} holds. The degree of f is defined as deg(f) =

maxα∈A(f) |α| with |α| =
∑n

i=1 αi.

In this thesis we will relate some growth properties of f with properties of the so-called

Newton polytope at infinity (cf., e.g., [21])

New∞(f) := conv(A(f) ∪ {0})

of f , that is, the convex hull of A(f) and the origin. Note that the origin corresponds

to the constant term of f which obviously is unrelated to coercivity. Hence, in the

presence of a nonzero constant term the Newton polytope at infinity coincides with the

usual Newton polytope New(f) = convA(f), and in absence of a nonzero constant term

the latter could artificially be introduced to make the two concepts coincide, with no

change in the coercivity behavior of f . In the following, however, we prefer to work

with New∞(f) instead of New(f) to avoid the artificial assumption of the presence of

a nonzero constant term. If no confusion is possible we will abbreviate the Newton

polytope at infinity as P := New∞(f) and the set A(f) as A.

Example 1.1. The six-hump camel back function f(x) = x2
1(4− 21

10x
2
1 + 1

3x
4
1) +x1x2 +

x2
2(−4 + 4x2

2) yields A(f) = {(2, 0), (4, 0), (6, 0), (1, 1), (0, 2), (0, 4)} with the correspond-

ing sets New(f) and New∞(f) illustrated below.

Various algebraic and analytic properties of polynomials are already well known to be

encoded in the properties of their Newton polytopes. To name some of them, for example

the number of isolated roots of n polynomial equations in n unknowns can be bounded

by the (mixed) volumes of their Newton polytopes (cf., e.g., [43, 48, 78]), absolute irre-

ducibility of a polynomial is implied by the indecomposability of its Newton polytope in

the sense of Minkowski sums of polytopes [26], and there are also some results dealing

with Newton polytopes in elimination theory [46]. There exists also an intimate connec-

tion between the properties of Newton polytopes and the so-called amoebas - objects,

which can be viewed as images of zero sets of complex polynomials under a logarithm
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α2

α1

α2

α1

Figure 1.1: Illustration of Example 1.1. In the left picture the shaded area corresponds
to the Newton polytope New(f) of the six-hump camel back function f . In the right
picture the shaded area corresponds to the Newton polytope at infinity New∞(f) of
the six-hump camel back function f . In both pictures the filled circles stand for the set

A(f) corresponding to f .

map [28, 58, 80]. These objects have recently been successfully used in various fields of

mathematics [45, 80].

This thesis is structured as follows. In Chapter 2, which is based on the article [4], we

analyse the coercivity property of multivariate polynomials f ∈ R[x] on Rn in terms of

their Newton polytopes at infinity. Here we relate the coercivity property of multivariate

polynomials to some properties of their Newton polytopes at infinity. In fact, we extract

some useful and relevant information on the Newton polytope at infinity under study

and we introduce the broad class of so-called gem regular polynomials and characterize

their coercivity via three conditions (C1)–(C3) solely containing information about the

geometry of the vertex set of the Newton polytope at infinity, as well as sign conditions

on the corresponding polynomial coefficients. For all other polynomials, the so-called

gem irregular polynomials, we introduce sufficient conditions for coercivity based on

those from the regular case. For some special cases of gem irregular polynomials, we

establish necessary conditions for coercivity and we also discuss the corresponding gap

between the necessary and the sufficient conditions. Loosely speaking, considering our

results, verifying or disproving the coercivity property of a given multivariate polynomial

f ∈ R[x] can often be read off almost immediately from the coefficients corresponding to

the vertices of the underlying Newton polytope at infinity New∞(f), which transforms

the original problem into a more elegant, appealing one. We illustrate our results by

various examples, which pave the way for their better understanding.

In the literature, there already exist results analyzing some other analytical properties

of multivariate polynomials than coercivity via properties of the underlying Newton

polytopes. For polynomials to be bounded from below, necessary conditions imposed on

vertices of their Newton polytopes and on the corresponding coefficients are identified in

[85]. These are in fact identical with our conditions (C1) and (C2) below (cf. Th. 2.8).

This is not a coincidence due to the fact that every coercive polynomial is a polynomial

bounded from below. Our additional condition (C3) can be viewed as a special condition
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for a polynomial being convenient (see, e.g., [21, 85] for the definition of convenient

polynomials). In spite of these connections, in Chapter 2 we shall derive the conditions

(C1)–(C3) with other proof techniques, mainly based on the application of theorems

of the alternative, which allow us to develop also results in degenerate cases as well as

sufficient conditions.

To mention some existing results on coercivity of polynomials, in [41, Section 3.2] the

authors introduce a sufficient condition for coercivity on Rn of polynomials f ∈ R[x].

On the one hand, this sufficient condition is computationally tractable, because it can

be checked by solving a hierarchy of semi-definite programs. On the other hand, it is

not satisfied by many coercive polynomials, as we shall show in Example 2.53. A simple

reason for this effect is presented in Chapter 3 (see also [5]), where we prove that the

sufficient condition from [41] actually characterizes the stronger property of so-called

stable coercivity of gem regular polynomials, a concept which we first introduce later in

Chapter 3.

The coercivity of polynomials in the convex setting is partially analyzed in [42], while

the coercivity of a polynomial f defined on a basic semi-algebraic set S and its relation

to the Fedoryuk and Malgrange conditions are examined in [84]. In [84, Th. 4.2] the

authors prove that under the assumption of f being bounded from below on S, the

Malgrange or the Fedoryuk conditions ([84, Defs. 4.2, 4.3]), characterize the coercivity

of f on S.

Since our motivation for investigating the coercivity property of multivariate polyno-

mials is driven by the fact that many numerical routines in polynomial optimization

theory make the assumption that there exists a solution to a polynomial optimization

problem under study (see, e.g., [65]), it is worth mentioning, that, meanwhile, there

also exist probabilistic algorithms based on symbolic computation (see, e.g., [31, 32])

which allow to decide whether a given multivariate polynomial reaches its infimum over

Rn without any assumptions and, in the latter case, the algorithm also computes a

corresponding global minimal point. Under some additional regularity conditions the

algorithm presented in [31] can even handle the case of polynomial equality constraints.

In Chapter 3, which is based on the article [5], we shall investigate the stability of

the coercivity property of multivariate polynomials and its connection to their growth

properties. To motivate this, we first consider the univariate case. A polynomial f ∈ R[x]

then is called coercive on R, if f(x)→ +∞ holds for |x| → +∞. The latter is the case if

and only if the leading coefficient of f is positive and the degree deg(f) of f is positive

and even. This clearly is equivalent to the property f(x)/|x|q → +∞ for all |x| → +∞
holding if and only if q ∈ [0,deg(f)). Hence, for univariate coercive polynomials f ∈ R[x],

the number deg(f) expresses how fast f grows on R and, thus, it can be viewed as a
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meaningful measure for the order of growth of f on R. We call this number the order

of coercivity of f .

It can be further observed that, in the univariate case, small perturbations of the coercive

polynomial f ∈ R[x] by suitable univariate polynomials g ∈ R[x] preserve the coercivity

property. In fact, considering a coercive polynomial f ∈ R[x] on R, all perturbations of

f to f +g with polynomials g ∈ R[x] of degree not exceeding that of f , and with leading

coefficient sufficiently close to zero, result in the coercivity of the univariate polynomial

f + g on R. On the other hand, it is straightforward to see that small perturbations

of a univariate coercive polynomial f to f + g by polynomials g with degree exceeding

that of f do not necessarily preserve the coercivity of f + g on R and, thus, the number

deg(f) can also be viewed as a measure expressing how stable the coercivity of f on R
is. We call this number the degree of stable coercivity of f .

Hence, in the univariate case, the order of coercivity of a coercive polynomial f ∈
R[x] coincides with its degree of stable coercivity and both are equal to the number

deg(f). The natural question arising in this context is whether the identity of these two

numbers, after being properly defined in the multivariate setting, is also true for general

multivariate coercive polynomials f ∈ R[x] and, if so, whether again these two numbers

coincide with deg(f).

In Chapter 3, we will answer the first question affirmatively for a broad class of multi-

variate coercive polynomials, whereas we will provide a dissenting answer to the second

question. More precisely, we will identify a broad class of multivariate coercive poly-

nomials f ∈ R[x], for which the order of coercivity coincides with the degree of stable

coercivity, and we will show that both are equal to a number which we shall call the

degree of convenience of f and which, in general, differs from deg(f). This broad class of

multivariate polynomials coincides with the class of all multivariate polynomials (both

gem regular and irregular) for which our general sufficiency conditions for coercivity from

Chapter 2 hold. It thus extends the results on coercive polynomials and their Newton

polytopes at infinity obtained in Chapter 2. Interestingly, the degree of convenience of

any multivariate polynomial f ∈ R[x] has a nice geometric interpretation with respect to

the Newton polytope at infinity New∞(f) of f . Thus, analyzing the Newton polytope at

infinity New∞(f) of a polynomial f ∈ R[x] enables one to explicitly determine the degree

of convenience of f and, by the above considerations, also to directly compute the order

of coercivity, or the degree of stable coercivity for a broad class of coercive polynomials.

Finally, as applications of these results, we show that the gradient maps corresponding

to a broad class of polynomials are always surjective, we establish Hölder type error

bounds for such polynomials, and we link our results to the existence of solutions in the

calculus of variations.
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Chapter 4, which is based on the article [6], is motivated by an old and still interesting

question of how to verify or disprove whether a given differentiable map F : Rn → Rn

is globally invertible with a differentiable inverse F−1 : Rn → Rn. In the present

work, we shall call such maps global diffeomorphisms of Rn onto itself. The first well-

known characterization of this global diffeomorphism property dates back to the work

of Hadamard [33–35] and states that it is equivalent to the determinant det JF of the

Jacobian matrix JF of F vanishing nowhere on Rn, and to F being proper (cf. Th. 4.1

below). Here, F is called proper if preimages of compact sets under F always are

compact.

In the case of complex polynomial maps F : Cn → Cn, the characterization of their

global invertibility property directly refers to the celebrated Jacobian Conjecture from

algebraic geometry, first formulated in [44] and asserting that if det JF is a nonzero

constant function then F possesses a global polynomial inverse F−1 : Cn → Cn. There

exists a vast number of partial results on this conjecture where different approaches are

used (see, e.g. [9, 10, 62, 71, 86, 89]). For more details on this open problem we refer to

the survey papers [22, 82, 83, 88].

Following [52], in the setting of real polynomial maps F : Rn → Rn, the injectivity of F

implies its surjectivity [10], and the global inverse F−1 of F is a polynomial if and only

if det JF is a nonzero constant function [9]. If merely the existence, but not necessarily

the polynomiality of the inverse map F−1 is sought for, one may conjecture that det JF

vanishing nowhere on Rn implies the injectivity of F , and hence, also the existence of

its global inverse F−1 : Rn → Rn. This is the so-called “Real Jacobian Conjecture”. It

was, however, proven to be false by Pinchuk in [68], where a counterexample of a non-

injective polynomial map F : R2 → R2 is constructed with detJF vanishing nowhere

on R2.

Since, by Hadamard’s above-mentioned theorem, the non-vanishing property of det JF

actually is necessary for the global diffeomorphism property of F , it is thus an interesting

question which additional conditions imposed on F , general enough, can assure that F

is a global diffeomorphism of Rn onto itself. Answering this question, which is also posed

by Bivià-Ausina in [11] and which is of significant importance in [15] as well, is the main

motivation for Chapter 4.

From Hadamard’s theorem it is clear that such additional conditions must be related to

the properness of F . Since the latter properness may be characterized by the coercivity

of the sum of squares polynomial ‖F‖22 as indicated above, sufficient conditions for the

coercivity of polynomials will be the main tools used in Chapter 4. In fact, it will turn

out that for a broad class of polynomial maps F : Rn → Rn the coercivity of ‖F‖22
follows from detJF being nonzero on Rn, so that at least for this class of polynomial
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maps the Real Jacobian Conjecture turns out to be true. This is the main result of

Chapter 4.

We mention that, after Hadamard’s fundamental contribution, further important results

on the global diffeomorphism property were proved by Levy [53], Banach and Mazur [8],

Caccioppoli [14], Plastock [69] and Rabier [70]. For a brief summary and further details

see, e.g., [20, 30, 70]. It is worth mentioning that in mathematical economics, global

invertibility properties of maps, as an object of interest, was originally highlighted in

[74] and subsequently studied in [16, 25, 61]. The global invertibility of homogeneous

maps, which are not smooth at the origin, is studied in [73].

In Chapter 5 we list some open problems related to our results and Appendix closes the

present work.





Chapter 2

Coercive polynomials and their

Newton polytopes

2.1 Chapter overview

This chapter is based on the article [4] and is structured as follows. In Section 2.2

we derive necessary conditions for coercivity of an arbitrary polynomial f ∈ R[x] which

solely contain information about the geometry of the vertex set V of the Newton polytope

at infinity P and sign conditions on the corresponding polynomial coefficients (Th. 2.8).

Our technique of proof bases on the idea to evaluate f only along certain curves, which

may be traced back at least to [72], see also [2, 64]. In Definition 2.18 we introduce the

broad class of gem regular polynomials and show that the above analysis along curves

cannot yield necessary conditions in addition to those stated in Theorem 2.8 in the gem

regular case. For a special class of gem irregular polynomials, however, Theorem 2.29

states further necessary conditions for coercivity in terms of so-called circuit numbers

(cf. [38]).

Section 2.3 deals with sufficient conditions for coercivity of f in terms of its Newton

polytope at infinity. In Proposition 2.37 we prove that for gem regular polynomials the

necessary conditions from Theorem 2.8 are in fact sufficient for coercivity. This leads

to our main result, the Characterization Theorem 2.39 of coercivity for gem regular

polynomials.

In Section 2.3.2 we formulate two sufficient conditions for coercivity for gem irregular

polynomials (Ths. 2.41 and 2.44) in the spirit of those from the gem regular case and,

again, containing information about the corresponding circuit numbers. Section 2.3.3

presents a simple connection between our sufficient conditions for coercivity and the

9
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Fedoryuk and Malgrange conditions. In fact, in Corollary 2.51 we shall use some ba-

sic parts from the nontrivial results concerning characterization of coercivity of lower

bounded polynomials via the Malgrange and Fedoryuk conditions from [84] to deduce

that our Newton polytope type sufficient conditions for coercivity imply the Fedoryuk

and Malgrange conditions. In Section 2.3.3 we also recall the concept of asymptotic

and generalized critical values and we briefly mention their applications in polynomial

optimization theory.

In Section 2.3.4 we show that, in contrast to our conditions, the sufficient condition for

coercivity from [41, Section 3.2] cannot be verified for many coercive polynomials. For

the explanation of the simple reason we relate the latter condition to the context of

stable coercivity, which we analyze in more detail in Chapter 3. Throughout the whole

Chapter 2, various illustrative examples are provided.

2.2 Necessary conditions for coercivity

2.2.1 Necessary sign conditions

Our derivation of necessary conditions for coercivity of f bases on a similar technique

as presented in [2, 64, 72], that is, on evaluations of f along curves {xy,β(t)| t ∈ R} with

xy,β(t) := (y1e
β1t, . . . , yne

βnt)

and y, β ∈ Rn for t ∈ R. We will often require that at least one entry of β is positive,

that is, with H = {h ∈ R| h ≥ 0} we assume β ∈ B := (−Hn)c, where (−Hn)c denotes

the set Rn \ (−Hn). As the vector β will act as a direction we could also restrict our

attention to the case ‖β‖ = 1 but dispense with this for the ease of exposition. We

abbreviate

I := {1, . . . , n}, Y :=
{
y ∈ Rn

∣∣∣ ∏
i∈I

yi 6= 0
}
,

as well as

Ω := Y ×B.

Lemma 2.1. Any (y, β) ∈ Ω satisfies limt→∞ ‖xy,β(t)‖ = +∞.

Proof. In the case that ‖·‖ coincides with the `∞-norm ‖·‖∞ we obtain for any (y, β) ∈ Ω

lim
t→∞
‖xy,β(t)‖∞ = lim

t→∞
max
i∈I
|yi|eβit = +∞.

The equivalence of any norm ‖ · ‖ with ‖ · ‖∞ thus yields the assertion.
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Next, for f ∈ R[x], (y, β) ∈ Rn×Rn and t ∈ R we define the one-dimensional restriction

of f to the curve given by xy,β,

πf (y, β, t) := f(xy,β(t)) =
∑
α∈A

fα y
α e〈α,β〉t,

where 〈·, ·〉 denotes the standard inner product on Rn, as well as

Ωf := {(y, β) ∈ Rn × Rn| lim
t→∞

πf (y, β, t) = +∞}.

Lemma 2.1 then immediately yields the following result.

Lemma 2.2. The coercivity of f ∈ R[x] on Rn implies Ω ⊆ Ωf .

For any β ∈ Rn let us consider the optimization problem to maximize 〈α, β〉 over the

set A0 := A ∪ {0}, and denote the optimal value and the optimal point set of the latter

problem by

d(β) := max
α∈A0

〈α, β〉

and

A0(β) := {α ∈ A0| 〈α, β〉 = d(β)},

respectively. Note that d(β) ≥ 0 holds for all β ∈ Rn due to 0 ∈ A0 and that, as the all

ones vector 11 ∈ Rn satisfies 〈α, 11〉 = |α|, we may write deg(f) = d(11).

For f ∈ R[x] and β ∈ Rn we define the auxiliary polynomial

fβ(x) :=
∑

α∈A0(β)

fα x
α

for x ∈ Rn.

Proposition 2.3. The inclusion Ω ⊆ Ωf implies the following assertions:

a) For all β ∈ B we have d(β) > 0.

b) For all β ∈ B the polynomial fβ is positive semi-definite on Rn.

Proof. For the proof of part a) assume that d(β) ≤ 0 holds for some β ∈ B. Then all

α ∈ A satisfy 〈α, β〉 ≤ d(β) ≤ 0 so that

πf (11, β, t) =
∑
α∈A

fα e
〈α,β〉t

is, as a function of t, bounded for t → ∞. On the other hand, we have (11, β) ∈ Ω, so

that the assumption Ω ⊆ Ωf implies limt→∞ πf (11, β, t) = +∞, a contradiction.
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For the proof of part b) choose any (y, β) ∈ Ω. Since part a) implies 0 6∈ A0(β), the

leading term of πf (y, β, ·) may be written as

∑
α∈A0(β)

fα y
α ed(β)t = ed(β)tfβ(y).

As the assumption Ω ⊆ Ωf yields limt→∞ πf (y, β, t) = +∞, this leading term cannot

tend to −∞ for t → +∞. However, in view of part a), the latter would happen in the

case fβ(y) < 0, so that fβ(y) ≥ 0 has to hold for all y ∈ Y . As the topological closure

of Y is Rn, the continuity of fβ yields the assertion.

2.2.2 Necessary conditions on the vertices of the Newton polytope

In the next step we will relate the assertions of Proposition 2.3 with statements about

the Newton polytope at infinity P = New∞(f) = convA0. In fact, let

V0 := vertP

denote the vertex set of P . Note that, due to 0 ∈ P ⊆ Hn, V0 contains the origin, and

that we have V0 ⊆ A0 by, for example, [90, Prop. 2.2(ii)]. In the following we shall call

V := V0 \ {0}

the vertex set of P at infinity. Our previous arguments imply the inclusion V ⊆ A.

With respect to the following lemma note that the above arguments entail that the

element ᾱ = 0 of V0 coincides with the singleton set A0(−11), where −11 is not an

element of B.

Lemma 2.4. For all ᾱ ∈ V the following assertions hold:

a) There exists some β ∈ B with A0(β) = {ᾱ}.

b) In the case Ω ⊆ Ωf we have fᾱ > 0 and ᾱ ∈ 2Nn0 .

Proof. Let ᾱ ∈ V . Then, due to A0 ⊆ P , in particular the system

∑
α∈A0\{ᾱ}

λα

(
α

1

)
=

(
ᾱ

1

)
, λα ≥ 0 for all α ∈ A0 \ {ᾱ}



Chapter 2. Coercive polynomials and their Newton polytopes 13

is inconsistent. By the Farkas lemma, the latter is equivalent to the existence of some

β ∈ Rn and γ ∈ R with

〈ᾱ, β〉+ γ > 0, 〈α, β〉+ γ ≤ 0, α ∈ A0 \ {ᾱ}. (2.1)

Due to 0 ∈ A0 and ᾱ 6= 0 we have 0 ∈ A0 \ {ᾱ} and conclude

〈ᾱ, β〉 > −γ ≥ 0

from (2.1). For β ∈ −Hn this would contradict ᾱ ∈ Hn, so that β must be an element

of (−Hn)c = B. Moreover, (2.1) implies

〈ᾱ, β〉 > 〈α, β〉, α ∈ A0 \ {ᾱ}

so that d(β) = 〈ᾱ, β〉 and A0(β) = {ᾱ} hold, that is, the assertion of part a).

To see part b), first use part a) to choose some β ∈ B with A0(β) = {ᾱ}. Proposi-

tion 2.3b) then implies fᾱ x
ᾱ ≥ 0 for all x ∈ Rn. The choice x := 11 and fᾱ 6= 0 yield

the first assertion of part b). Moreover, for any i ∈ I the choice x := 11 − 2ei leads to

fᾱ(−1)ᾱi ≥ 0, so that fᾱ > 0 implies ᾱi ∈ 2N0 and, thus, the second assertion of part b).

In the next lemma, coneA denotes the convex cone generated by A.

Lemma 2.5. The inclusion Ω ⊆ Ωf implies the following assertions:

a) The set coneA contains all unit vectors ei, i ∈ I.

b) For all i ∈ I the set V contains a vector of the form 2kiei with ki ∈ N.

Proof. To see the assertion of part a), let i ∈ I and choose some β ∈ Rn with 〈ei, β〉 > 0.

Then we have β ∈ (−Hn)c = B. By Proposition 2.3a) the value d(β) thus is positive or,

in other words, the system

〈ei, β〉 > 0, 〈α, β〉 ≤ 0, α ∈ A

is inconsistent. By the Farkas lemma, the latter is equivalent to ei ∈ coneA.

For the proof of part b), given any i ∈ I we rewrite the fact ei ∈ coneA from part a)

as the existence of K ⊆ A and λα > 0, α ∈ K, with ei =
∑

α∈K λα α. In particular, for

any j ∈ I \ {i} we have

0 =
∑
α∈K

λα αj .
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Due to αj ≥ 0 for all α ∈ K this is only possible for αj = 0, that is, all elements of

K must have the form α = kiei with some ki ∈ N and, in particular, there exists some

element α ∈ A of this form.

Next, let k?i := max{ki ∈ N| kiei ∈ A} and αi := k?i ei. We will proceed to show αi ∈ V .

Note that αi ∈ P \ {0} is clear from A ⊆ P and k?i ∈ N.

Assume that αi is not a vertex of P . Then there exist L ⊆ A0 \ {αi} and λα > 0, α ∈ L,

with
∑

α∈L λα α = αi and
∑

α∈L λα = 1. With the same reasoning as above, all elements

of L must have the form α = kiei with some ki ∈ N0. In view of αi 6∈ L, this implies

k?i = αii =
∑
α∈L

λα αi =
∑
α∈L

λα ki <
∑
α∈L

λα k
?
i = k?i ,

a contradiction. Hence, we arrive at k?i ei ∈ V0 \ {0} = V . Lemma 2.4b) finally entails

that k?i necessarily must be even.

Remark 2.6. Using A ⊆ Hn, it is not hard to see that the assertion of Lemma 2.5a) is

equivalent to the statement coneA = Hn.

For later reference we observe that not only the condition Ω ⊆ Ωf (cf. Prop. 2.3a) ) but

still its necessary condition from Lemma 2.5b) implies d(β) > 0 for all β ∈ B:

Lemma 2.7. For all i ∈ I let the set V contain a vector of the form 2kiei with ki ∈ N.

Then d(β) > 0 holds for all β ∈ B.

Proof. For any β ∈ B there exists some i ∈ I with βi > 0, so that for the choice

α = 2kiei ∈ A0 we obtain

d(β) = max
a∈A0

〈α, β〉 ≥ 〈2kiei, β〉 = 2kiβi > 0.

The combination of Lemmata 2.2, 2.4b) and 2.5b) yields our main necessary conditions

for coercivity of a polynomial involving the vertex set of P at infinity.

Theorem 2.8. Let f ∈ R[x] be coercive on Rn. Then the following three conditions

hold:

V ⊆ 2Nn0 . (C1)

All α ∈ V satisfy fα > 0. (C2)

For all i ∈ I the set V contains a vector of the form 2kiei with ki ∈ N. (C3)
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Remark 2.9. For later reference we remark that the assumption of a coercive polyno-

mial f in Theorem 2.8 may be replaced by the assumption Ω ⊆ Ωf .

Example 2.10. Assume that the function

f(x) = f4,2x
4
1x

2
2 + f3,3x

3
1x

3
2 + f2,3x

2
1x

3
2 + f1,3x1x

3
2 + f0,4x

4
2 + f0,3x

3
2 + f2,0x

2
1

is coercive on R2. In the following we shall use Theorem 2.8 to derive necessary con-

ditions on the coefficients fα, α ∈ A, in f(x) =
∑

α∈A fα x
α with A ⊆ {(4, 2), (3, 3),

(2, 3), (1, 3), (0, 4), (0, 3), (2, 0)} (see Fig. 3.1).

Due to (C1) the point (3, 3) cannot be contained in any choice of A, as it would be a

vertex of P , while (3, 3) 6∈ 2N2
0. Hence, f3,3 has to vanish.

Due to (C3) the point (2, 0) must be contained in any choice of A, and by (C2) we

necessarily have f2,0 > 0.

Due to (C3) also the point (0, 4) must be contained in any choice of A, as the alternative

point (0, 3) would violate the evenness condition of (C3). By (C2) we also have f0,4 > 0.

If the point (4, 2) is not contained in A, neither (2, 3) nor (1, 3) can be elements of A,

since (2, 3) would be a vertex of P while (2, 3) 6∈ 2N2
0 and, for the hence necessary case

(2, 3) 6∈ A the point (1, 3) would be a vertex of P , in contradiction to (C1). In this case

we arrive at {(0, 4), (2, 0) ⊆ A ⊆ {(0, 4), (0, 3), (2, 0)} with f0,4, f2,0 > 0 and f0,3 ∈ R.

If, on the other hand, (4, 2) is contained in A, then it is a vertex of P and we con-

clude f4,2 > 0 from (C2). We arrive at {(4, 2), (0, 4), (2, 0)} ⊆ A ⊆ {(4, 2), (2, 3),

(1, 3), (0, 4), (0, 3), (2, 0)} with f4,2, f0,4, f2,0 > 0 and f2,3, f1,3, f0,3 ∈ R.

α1

α2α2

α1

Figure 2.1: Illustration of Example 2.10. On the left: the exponent (4, 2) is not
contained in A. On the right: the exponent (4, 2) is contained in A. In both pictures
the shaded area corresponds to the Newton polytope at infinity P . The filled circles
stand for the set V , while the shaded circles describe other possible exponents of f
with arbitrary real coefficients. The void circles describe exponents of f with zero

coefficients.
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Example 2.11. By Theorem 2.8 the so-called Motzkin form m(x) = x4
1x

2
2 +x2

1x
4
2 +x6

3−
3x2

1x
2
2x

2
3 is not coercive on R2, since it violates (C3) (while (C1) and (C2) are satisfied).

2.2.3 A nondegeneracy notion for coercive polynomials

As a motivation for our further discussion note that the conditions (C1) and (C2) from

Theorem 2.8 concern vertices of P and that these are, in view of Lemma 2.4a), singleton

sets A0(β) for some β ∈ B. Proposition 2.3b), however, may provide additional necessary

conditions in cases where A0(β) is not a singleton, especially if A0(β) contains some

α ∈ V c := A \ V . In fact, for the special case f(x) = x4
1x

2
2 + x2

1x
3
2 + x1x

3
2 + x4

2 + x3
2 + x2

1

of the function from Example 2.10 we obtain A0((1, 2)) = {(4, 2), (2, 3), (0, 4)} with

(2, 3) ∈ V c. On the other hand, the latter situation is degenerate in the sense that the

elements of A0((1, 2)) are not in general position, where we say that finitely many points

from Rn are in general position if for any k ∈ {2, . . . , n+1} no k of them lie in a common

affine subspace of dimension k − 2.

Remark 2.12. We emphasize that a perturbation analysis under this notion of general

position would not be straightforward, as the points in our application are elements of

Nn0 , rather than Rn.

In the following we shall first identify an appropriate nondegeneracy condition for co-

ercive polynomials (Def. 2.18), then see that we cannot derive necessary conditions in

addition to those from Theorem 2.8 for the nondegenerate case with our techniques

(Lem. 2.25) and, in Section 2.2.4, move on to treat a degenerate case.

To develop the nondegeneracy notion, in the following we shall take a closer look at the

face structure of P and its relation to points in A. Recall that G is a nonempty (closed)

face of P if and only if G = {α ∈ P | 〈α, β〉 = maxα∈P 〈α, β〉} holds for some β ∈ Rn.

Lemma 2.13. For all β ∈ Rn we have maxα∈P 〈α, β〉 = d(β).

Proof. Let β ∈ Rn. From A0 ⊆ P the relation

d(β) = max
α∈A0

〈α, β〉 ≤ max
α∈P
〈α, β〉

is clear. To see the reverse inequality, choose some arbitrary point ᾱ ∈ P . Then there

exist K ⊆ A0 and λα > 0, α ∈ K, with
∑

α∈K λα α = ᾱ and
∑

α∈K λα = 1. This implies

〈ᾱ, β〉 =
∑
α∈K

λα 〈α, β〉 ≤
∑
α∈K

λα d(β) = d(β)

and, thus, maxᾱ∈P 〈ᾱ, β〉 ≤ d(β).



Chapter 2. Coercive polynomials and their Newton polytopes 17

In view of Lemma 2.13, the nonempty faces of P are given by the sets

P (β) := {α ∈ P | 〈α, β〉 = d(β)}

with β ∈ Rn. Since we are primarily interested in vectors β ∈ B, the next result clarifies

which faces of P are singled out by this choice, and how they are related to the sets

A0(β). In fact, let us define

G := {G ⊆ Rn| G 6= ∅ is a face of P with 0 6∈ G}

as well as the gem of f ,

Gem(f) :=
⋃
G∈G

G.

Remark 2.14. The set Gem(f) has widely been used in the literature on Newton

polytopes of polynomials under different names. For example, in [67, 79] it is called

‘Newton boundary at infinity’. Our terminology is motivated by Definition 2.18 below.

Lemma 2.15. Under condition (C3) the following assertions hold:

a) G ∈ G holds if and only if there exists some β ∈ B with G = P (β).

b) AG = A0 ∩ G holds with G ∈ G if and only if there exists some β ∈ B with

AG = A0(β).

Proof. For the proof of part a) choose G ∈ G. As G is a nonempty face of P , we have

G = P (β) with some β ∈ Rn. Assume that this holds with β ∈ −Hn. Then, due to

P ⊆ Hn, all α ∈ P satisfy 〈α, β〉 ≤ 0, and the latter upper bound is attained for 0 ∈ P .

This implies d(β) = 0 and 0 ∈ P (β) = G, a contradiction. Hence, we arrive at G = P (β)

with β ∈ (−Hn)c = B.

To see the reverse inclusion, let P (β) with β ∈ B be given. Then P (β) is a nonempty

face of P , and all α ∈ P (β) satisfy 〈α, β〉 = d(β) > 0 by (C3) and Lemma 2.7. This

excludes that P (β) contains the origin, that is, we have P (β) ∈ G.

The assertion of part b) immediately follows from part a) and the identity A0 ∩P (β) =

A0(β) for any β ∈ B.

In the following let VG denote the vertex set vertG for any of the polytopes G ∈ G.

From, e.g., [90, Prop. 2.3(i)] we know the identity VG = V0 ∩G which, in view of 0 6∈ G,

implies VG = V ∩G. The next result then is an immediate consequence of the relation

V ⊆ A.
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Lemma 2.16. Each G ∈ G satisfies VG ⊆ A ∩G.

Remark 2.17. Lemma 2.16 sheds some additional light on the well-known fact that

the degree deg(f) of f ∈ R[x] must be even if f is coercive on Rn. In fact, recall that

we may write deg(f) = d(11). Due to Theorem 2.8, Lemma 2.15a) and 11 ∈ B, the face

G = P (11) lies in G and, by Lemma 2.16, it satisfies VG ⊆ A∩G = A0(11). Consequently,

A0(11) contains some vertex ᾱ ∈ V , and we arrive at deg(f) = d(11) = 〈ᾱ, 11〉. As all

entries of ᾱ are even by condition (C1) in Theorem 2.8, deg(f) must also be even.

The announced nondegeneracy notion just states equality in the assertion of Lemma 2.16.

Note that V ⊆ A and the definition V c = A \ V entail

A ∩G = (V ∪̇V c) ∩ G = VG ∪̇ (V c ∩G) (2.2)

so that the identity VG = A ∩G is equivalent to V c ∩G = ∅.

Definition 2.18 (Gem degenerate exponent vectors and gem regular polynomials).

a) An exponent vector α ∈ A is called gem degenerate if α ∈ V c ∩G holds for some

G ∈ G. We denote the set of all gem degenerate points α ∈ A by D.

b) The polynomial f ∈ R[x] is called gem regular if the set D is empty, otherwise it

is called gem irregular.

Clearly, gem regularity of f ∈ R[x] is equivalent to V c∩G = ∅ for allG ∈ G. Furthermore,

the definition of D gives rise to a partitioning of V c into D and a set of ‘remaining

exponents’ R := V c \D, so that we may write

A = V ∪̇ D ∪̇ R. (2.3)

Example 2.19. For the polynomial f(x) = x4
1x

2
2 + x1x

3
2 + x4

2 + x3
2 + x2

1 we obtain

V = {(4, 2), (0, 4), (2, 0)}, D = ∅, and R = {(1, 3), (0, 3)}, so that f is gem regular (see

Fig. 4.1). Note that for the face G = P ((−1, 0)) we have (0, 3) ∈ V c ∩ G, but that due

to G 6∈ G this does not mean gem degeneracy of the exponent vector (0, 3).

Example 2.20. The polynomial f(x) = x4
1x

2
2 + x2

1x
3
2 + x1x

3
2 + x4

2 + x3
2 + x2

1 satisfies

V = {(4, 2), (0, 4), (2, 0)}, D = {(2, 3)}, and R = {(1, 3), (0, 3)}, so that f is gem

irregular (see Fig. 4.1).

Example 2.21. The Motzkin form m(x) = x4
1x

2
2+x2

1x
4
2+x6

3−3x2
1x

2
2x

2
3 is a gem irregular

polynomial with V = {(4, 2, 0), (2, 4, 0), (0, 0, 6)}, D = {(2, 2, 2)}, and R = ∅.
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α2α2

α1 α1

Figure 2.2: On the left: illustration of Example 2.19. On the right: illustration of
Example 2.20. In both pictures the shaded area corresponds to the Newton polytope
at infinity P . The filled circles stand for the set V , while the shaded circles describe
the set R corresponding to f . The shaded square in the right picture describes the

(singleton) set D corresponding to f .

To term the condition from Definition 2.18b) a regularity condition is justified by the

fact that it is related to requiring general position of certain elements of A:

Lemma 2.22. If for f ∈ R[x] and each G ∈ G the elements of A ∩ G are in general

position, then f is gem regular.

Proof. For each G ∈ G let the elements of A ∩ G be in general position and assume

that V c ∩ G 6= ∅ holds for some G ∈ G. Then, by Lemma 2.16 and (2.2), we have

|VG| < |A ∩G|. On the other hand, dim(G) + 1 ≤ |VG| holds as G is a polytope, where

dim(G) denotes the dimension of the affine hull aff(G) of G. Hence, A ∩G contains at

least dim(G) + 2 elements, while at the same time A ∩G lies in the subspace aff(G) of

dimension dim(G). This contradicts the assumption that the elements of A ∩ G are in

general position.

Remark 2.23. The polynomial f(x) = x2
1 + x2

2 + x2
3 + x2

1x
2
2 + x2

1x
2
3 + x2

2x
2
3 + x2

1x
2
2x

2
3

shows that gem regularity is strictly weaker than the type of general position assumed

in Lemma 2.22. In fact, New∞(f) is a cube and D is void, while for no facet G ∈ G the

set A ∩G is in general position.

The following characterization of the set D will be crucial in Section 2.3. It states that

D contains exactly the exponent vectors in A which cannot be written as a convex

combination of elements from V0 with the origin entering with a positive weight. The

proof is given below, prepared by the proof of a nonhomogeneous version of Motzkin’s

transposition theorem (Lemma A.1) in Appendix A.1.

Proposition 2.24. Under condition (C3) the following are equivalent:

a) α? ∈ D,
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b) α? ∈ V c, and any choice of coefficients λα, α ∈ V0, with

α? =
∑
α∈V0

λα α,
∑
α∈V0

λα = 1, λα ≥ 0, α ∈ V0,

satisfies λ0 = 0.

Proof. For any α? ∈ Rn, the fact that any choice of coefficients λα, α ∈ V0, with

α? =
∑
α∈V0

λα α,
∑
α∈V0

λα = 1, λα ≥ 0, α ∈ V0,

satisfies λ0 = 0 is equivalent to the inconsistency of the system

∑
α∈V0

λα

(
α

1

)
=

(
α?

1

)
, λα ≥ 0, α ∈ V, λ0 > 0. (2.4)

For the application of Lemma A.1 we define

A :=

(
· · · α · · · 0

· · · 1 · · · 1

)
, B :=


1 0

. . .
...

1 0

 ,

where α runs through the set V0 and where we use the convention that 0 ∈ V0 corresponds

to its last entry, as well as

a :=

(
α?

1

)
, C := cᵀ := (0, . . . , 0, 1).

By Lemma A.1 the inconsistency of (2.4) is equivalent to the consistency of at least one

of the systems

Aᵀρ+Bᵀσ + τc = 0, 〈a, ρ〉 > 0, σ, τ ≥ 0 (2.5)

and

Aᵀρ+Bᵀσ + τc = 0, 〈a, ρ〉 = 0, σ ≥ 0, τ > 0, (2.6)

where we have used that τ is a scalar. Setting ρ = (β, γ) with γ ∈ R yields that the

consistency of (2.5) is equivalent to the consistency of

〈α, β〉 ≤ τ, α ∈ V, 〈α?, β〉 > τ, τ ≥ 0, (2.7)

and that the consistency of (2.6) is equivalent to the consistency of

〈α, β〉 ≤ τ, α ∈ V, 〈α?, β〉 = τ, τ > 0. (2.8)
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Note that in both systems the inequalities corresponding to the choice α = 0 ∈ V0 were

dropped since they are always consistent in view of the nonnegativity of τ .

So far we have shown that part b) of the assertion can be reformulated as α? ∈ V c and

the consistency of at least one of the systems (2.7) and (2.8). Next we shall prove that

for any α? ∈ A0 the system (2.7) must be inconsistent. In fact, as any α? ∈ A0 possesses

some description

α? =
∑
α∈V0

λα α with
∑
α∈V0

λα = 1, λα ≥ 0, α ∈ V0,

the consistency of (2.7) implies the existence of some β ∈ Rn and τ ≥ 0 with

〈α?, β〉 =
∑
α∈V0

λα 〈α, β〉 =
∑
α∈V

λα 〈α, β〉 ≤
∑
α∈V

λα τ ≤ τ
∑
α∈V0

λα = τ. (2.9)

However, the consistency of (2.7) also implies 〈α?, β〉 > τ , a contradiction. Hence, for

any α? ∈ V c ⊆ A0 the inconsistency of (2.4) is equivalent to the consistency of (2.8).

In the next step we will show that the consistency of (2.8) is equivalent to the existence

of some β ∈ B with α? ∈ A0(β). In fact, an analogous argument as in the derivation

of (2.9) from (2.7) shows that the consistency of (2.8) implies the optimality of the

point α? for the maximization of 〈α, β〉 over A0, that is, α? ∈ A0(β) with some β ∈ Rn.

More precisely, α? ≥ 0 and 〈α?, β〉 = τ > 0 yield that the consistency of (2.8) entails

β ∈ (−Hn)c = B. For the reverse implication, note that α? ∈ A0(β) for some β ∈ B
means 〈α, β〉 ≤ 〈α?, β〉 for all α ∈ V and some β ∈ B. Moreover, by (C3) and Lemma 2.7

we have d(β) = 〈α?, β〉 > 0, so that the choice τ := d(β) proves the consistency of (2.8).

Altogether, this shows that part b) can be reformulated as α? ∈ V c and the existence

of some β ∈ B with α? ∈ A0(β). In view of (C3) and Lemma 2.15b), the latter is

equivalent to α? ∈ V c and the existence of some G ∈ G with α? ∈ A ∩ G, that is, to

α? ∈ V c ∩G for some G ∈ G. This is, finally, just the definition for α? to lie in D, that

is, part a) of the assertion. �

The following lemma clarifies in which cases the assertion of Proposition 2.3b) may

contain additional information on necessary conditions for coercivity, given the assertions

of Theorem 2.8.

Lemma 2.25. For f ∈ R[x] the following assertions hold:

a) If the conditions (C1)–(C3) from Theorem 2.8 hold and f is gem regular, then for

all β ∈ B the polynomial fβ is positive semi-definite on Rn.
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b) If Ω ⊆ Ωf holds, then for all G ∈ G with D ∩G 6= ∅ we have

∑
α∈VG

fα x
α ≥ −

∑
α∈D∩G

fα x
α (2.10)

for all x ∈ Rn.

Proof. Let β ∈ B and any x ∈ Rn be given. By (C3) and Lemma 2.15b) there is some

G ∈ G with A0(β) = A ∩G so that

fβ(x) =
∑

α∈A∩G
fα x

α (2.11)

holds. Under the assumption of part a) equations (2.2) and (2.11) yield

fβ(x) =
∑
α∈VG

fα x
α,

so that VG ⊆ V , (C1) and (C2) imply the assertion of part a).

To see the assertion of part b), let G ∈ G with D∩G 6= ∅ be given. By Lemma 2.5b) the

inclusion Ω ⊆ Ωf implies (C3), so that Lemma 2.15b) guarantees the existence of some

β ∈ B with A ∩G = A0(β) and (2.11). Hence, the inclusion Ω ⊆ Ωf , Proposition 2.3b)

and (2.2) imply

0 ≤ fβ(x) =
∑

α∈A∩G
fα x

α =
∑
α∈VG

fα x
α +

∑
α∈D∩G

fα x
α

for all x ∈ Rn. This shows the assertion of part b).

Lemma 2.25a) expresses that Proposition 2.3b) and, thus, the approach used in Section

2.2, cannot provide necessary conditions for coercivity of gem regular polynomials f in

addition to the conditions (C1)–(C3) stated in Theorem 2.8. In particular, although

(C1)–(C3) where derived using only the special case of singleton sets A0(β) (cf., e.g.,

Lem. 2.4), the consideration of β ∈ B with more general sets A0(β) in Proposition 2.3b)

is superfluous.

For gem irregular polynomials f , however, further necessary conditions for coercivity

may be derived from the assertion of Lemma 2.25b). The proof of the according state-

ment directly follows from Lemma 2.2 and Lemma 2.25b).

Proposition 2.26. Let f ∈ R[x] be coercive on Rn. Then for all G ∈ G with D∩G 6= ∅
the inequality ∑

α∈VG

fα x
α ≥ −

∑
α∈D∩G

fα x
α
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holds for all x ∈ Rn.

For the following we observe that, under condition (C3), the unique correspondence

between the sets A0(β), β ∈ B, and A ∩G, G ∈ G, stated in Lemma 2.15, allows us to

interchange the notation fβ with fG so that, for example, equation (2.11) reads

fG(x) =
∑

α∈A∩G
fα x

α.

In [85] the polynomials fG are called quasi-homogeneous components of f .

2.2.4 Necessary conditions in a degenerate case

Lemma 2.2, Proposition 2.3b), Lemma 2.5b), and Lemma 2.15b) obviously allow to state

a multitude of inequalities on the coefficients fα, α ∈ A, of a coercive polynomial, just

by evaluating fβ at special vectors x for all β ∈ B (or, equivalently, for all G ∈ G). For

example, the choice x := 11 yields

∑
α∈A∩G

fα ≥ 0

for all G ∈ G, and the choice x = −11 leads to

∑
α∈A∩G

|{i∈I|αi ∈ 2N0+1}| ∈ 2N0

fα ≥
∑

α∈A∩G
|{i∈I|αi ∈ 2N0+1}| ∈ 2N0+1

fα

for all G ∈ G.

While, in view of Lemma 2.25a), many of these inequalities may not contain any infor-

mation improving the conditions (C1)–(C3) from Theorem 2.8 due to |D ∩ G| = 0, in

the case of G ∈ G with |D ∩G| > 0 Proposition 2.26 provides a systematic way to gain

further relations on the coefficients fα, α ∈ A. Our main result in the present section

will state bounds on these coefficients in the case |D ∩ G| = 1, under the additional

assumption that G is a simplex, that is, the convex hull of affinely independent points.

Note that in [38] the corresponding polynomial fG(x) =
∑

A∩G fα x
α is termed a circuit

polynomial. The following examples illustrate this case.

Example 2.27. Consider the polynomial

f(x) = f4,2x
4
1x

2
2 + f2,3x

2
1x

3
2 + f1,3x1x

3
2 + f0,4x

4
2 + f0,3x

3
2 + f2,0x

2
1
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with f4,2 6= 0, whose coercivity on R2 implies f4,2, f0,4, f2,0 > 0 as well as f2,3, f1,3, f0,3

∈ R, as we saw in Example 2.10. For f2,3 6= 0 the face G = P ((1, 2)) lies in G, is

a simplex, and satisfies |D ∩ G| = |{(2, 3)}| = 1. In particular, the function fG(x) =

f4,2x
4
1x

2
2 + f2,3x

2
1x

3
2 + f0,4x

4
2 is a circuit polynomial.

Example 2.28. The Newton polytope of the Motzkin form m(x) = x4
1x

2
2 + x2

1x
4
2 + x6

3 −
3x2

1x
2
2x

2
3 from Example 2.11 is a simplex and satisfies |D ∩ New(m)| = |{(2, 2, 2)}| = 1.

Thus, m is a circuit polynomial.

Recall that, for any simplex G and α? ∈ G, the coefficients λα, α ∈ VG, with

∑
α∈VG

λα

(
α

1

)
=

(
α?

1

)
, λα ≥ 0, α ∈ VG , (2.12)

are unique. Using the natural convention 00 := 1 in the polynomial setting (to cover the

case of vanishing coefficients λα), we may define the circuit number (cf. [38])

Θ(f, VG, α
?) :=

∏
α∈VG

(
fα
λα

)λα
(2.13)

of α? with respect to fG. Note that the arithmetic-geometric mean inequality imme-

diately yields that for any α? ∈ G the circuit number Θ(f, VG, α
?) bounds the sum of

coefficients
∑

α∈VG fα from below.

The following assertion has a similar structure as [38, Th. 1.1].

Theorem 2.29. Let f ∈ R[x] be coercive on Rn. Then the conditions (C1)–(C3) from

Theorem 2.8 are satisfied, and for any α? ∈ D such that there exists a simplicial face

G ∈ G with α? ∈ G and D ∩G = {α?}, the following assertions hold.

a) We have

fα? ≥ −Θ(f, VG, α
?). (2.14)

b) For α? 6∈ 2Nn0 we also have

fα? ≤ Θ(f, VG, α
?). (2.15)

Proof. First, by Theorem 2.8, the conditions (C1)–(C3) are satisfied. Furthermore,

under the stated assumptions Lemma 2.2 and Proposition 2.26 yield

∑
α∈VG

fα x
α ≥ −fα? xα

?
for all x ∈ Rn. (2.16)
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As a first step, we will rewrite this condition in terms of absolute values of x, where we

put

|x|α :=
∏
i∈I
|xi|αi (2.17)

for any α ∈ Nn0 . Due to conditions (C1) and (C2), in the left hand side of (2.16) we

may replace xα by |x|α for any α ∈ VG. In the right hand side we replace xα
?

by

sign(xα
?
)|xα? | = sign(xα

?
)|x|α? .

In the following we focus on the case

x ∈ X :=
{
x ∈ Rn

∣∣∣ ∏
i∈I

xi 6= 0
}

(see Rem. 2.30 for a discussion of the case x 6∈ X). Then we have |x|α? > 0, so that

(2.16) implies ∑
α∈VG

fα |x|α−α
? ≥ −fα? sign(xα

?
) for all x ∈ X. (2.18)

With the two sets X± := {x ∈ X| sign(xα
?
) = ±1} we arrive at the two separate

conditions

inf
x∈X+

∑
α∈VG

fα |x|α−α
? ≥ −fα? (2.19)

and

inf
x∈X−

∑
α∈VG

fα |x|α−α
? ≥ fα? . (2.20)

Note that X+ is nonempty for any α? ∈ Nn0 , whereas X− is nonempty if and only if

α? 6∈ 2Nn0 . This explains why the assertion of this theorem is split into parts a) and b).

In fact, let X? either denote the set X+ or a nonempty set X−. We will show that

the infimum appearing in conditions (2.19) and (2.20), that is, the infimum vQ of the

problem

Q : min
x∈Rn

∑
α∈VG

fα |x|α−α
?

s.t. x ∈ X?

is bounded above by the infimum vS of the problem

S : min
s∈R|VG|

∑
α∈VG

fα e
sα s.t.

∑
α∈VF

λαsα = 0,

where λα, α ∈ VG, denote the unique coefficients from (2.12) (in fact, both infima even

coincide, see Rem. 2.31). As the objective function of Q is a posynomial, we will borrow

some standard techniques from geometric programming for our further analysis.
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We will use that for any s̄ from the feasible set MS of S the system of equations

〈α− α?, z〉 = s̄α, α ∈ VG , (2.21)

possesses a solution z̄. In fact, as the vectors α ∈ VG are affinely independent as vertices

of a simplex, the vectors

(
α− α?

1

)
, α ∈ VG, are linearly independent, and the system

〈(
α− α?

1

)
,

(
z

ζ

)〉
= s̄α, α ∈ VG ,

possesses a solution (z̄, ζ̄). Moreover, the feasibility of s̄ implies

0 =
∑
α∈VG

λαs̄α =
∑
α∈VG

λα
(
〈α− α?, z̄〉+ ζ̄

)
=

〈∑
α∈VG

λα(α− α?), z̄

〉
+ ζ̄ = ζ̄

so that z̄ solves (2.21).

Next, from any solution z̄ ∈ Rn of (2.21) we can construct an element of X?. In fact,

for X? = X+ the point x defined by x̄i := ez̄i , i ∈ I, lies in X+. On the other hand, if

X? = X− holds with a nonempty set X−, then α? possesses at least one odd entry α?j .

The point x defined by x̄j := −ez̄j and x̄i := ez̄i , i ∈ I \ {j} then lies in X−. Hence, in

any of the two cases we arrive at x̄ ∈ X? which implies

vQ ≤
∑
α∈VG

fα|x̄|α−α
?
.

Furthermore, the latter right hand side satisfies

∑
α∈VG

fα|x̄|α−α
?

=
∑
α∈VG

fα
∏
i∈I

e(αi−α?i )z̄i =
∑
α∈VG

fαe
〈α−α?,z̄〉 =

∑
α∈VG

fαe
s̄α

so that, as s̄ ∈MS was chosen arbitrarily, we arrive at vQ ≤ vS .

Finally, let us explicitly compute vS . Since S is a convex optimization problem with

polyhedral feasible set, the globally minimal points of S coincide with its Karush-Kuhn-

Tucker points. In fact, s is a Karush-Kuhn-Tucker point of S if there exists some µ ∈ R
with

fαe
sα = µλα , α ∈ VG. (2.22)

The feasibility of s and (2.22) entail

1 = e

( ∑
α∈VG

λαsα

)
=

∏
α∈VG

(esα)λα =
∏
α∈VG

(
µ
λα
fα

)λα
= µ

∏
α∈VG

(
λα
fα

)λα
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so that µ as well as (by (2.22)) s are uniquely determined, and s coincides with the

unique minimal point of S. The value vS is the corresponding minimal value of S which,

in view of (2.22), may be written as

∑
α∈VG

fα e
sα =

∑
α∈VG

µλα = µ

and, thus, the infimum of S is

vS = µ =
∏
α∈VG

(
fα
λα

)λα
= Θ(f, VG, α

?). (2.23)

As the infimum of Q is bounded above by vS , the choice X? = X+ in Q and (2.19)

yields part a) of the assertion. Under the additional assumption of part b) the set X−

is nonempty, so that the choice X? = X− in Q together with (2.20) shows the assertion

of part b). �

Remark 2.30. In the above proof of Theorem 2.29, no additional conditions can be

derived from (2.16) in the case x 6∈ X. To see this, let us define the index sets I0(x) =

{i ∈ I|xi = 0} and I0(α?) = {i ∈ I|α?i = 0}. Clearly, the condition x 6∈ X is equivalent

to I0(x) 6= ∅. In the case I0(x) 6⊆ I0(α?) there exists some i ∈ I with xi = 0 and α?i > 0

which implies x
α?i
i = 0 and xα

?
= 0. The condition resulting from (2.16) then contains

no additional information as, in view of conditions (C1) and (C2), it holds anyway. Note

that, in view of I0(x) 6= ∅, this case includes the case I0(α?) = ∅, that is, α? ∈ Nn.

On the other hand, in the case I0(x) ⊆ I0(α?) all i ∈ I0(x) satisfy x
α?i
i = 00 = 1.

Moreover, due to α? ∈ conv VG we necessarily have αi = 0 and, thus, xαii = 00 = 1 for

all α ∈ VG. Removing the variables xi, i ∈ I0(x), and the exponent vector entries αi,

i ∈ I0(x), from condition (2.16) reduces it to a condition in a lower dimensional space

of dimension ñ = n − |I0(x)| with ñ ≥ 1 (as I0(x) = I is impossible due to α? 6= 0).

Since the lower dimensional variables x̃ possess no vanishing entries, the argument from

the proof of Theorem 2.29 for the case x ∈ X could be repeated, but as the resulting

estimate of fα? by the circuit number is independent of the dimension n of the decision

variable of Q, we would not obtain new necessary conditions.

Summarizing, the condition (2.16) is not interesting for the case x 6∈ X.

Remark 2.31. The bounds on fα stated in Theorem 2.29 actually are best possible

in the sense that no better bounds can be derived from conditions (2.19) and (2.20).

This is due to the fact that not only the estimate vQ ≤ vS holds, but even identity. In

fact, the reverse inequality vQ ≥ vS readily follows from the arithmetic-geometric mean
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inequality: for any λα ≥ 0, α ∈ VG, with
∑

α∈VG λα = 1 it yields for any x ∈ Rn

∑
α∈VG

fα |x|α−α
? ≥

∏
α∈VG

(
fα |x|α−α

?

λα

)λα
= |x|

∑
α∈VG

λα(α−α?)
∏
α∈VG

(
fα
λα

)λα

where, again, the convention 00 = 1 is used. If the λα, α ∈ VG, are additionally chosen

such that α? =
∑

α∈VG
λα α, we obtain

∑
α∈VG

fα |x|α−α
? ≥

∏
α∈VG

(
fα
λα

)λα
(2.24)

for all such λ as well as all x ∈ Rn. While these inequalities give rise to the duality

theory of geometric programming, we do not make use of it, as under the assumptions

of Theorem 2.29 there only exists a single vector λ with the required specifications, and

the right hand side in (2.24) may be replaced by the circuit number Θ(f, VG, α
?). By

(2.23) the circuit number coincides with vS , so that the infimum of the left hand side in

(2.24) taken over any set X? ⊆ Rn is bounded below by vS . As vQ is such an infimum,

the relation vQ ≥ vS is shown.

Example 2.32. Consider the polynomial

f(x) = f4,2x
4
1x

2
2 + f2,3x

2
1x

3
2 + f1,3x1x

3
2 + f0,4x

4
2 + f0,3x

3
2 + f2,0x

2
1

with f4,2 6= 0, whose coercivity on R2 implies f4,2, f0,4, f2,0 > 0 as well as f2,3, f1,3, f0,3

∈ R, as we saw in Example 2.10 and, for f2,3 6= 0, the exponent α? = (2, 3) lies in D

and satisfies the assumptions of Theorem 2.29, as we saw in Example 2.27. In fact, we

have VG = {(4, 2), (0, 4)} and λ4,2 = λ0,4 = 1/2. Hence, by Theorem 2.29a) and b) the

coercivity of f implies

−2
√
f4,2 f0,4 ≤ f2,3 ≤ 2

√
f4,2 f0,4 .

Example 2.33. Let us modify the Motzkin form from Example 2.11 such that the re-

sulting polynomial does not violate the condition (C3), for example to m̃(x) = x4
1x

2
2 +

x2
1x

4
2 + x6

3 + m̃2,2,2x
2
1x

2
2x

2
3 + x2

1 + x2
2 + x2

3. For m̃2,2,2 6= 0 the exponent α? = (2, 2, 2)

lies in D and satisfies the assumptions of Theorem 2.29 with the face G = P (11),

as we saw in Example 2.21. In fact, we have VG = {(4, 2, 0), (2, 4, 0), (0, 0, 6)} and

λ4,2,0 = λ2,4,0 = λ0,0,6 = 1/3. By Theorem 2.29a) the coercivity of m̃ hence implies

m̃2,2,2 ≥ −3 which shows that the choice of the coefficient m̃2,2,2 in the original Motzkin

form is, in this sense, a critical one.

Example 2.34. In [41, Ex. 3.2] the coercivity of f(x) = x6
1 + x6

2 + f3,3x
3
1x

3
2 + x4

1 −
x2 + 1 on R2 is shown for the choice f3,3 = −1. The conditions (C1)–(C3) are clearly



Chapter 2. Coercive polynomials and their Newton polytopes 29

satisfied for any choice f3,3 ∈ R. Moreover, the face G = P (11) ∈ G is a simplex with

|D∩G| = |{(3, 3)}| = 1 and, thus, α? = (3, 3) satisfies the assumptions of Theorem 2.29

with VG = {(6, 0), (0, 6)} and λ6,0 = λ0,6 = 1/2. The coercivity of f hence implies

f3,3 ∈ [−2, 2].

Remark 2.35. The assumptions of Theorem 2.29 obviously exclude situations with

|D ∩G| > 1 for G ∈ G. While this makes our analysis incomplete, note that already the

case |D ∩G| > 0 is degenerate in the sense that f then cannot be gem regular, and the

elements of A then cannot be in general position. In this sense, cases with |D ∩G| > 1

are even more degenerate.

Remark 2.36. The assumptions of Theorem 2.29 also exclude cases in which no face

G ∈ G with α? ∈ G is a simplex. While such situations may be covered by our notion of

gem regularity, they still are degenerate in the more restrictive sense that the vertices

of each such G then cannot be in general position.

We believe, however, that it should be possible to generalize the assertion of Theo-

rem 2.29 to non-simplicial faces of P by replacing the complete vertex set VG of a face G

corresponding to α? ∈ D by any affinely independent subset V ? ⊆ VG with α? ∈ conv V ?,

and by using the according circuit number Θ(f, V ?, α?) in the estimates for fα? . Note

that at least one such set V ? exists by Carathéodory’s theorem, but as there may be

several possible choices for V ?, we would obtain several necessary inclusions for the co-

efficient fα? by the technique from Theorem 2.29, and the tightest inclusions would form

the necessary conditions. Unfortunately, we do not see how such results may be inferred

from Proposition 2.26, as its assertion only covers complete sets A∩G. Hence, we expect

that these results cannot directly be deduced from our approach taken in Section 2.2,

that is, the analysis along curves.

2.3 Sufficient conditions for coercivity

We start by treating sufficient coercivity conditions for gem regular polynomials in Sec-

tion 2.3.1 which actually lead to a coercivity characterization, before we move on to the

degenerate case in Section 2.3.2.

2.3.1 A characterization of coercivity for gem regular polynomials

Proposition 2.37. Let f be a gem regular polynomial satisfying the conditions (C1)–

(C3) from Theorem 2.8. Then f is coercive on Rn.
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Proof. Let (xk)k∈N be any sequence in Rn with limk→∞ ‖xk‖ = +∞. We have to show

limk→∞ f(xk) = +∞.

With the definition fW (x) =
∑

α∈W fα x
α for W ⊆ A and (2.3) we have f = fV +fR, as

D is void by the assumption of gem regularity. The conditions (C1)–(C3) immediately

imply the coercivity of fV on Rn, so that limk→∞ f
V (xk) = +∞ holds. In particular,

we have fV (xk) > 0 for almost all k ∈ N.

The proof will be complete if we can show the existence of some ε > 0 with

fR(xk) ≥ (ε− 1)fV (xk) for almost all k ∈ N, (2.25)

as this implies

f(xk) = fV (xk) + fR(xk) ≥ ε fV (xk) for almost all k ∈ N

and, thus, limk→∞ f(xk) = +∞.

In fact, by Proposition 2.24 for any α? ∈ R there exist coefficients λα, α ∈ V0, with

α? =
∑
α∈V0

λα α,
∑
α∈V0

λα = 1, λα ≥ 0, α ∈ V, λ0 > 0.

Hence, using (C1), the convention 00 = 1 as well as (2.17) we may write

fα? (xk)α
? ≥ −|fα? | |xk|α

?
= −|fα? | |xk|

∑
α∈V0

λα α

= −|fα? | |xk|0
∏
α∈V

((xk)α)λα

≥ −|fα? |
∏
α∈V

(
max
α∈V

(xk)α
)λα

= −|fα? |
(

max
α∈V

(xk)α
)1−λ0

.

In the following we denote, for k ∈ N, by α(k) some α ∈ V with (xk)α(k) = maxα∈V (xk)α.

(C1) and (C2) imply

fV (xk) =
∑
α∈V

fα (xk)α ≥ fα(k) (xk)α(k) ≥
(

min
α∈V

fα

)
(xk)α(k),

so that, again by (C2),

fα? (xk)α
? ≥ −|fα? |

(
(xk)α(k)

)1−λ0

≥ −
(

min
α∈V

fα

)−1

|fα? |
(

(xk)α(k)
)−λ0

fV (xk). (2.26)
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Next we shall show limk→∞(xk)α(k) = +∞. On the contrary, assume that some subse-

quence
(
(xk`)α(k`)

)
`∈N is bounded above by some M ∈ R. Then the definition of α(k`)

yields

fV (xk`) =
∑
α∈V

fα (xk`)α ≤
∑
α∈V

fα (xk`)α(k`) ≤ M
∑
α∈V

fα

for all ` ∈ N. On the other hand, as a subsequence of (xk)k∈N the sequence (xk`)`∈N

satisfies lim`→∞ ‖xk`‖ = +∞, so that the coercivity of fV implies lim`→∞ fV (xk`) =

+∞, a contradiction.

The positivity of λ0, thus, implies

lim
k→∞

(
(xk)α(k)

)−λ0
= 0

and we arrive at limk→∞ γk(α
?) = 0 for the term

γk(α
?) :=

(
min
α∈V

fα

)−1(
|fα? |

(
(xk)α(k)

)−λ0)
from (2.26). This implies

−
∑
α?∈R

γk(α
?) ≥ −1

2

for almost all k ∈ N, so that summing up the inequalities (2.26) over all α? ∈ R yields

fR(xk) ≥

(
−
∑
α?∈R

γk(α
?)

)
fV (xk) (2.27)

≥ −1
2 f

V (xk)

for almost all k ∈ N, and (2.25) holds with ε := 1
2 .

Example 2.38. For the six-hump camel back function f(x) = x2
1(4 − 21

10x
2
1 + 1

3x
4
1) +

x1x2 +x2
2(−4+4x2

2), direct inspection reveals that D(f) = ∅, and hence, f is gem regular

(see Example 1.1 with the corresponding illustration below). Further, since V (f) =

{(6, 0), (0, 4)} with f(6,0) = 1
3 > 0 and f(0,4) = 4 > 0 holds, f fulfills the conditions

(C1)–(C3), and thus, by latter Proposition 2.37, f is coercive on R2.

Theorem 2.39 (Characterizations of Coercivity).

For any gem regular polynomial f ∈ R[x] the following three assertions are equivalent:

a) f is coercive on Rn.

b) Ω ⊆ Ωf holds.

c) The conditions (C1)–(C3) from Theorem 2.8 hold.
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Figure 2.3: Illustration of Example 2.38. On the left: function f over the box [−2, 2]×
[−1, 1]. On the right: function f over the box [−3, 3]× [−1, 1], whose form confirms its

coercivity.

Proof. Lemma 2.2 states that assertion a) implies b), in view of Remark 2.9 assertion b)

implies c), and by Proposition 2.37 assertion c) implies a).

Remark 2.40. While the equivalence of assertions a) and c) in Theorem 2.39 definitely

is the important one from the application point of view, we emphasize that the equiv-

alence of assertions a) and b) also is interesting in the following sense: it shows that

the analysis of polynomials merely along certain curves is sufficiently strong to yield a

characterization of an important property of polynomials, at least in the gem regular

case.

More explicitly, the employed analysis along curves is not strong enough to yield nec-

essary conditions on gem irregular coercive polynomials, where lower order monomials

corresponding to the ‘remaining exponents’ set R may control the coercivity property

(see Ex. 2.47 below). Note, however, that this analysis along curves is not used in the

proof of the above sufficient condition, but that it is the estimate (2.25) which allows to

ignore these lower order monomials in the gem regular case.

2.3.2 Sufficient conditions in the degenerate case

By Carathéodory’s theorem, for any degenerate multiplier α? ∈ D there exists a set of

affinely independent points V ? ⊆ V with α? ∈ conv V ?. In the case that a simplicial

face G ⊆ G contains α?, the set V ? can be chosen as the vertex set VG of G. For

non-simplicial faces G, however, there may exist several possibilities to choose V ? ⊆ VG.

For any set of affinely independent points V ? with α? ∈ conv V ?, the solution λ of

∑
α∈V ?

λα

(
α

1

)
=

(
α?

1

)
, λα ≥ 0, α ∈ V ? (2.28)
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is unique, and again we may consider the circuit number

Θ(f, V ?, α?) =
∏
α∈V ?

(
fα
λα

)λα
.

If, in addition, V ? is chosen minimally in the sense that the presence of all points in V ?

is necessary for α? ∈ conv V ? to hold, then we also have λα > 0 for all α ∈ V ?.

While we were not able to use this approach in the derivation of necessary conditions in

the degenerate case (cf. Rem. 2.36), it will be fruitful for the following.

Theorem 2.41. Let f ∈ R[x] be a polynomial satisfying the conditions (C1)–(C3) from

Theorem 2.8. Furthermore for each α? ∈ D let V ? ⊆ V denote a minimal affinely

independent set with α? ∈ conv V ?, let w(α?) > 0, α? ∈ D, denote weights with∑
α?∈D w(α?) ≤ 1, and let

fα? > −w(α?) Θ(f, V ?, α?) if α? ∈ 2Nn0

and

|fα? | < w(α?) Θ(f, V ?, α?) else.

Then f is coercive on Rn.

Proof. As in the proof of Proposition 2.37, let (xk)k∈N be any sequence in Rn with

limk→∞ x
k = +∞. In view of (2.3) we have f = fV + fD + fR, where the conditions

(C1)–(C3) imply limk→∞ f
V (xk) = +∞ and, thus, fV (xk) > 0 for almost all k ∈ N.

The proof will be complete if we can show the existence of some ε > 0 with

fD(xk) + fR(xk) ≥ (ε− 1)fV (xk) for almost all k ∈ N, (2.29)

as this implies

f(xk) = fV (xk) + fD(xk) + fR(xk) ≥ ε fV (xk) for almost all k ∈ N

and, thus, limk→∞ f(xk) = +∞.

In fact, the proof is based upon the estimate

fV
?
(xk) ≥ Θ(f, V ?, α?) |xk|α? (2.30)

for any k ∈ N and α? ∈ D, where Θ(f, V ?, α?) is defined via the unique multipliers λα,

α ∈ V ?, from (2.28).
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To see (2.30), we distinguish similar cases as in Remark 2.30 and define the index sets

I0(xk) := {i ∈ I|xki = 0} and I0(α?) = {i ∈ I|α?i = 0}.

In the case I0(xk) 6⊆ I0(α?) there exists some i ∈ I with xki = 0 and α?i 6= 0, so

that (xki )
α?i = 0 and, thus, |xk|α? = 0 holds. The relation (2.30) then collapses to the

nonnegativity of fV
?
(xk) which clearly holds in view of (C1) and (C2).

To study the second case, I0(xk) ⊆ I0(α?), let us first discuss its special subcase I0(xk) =

∅. Then we have |xk|α > 0 for any α ∈ V ?, so that the arithmetic-geometric mean

inequality, together with (C1) and (C2), yields

fV
?
(xk) =

∑
α∈V ?

fα (xk)α =
∑
α∈V ?

fα |xk|α ≥
∏
α∈V ?

(
fα |xk|α

λα

)λα
=

∏
α∈V ?

(
fα
λα

)λα ∏
α∈V ?

(
|xk|α

)λα
= Θ(f, V ?, α?) |xk|α? ,

that is, (2.30). Finally, for ∅ 6= I0(xk) ⊆ I0(α?) each i ∈ I0(xk) satisfies (xki )
α?i = 00 = 1

and, thus, |xk|α? =
∏
i∈I\I0(xk) |xki |α

?
i . Moreover, for each i ∈ I0(α?) we find

0 = α?i =
∑
α∈V ?

λα αi ,

so that the positivity of all λα, α ∈ V ?, implies αi = 0 for all α ∈ V ?. Hence, for

any α ∈ V ? and i ∈ I0(xk) ⊆ I0(α?) we also have (xki )
αi = 00 = 1 and, thus, |xk|α =∏

i∈I\I0(xk) |xki |αi , so that we may write

fV
?
(xk) =

∑
α∈V ?

fα?
∏

i∈I\I0(xk)

|xki |αi .

Since |xki | > 0 holds for all i ∈ I \ I0(xk), we may apply the arithmetic-geometric mean

inequality to this term, as above in the case I0(xk) = ∅, and arrive at

fV
?
(xk) ≥ Θ(f, V ?, α?)

∏
i∈I\I0(xk)

|xki |α
?
i = Θ(f, V ?, α?) |xk|α? .

Hence, we have shown the estimate (2.30) in any case.

In view of

fα? (xk)α
?

= fα? |xk|α
?

for α? ∈ 2Nn0
≥ −|fα? | |xk|α

?
else,
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under the assumptions of the theorem there exists some δ(α?) > 0 with

fα? (xk)α
? ≥ (δ(α?)− w(α?) Θ(f, V ?, α?)) |xk|α?

=
(
δ(α?)Θ−1(f, V ?, α?)− w(α?)

)
Θ(f, V ?, α?) |xk|α?

≥
(
δ(α?)Θ−1(f, V ?, α?)− w(α?)

)
fV

?
(xk) (2.31)

≥
(
δ(α?)Θ−1(f, V ?, α?)− w(α?)

)
fV (xk), (2.32)

where (2.31) holds due to (2.30) for a sufficiently small choice of δ(α?), and (2.32) due

to (C1) and (C2).

Thus, with the notation from the proof of Proposition 2.37 for α? ∈ R and (2.27), we

arrive at

fD(xk) + fR(xk)

≥

(∑
α?∈D

(
δ(α?)Θ−1(f, V ?, α?)− w(α?)

)
−
∑
α?∈R

γk(α
?)

)
fV (xk)

≥

(∑
α?∈D

δ(α?)Θ−1(f, V ?, α?)−
∑
α?∈R

γk(α
?)− 1

)
fV (xk)

and, due to

lim
k→∞

∑
α?∈R

γk(α
?) = 0,

may choose

ε :=
1

2

∑
α?∈D

δ(α?)Θ−1(f, V ?, α?)

in (2.29).

Remark 2.42. We emphasize that, in contrast to our necessary condition for the de-

generate case from Theorem 2.29, the sufficient condition from Theorem 2.41 holds for

general polynomials f ∈ R[x], and does not make any assumptions on the structure of

faces related to degenerate exponent vectors.

Remark 2.43. For the special case of a gem irregular polynomial f ∈ R[x] with a

singleton set D = {α?} such that the minimal face G ∈ G with α? ∈ G is simplicial,

the gap between the necessary condition from Theorem 2.29 and the sufficient condition

from Theorem 2.41 reduces to the strictness of an inequality: the necessary condition

states that (C1)–(C3) as well as

fα? ≥ −Θ(f, VG, α
?) if α? ∈ 2Nn0
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and

|fα? | ≤ Θ(f, VG, α
?) else

hold, and the sufficient condition just replaces the nonstrict by strict inequalities in

either case. Note that the choice V ? = VG is mandatory for a minimal simplicial face G.

Other than in the special degenerate case from Remark 2.43, the gap between necessary

and sufficient conditions is significantly larger, so that we expect that the necessary

(cf. also Rem. 2.36) as well as the sufficient condition can be improved further. In

fact, already for the case D = {(α?)1, (α?)2} such that the minimal faces Gi ∈ G with

(α?)i ∈ Gi are simplicial and not identical, the need to choose weights w((α?)1) and

w((α?)2) in Theorem 2.41 leads to a larger discrepancy to the necessary conditions from

Theorem 2.29 than just the strictness of inequalities.

In the following we will show how Theorem 2.41 can be modified to improve the sufficient

conditions in this respect. The price to pay is, unfortunately, that we need to require

an extra condition on the polynomial f ∈ R[x] (cf. Rem. 2.42). For the statement of

this condition, for any α? ∈ D choose a minimal affinely independent set V ?(α?) ⊆ V

with α? ∈ conv V ?(α?) and define the set V := {V ?(α?)|α? ∈ D}. In particular, if two

exponent vectors (α?)1 and (α?)2 satisfy V ?((α?)1) = V ?((α?)2), then this set is only

listed once in V. We will need to require that the sets in V can be chosen to be mutually

disjoint.

Theorem 2.44. Let f ∈ R[x] be a polynomial satisfying the conditions (C1)–(C3) from

Theorem 2.8. Furthermore for each α? ∈ D let V ?(α?) ⊆ V denote a minimal affinely

independent set with α? ∈ conv V ?(α?) such that the sets in V = {V ?(α?)|α? ∈ D} are

mutually disjoint, let w(α?) > 0, α? ∈ D, denote weights with
∑

α?∈D∩ conv V ? w(α?) ≤ 1

for each V ? ∈ V, and let

fα? > −w(α?) Θ(f, V ?, α?) if α? ∈ 2Nn0

and

|fα? | < w(α?) Θ(f, V ?, α?) else.

Then f is coercive on Rn.

Proof. This proof is identical to the proof of Theorem 2.41 until the estimate (2.31),

from which we do not deduce the coarser estimate (2.32), but proceed as follows. To

bound fD(xk) from below, first we group the sum over all α? ∈ D which share the same
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set V ? ∈ V and write

fD(xk) =
∑
V ?∈V

∑
α?∈D∩ conv V ?

fα?(x
k)α

?
.

For any V ? ∈ V the inner sum satisfies

∑
α?∈D∩ conv V ?

fα?(x
k)α

? ≥
∑

α?∈D∩ conv V ?

( (
δ(α?)Θ−1(f, V ?, α?)− w(α?)

)
fV

?
(xk)

)
≥

( ∑
α?∈D∩ conv V ?

δ(α?)Θ−1(f, V ?, α?)− 1

)
fV

?
(xk)

≥ min
V ?∈V

( ∑
α?∈D∩ conv V ?

δ(α?)Θ−1(f, V ?, α?)− 1

)
fV

?
(xk).

As the sets V ? ∈ V are mutually disjoint, for sufficiently small choices of δ(α?), α? ∈ D,

the conditions (C1) and (C2) imply

fD(xk) =
∑
V ?∈V

∑
α?∈D∩ conv V ?

fα?(x
k)α

?

≥ min
V ?∈V

( ∑
α?∈D∩ conv V ?

δ(α?)Θ−1(f, V ?, α?)− 1

) ∑
V ?∈V

fV
?
(xk)

≥

(
min
V ?∈V

∑
α?∈D∩ conv V ?

δ(α?)Θ−1(f, V ?, α?)− 1

)
fV (xk).

From here, the proof may be continued as the proof of Theorem 2.41, with the choice

ε :=
1

2
min
V ?∈V

∑
α?∈D∩ conv V ?

δ(α?)Θ−1(f, V ?, α?).

As an application of Theorem 2.44 recall the above mentioned situationD = {(α?)1, (α?)2}
such that the minimal faces Gi ∈ G with (α?)i ∈ Gi are simplicial and not identical. If,

in addition, G1 and G2 are actually disjoint, then Theorem 2.44 may be applied, and

the resulting sufficient conditions for coercivity differ from the necessary conditions of

Theorem 2.29 again just by the strictness of inequalities.

Example 2.45. Examples 2.32, 2.33, and 2.34 all satisfy the special condition discussed

in Remark 2.43. In particular, the coercivity of the polynomial f(x) = x6
1+x6

2+f3,3x
3
1x

3
2+

x4
1 − x2 + 1 on R2 may not only be guaranteed for f3,3 = −1, as stated in [41], but by

Theorem 2.41 even for any f3,3 ∈ (−2, 2).

Example 2.46. Minimal examples for polynomials satisfying the special condition from

Remark 2.43, but being critical in the sense that only the necessary conditions from
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Theorem 2.29 hold, but not the sufficient ones from Theorem 2.41, are f±(x) = x2
1 ±

2x1x2 + x2
2. Direct inspection immediately reveals that neither f+ nor f− are coercive.

Example 2.47. A further effect is illustrated if the situation from Example 2.46 occurs

for higher order terms, as in the polynomial f(x) = x4
1−2x2

1x
2
2 +x4

2, which is critical and

non-coercive for similar reasons as the polynomials from Example 2.46. Here, unlike in

the gem regular case, ‘remaining exponents’ in the set R do have an influence on the

coercivity of f since, for example, f(x) + x2
1 + x2

2 is coercive.

Note that Theorem 2.41 presents our most general sufficient conditions for coercivity,

while Theorems 2.39 and 2.44 refine them under more special assumptions. As any

coercive and lower semi-continuous function on Rn attains its infimum, an obvious first

application of Theorem 2.41 is that any polynomial f ∈ R[x] satisfying the assumptions

of Theorem 2.41 attains its infimum v over Rn. In particular, f is then bounded below,

and f − v is positive semi-definite on Rn.

Moreover, as all lower level sets of any coercive function are bounded, a basic semi-

algebraic set

S = {x ∈ Rn| g1(x) = 0, . . . , gl(x) = 0, h1(x) ≥ 0, . . . , hm(x) ≥ 0}

with polynomials g1, . . . , gl, h1 . . . , hm ∈ R[x] is bounded if at least one of the func-

tions gi, i = 1, . . . , l, −gi, i = 1, . . . , l, −hj , j = 1, . . . ,m, satisfies the assumptions of

Theorem 2.41. In particular, the zero set of any polynomial f ∈ R[x] satisfying the

assumptions of Theorem 2.41 is bounded.

A less obvious application is given in the next section.

2.3.3 The Malgrange and Fedoryuk conditions

In the following, using some immediate implications from the results presented in [84], we

will show that the assumptions from Theorem 2.41 imposed on f ∈ R[x] directly imply

that f fulfills the so-called Malgrange and Fedoryuk conditions on Rn. To this end we

use some nontrivial results concerning the characterization of coercivity of polynomials

on closed semi-algebraic sets via the Malgrange or Fedoryuk conditions from [84]. Before

doing so in Corollary 2.51, we shortly recall the definition of the Malgrange and Fedoryuk

conditions and briefly mention the related concepts of asymptotic and generalized critical

values of polynomials, which are also very interesting for theoretical and numerical

aspects of global polynomial optimization theory (see, e.g., [75, 76]).
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Definition 2.48 (Malgrange condition, see [1], [47]). A polynomial f ∈ R[x] satisfies

the Malgrange condition at a value y ∈ R if and only if there exists a constant C > 0

such that the inequality

‖x‖ · ‖∇f(x)‖ ≥ C

holds for all x ∈ Rn with ‖x‖ sufficiently large and f(x) sufficiently close to y.

Definition 2.49 (Fedoryuk condition, see [23], [84]). A polynomial f ∈ R[x] satisfies

the Fedoryuk condition on Rn if there exist positive constants δ and R such that

‖∇f(x)‖ ≥ δ for all x ∈ Rn with ‖x‖ ≥ R.

The Fedoryuk and Malgrange conditions arise in the context of analyzing the bifurcation

sets and generalized critical values of polynomials f : Kn → K with K = C or K = R.

For more details see, e.g., [1, 23, 39, 40, 47, 59, 84].

In the following the definition of asymptotic and generalized critical values of a polyno-

mial f ∈ R[x] on Rn is recalled (see, e.g., [1, 47, 59, 76, 84]). Their connection with the

Malgrange condition is studied in detail in [1].

Definition 2.50 (Asymptotic and generalized critical values). For f ∈ R[x] the set

K∞(f,Rn) := {y ∈ R| ∃ sequence (xk)k∈N ⊆ Rn, ‖xk‖ → ∞ with f(xk)→ y

and (1 + ‖xk‖)‖∇f(xk)‖ → 0}

is called the set of asymptotic critical values of f on Rn and the set

K(f,Rn) := {y ∈ R| ∃ sequence (xk)k∈N ⊆ Rn with f(xk)→ y

and (1 + ‖xk‖)‖∇f(xk)‖ → 0}

is called the set of generalized critical values of f on Rn.

The concept of asymptotic critical values in a general functional analytic setting together

with its far reaching application has been developed by Rabier in his seminal work [71].

In [76] it is already observed that the infimum of a lower bounded polynomial f ∈ R[x]

is contained in the set K(f,Rn). This fact is further used in [75], where an efficient

algorithm for computing the global infimum infx∈Rn f(x) of f ∈ R[x] is developed based

on computing the set K(f,Rn).

Corollary 2.51. Let f ∈ R[x] satisfy the assumptions of Theorem 2.41. Then f also

satisfies the Fedoryuk and Malgrange conditions on Rn.
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Proof. By Theorem 2.41, the polynomial f is coercive and thus infx∈Rn f(x) > −∞
holds. By setting S := Rn in [84, Th. 4.2] the assertion directly follows.

2.3.4 A growth condition

While Example 2.45 shows that, in particular, the sufficient condition for coercivity from

[41] can be improved with respect to possible values of polynomial coefficients, in the

following we will show that our sufficient condition from Theorem 2.41 covers whole

classes of polynomials which cannot be treated at all by the approach from [41].

To see this, we start by repeating the result from [41] explicitly (where the choice of the

norm is, again, irrelevant).

Lemma 2.52 ([41, Lemma 3.1]).

Decompose f ∈ R[x] with deg(f) ∈ 2N into a sum of polynomials, f = f0 + · · ·+ fdeg(f),

where fi is homogeneous of degree i for i = 0, . . . ,deg(f). If the growth condition

∃ δ > 0 ∀x ∈ Rn : fdeg(f)(x) ≥ δ ‖x‖deg(f) (G)

is satisfied, then f is coercive on Rn.

The following example presents a polynomial which is coercive on Rn while violating the

growth condition (G).

Example 2.53. Consider the gem regular polynomial f(x) := x2
1+x2

2+x2
1x

2
2 which clearly

fulfills conditions (C1)–(C3). By our Characterization Theorem 2.39 the polynomial f

is coercive on R2, but this cannot be verified using the sufficiency criterion (G). In fact,

we have deg(f) = 4, f4 = x2
1x

2
2, and choosing the Euclidean norm we obtain for every

positive constant δ

0 = f4(0, 1) < δ‖(0, 1)‖42 = δ.

The sufficiency criterion (G) is, hence, violated although f is coercive. Many different

examples having this property can be constructed easily in the same way. One only has

to find a coercive polynomial f ∈ R[x] (e.g., using Ths. 2.39, 2.41 or 2.44) and a point

x̄ 6= 0 such that fdeg(f)(x̄) = 0.

In the subsequent Chapter 3 we show that, for gem regular polynomials of even degree,

the growth condition (G) actually implies our sufficient conditions (C1)–(C3) for coer-

civity and is then, in view of Example 2.53, strictly stronger than our conditions. In

fact, in Chapter 3 it turns out that, under the above assumptions, the growth condi-

tion (G) characterizes the stronger property of so-called stable coercivity of gem regular
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polynomials. The latter refers to the condition that coercivity prevails under certain

sufficiently small perturbations of the polynomial coefficients. An alternative character-

ization of stable coercivity is possible by conditions (C1)–(C3) and an extra condition

(C4) from Chapter 3, again in terms of the Newton polytope at infinity, so that in the

gem regular case the even degree of the polynomial together with condition (G) may be

characterized by (C1)–(C4).





Chapter 3

Coercive polynomials: Stability,

order of growth, and Newton

polytopes

3.1 Chapter overview

This chapter is based on the article [5] and it is structured as follows. Section 3.2 deals

with the stability concept for coercivity of multivariate polynomials. In particular, for

coercive polynomials f ∈ R[x], the notion of q-stable coercivity and the degree of stable

coercivity s(f) are introduced (see Defs. 3.1 and 3.2). Moreover, we introduce the degree

of convenience c(f) for general multivariate polynomials f ∈ R[x] (see Def. 3.6) and we

show, as the main result of the section, that for a broad class of coercive polynomials

f ∈ R[x] the degree of convenience c(f) of f coincides with the corresponding degree of

stable coercivity s(f) of f (see Ths. 3.14 and 3.17).

In Section 3.3 we focus on those coercive polynomials f ∈ R[x] for which the general

relation s(f) ≤ deg(f) is tight, that is, the case of deg(f)-stably coercive polynomials.

The reason for investigating this special case is that in [41, Sec. 3.2] the authors introduce

a sufficient condition for coercivity on Rn of polynomials f ∈ R[x] (see condition (G) in

Lem. 2.52) which, on one hand, is computationally tractable because it can be verified

by solving a hierarchy of semidefinite programs. On the other hand, as indicated in

Example 2.53 (cf. [4, Ex. 3.16]), this condition is rather strong since many coercive

polynomials violate it. As the reason for this effect we shall show that the condition

actually characterizes the deg(f)-stable coercivity of gem regular polynomials f ∈ R[x]

(see Th. 3.23 below), which is a stronger property than general coercivity on Rn.

43
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Section 3.4 deals with the growth property of coercive polynomials f ∈ R[x] and with

its connection to the stability concept introduced in Section 3.2. In particular, for

coercive polynomials f ∈ R[x] the notion of q-coercivity and the order of coercivity o(f)

is introduced in order to measure how fast they grow on Rn. We will prove that for a

broad class of coercive polynomials f ∈ R[x] on Rn not only the aforementioned identity

s(f) = c(f) holds, but also o(f) = c(f), which leads to the main results of the present

chapter, that is, Theorem 3.32 and 3.37. Moreover, with Theorem 3.35 we sharpen the

Characterization Theorem 2.39, the main result from [4].

In Section 3.5 we discuss some applications of our results on the growth properties of

coercive polynomials in different areas. In particular, in Section 3.5.1, we show that a

broad class of coercive polynomials f ∈ R[x] possesses surjective gradient maps ∇f :

Rn → Rn. In Section 3.5.2 we prove Hölder type error bounds for the inequality f ≤ 0

with f from this broad class of coercive polynomials. In Section 3.5.3 we apply our main

results concerning the growth of coercive polynomials to the problem of existence of

solutions of a broad class of optimization problems arising in the calculus of variations,

which closes the present chapter.

3.2 Stable coercivity

In this section we investigate for which polynomials coercivity is stable under small

perturbations of the polynomial coefficients up to some given degree. The following

definition is inspired by the definition of the stable compactness property of basic semi-

algebraic sets from [60, Sec. 5].

Definition 3.1. A polynomial f ∈ R[x] is called q-stably coercive on Rn for some q ∈ N0

if f is coercive and remains coercive on Rn for all sufficiently small perturbations by

polynomials of degree at most q, that is, if there exists some ε > 0 such that for every

g ∈ R[x] with deg(g) ≤ q and |gα| ≤ ε for all α ∈ A(g), the polynomial f + g is coercive

on Rn.

Definition 3.2 (Degree of stable coercivity). For a coercive polynomial f ∈ R[x] we

call the number

s(f) := max{q ∈ N0| f is q-stably coercive on Rn}

the degree of stable coercivity of f on Rn. A coercive polynomial f ∈ R[x] with degree of

stable coercivity equal to s(f) is called stably coercive on Rn of degree s(f).

Lemma 3.3. If f ∈ R[x] is coercive then the necessary conditions from Theorem 2.29

as well as the inequalities 0 ≤ s(f) ≤ deg(f) hold.
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Proof. The first part of the assertion directly follows by Theorem 2.29. Since for a

coercive polynomial f ∈ R[x] the value of its constant monomial f0 ∈ R is irrelevant

for its coercivity property, it holds that f + c is coercive on Rn for all c ∈ R. Thus,

f is 0-stably coercive on Rn and s(f) ≥ 0 follows. Further, for an arbitrary i ∈ I and

an arbitrary ε > 0, with gε(x) := εx
deg(f)+1
i one clearly obtains deg(gε) = deg(f) + 1,

|gεα| ≤ ε for all α ∈ A(gε) = {(deg(f) + 1)ei}, and (deg(f) + 1)ei ∈ V (f + gε). By

Remark 2.17 it holds deg(f) ∈ 2N, and one obtains (deg(f) + 1)ei /∈ 2Nn0 , which means

that f + gε does not fulfill the condition (C1). Hence, Theorem 2.29 implies that f + gε

is not coercive on Rn. Since ε > 0 can be chosen arbitrarily small, this is a contradiction

to f being (deg(f) + 1)-stably coercive on Rn and, thus, one obtains s(f) ≤ deg(f).

Remark 3.4. Clearly, if f ∈ R[x] is q-stably coercive on Rn for some q ∈ N0, then f is

q̃-stably coercive on Rn for all q̃ ∈ N0 with q̃ < q.

The following example shows that the upper bound for s(f) from Lemma 3.3 is not

necessarily attained given a coercive polynomial f ∈ R[x].

Example 3.5. Consider the gem regular polynomial f(x) = x4
1 + x2

2 + x2
1x

2
2 which, by

Theorem 2.39, is coercive on R2. One has deg(f) = 4, but direct inspection reveals that

s(f) < deg(f) has to hold, as any perturbation of f by gε(x) := −εx4
2 with some ε > 0

results in f + gε not being coercive on R2. In fact, one obtains deg(f)e2 ∈ V (f + gε)

with (f + gε)deg(f)e2 = −ε < 0, and thus, f + gε does not fulfill the necessary condition

for coercivity (C2) from Theorem 2.29 (see Fig.3.1).

α2

α1α1

α2

Figure 3.1: On the left: Illustration of New∞(f) from Example 3.5. On the right:
Illustration of New∞(f + gε) from Example 3.5 for some ε > 0. In both pictures
the shaded area corresponds to the Newton polytope at infinity of the corresponding
function. The filled circles stand for the vertex set at infinity of the Newton polytope
at infinity. In the right picture, the shaded circle stands for the singleton R(f + gε)

whereas the shaded square represents the singleton D(f + gε).

Next we shall relate the degree of stable coercivity of f to a geometric property of the

Newton polytope at infinity of f . For the following terminology note that the condition

(C3) may be seen as a special condition for a polynomial being convenient (see, e.g.,
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[21, 49, 85] for the definition of convenient polynomials). To the best of our knowledge,

the notion of convenient polynomials (from the French “polynôme commode”) for the

first time is introduced in [49], where a deep connection between Milnor numbers and

some geometric properties of Newton polytopes is revealed, whereas in [21] the setting of

convenient polynomials is used for considerations on the existence of optimal solutions

of constrained polynomial optimization problems. In [85] the convenient polynomials

play a role for establishing a relation between Newton polytopes and bounded below

polynomials.

Definition 3.6 (Degree of convenience). For a polynomial f ∈ R[x] we call the number

c(f) := min
i∈I
{max{c ∈ N0| cei ∈ A0(f)}}

the degree of convenience of f .

In the following, let ∆n denote the lattice simplex conv{0, ei, i ∈ I} ⊆ Rn and for any

X ⊆ Rn and d ∈ R we put dX := {dx ∈ Rn| x ∈ X}. Note that the lattice polytope

d∆n is maximal among all Newton polytopes at infinity of polynomials f ∈ R[x] with

deg(f) ≤ d in the sense that the inclusion New∞(f) ⊆ d∆n holds for these f (and that it

is attained as the Newton polytope at infinity of, for example, the polynomial
∑

i∈I x
d
i ).

The next proposition gives an alternative description of the degree of convenience from

Definition 3.6.

Proposition 3.7. For f ∈ R[x] one has

c(f) = max{c ∈ N0| c ·∆n ⊆ New∞(f)}.

Proof. First we show c(f) ≤ max{c ∈ N0| c ·∆n ⊆ New∞(f)}. By Definition 3.6 it holds

c(f) ≤ ci := max{c ∈ N0| cei ∈ A0(f)} for all i ∈ I, (3.1)

and, hence

c(f)∆n = c(f) conv{0, ei, i ∈ I} = conv{0, c(f)ei, i ∈ I}

⊆ conv{0, ciei, i ∈ I} ⊆ convA0(f) = New∞(f),

where the first inclusion follows from the property (3.1), and the second inclusion from

the facts that ciei ∈ A0(f) for all i ∈ I, and 0 ∈ A0(f). This implies

c(f) ≤ max{c ∈ N0| c ·∆n ⊆ New∞(f)}.
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It remains to show c(f) ≥ max{c ∈ N0| c ·∆n ⊆ New∞(f)}. Denoting c? := max{c ∈
N0| c ·∆n ⊆ New∞(f)} one obtains

c?ei ∈ New∞(f) for all i ∈ I.

The latter is only possible if for every i ∈ I there exists c?i ∈ N0 with c?i ≥ c? and

c?i ei ∈ A0(f). This implies

max{c ∈ N0| cei ∈ A0(f)} ≥ c? for every i ∈ I,

which results in

min
i∈I
{max{c ∈ N0| cei ∈ A0(f)}} ≥ c?,

and the assertion follows.

Example 3.8. The geometric interpretation of the degree of convenience in Proposi-

tion 3.7 yields c(f) = 2 for the polynomial f(x) = x4
1 +x2

2 +x2
1x

2
2 from Example 3.5 (see

Fig.4.1).

α2

α1

Figure 3.2: Illustration of New∞(f) together with c(f)∆2 from Example 3.8. The
light shaded area corresponds to the set New∞(f), and the filled circles stand for the

vertex set at infinity V (f). The dark shaded area corresponds to the set c(f)∆2.

Lemma 3.9. If f ∈ R[x] is coercive on Rn, then we have c(f) = 2 mini∈I ki ∈ 2N with

ki, i ∈ I, from (C3).

Proof. By Theorem 2.29, f fulfills the condition (C3), that is, for all i ∈ I the set

V (f) contains a vector of the form 2kiei with ki ∈ N. This implies max{c ∈ N0| cei ∈
A0(f)} = 2ki for all i ∈ I, and with Definition 3.6 one obtains

c(f) = min
i∈I
{max{c ∈ N0| cei ∈ A0(f)}} = 2 min

i∈I
ki ∈ 2N.
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Example 3.10. Due to k1 = 2 and k2 = 1, the formula for the degree of convenience

in Lemma 3.9 yields c(f) = 2 min{2, 1} = 2 for the polynomial f(x) = x4
1 + x2

2 + x2
1x

2
2

from Example 3.5.

Lemma 3.11. For all f ∈ R[x] it holds 0 ≤ c(f) ≤ deg(f).

Proof. The assertion follows from Proposition 3.7 since the inclusions

0 ·∆n = {0} ⊆ New∞(f) ⊆ deg(f)∆n hold for all f ∈ R[x].

Next, for a coercive polynomial f ∈ R[x], we shall improve the upper bound on its degree

of stable coercivity s(f) from Lemma 3.3.

Lemma 3.12. If f ∈ R[x] is coercive, then the necessary conditions from Theorem 2.29

as well as the inequalities 0 ≤ s(f) ≤ c(f) together with c(f) = 2 mini∈I ki ∈ 2N hold,

where ki, i ∈ I, come from (C3).

Proof. In view of Lemmata 3.3 and 3.9, we only have to show s(f) ≤ c(f). To this

end, for some i ∈ I with c(f) = 2ki and ε > 0 we put gε(x) := εx
c(f)+1
i . Then

gε fulfills deg(gε) = c(f) + 1, |gεα| ≤ ε for all α ∈ A(gε) = {(c(f) + 1)ei} as well

as (c(f) + 1)ei ∈ V (f + gε). By Lemma 3.9 it holds c(f) ∈ 2N, and one obtains

(c(f) + 1)ei /∈ 2Nn0 , which means that f + gε does not fulfill the condition (C1). Hence,

Theorem 2.29 implies that f + gε is not coercive on Rn. Since ε > 0 can be chosen

arbitrarily small, one obtains that f is not (c(f) + 1)-stably coercive on Rn and, thus,

s(f) ≤ c(f).

Lemma 3.13. If f ∈ R[x] is gem regular and satisfies the conditions (C1)-(C3), then f

is coercive on Rn with s(f) ≥ c(f) = 2 mini∈I ki ∈ 2N, where ki, i ∈ I, come from (C3).

Proof. In view of Theorem 2.39 and Lemma 3.9, we only have to show s(f) ≥ c(f). By

Definition 3.2, it suffices to prove that f is c(f)-stably coercive. To this end, we have

to show the existence of some ε > 0 such that for all g ∈ R[x] with deg(g) ≤ c(f) and

|gα| ≤ ε for all α ∈ A(g), the polynomial f + g is coercive on Rn. We shall prove the

latter by verifying the assumptions of Theorem 2.41 for f + g.

As a first step we claim that, with

ε1 := 1
2 min{|fα|, α ∈ V (f) ∩ c(f)∆n}, (3.2)

every polynomial g ∈ R[x] with deg(g) ≤ c(f) and |gα| ≤ ε1, α ∈ A(g), satisfies

V (f + g) = V (f). In fact, one obtains

(f + g)α = fα + gα = fα > 0 for all α ∈ V (f) \ c(f)∆n
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due to gα = 0 for all |α| > c(f), and the definition of ε1 further yields

(f + g)α = fα + gα ≥ fα − |gα| ≥ fα − ε1 > 0 for all α ∈ V (f) ∩ c(f)∆n.

This implies V (f) ⊆ A(f + g) and, thus,

New∞(f) = conv V0(f) ⊆ convA0(f + g) = New∞(f + g)

holds.

On the other hand, due to the inclusions New∞(g) ⊆ c(f)∆n ⊆ New∞(f), one obtains

New∞(f + g) ⊆ conv{New∞(f) ∪New∞(g)}

⊆ conv{New∞(f)} = New∞(f).

We arrive at

New∞(f + g) = New∞(f) (3.3)

and, hence, the asserted identity V (f + g) = V (f). As a consequence, since f satisfies

the conditions (C1)-(C3), so does f + g.

In the case that f+g is gem regular, that is, the set D(f+g) of gem degenerate exponents

of f + g is void, Theorem 2.39 yields the coercivity of f + g, and the proof is complete.

However, gem regularity of f + g is not guaranteed, so that the proof continues with the

investigation of the case D(f + g) 6= ∅, where coercivity of f + g may be checked via the

further sufficient conditions from Theorem 2.41.

More explicitly, the proof will be complete if we can decrease ε1 such that for all cor-

responding polynomials g, for all α? ∈ D(f + g), and for some minimal affinely inde-

pendent set V ? ⊆ V (f + g) with α? ∈ conv V ? we can provide weights wf+g(α
?) > 0,

α? ∈ D(f + g), with
∑

α?∈D(f+g)wf+g(α
?) ≤ 1 such that

(f + g)α? > −wf+g(α
?) Θ(f + g, V ?, α?) for all α? ∈ 2Nn0

and

|(f + g)α? | < wf+g(α
?) Θ(f + g, V ?, α?) for all α? ∈ (2Nn0 )c

hold.

First, define

D̂ := {α? ∈ Nn0 | ∃h ∈ R[x] with New∞(h) = New∞(f) and α? ∈ D(h)},
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the set of all possible gem degenerate exponent vectors of an arbitrary polynomial h

with the same Newton polytope at infinity as the one corresponding to f . Due to (3.3)

one has D(f + g) ⊆ D̂.

In order to define weights which are independent of g and, thus, ε, we put wf+g(α
?) :=

|D̂|−1 for all α? ∈ D(f + g). These constant weights obviously are positive and, due to

D(f + g) ⊆ D̂, also satisfy

∑
α?∈D(f+g)

wf+g(α
?) =

|D(f + g)|
|D̂|

≤ 1.

Next, for every α? ∈ D̂, there exists a minimal affinely independent set V ? ⊆ V (f) =

V (f + g) with α? ∈ conv V ? and a constant ε2(α?) > 0 such that

0 < |D̂|−1
∏
α∈V ?

(
fα − ε
λα

)λα
− ε

holds for all ε ∈ (0, ε2(α?)], as taking the limit ε ↓ 0 in the right side of the latter

inequality yields the positive number |D̂|−1Θ(f, V ?, α?). We put

ε2 := min
α?∈D̂

ε2(α?).

Choose any g ∈ R[x] with deg(g) ≤ c(f) and |gα| ≤ min{ε1, ε2}, α ∈ A(g). Then, any

α? ∈ D(f + g) ∩ 2Nn0 satisfies, due to D(f + g) ⊆ D̂, the property

(f + g)α? = gα? ≥ −|gα? | ≥ −min{ε1, ε2} ≥ −ε2 ≥ −ε2(α?)

> −|D̂|−1
∏
α∈V ?

(
fα − ε2(α?)

λα

)λα
≥ −|D̂|−1

∏
α∈V ?

(
(f + g)α
λα

)λα
= −wf+g(α

?)Θ(f + g, V ?, α?).

In fact, the first equality holds by the gem regularity of f which entails fα? = 0, and the

latter also implies α? ∈ A(g), explaining the second inequality. The last inequality holds

because of fα − ε2(α?) ≤ fα − |gα| ≤ (f + g)α for all α ∈ V ? ∩ A(g) and fα − ε2(α?) ≤
fα = (f + g)α for all α ∈ V ? ∩Ac(g).

Analogously, for every α? ∈ D(f + g) ∩ (2Nn0 )c one can see the relation

|(f + g)α? | < wf+g(α
?)Θ(f + g, V ?, α?)
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so that, altogether, f + g satisfies all sufficient conditions from Theorem 2.41 for the

choice ε := min{ε1, ε2}.

Theorem 3.14. If f ∈ R[x] is gem regular and satisfies the conditions (C1)-(C3), then

f is coercive on Rn with s(f) = c(f) = 2 mini∈I ki ∈ 2N, where ki, i ∈ I, come from

(C3).

Proof. By Theorem 2.39 the polynomial f is coercive on Rn, and Lemma 3.12 implies

s(f) ≤ c(f). Simultaneously, Lemma 3.13 implies s(f) ≥ c(f) and we arrive at s(f) =

c(f). Finally, Lemma 3.9 implies c(f) = 2 mini∈I ki ∈ 2N, and the assertion follows.

Example 3.15. Example 3.10 and Theorem 3.14 yield s(f) = 2 for the gem regular

polynomial f(x) = x4
1 + x2

2 + x2
1x

2
2 with deg(f) = 4 from Example 3.5.

The following lemma shows that the regularity assumption from Lemma 3.13 may be

weakened significantly.

Lemma 3.16. If for f ∈ R[x] the sufficient conditions from Theorem 2.41 hold, then f

is coercive on Rn with s(f) ≥ c(f) = 2 mini∈I ki ∈ 2N.

Proof. In view of Theorem 2.41 and Lemma 3.9 we only have to show s(f) ≥ c(f). The

proof of Lemma 3.13 already covers the case of a gem regular polynomial f , that is, the

case D(f) = ∅. In the following we will thus concentrate on the case D(f) 6= ∅, using

the notation from the proof of Lemma 3.13.

Define ε3 := 1
2 min{|fα|, α ∈ (V (f) ∪D(f)) ∩ c(f)∆n}. Clearly, since ε3 ≤ ε1, we

obtain by the construction from the beginning of the proof of Lemma 3.13 that for

every polynomial g ∈ R[x] with deg(g) ≤ c(f) and |gα| ≤ ε3, α ∈ A(g), one has

New∞(f + g) = New∞(f) with f + g satisfying conditions (C1)-(C3). Further, by

definition of ε3 one has D(f) ⊆ D(f + g), because (f + g)α? 6= 0 holds for all α? ∈ D(f).

In fact, for each α? ∈ D(f) ∩ c(f)∆n, one obtains

|(f + g)α? | = |fα? + gα? | ≥ |fα? | − |gα? | ≥ |fα? | − ε3 > 0,

and for all remaining exponent vectors α? ∈ D(f) \ c(f)∆n the property

(f + g)α? = fα? + gα? = fα? 6= 0.

We note that the set D(f + g) \ D(f) may or may not be nonempty, that is, the

perturbation of f by g may or may not create new degenerate points α?. In the following

we shall treat these two possibilities as two subcases.

Subcase D(f + g) \ D(f) = ∅
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By assumption the polynomial f fulfills the sufficient conditions from Theorem 2.41 with

some weights wf (α?), α? ∈ D(f). We claim that for every α? ∈ D(f) ∩ (2Nn0 ) there

exists a constant ε4(α?) > 0 such that

0 <

(
wf (α?)

∏
α∈V ?

(
fα − ε
λα

)λα
+ fα?

)
− ε for all ε ∈ (0, ε4(α?)], (3.4)

and for every α? ∈ D(f) ∩ (2Nn0 )c there exists a constant ε4(α?) > 0 such that

0 <

(
wf (α?)

∏
α∈V ?

(
fα − ε
λα

)λα
− |fα? |

)
− ε for all ε ∈ (0, ε4(α?)]. (3.5)

This is the case since taking the limit ε ↓ 0 of the right side of (3.4), one obtains the

number wf (α?)Θ(f, V ?, α?)+fα? , which is positive due to the assumption that f fulfills

the sufficiency conditions from Theorem 2.41 and, taking the limit ε ↓ 0 of the right side

of (3.5), one obtains the number wf (α?)Θ(f, V ?, α?) − |fα? |, which is positive for the

same reason.

Set ε4 := 1
2 min{ε4(α?)| α? ∈ D(f)} > 0 and consider g ∈ R[x] with deg(g) ≤ c(f) and

|gα| ≤ ε < min{ε3, ε4} for all α ∈ A(g). By ε < ε3 ≤ ε1 (see (3.2)) and the arguments

above, the polynomial f + g fulfills the conditions (C1)-(C3). Further, using the fact

D(f) = D(f + g) and defining the weights wf+g of the perturbed polynomial f + g by

wf+g(α
?) := wf (α?) for all α? ∈ D(f + g),

in view of ε < ε4 one obtains the relations

(f + g)α? ≥ fα? − |gα? | ≥ fα? − ε > −wf (α?)
∏
α∈V ?

(
fα − ε
λα

)λα
≥ −wf (α?)Θ(f + g, V ?, α?)

= −wf+g(α
?)Θ(f + g, V ?, α?) for all α? ∈ D(f + g) ∩ 2Nn0 ,

and

|(f + g)α? | ≤ |fα? |+ |gα? | ≤ |fα? |+ ε < wf (α?)
∏
α∈V ?

(
fα − ε
λα

)λα
≤ wf (α?)Θ(f + g, V ?, α?)

= wf+g(α
?)Θ(f + g, V ?, α?) for all α? ∈ D(f + g) ∩ (2Nn0 )c ,

where, in either case, the strict inequality holds due to (3.4) and (3.5), respectively, and

the last inequality holds because of fα − ε ≤ fα − |gα| ≤ (f + g)α for all α ∈ V ? ∩A(g)

and fα − ε ≤ fα = (f + g)α for all α ∈ V ? ∩Ac(g).
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The polynomial f + g thus satisfies all assumptions from Theorem 2.41 and is, hence,

coercive on Rn.

Subcase D(f + g) \ D(f) 6= ∅

By the sufficiency conditions from Theorem 2.41 and a continuity argument, for each

α? ∈ D(f) there exists a constant δα? > 0 with wf (α?)− δα? > 0,

fα? > −(wf (α?)− δα?)Θ(f, V ?, α?) if α? ∈ D(f) ∩ 2Nn0 , (3.6)

and

|fα? | < (wf (α?)− δα?)Θ(f, V ?, α?) if α? ∈ D(f) ∩ (2Nn0 )c . (3.7)

Let the corresponding weights wf+g for the polynomial f + g be defined as follows:

wf+g(α
?) := wf (α?)− δα? for all α? ∈ D(f), (3.8)

wf+g(α
?) := |D̂ \D(f)|−1

∑
β?∈D(f)

δβ? for all α? ∈ D(f + g) \D(f). (3.9)

Note that all weights wf+g(α
?) corresponding to the newly created degenerate exponent

vectors α? ∈ D(f + g) \D(f) are defined to be constant.

Clearly, we obtain wf+g(α
?) > 0 for all α? ∈ D(f + g) and

∑
α?∈D(f+g)

wf+g(α
?) =

∑
α?∈D(f)

wf+g(α
?) +

∑
α?∈D(f+g)\D(f)

wf+g(α
?)

=
∑

α?∈D(f)

(wf (α?)− δα?) +
∑

α?∈D(f+g)\D(f)

|D̂ \D(f)|−1
∑

β?∈D(f)

δβ?


=

∑
α?∈D(f)

wf (α?)−
∑

α?∈D(f)

δα? +

 ∑
β?∈D(f)

δβ?

 ∑
α?∈D(f+g)\D(f)

|D̂ \D(f)|−1

=
∑

α?∈D(f)

wf (α?)−
∑

α?∈D(f)

δα? +

 ∑
β?∈D(f)

δβ?

 |D(f + g) \D(f)|
|D̂ \D(f)|

≤
∑

α?∈D(f)

wf (α?)−
∑

α?∈D(f)

δα? +
∑

β?∈D(f)

δβ? =
∑

α?∈D(f)

wf (α?) ≤ 1

with the penultimate inequality holding since D(f) ⊆ D(f + g) ⊆ D̂, and the last

inequality holding by the ssumption that f fulfills the sufficiency conditions from The-

orem 2.41.
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Next, we claim that for every α? ∈ D(f)∩ (2Nn0 ) there exists a constant ε5(α?) > 0 such

that

0 < (wf (α?)− δα?)
∏
α∈V ?

(
fα − ε
λα

)λα
+ fα? − ε for all ε ∈ (0, ε5(α?)], (3.10)

and for every α? ∈ D(f) ∩ (2Nn0 )c there exists a constant ε5(α?) > 0 such that

0 < (wf (α?)− δα?)
∏
α∈V ?

(
fα − ε
λα

)λα
− |fα? | − ε for all ε ∈ (0, ε5(α?)]. (3.11)

This is the case since taking the limit ε ↓ 0 of the right side of (3.10), one obtains the

number (wf (α?)− δα?) Θ(f, V ?, α?) + fα? , and taking the limit ε ↓ 0 of the right side of

(3.11) yields the number (wf (α?)− δα?) Θ(f, V ?, α?)− |fα? |. In view of (3.6) and (3.7),

both of these numbers are positive.

This implies that for every α? ∈ D(f) ∩ (2Nn0 ) one has for all ε ∈ (0, ε5(α?)]

(f + g)α? ≥ fα? − ε > − (wf (α?)− δα?)
∏
α∈V ?

(
fα − ε
λα

)λα
= −wf+g(α

?)
∏
α∈V ?

(
fα − ε
λα

)λα
≥ −wf+g(α

?)Θ(f + g, V ?, α?)

and simultaneously for every α? ∈ D(f) ∩ (2Nn0 )c one has for all ε ∈ (0, ε5(α?)]

|(f + g)α? | ≤ |fα? |+ ε < (wf (α?)− δα?)
∏
α∈V ?

(
fα − ε
λα

)λα
= wf+g(α

?)
∏
α∈V ?

(
fα − ε
λα

)λα
≤ wf+g(α

?)Θ(f + g, V ?, α?)

where, in either case, the strict inequality holds due to (3.10) and (3.11), respectively,

and the last inequality holds because of fα − ε ≤ (f + g)α for all α ∈ V ? as in the

previous subcase.

The choice of ε < ε5 := min{ε5(α?), α? ∈ D(f)} results in all coefficients (f + g)α? ,

α? ∈ D(f), fulfilling the sufficient conditions for coercivity from Theorem 2.41. In order

to finish the proof, we only have to guarantee this property for all remaining degenerate

exponent vectors D(f + g) \D(f) of f + g, which we shall do in its following final part.
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We claim that for every α? ∈ D̂ \ D(f) there exists a constant ε6 > 0 such that such

that one has

0 <

|D̂ \D(f)|−1
∑

β?∈D(f)

δβ?

 ∏
α∈V ?

(
fα − ε
λα

)λα
− ε for all ε ∈ (0, ε6].

This is the case since taking the limit ε ↓ 0 of the right side of the latter inequality yields

the positive number
(
|D̂ \D(f)|−1

∑
β?∈D(f) δβ?

)
Θ(f, V ?, α?). Due to D(f + g) ⊆ D̂,

this implies that for every α? ∈ (D(f + g) \D(f)) ∩ 2Nn0 and all ε ∈ (0, ε6] we obtain

the property

(f + g)α? = gα? ≥ −|gα? | ≥ −ε

> −

|D̂ \D(f)|−1
∑

β?∈D(f)

δβ?

 ∏
α∈V ?

(
fα − ε
λα

)λα
= −wf+g(α

?)
∏
α∈V ?

(
fα − ε
λα

)λα
≥ −wf+g(α

?)Θ(f + g, V ?, α?)

with the first equality holding due to fα? = 0, and the last inequality holding because

of fα − ε ≤ (f + g)α for all α ∈ V ? as above.

Simultaneously, due to D(f + g) ⊆ D̂, for every α? ∈ D(f + g) \D(f) with α? /∈ 2Nn0
and all ε ∈ (0, ε6] one obtains the property

|(f + g)α? | = |fα? + gα? | = |gα? | ≤ ε

<

|D̂ \D(f)|−1
∑

α?∈D(f)

δα?

 ∏
α∈V ?

(
fα − ε
λα

)λα
= wf+g(α

?)
∏
α∈V ?

(
fα − ε
λα

)λα
≤ wf+g(α

?)Θ(f + g, V ?, α?),

where the second equality and the last inequality hold for the same reasons as above.

Finally, choosing ε < min{ε3, ε5, ε6} we obtain that f + g in the last subcase fulfills

all sufficient conditions from Theorem 2.41 and f + g is thus coercive on Rn, which

completes the proof.

The following theorem is shown along the same lines as Theorem 3.14, with Theorem 2.39

and Lemma 3.13 replaced by Theorem 2.41 and Lemma 3.16, respectively.

Theorem 3.17. If for f ∈ R[x] the sufficient conditions from Theorem 2.41 hold, then

f is coercive on Rn with s(f) = c(f) = 2 mini∈I ki ∈ 2N, where ki, i ∈ I, come from

(C3).
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Remark 3.18. Theorems 3.14 and 3.17 imply, in particular, that the upper bound c(f)

for s(f) from Lemma 3.12 is attained under mild assumptions, unlike the coarser upper

bound deg(f) from Lemma 3.3 (cf. Ex. 3.15 and the subsequent Sec. 3.3).

3.3 Stable coercivity of maximum degree

As illustrated by Example 3.15, a large class of coercive polynomials f satisfies s(f) <

deg(f). This motivates to study whether polynomials of maximal degree of stable co-

ercivity, that is, with s(f) = deg(f), enjoy any special properties. The present section

will provide a positive answer.

Lemma 3.19. If f ∈ R[x] is deg(f)-stably coercive, then the necessary conditions from

Theorem 2.29 as well as

New∞(f) = deg(f)∆n (C4)

hold.

Proof. Since any deg(f)-stably coercive polynomial f is coercive on Rn, the first part

of the assertion holds by Theorem 2.29. With Definition 3.2 and Lemma 3.12 one

obtains deg(f) ≤ s(f) ≤ c(f). Hence deg(f) ≤ c(f) holds, and Proposition 3.7 implies

deg(f)∆n ⊆ New∞(f). Since New∞(f) ⊆ deg(f)∆n is always true, one finally obtains

New∞(f) = deg(f)∆n.

Lemma 3.20. Let f ∈ R[x] be gem regular. If the conditions (C1)-(C4) hold, then f is

deg(f)-stably coercive.

Proof. By Theorem 3.14 it holds s(f) = c(f) and since, by assumption, f fulfills (C4), it

also holds c(f) = deg(f). Thus s(f) = deg(f) and, by Definition 3.2, f is deg(f)-stably

coercive on Rn.

As, in the gem regular case, the necessary and sufficient conditions for coercivity for f ∈
R[x] coincide, from Lemmata 3.19 and 3.20 we may obtain a characterization theorem for

stable coercivity for f of degree deg(f) in analogy to the Characterization Theorem 2.39

for coercivity. Before we state it (cf. Th. 3.23 below), we return to the relation of stable

coercivity of degree deg(f) with the growth condition (G) from Lemma 2.52.

Lemma 3.21. If f ∈ R[x] fulfills deg(f) ∈ 2N and the growth condition (G), then the

conditions (C1)-(C4) hold.
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Proof. By Lemma 2.52, f is coercive on Rn, so that Theorem 2.29 implies the conditions

(C1)-(C3). Assume that condition (C4) is violated. Then we obtain the existence of

some i ∈ I with fdeg(f)ei = 0. The points x(t) := tei with t > 0 satisfy

fdeg(f)(x(t)) = tdeg(f)
∑

|α|= deg(f)

fα e
α
i ,

where eαi vanishes whenever αj > 0 holds for some j 6= i. Hence, the summation must

only be taken over exponents α with |α| = deg(f) and α = cei with some constant c > 0.

As the only possible choice is c = deg(f), we arrive at

fdeg(f)(x(t)) = tdeg(f) fdeg(f)ei ≡ 0 < δ ‖x(t)‖deg(f) = δ tdeg(f)‖ei‖

for any δ > 0 and t > 0. Consequently (G) is violated, in contradiction to the assump-

tion.

Lemma 3.22. Let f ∈ R[x] be gem regular. If the conditions (C1)-(C4) hold, then we

have deg(f) ∈ 2N, and the growth condition (G) is fulfilled.

Proof. Conditions (C1)-(C3) and Theorem 2.39 guarantee the coercivity of f , so that

Remark 2.17 yields deg(f) ∈ 2N.

Under condition (C4) and gem regularity, for all x ∈ Rn we have

fdeg(f)(x) =
∑

|α|= deg(f)

fα x
α =

∑
i∈I

fdeg(f)ei x
deg(f)
i .

Due to deg(f) ∈ 2N we may also replace the terms xi by |xi| in the latter expression, so

that

‖x‖w- deg(f) :=
(
fdeg(f)(x)

)1/ deg(f)

turns out to be a weighted `p norm with p = deg(f) and weights fdeg(f)ei , i ∈ I, which

are actually positive due to (C2). By the equivalence of norms, for any other norm ‖ · ‖
on Rn there exists some M > 0 with ‖x‖w- deg(f) ≥ M‖x‖ for all x ∈ Rn, and we arrive

at

fdeg(f)(x) = ‖x‖deg(f)
w- deg(f) ≥ Mdeg(f) ‖x‖deg(f).

The choice δ := Mdeg(f) shows the assertion.

Our results allow to state the subsequent theorem, which presents several characteriza-

tions of stable coercivity of maximal degree.

Theorem 3.23. For a gem regular polynomial f ∈ R[x] the following four assertions

are equivalent:
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a) f is deg(f)-stably coercive.

b) f is coercive and (C4) holds.

c) f fulfills conditions (C1)–(C4).

d) f fulfills deg(f) ∈ 2N and the growth condition (G).

Proof. By Lemma 3.19, assertion a) implies b), Theorem 2.39 shows that assertion b)

implies c) and, in view of Lemma 3.20, assertion c) implies a). This shows the equivalence

of assertions a), b), and c). The equivalence of assertions c) and d) is an immediate

consequence of Lemmata 3.21 and 3.22.

We finish this section with the statement of Lemma 3.20 without the assumption of

gem regularity. The proof runs along the same lines as the proof of Lemma 3.20, with

Theorem 3.14 replaced by Theorem 3.17.

Proposition 3.24. If f ∈ R[x] fulfills the sufficient conditions from Theorem 2.41 as

well as the condition (C4), then f is deg(f)-stably coercive.

3.4 The order of coercivity

This section investigates how the speed of growth of a coercive polynomial is related to

stable coercivity. As before, ‖ · ‖ shall denote some arbitrary norm on Rn.

Definition 3.25. A function f : Rn → R is called q-coercive on Rn for some nonnegative

q ∈ R if f(x)/‖x‖q → +∞ holds for ‖x‖ → +∞.

Remark 3.26. Clearly, if f ∈ R[x] is q-coercive on Rn for some q ≥ 0, then f is

q̃-coercive on Rn also for all q̃ ∈ [0, q).

Remark 3.27. By Definition 3.25 above, the 0-coercivity of some f ∈ R[x] on Rn

coincides with the notion of coercivity of f on Rn we used so far. Therefore, in the

following, instead of saying that f is 0-coercive on Rn, we shall say that f is coercive on

Rn.

Definition 3.28 (Order of coercivity). For a coercive function f : Rn → R on Rn we

call the number

o(f) := sup{q ≥ 0 | f is q-coercive on Rn}

the order of coercivity of f . A coercive function f : Rn → R with order of coercivity

equal to o(f) is called coercive on Rn of order o(f). For later purposes we introduce the

set

Q(f) := {q ≥ 0 | f is q-coercive on Rn}.
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Remark 3.29. A coercive function f on Rn with a finite order of coercivity o(f) is

q-coercive on Rn for all 0 ≤ q < o(f), but f is not necessarily o(f)-coercive on Rn. As

an example for n = 1, take f(x) = x2. One obtains o(f) = 2, f is q-coercive on R for

all 0 ≤ q < 2, but f is not 2-coercive on R.

Lemma 3.30. If f ∈ R[x] is coercive on Rn then the necessary conditions from Theo-

rem 2.29 as well as Q(f) ⊆ [0, c(f)) and o(f) ≤ c(f) = 2 mini∈I ki ∈ 2N hold.

Proof. The first part of the proof directly follows from Theorem 2.29. Further, using

Lemma 3.9, one obtains c(f) = 2 mini∈I ki ∈ 2N. Now, on the contrary, assume Q(f) 6⊆
[0, c(f)). Thus, there exists some q ∈ Q(f) with q ≥ c(f). Then, for any i? ∈ I with

c(f) = 2 mini∈I ki = 2ki? , one obtains q ≥ 2ki? . With xν := νei? , ν ∈ N, we obtain

a sequence (xν)ν∈N with ‖xν‖2 → +∞ for ν → +∞. More precisely, from xνj = 0,

j ∈ I \ {i?}, for all ν ∈ N, we conclude ‖xν‖q2 = |xνi? |q as well as

f(xν) =
∑

`≤2ki? : `ei?∈A(f)

f`ei? (xνi?)
`.

Due to ` ≤ 2ki? ≤ q for all ` in this summation, we arrive at

lim
ν→+∞

f(xν)

‖xν‖q2
= lim

ν→+∞

∑
`≤2ki? : `ei?∈A(f)

f`ei? (xνi?)
`

|xνi? |q

=
∑

`≤2ki? : `ei?∈A(f)

lim
ν→+∞

f`ei?ν
`−q < +∞.

This contradicts the assumption of f being q-coercive on Rn. Thus Q(f) ⊆ [0, c(f))

holds and, by Definition 3.28, also o(f) ≤ c(f).

Lemma 3.31. Let f ∈ R[x] be a gem regular polynomial satisfying the conditions

(C1)-(C3). Then f is coercive on Rn with Q(f) ⊇ [0, c(f)) 6= ∅ and o(f) ≥ c(f) =

2 mini∈I ki ∈ 2N.

Proof. By Theorem 2.39, f is coercive on Rn and, using Lemma 3.9, one obtains c(f) =

2 mini∈I ki ∈ 2N resulting in [0, c(f)) 6= ∅. Since f is gem regular, one also has D(f) = ∅,
and, one may write f = fV (f) +fR(f). Let q with 0 ≤ q < c(f) be arbitrarily chosen. To

show that f is q-coercive on Rn, by equivalence of the norms on Rn it suffices to prove

that fV (f)(x)/‖x‖q∞ → ∞ holds for ‖x‖∞ → ∞. Then, as by the proof of Proposition

2.37 (see also Proposition 3.1 in [4]) there exists some ε > 0 such that for every sequence

(xν)ν∈N with limν→∞ ‖xν‖∞ = +∞ one has

fR(f)(xν) ≥ (ε− 1)fV (f)(xν) for almost all ν ∈ N,



Chapter 3. Stability, order of growth, and Newton polytopes 60

we obtain

f(xν)

‖xν‖q∞
=
fV (f)(xν) + fR(f)(xν)

‖xν‖q∞
≥ εf

V (f)(xν)

‖xν‖q∞
for almost all ν ∈ N (3.12)

and, thus, the assertion.

In fact, for any ν ∈ N, with the numbers ki, i ∈ I, from (C3) we obtain

fV (f)(xν)−
∑
i∈I

f2kiei(x
ν)2kiei =

∑
α∈V (f)\{2kiei, i∈I}

fαx
α ≥ 0,

where the nonnegativity follows from conditions (C1) and (C2). This implies

fV (f)(xν)

‖xν‖q∞
≥
∑
i∈I

f2kiei

(xνi )2ki

‖xν‖q∞
=
∑
i∈I

f2kiei

|xνi |2ki
‖xν‖q∞

.

Let j(ν) ∈ I denote some index with |xνj(ν)| = ‖x
ν‖∞. Then we may continue to write

∑
i∈I

f2kiei

|xνi |2ki
‖xν‖q∞

≥ f2kj(ν)ej(ν)

|xνj(ν)|
2kj(ν)

‖xν‖q∞
≥
(

min
i∈I

f2kiei

)
‖xν‖2kj(ν)−q∞ ,

where the first inequality is true due to f2kiei > 0 for all i ∈ I by conditions (C2) and

(C3), which also implies the positivity of the term mini∈I f2kiei . Furthermore, by Lemma

3.9 one obtains

2kj(ν) − q ≥ 2 min
i∈I

ki − q = c(f)− q,

so that for almost all ν ∈ N we arrive at

‖xν‖2kj(ν)−q∞ ≥ ‖xν‖c(f)−q
∞ .

In view of q < c(f) our estimates imply

lim
ν→+∞

fV (f)(xν)

‖xν‖q∞
≥ min

i∈I
f2kiei lim

ν→+∞
‖xν‖c(f)−q

∞ = +∞.

Thus, f is q-coercive on Rn, that is, Q(f) ⊇ [0, c(f)) holds and, by Definition 3.28, also

o(f) ≥ c(f).

The following result is a direct consequence of Theorem 3.14 and Lemmata 3.30 and

3.31.

Theorem 3.32. Let f ∈ R[x] be a gem regular polynomial satisfying the conditions

(C1)-(C3). Then f is coercive on Rn with

s(f) = c(f) = o(f) = 2 min
i∈I

ki ∈ 2N
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and Q(f) = [0, c(f)).

Example 3.33. Example 3.10 and Theorem 3.32 yield o(f) = 2 and Q(f) = [0, 2) for

the gem regular polynomial f(x) = x4
1 + x2

2 + x2
1x

2
2 from Example 3.5.

The following result characterizes q-coercivity of arbitrary continuous functions in terms

of a growth condition.

Lemma 3.34. A continuous function f : Rn → R is q-coercive on Rn for some q ≥ 0 if

and only if

∀c1 > 0 ∃c2 ≥ 0 with f(x) ≥ c1‖x‖q − c2 ∀x ∈ Rn.

Proof. Let f be q-coercive on Rn. Then

∀c1 > 0 ∃M ≥ 0 with f(x) ≥ c1‖x‖q ∀‖x‖ > M. (3.13)

For an arbitrary value c1 > 0, with

c2 := max{0, max
‖x‖≤M

c1‖x‖q − f(x)}, (3.14)

it holds f(x) ≥ c1‖x‖q − c2 for all ‖x‖ ≤ M . Since c2 ≥ 0 holds due to (3.14), using

(3.13) one simultaneously obtains

f(x) ≥ c1‖x‖q ≥ c1‖x‖q − c2 ∀‖x‖ > M,

which finally results in

∀c1 > 0 ∃c2 ≥ 0 with f(x) ≥ c1‖x‖q − c2 ∀x ∈ Rn. (3.15)

For the proof of the other direction assume that (3.15) is true. This implies

∀c1 > 0 ∃c2 ≥ 0 with
f(x)

‖x‖q
≥ c1 −

c2

‖x‖q
∀x ∈ Rn \ {0}. (3.16)

Taking the limit for ‖x‖ → +∞ of both sides of (3.16) yields

∀c1 > 0 : lim
‖x‖→+∞

f(x)

‖x‖q
≥ c1

or, in other words,

lim
‖x‖→+∞

f(x)

‖x‖q
= +∞

and the q-coercivity of f on Rn follows.
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Theorem 3.35. For any gem regular polynomial f ∈ R[x] the following assertions are

equivalent:

a) f is coercive on Rn.

b) f fulfills conditions (C1)-(C3).

c) Q(f) = [0, c(f)) 6= ∅.

d) c(f) > 0, and the property

∀c1 > 0 ∃c2 ≥ 0 with f(x) ≥ c1‖x‖q − c2 for all x ∈ Rn

holds with some q ≥ 0 if and only if q ∈ [0, c(f)).

Proof. For the equivalence of a) and b) see Theorem 2.39. For the proof that c) implies a)

see Remarks 3.26 and 3.27. Further, b) implies c) by Theorem 3.32. For the equivalence

of c) and d), see Lemma 3.34.

Finally, we present a lower bound for the order of coercivity for polynomials which,

unlike in Lemma 3.31, are not necessarily gem regular.

Lemma 3.36. Let f ∈ R[x] be a polynomial satisfying the assumptions of Theorem 2.41.

Then f is coercive on Rn with Q(f) ⊇ [0, c(f)) 6= ∅ and o(f) ≥ c(f) = 2 mini∈I ki ∈ 2N.

Proof. The proof runs along the same lines as the proof of Lemma 3.31. In fact, by the

proof of Theorem 2.41 (see [4, Th. 3.4]), there exists some ε > 0 such that for every

sequence (xν)ν∈N with limν→∞ ‖xν‖∞ = +∞ we have

fD(f)(xν) + fR(f)(xν) ≥ (ε− 1)fV (f)(xν) for almost all ν ∈ N. (3.17)

Regarding (3.17) the same argumentation as in the proof of Lemma 3.31 can be used.

Theorem 3.37. Let f ∈ R[x] be a polynomial satisfying the assumptions of Theo-

rem 2.41. Then f is coercive on Rn with

s(f) = c(f) = o(f) = 2 min
i∈I

ki ∈ 2N

as well as Q(f) = [0, c(f)) 6= ∅.

Proof. The assertion directly follows by Theorem 3.17 as well as Lemmata 3.30 and

3.36.
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For a polynomial f ∈ R[x] fulfilling the sufficiency conditions from Theorem 2.41, Lemma

3.34 gives a growth type characterization of its q-coercivity for exponent values q ∈
Q(f) = [0, c(f)). In the following, we shall show that such f fulfill a similar growth type

condition as that from Lemma 3.34 even for the choice of the exponent value q = c(f).

We shall use this fact in Section 3.5 below to prove the existence of certain Hölder type

error bounds, or to prove growth properties for Lagrangians in some problems arising in

the calculus of variations.

Theorem 3.38. Let f ∈ R[x] be a polynomial satisfying the assumptions of Theo-

rem 2.41. Then for every q ∈ Q(f) = [0, c(f)] there exist constants c1 > 0, c2 ≥ 0

with

f(x) ≥ c1‖x‖q − c2 for all x ∈ Rn

Proof. As by Theorem 3.37, the polynomial f is q-coercive on Rn for all q ∈ Q(f) =

[0, c(f)), the application of Lemma 3.34 yields the assertion for each q ∈ Q(f). It

hence only remains to prove the assertion for the special case q = c(f). By the proof of

Theorem 2.41 (see [4, Th. 3.4]) there exists a constant ε > 0 such that for every sequence

(xν)ν∈N with limν→∞ ‖xν‖∞ = +∞ we have

fD(f)(xν) + fR(f)(xν) ≥ (ε− 1)fV (f)(xν) for almost all ν ∈ N.

With analogous arguments as in the proof of Lemma 3.31 this results in

f(xν)

‖xν‖c(f)
∞
≥ εf

V (f)(xν)

‖xν‖c(f)
∞

≥ εmin
i∈I

f2kiei

for almost all ν ∈ N and, thus, in

lim inf
‖x‖∞→∞

f(xν)

‖xν‖c(f)
∞
≥ εmin

i∈I
f2kiei > 0.

Thus, there exists some M > 0 with

f(x)

‖x‖c(f)
∞
≥ εmini∈I f2kiei

2
for all ‖x‖∞ > M. (3.18)

Defining

c1 :=
εmini∈I f2kiei

2
and c2 := max{0, max

‖x‖∞≤M
c1‖x‖c(f)

∞ − f(x)},

one obtains f(x) ≥ c1‖x‖c(f)
∞ − c2 for all ‖x‖∞ ≤ M and, due to c2 ≥ 0 and (3.18), the

same inequality for all ‖x‖∞ > M . The assertion now follows from the equivalence of

norms on Rn.



Chapter 3. Stability, order of growth, and Newton polytopes 64

It is worth mentioning that the growth of polynomials is also analyzed in [63], where the

authors use various algebraic tools for answering the question of how fast (not necessarily

coercive) polynomials grow on semialgebraic sets.

3.5 Some applications

In this section we present three applications of our above main results. All of them

are related to the speed of growth of coercive polynomials which, in view of the above

results, may be characterized in terms of their degree of convenience.

3.5.1 Surjectivity of polynomial gradient maps

The following result is a well-known variational argument and may be found in, e.g.,

[12] for the univariate case. We provide its short proof for completeness.

Lemma 3.39. Suppose that f : Rn → R is differentiable and 1-coercive on Rn. Then

the gradient map ∇f : Rn → Rn is surjective, that is, we have

{∇f(x)| x ∈ Rn} = Rn.

Proof. By the 1-coercivity of f , for any a ∈ Rn the function ga(x) := f(x)−aTx satisfies

lim
‖x‖→∞

ga(x)

‖x‖
= lim

‖x‖→∞

f(x)− aTx
‖x‖

= lim
‖x‖→∞

(
f(x)

‖x‖
− aT x

‖x‖

)
≥ lim

‖x‖→∞

(
f(x)

‖x‖
− max
‖y‖=1

aT y

)
= +∞

and is, thus, also 1-coercive on Rn. Like in Remark 3.26, this implies the coercivity of ga

on Rn and, hence, there exists a global minimal point xa ∈ Rn of ga over Rn. Fermat’s

rule implies 0 = ∇ga(xa) = ∇f(xa)−a, so that for any a ∈ Rn there exists some xa ∈ Rn

with ∇f(xa) = a, as asserted.

Theorem 3.40. Let f ∈ R[x] be a gem regular polynomial satisfying the conditions

(C1)-(C3). Then the polynomial gradient map ∇f : Rn → Rn is surjective.

Proof. By Theorem 3.32 one has Q(f) = [0, o(f)) with o(f) ∈ 2N. This implies o(f) ≥ 2,

and by Remark 3.26 f is 1-coercive. The assertion, thus, follows from Lemma 3.39.

Replacing Theorem 3.32 by Theorem 3.37 in the previous proof immediately yields the

following result.
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Theorem 3.41. Let f ∈ R[x] be a polynomial satisfying the assumptions of Theo-

rem 2.41. Then the polynomial gradient map ∇f : Rn → Rn is surjective.

We mention that checking surjectivity of polynomial maps F : Rn → Rn is, in general,

NP-hard (see, e.g., [7]). By Theorems 3.40 and 3.41, for some polynomial gradient maps

∇f : Rn → Rn with f ∈ R[x], the surjectivity of ∇f can be guaranteed by the sufficient

conditions for coercivity of f from Theorems 2.39 or 2.41. These, however, require

to identify the set of vertices of Newton polytopes at infinity V (f) together with the

corresponding faces of New∞(f) not containing the origin G(f). This may be realized by,

for example, vertex- or facet enumeration algorithms (for more details see, e.g., [3, 13]).

3.5.2 Hölder type error bounds

Error bounds for systems of inequalities possess important applications, for example in

sensitivity analysis or in the formulation of termination criteria for optimization methods

(for more details and references see, e.g., [54]). Some results on the global error bound

property for systems of polynomials are already known. In [57] a Hölder type global

error bound for a general polynomial system is proven, but the corresponding Hölder

exponent remains unspecified (see [57, Th. 2.2]). In the special case of a convex quadratic

inequality system satisfying the Slater condition, in [57] a global error bound result is

proven with the explicit (Hölder) exponent one (see [57, Th. 3.1]), which can been seen as

an analogon of the well-known Hoffman global error bound for linear inequality systems

(see [36]). In [87], for a convex quadratic inequality system a generalization of the result

from [57] is achieved, where the Slater condition is not needed, with the corresponding

Hölder exponent not exceeding one and explicitly depending on the so-called degree of

singularity of the system. Further generalizations of Hölder error bound results in the

setting of piecewise convex quadratic systems, general piecewise convex polynomials or

parametric polynomial systems can be found in [54–56]. In [54] and [55] an explicit

Hölder exponent depending on the dimension n and the degree of the corresponding

polynomial d is given.

In this section, we provide Hölder type error bounds for a broad class of (not necessarily

convex) coercive polynomials, and we link the corresponding Hölder exponents to the

degree of convenience.

For an arbitrary non-empty set M ⊆ Rn, the distance function dist(·,M) : Rn → R is

defined as

dist(x,M) := inf
z∈M
‖x− z‖,
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where ‖ · ‖ denotes some norm on Rn, and, for any function f : Rn → R, we define the

residual function [f(x)]+ = max{0, f(x)}, x ∈ Rn, and the lower level set f0
≤ = {x ∈

Rn| f(x) ≤ 0}.

Lemma 3.42. Let f ∈ R[x] be a polynomial satisfying the assumptions of Theorem 2.41

with f0
≤ 6= ∅. Then there exist a constant γ > 0 and some r > 0 with

dist(x, f0
≤) ≤ γ [f(x)]

1/c(f)
+ for all ‖x‖ > r.

Proof. For the contrary, let us assume that for each γ > 0, r > 0 there exists some

x ∈ Rn with ‖x‖ > r and

dist(x, f0
≤) > γ [f(x)]

1/c(f)
+ .

In particular, the latter implies the existence of sequences (γν) ⊆ R with γν → +∞ for

ν →∞ and (xν) ⊆ Rn with ‖xν‖ → ∞ for ν →∞ such that

(
dist(xν , f0

≤)
)c(f)

> γνf(xν) (3.19)

holds for almost all ν ∈ N, where the coercivity of f is employed. By Theorem 3.38

there exist constants c1 > 0 and c2 ≥ 0 yielding

f(xν) ≥ c1‖xν‖c(f) − c2 > 0 (3.20)

for almost all ν ∈ N. Due to the coercivity of f on Rn, the nonempty set f0
≤ ⊆ Rn is

compact and, using the Weierstrass theorem, one obtains

dist(x, f0
≤) = inf

z∈f0≤
‖x− z‖ ≤ inf

z∈f0≤
(‖x‖+ ‖z‖) = ‖x‖+ min

z∈f0≤
‖z‖ (3.21)

for all x ∈ Rn.

The combination of properties (3.19), (3.20) and (3.21) results in

(
‖xν‖+ minz∈f0≤

‖z‖
)c(f)

c1‖xν‖c(f) − c2
≥
(
dist(xν , f0

≤)
)c(f)

[f(xν)]+
> γν (3.22)

holding for almost all ν ∈ N. Taking the limes superior for ν → +∞ in (3.22), yields

1

c1
= lim sup

ν→+∞

(
‖xν‖+ minz∈fc≤ ‖z‖

)c(f)

c1‖xν‖c(f) − c2
≥ lim sup

ν→+∞
γν = +∞,

a contradiction.
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Remark 3.43. Applying Theorem 3.37 in Lemma 3.42 reveals the upper bound 1/c(f) ≤
1/2 on the Hölder exponent due to c(f) ≥ 2.

Before we state global Hölder type error bounds, we shortly recall the following version

of a local error bound result for a single polynomial inequality from [57] (for more detail,

see [57, Cor. 2.3]). The main result in [57] (Theorem 2.2) uses an error bound result for

polynomial equality systems proven in [37, Lem. 2].

Lemma 3.44. Let f ∈ R[x] with f0
≤ 6= ∅ be given. Then, for all r̃ > 0 with f0

≤ ∩ {x ∈
Rn| ‖x‖ ≤ r̃} 6= ∅, there exist some γ̃ > 0 and q̃ > 0 such that

dist(x, f0
≤) ≤ γ̃ [f(x)]

1/q̃
+ for all ‖x‖ ≤ r̃.

Now we are ready to formulate the main result of the present section, a global Hölder

type error bound for coercive polynomials.

Theorem 3.45. Let f ∈ R[x] be a polynomial satisfying the assumptions of Theo-

rem 2.41 with f0
≤ 6= ∅. Then there exist some γ̄ > 0 and q̃ > 0 such that

dist(x, f0
≤) ≤ γ̄max{[f(x)]

1/c(f)
+ , [f(x)]

1/q̃
+ } for all x ∈ Rn.

Proof. By Lemma 3.42, there exist some γ > 0 and r > 0 such that

dist(x, f0
≤) ≤ γ [f(x)]

1/c(f)
+ for all ‖x‖ > r. (3.23)

Without loss of generality, one can assume that r > 0 fulfills

f0
≤ ∩ {x ∈ Rn| ‖x‖ ≤ r} 6= ∅.

Then, Lemma 3.44 yields the existence of some γ̃ > 0 and q̃ > 0 with

dist(x, f0
≤) ≤ γ̃ [f(x)]

1/q̃
+ for all ‖x‖ ≤ r. (3.24)

Setting γ̄ := max{γ, γ̃}, the assertion directly follows by (3.23) and (3.24).

3.5.3 Existence and uniqueness of solutions in the calculus of variations

The following general existence result for the fundamental problem in the calculus of

variations in Sobolev spaces possesses a long history starting with Tonelli [81] as one of

its first contributors. For more details, we refer to [18, 19]. For proofs see, for example,

[18, Sec. 3.3] or [19, Sec. 3.4.1].
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Theorem 3.46. Let Ω ⊆ Rn be an open bounded set with Lipschitz boundary. Let

f ∈ C0(Ω× R× Rn), f = f(x, u, ξ), satisfy

f(x, u, ·) is convex for every (x, u) ∈ Ω× R, (T1)

together with

there exist q > p ≥ 1 and c1 > 0, c2, c3 ∈ R such that

f(x, u, ξ) ≥ c1‖ξ‖q2 + c2|u|p + c3 for all (x, u, ξ) ∈ Ω× R× Rn. (T2)

Let the problem

(P ) inf
u∈W 1,q(Ω)

I(u) :=

∫
Ω
f(x, u(x),∇u(x)) dx s.t. u = u0 on ∂Ω

be given with some u0 ∈W 1,q(Ω) such that I(u0) <∞. Then the problem (P ) possesses

a minimizer u ∈W 1,q(Ω). Furthermore, if f(x, ·, ·) is convex for every x ∈ Ω and either

f(x, ·, ξ) is strictly convex for all (x, ξ) ∈ Ω × Rn or f(x, u, ·) is strictly convex for all

(x, u) ∈ Ω× R then the minimizer of (P ) is unique.

A natural question arising in the context of Theorem 3.46 is how to verify the growth

property (T2) with respect to the gradient information ∇u for some given Lagrangian

f and, if at all, for which choices of exponent values q condition (T2) holds.

Before we state Theorem 3.48 as the main result of this section, we briefly show that for

coercive polynomials strict convexity is not a stronger assumption than convexity. For

an alternative proof, see Section A.2 in Appendix.

Lemma 3.47. Let f ∈ R[x] be coercive and convex on Rn. Then f is strictly convex on

Rn.

Proof. Assume that f is convex, but not strictly convex on Rn. Then f must be linear

one some line segment of positive length in Rn (see, e.g., [77, Lem. 2]). This means that

for some x, y ∈ Rn, x 6= y, the function F (t) := f(x+ t(y − x)) is linear on the interval

[0, 1]. Since F inherits the polynomiality of f , it must be linear even on all of R. On

the other hand, F also inherits the coercivity of f , which contradicts its linearity .

For the case when the Lagrangian f from Theorem 3.46 is separable in the variable

groups ξ and (x, u), as well as polynomial in x, an application of Theorem 3.38 yields

the following result, where the degree of convenience arises as a natural upper bound

for the choices of exponent values q.
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Theorem 3.48. Let Ω ⊆ Rn be an open bounded set with Lipschitz boundary. Let

f1 ∈ R[ξ] be convex on Rn and satisfy the conditions from Theorem 2.41. Let further

f2 ∈ C0(Ω× R) be such that there exist p ∈ [1, c(f1)) and c2, c3 ∈ R with

f2(x, u) ≥ c2|u|p + c3 for all (x, u) ∈ Ω× R. (T2?)

Let

(P ) inf
u∈W 1,q(Ω)

I(u) :=

∫
Ω
f1(∇u(x)) + f2(x, u(x)) dx s.t. u = u0 on ∂Ω

with some u0 ∈ W 1,q(Ω) and some q ∈ (p, c(f1)] be given such that I(u0) < ∞. Then

the problem (P ) possesses a minimizer u ∈ W 1,q(Ω). Furthermore, if f2(x, ·) is convex

on R for every x ∈ Ω, then the minimizer of (P ) is unique.

Proof. The proof proceeds by verifying all assumptions of Theorem 3.46. For the La-

grangian f(x, u, ξ) := f1(ξ)+f2(x, u) one obtains f ∈ C0(Ω×R×Rn) due to f1 ∈ C0(Rn)

and f2 ∈ C0(Ω×R). Further, convexity of f1 on Rn yields the convexity of f(x, u, ·) for

all (x, u) ∈ Ω × R and thus the property (T1). The application of Theorem 3.38 to f1

provides for each q ∈ Q(f) = [0, c(f)] the existence of some constants c1 > 0 and c̃3 ≥ 0

with

f1(ξ) ≥ c1‖ξ‖q − c̃3 for all ξ ∈ Rn. (3.25)

Hence, for all choices q ∈ Q(f) = [0, c(f)] with q > p the combination of the properties

(T2?) and (3.25) yields

f(x, u, ξ) ≥ c1‖ξ‖q + c2|u|p + c4 for all (x, u, ξ) ∈ Ω× R× Rn,

with exponents q > p ≥ 1 and some constants c1 > 0, c2 ∈ R and c4 := c3 − c̃3 ∈ R.

Property (T2) from Theorem 3.46 is thus also fulfilled and the existence assertion follows.

For uniqueness, Lemma 3.47 yields strict convexity of f1 on Rn which, together with

the convexity of f2(x, ·) for all x ∈ Ω, provides that f(x, ·, ·) is convex for all x ∈ Ω

and f(x, u, ·) is strictly convex for all (x, u) ∈ Ω × R. Finally, an application of the

uniqueness part of Theorem 3.46 for f finishes the proof.

Remark 3.49. Although the functional I(u) from Theorem 3.48 is of a rather special

form, it contains the following interesting special case. The choice f1(ξ) := 1
2‖ξ‖

2
2 ∈ R[ξ],

f2(x, u(x)) := g(x)u with some sufficiently smooth function g yields a functional I(u)

which possesses as its corresponding Euler-Lagrange equation the well-known Poisson

equation

∆u(x) = g(x) for all x ∈ Ω,



Chapter 3. Stability, order of growth, and Newton polytopes 70

an important object of interest in theoretical physics or mechanical engineering. For

more details see, e.g., [24, 29].

The following result is a straightforward implication of Theorem 3.48 for problems in

the calculus of variations with polynomial Lagrangians depending only on the gradient

information.

Corollary 3.50. Let Ω ⊆ Rn be an open bounded set with Lipschitz boundary. Let

f ∈ R[ξ] be convex on Rn and satisfy the conditions from Theorem 2.41. Let the problem

(P ) inf
u∈W 1,q(Ω)

I(u) :=

∫
Ω
f(∇u(x)) dx s.t. u = u0 on ∂Ω

with some u0 ∈W 1,q(Ω) and some q ∈ (1, c(f)] be given such that I(u0) <∞. Then the

problem (P ) possesses a unique minimizer u ∈W 1,q(Ω).

Proof. The assertion follows with Theorem 3.48 by setting f1 := f , f2 ≡ 0, c2 = c3 = 0

and p = 1.

An interesting illustration of the latter corollary is the following well-known existence

result to the famous Dirichlet problem. We restate it here briefly in the light of the gem

regularity of the corresponding Lagrangian and its degree of convenience.

Example 3.51 (Dirichlet’s Energy Integral). For an open bounded set Ω ⊆ Rn with

Lipschitz boundary, consider Dirichlet’s energy integral

I(u) :=

∫
Ω
‖∇u‖22 dx.

Since the corresponding polynomial Lagrangian f ∈ R[ξ] with f(ξ) =
∑

i∈I ξ
2
i is convex

on Rn, gem regular and it satisfies the conditions from Theorem 2.41, choosing q :=

c(f) = 2, Corollary 3.50 yields that the problem

(P ) inf
u∈W 1,2(Ω)

I(u) s.t. u = u0 on ∂Ω,

possesses a unique minimizer u ∈W 1,2(Ω) for all u0 ∈W 1,2(Ω).

It is worth mentioning that, for the case n = 1, the setting of polynomial Lagrangians is

also used for some regularity considerations concerning solutions of variational problems

(see, e.g. [17]).



Chapter 4

Global Polynomial

Diffeomorphisms

4.1 Chapter overview

This chapter is based on the article [6] and it is structured as follows. In Section 4.2,

we show that every sum of squares polynomial ‖F‖22 corresponding to some polynomial

map F : Rn → Rn fulfills conditions (C1) and (C2) and, using a determinant formula

for Jacobians JF (see Lem. 4.8 below), we prove that polynomials ‖F‖22 corresponding

to polynomial maps F with nonvanishing Jacobian determinants det JF fulfill also the

condition (C3) (see Props. 4.9 and 4.10 below). Finally, a combination of Hadamard’s

theorem (see Th. 4.1 below) and the coercivity results from Chapter 2 enables us to

identify a class of polynomial maps F : Rn → Rn whose global diffeomorphism property

on Rn is equivalent to their Jacobian determinant detJF vanishing nowhere on Rn,

which is the main result of the present chapter (see Ths. 4.11 and 4.12 below).

This class of polynomial maps F : Rn → Rn is described in terms of so-called Newton

polytopes at infinity New∞(‖F‖22) corresponding to ‖F‖22. More precisely, for a given

polynomial map F : Rn → Rn, in order to verify whether F belongs to the latter

class, one has to identify the vertex set at infinity V (‖F‖22), the set of so-called gem-

degenerate exponent vectors D(‖F‖22), and for the latter one also has to compute the

corresponding circuit numbers (for definitions, see Chapter 2). The first may be realized

by, for example, vertex- or facet enumeration algorithms (for more details see, e.g.,

[3, 13]).

We illustrate our main results in Example 4.13, where a one-parametric family of poly-

nomial diffeomorphisms of R2 onto itself is analyzed by using our techniques. Since

71
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for some singular parameter value these techniques are not directly applicable, in Sec-

tion 4.3 we also prove the invariance of the coercivity property under linear coordinate

transformations, and show that our main results may be generalized by replacing the

assumptions on ‖F‖22 by assumptions on ‖F ◦A−1‖22 for some regular matrix A ∈ Rn×n

(see Cors. 4.18 and 4.19 below). In Example 4.20, we use such a transformation to apply

our techniques to treat the case of the singular parameter from Example 4.13.

4.2 Global diffeomorphism property

Due to [30], the following theorem, which is of crucial importance for the present work,

goes back at least to Jacques S. Hadamard [33–35]. For its proof see, e.g., [30], [51,

Sec. 6.2], or [66, Cor. 4.3].

Theorem 4.1 (Hadamard). A map F ∈ C1(Rn,Rn) is a C1-diffeomorphism of Rn onto

itself if and only if the map F is proper and det JF vanishes nowhere on Rn.

Since for a continuous map F : Rn → Rn its properness is equivalent to the property

‖F (x)‖22 → +∞ whenever ‖x‖ → +∞ (see, e.g., [27, Prop. 3.1.15]), one can reformulate

Theorem 4.1 in the setting of polynomial maps as follows.

Theorem 4.2. A map F : Rn → Rn with F = (F1, . . . , Fn), Fi ∈ R[x], i ∈ I is a

C1-diffeomorphism of Rn onto itself if and only if

det JF (x) 6= 0 for all x ∈ Rn (H1)

and

‖F (x)‖22 ∈ R[x] is coercive on Rn. (H2)

In the following we will identify conditions under which (H1) implies (H2), so that the

diffeomorphism property of F in Theorem 4.2 may be characterized by condition (H1)

alone, that is, the Real Jacobian Conjecture is true under these conditions. To this end,

we shall first show that the function f := ‖F‖22 always satisfies the conditions (C1) and

(C2).

For any two sets X1, X2 ⊆ Rn we denote by X1 +X2 := {x ∈ Rn| ∃x1 ∈ X1, ∃x2 ∈ X2 :

x = x1 + x2} ⊆ Rn their Minkowski sum and we define dX1 := {x ∈ Rn| ∃x1 ∈ X1 :

x = dx1} for any d ∈ R. We further denote by vert(P ) the set of all vertices of some

polytope P ⊆ Rn. The proof of the following auxiliary result is given in Section A.3 in

Appendix.
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Lemma 4.3. For any polytope P ⊆ Rn it holds v ∈ vert(P + P ) if and only if v =

2w with some w ∈ vert(P ).

The subsequent Lemma 4.4 will provide some useful properties regarding the Newton

polytopes at infinity of squared polynomials, while Lemma 4.5 shall treat the case of

sum of squares polynomials.

Lemma 4.4. For any f ∈ R[x] the following properties hold.

i) New∞(f2) = New∞(f) + New∞(f)

ii) V (f2) = 2V (f)

iii) for each α ∈ V (f2) it holds (f2)α = (f 1
2
α)2 > 0.

Proof. Observe that due to

f2(x) =

 ∑
α∈A(f)

fαx
α

2

=
∑

α,β∈A(f)

fαfβx
α+β

=
∑

γ∈A(f)+A(f)

 ∑
α,β∈A(f)

α+β=γ

fαfβ

xγ , (4.1)

the inclusion

A(f2) ⊆ A(f) +A(f) (4.2)

holds, which results in

New∞(f2) = conv
(
{0} ∪A(f2)

)
⊆ conv ({0} ∪ (A(f) +A(f)))

⊆ conv (({0} ∪A(f)) + ({0} ∪A(f))) = conv (A0(f) +A0(f))

= conv (A0(f)) + conv (A0(f)) = New∞(f) + New∞(f), (4.3)

where the first inclusion follows from (4.2) and the penultimate equality holds since the

convex hull of the Minkowski sum of some given sets is the Minkowski sum of the convex

hulls of the sets (see, e.g., [50, Prop. 4.12]).

Next, we shall show the inclusion

New∞(f) + New∞(f) ⊆ New∞(f2). (4.4)
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To this end it suffices to show vert (New∞(f) + New∞(f)) ⊆ New∞(f2). By Lemma 4.3

we have γ ∈ vert(New∞(f) + New∞(f)) if and only if γ = 2δ holds with some (unique)

δ ∈ vert (New∞(f)) = V0(f) ⊆ A0(f). If δ = 0, then γ = 0 ∈ New∞(f2) by definition.

If δ 6= 0, then with (4.1) one obtains for the coefficient (f2)γ ∈ R of f2 corresponding

to the vertex γ that

(f2)γ =
∑

α,β∈A(f)

α+β=γ

fαfβ = (fδ)
2 > 0, (4.5)

where the last equality holds due to Lemma 4.3 and the inequality due to fδ 6= 0

following from 0 6= δ ∈ A(f). This implies γ ∈ A(f2) and hence γ ∈ New∞(f2). Since

γ ∈ vert(New∞(f) + New∞(f)) was chosen arbitrarily, the inclusion

vert (New∞(f) + New∞(f)) ⊆ New∞(f2)

follows.

The assertion i) follows from (4.3) and (4.4). The assertion ii) follows directly from the

assertion i) by using Lemma 4.3. The assertion iii) follows directly from (4.5) above.

Lemma 4.5. For f(x) =
∑

i∈I F
2
i (x) with Fi ∈ R[x], i ∈ I, the following properties

hold.

i) New∞(f) = conv
(⋃

i∈I 2V0(Fi)
)

ii) V0 (f) ⊆
⋃
i∈I 2V0(Fi)

iii) each α ∈ V (f) satisfies fα > 0.

Proof. Observe that due to

f(x) =
∑
i∈I

F 2
i (x) =

∑
i∈I

∑
γ∈A(F 2

i )

(F 2
i )γx

γ

=
∑

γ∈
⋃
i∈I A(F 2

i )

 ∑
i∈I: γ∈A(F 2

i )

(F 2
i )γ

xγ , (4.6)

the inclusion

A(f) ⊆
⋃
i∈I

A(F 2
i ), (4.7)

and thus, also the inclusion

A0(f) ⊆
⋃
i∈I

A0(F 2
i ) (4.8)

hold.
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Part i)

First, one obtains

New∞(f) = conv (A0(f)) ⊆ conv

(⋃
i∈I

A0(F 2
i )

)
= conv

(⋃
i∈I

conv(A0(F 2
i ))

)

= conv

(⋃
i∈I

New∞(F 2
i )

)
= conv

(⋃
i∈I

conv(V0(F 2
i ))

)
= conv

(⋃
i∈I

V0(F 2
i )

)

= conv

(⋃
i∈I

2V0(Fi)

)
, (4.9)

where the inclusion holds due to (4.8) and the last equality due to Lemma 4.4 ii). In

order to show the other inclusion

conv

(⋃
i∈I

2V0(Fi)

)
⊆ New∞(f), (4.10)

it suffices to prove that the vertex set of the polytope conv
(⋃

i∈I 2V0(Fi)
)

is contained

in the set New∞(f). To this end let α ∈ 2Nn0 be an arbitrary vertex of the polytope

conv
(⋃

i∈I 2V0(Fi)
)
. Then α is necessarily a vertex of each polytope conv (2V0(Fi))

containing α. Hence, by Lemma 4.4 ii), α is a vertex of each Newton polytope at

infinity New∞(F 2
i ) containing α, that is, α ∈ V0(F 2

i ) for each i ∈ I with α ∈ New∞(F 2
i ).

If α = 0 then obviously α ∈ New∞(f) by definition. Next we shall consider only the

case α 6= 0. Here it holds α ∈ V (F 2
i ) for each i ∈ I with α ∈ New∞(F 2

i ) and using (4.6)

together with Lemma 4.4 ii) and iii) one obtains

fα =
∑

i∈I: α∈A(F 2
i )

(
F 2
i

)
α

=
∑

i∈I: α∈V (F 2
i )

(
F 2
i

)
α

=
∑

i∈I: α
2
∈V (Fi)

(
(Fi)α

2

)2
> 0. (4.11)

This implies α ∈ A(f), and hence, α ∈ New∞(f).

The assertion i) follows from (4.9) and (4.10).

Part ii)

Due to i) it holds

V0(f) = vert

(
conv

(⋃
i∈I

2V0(Fi)

))
⊆
⋃
i∈I

2V0(Fi),

which proves the assertion ii).
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Part iii)

Due to ii) it holds V (f) ⊆
⋃
i∈I 2V (Fi). Thus for any α ∈ V (f) one has α ∈

⋃
i∈I 2V (Fi)

and with (4.11) one obtains

fα =
∑

i∈I: α
2
∈V (Fi)

(
(Fi)α

2

)2
> 0,

which proves the assertion iii).

The last lemma yields for any sum of squares polynomial f ∈ R[x] the following property.

Proposition 4.6. Every polynomial f ∈ R[x] with f(x) =
∑

i∈I F
2
i (x), Fi ∈ R[x], i ∈ I,

fulfills the conditions (C1) and (C2).

Proof. By Lemma 4.5 ii) one obtains V0 (f) ⊆
⋃
i∈I 2V0(Fi), which results in

V (f) ⊆ V0 (f) ⊆
⋃
i∈I

2V0(Fi) ⊆ 2Nn0 ,

and thus, f fulfills the condition (C1).

By Lemma 4.5 iii) one obtains fα > 0 for each α ∈ V (f), that is, f also fulfills the

condition (C2).

In order to analyze whether the sum of squares polynomial f = ‖F‖22 corresponding

to some polynomial map F also fulfills the condition (C3), we shall use the following

auxiliary result.

Lemma 4.7. Let F : Rn → Rn with F = (F1, . . . , Fn), Fi ∈ R[x], i ∈ I, be given. If

for each j ∈ I there exist some i ∈ I and k ∈ N with kej ∈ A(Fi), then the polynomial

f = ‖F‖22 satisfies condition (C3).

Proof. For every j ∈ I let there exist some i ∈ I and some k ∈ N such that kej ∈ A(Fi)

holds. Define for each j ∈ I the non-empty set

I(j) := {i ∈ I| ∃k ∈ N with kej ∈ A(Fi)}

and

m(j) := max{k ∈ N| kej ∈ A(Fi), i ∈ I(j)}

together with the set Ī(j) ⊆ I(j) of indices at which the maximal value m(j) is attained.

For each j ∈ I it holds m(j)ej ∈ V (Fi) for all i ∈ Ī(j). Using Lemma 4.4 ii) one obtains

for each j ∈ I
2m(j)ej ∈ V (F 2

i ) for all i ∈ Ī(j)
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and by Lemma 4.4 iii) also

(F 2
i )2m(j)ej =

(
(Fi)m(j)ej

)2
> 0. (4.12)

With (4.6) and (4.12) one obtains for each j ∈ I

f2m(j)ej =
∑

i∈I : 2m(j)ej∈A(F 2
i )

(F 2
i )2m(j)ej =

∑
i∈Ī(j)

(F 2
i )2m(j)ej

=
∑
i∈Ī(j)

(
(Fi)m(j)ej

)2
> 0,

which implies 2m(j)ej ∈ A(f). Since by definition of m(j) it holds kej /∈ A(f) for all

k > m(j), one even obtains that for each j ∈ I the vector 2m(j)ej ∈ A(f) is a vertex

of New∞(f). Thus, we arrive at 2m(j)ej ∈ V (f) with some m(j) ∈ N for every j ∈ I.

Thus, f fulfills the condition (C3), and the assertion follows.

In the following, for some vectors a, b ∈ Rn, we use the notation a ≥ b if ai ≥ bi holds

for all i ∈ I, and 11 denotes the all-ones vector (1, . . . , 1)T ∈ Rn.

The next result provides an explicit representation of the Jacobian determinant det JF

of a polynomial map F , which will enable us to link the nowhere vanishing property of

det JF to the condition (C3) of the polynomial ‖F‖22, as formulated in Proposition 4.9

below.

Lemma 4.8 (Determinant formula).

Let F : Rn → Rn with F = (F1, . . . , Fn), Fi ∈ R[x], i ∈ I. Then all x ∈ Rn satisfy

det JF (x) =
∑

αi∈A(Fi), i∈I∑
i∈I α

i≥11

(
det(α1, . . . , αn)

∏
i∈I

(Fi)αi

)
x(
∑
i∈I α

i)−11. (4.13)

Proof. Let Sn denote the symmetric group on n elements, let sign(σ) denote the per-

mutation sign of σ ∈ Sn, and for some arbitrarily given x ∈ Rn let the entries of JF (x)

be denoted by aij , i, j ∈ I. Then the Leibniz formula for determinants yields

det JF (x) =
∑
σ∈Sn

sign(σ)
∏
i∈I

ai,σ(i)

with

ai,σ(i) =
∂

∂xσ(i)
Fi(x) =

∑
αi∈A(Fi)

(Fi)αi
∂

∂xσ(i)
xα

i
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for all σ ∈ Sn and i ∈ I. Interchanging multiplication and addition, and splitting the

appearing products, further leads to

∏
i∈I

ai,σ(i) =
∑

(α1,...,αn)∈A(F1)×···×A(Fn)

[∏
i∈I

(Fi)αi

]
·

[∏
i∈I

∂

∂xσ(i)
xα

i

]

for all σ ∈ Sn. In fact, in the above summation for any i ∈ I it is sufficient to choose

αi ∈ A(Fi) with αiσ(i) ≥ 1, since the existence of some j ∈ I with αjσ(j) = 0 means that

the monomial xα
j

does not depend on the variable xσ(j), resulting in

∂

∂xσ(j)
xα

j
= 0 and

∏
i∈I

∂

∂xσ(i)
xα

i
= 0.

This shows ∏
i∈I

ai,σ(i) =
∑

αi∈A(Fi), i∈I
αi
σ(i)
≥1, i∈I

[∏
i∈I

(Fi)αi

]
·

[∏
i∈I

∂

∂xσ(i)
xα

i

]

for all σ ∈ Sn.

Next, for any (α1, . . . , αn) in the above summation and any i ∈ I we have

∂

∂xσ(i)
xα

i
= αiσ(i)x

αi
σ(i)
−1

σi

∏
j 6=i

x
αj
σ(j)

σ(j)

and, since σ is a permutation,

∏
i∈I

∂

∂xσ(i)
xα

i
=

[∏
i∈I

αiσ(i)

]
· x
∑
i∈I α

i−11.

We arrive at

∏
i∈I

ai,σ(i) =
∑

αi∈A(Fi), i∈I
αi
σ(i)
≥1, i∈I

[∏
i∈I

(Fi)αi

]
·

[∏
i∈I

αiσ(i)

]
· x
∑
i∈I α

i−11

=
∑

αi∈A(Fi), i∈I
αi
σ(i)
≥1, i∈I

[∏
i∈I

αiσ(i)

]
·m(α1, . . . , αn, x)

for all σ ∈ Sn, where the monomial

m(α1, . . . , αn, x) :=

[∏
i∈I

(Fi)αi

]
· x
∑
i∈I α

i−11
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does not depend on σ. Hence, we may write

det JF (x) =
∑
σ∈Sn

sign(σ)
∑

αi∈A(Fi), i∈I
αi
σ(i)
≥1, i∈I

[∏
i∈I

αiσ(i)

]
·m(α1, . . . , αn, x)

=
∑

αi∈A(Fi), i∈I

∑
σ∈Sn

αi
σ(i)
≥1, i∈I

sign(σ) ·

[∏
i∈I

αiσ(i)

]
·m(α1, . . . , αn, x).

In the latter outer summation it suffices to consider αi ∈ A(Fi), i ∈ I, with
∑

i∈I α
i ≥ 11,

since otherwise there would exist some j ∈ I with αij = 0 for all i ∈ I, resulting in

α
σ−1(j)
j = 0 for any σ ∈ Sn. However, then the inner summation would be taken over

the empty set.

After introducing this restriction on the outer summation, we may drop the constraint

αiσ(i) ≥ 1, i ∈ I, in the inner summation since, for given σ ∈ Sn, its violation leads to a

vanishing product
∏
i∈I α

i
σ(i). Thus we have shown the assertion

det JF (x) =
∑

αi∈A(Fi), i∈I∑
i∈I α

i≥11

∑
σ∈Sn

sign(σ) ·

[∏
i∈I

αiσ(i)

]
·m(α1, . . . , αn, x)

=
∑

αi∈A(Fi), i∈I∑
i∈I α

i≥11

det(α1, . . . , αn) ·m(α1, . . . , αn, x),

where the final identity is due to the Leibniz formula for determinants.

Proposition 4.9. Let F : Rn → Rn with F = (F1, . . . , Fn), Fi ∈ R[x], i ∈ I, be given

such that

det JF (0) 6= 0

holds. Then the polynomial f = ‖F‖22 satisfies condition (C3).

Proof. Assume that f = ‖F‖22 does not fulfill condition (C3). Then by Lemma 4.7 there

exists an index j? ∈ I such that for every i ∈ I and every k ∈ N one has kej? /∈ A(Fi)

and, thus, choosing k = 1 one especially obtains that for all i ∈ I

ej? /∈ A(Fi) (4.14)

holds. Consider an arbitrary choice of exponent vectors αi ∈ A(Fi), i ∈ I, with

∑
i∈I

αi = 11. (4.15)
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Since αi ∈ Nn0 for each i ∈ I, the system of equations (4.15) implies

αij ∈ {0, 1} for all i, j ∈ I. (4.16)

Regarding (4.15), one also has ∑
i∈I

αij? = 1 (4.17)

and thus, due to (4.16), there exists some (unique) i? ∈ I such that αi
?

j? = 1. By (4.14)

there also exists some j?? ∈ I \ {j?} with αi
?

j?? 6= 0 and, consequently,

‖αi?‖1 > 1.

Thus, the binary vector αi
?

possesses at least two nonzero entries and, with (4.15), one

obtains

‖11− αi?‖1 = ‖
∑

i∈I\{i?}

αi‖1 < n− 1. (4.18)

By (4.18) the remaining n − 1 binary vectors αi, i ∈ I \ {i?}, can possess at most

n − 2 non-zero entries in total. Thus, by the pigeonhole principle, there exists some

i?? ∈ I \ {i?} with αi
??

= 0, which results in

det(α1, . . . , αn) = 0. (4.19)

Since the choice of vectors αi ∈ A(Fi), i ∈ I, with (4.15) was arbitrary, using Lemma

4.8 and (4.19) one finally obtains

det JF (0) =
∑

αi∈A(Fi), i∈I∑
i∈I α

i=11

(
det(α1, . . . , αn)

n∏
i=1

(Fi)αi

)
= 0,

and the assertion follows.

The combination of Propositions 4.6 and 4.9 provides the following result.

Proposition 4.10. Let F : Rn → Rn with F = (F1, . . . , Fn), Fi ∈ R[x], i ∈ I, be given

such that

det JF (0) 6= 0

holds. Then the polynomial f = ‖F‖22 fulfills the conditions (C1)-(C3).

The following two theorems contain the main results of this chapter. The first one

assumes the gem-regularity of the polynomial ‖F‖22, while the second one treats also the
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case of gem-irregular polynomials ‖F‖22 under some further conditions imposed on the

coefficients corresponding to the gem-degenerate exponent vectors of ‖F‖22 which also

include the circuit number information.

Theorem 4.11. For F : Rn → Rn with F = (F1, . . . , Fn), Fi ∈ R[x], i ∈ I, let the

polynomial f = ‖F‖22 be gem regular. Then the following two assertions are equivalent.

a) F is a C1-diffeomorphism of Rn onto itself.

b) det JF (x) 6= 0 holds for all x ∈ Rn.

Proof. Assertion a) implies b) by direct application of Theorem 4.1. For the proof of

the reverse direction observe that assertion b) and Proposition 4.10 imply that ‖F‖22
fulfills the conditions (C1)-(C3) which, by Theorem 2.39, characterize the coercivity on

Rn of the gem regular polynomial ‖F‖22. The map F thus fulfills the conditions (H1)

and (H2), and Theorem 4.2 finally implies that F is a C1-diffeomorphism of Rn onto

itself.

Theorem 4.12. For F : Rn → Rn with F = (F1, . . . , Fn), Fi ∈ R[x], i ∈ I, let

f = ‖F‖22. For each α? ∈ D(f) let V ? ⊆ V (f) denote a minimal affinely independent

set with α? ∈ conv V ? and the corresponding unique positive convex coefficients λα,

α ∈ V ?, of α?, let w(α?) > 0, α? ∈ D(f), denote weights with
∑

α?∈D(f)w(α?) ≤ 1, and

let further

fα? > −w(α?) Θ(f, V ?, α?) if α? ∈ 2Nn0

as well as

|fα? | < w(α?) Θ(f, V ?, α?) else.

Then the following two assertions are equivalent.

a) F is a C1-diffeomorphism of Rn onto itself.

b) det JF (x) 6= 0 holds for all x ∈ Rn.

Proof. The proof runs along the same lines as the proof of Theorem 4.11, where Theorem

2.39 is replaced by Theorem 2.41.

Example 4.13. Consider the polynomial map Ft : R2 → R2 with Ft,1(x) = x1 +x3
1− tx3

2

and Ft,2(x) = x2 +x3
1 +x3

2 for some parameter value t ∈ R. We shall show that the map

Ft is a C1-diffeomorphism of R2 onto itself for all parameter values t > −1, and that Ft

does not possess this diffeomorphism property for any t < −1.
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We define ft(x) := ‖Ft(x)‖22 for all x ∈ R2. First, let us consider the case t = 1. Observe

that

det JF1(x) = 1 + 3x2
1 + 3x2

2 + 18x2
1x

2
2 > 0 for all x ∈ R2

holds and hence det JF1(x) 6= 0 for all x ∈ R2 is fulfilled. One further obtains

f1(x) = 2x6
1 + 2x6

2 + 2x4
1 + 2x4

2 + 2x3
1x2 − 2x1x

3
2 + x2

1 + x2
2

with the corresponding gem

G(f1) = conv ((6, 0), (0, 6)) ,

which implies gem regularity of f1, since D(f1) = V c(f1) ∩ G(f1) = ∅ (see Fig. 4.1).

According to Theorem 4.11 the map F1 thus is a C1-diffeomorphism of R2 onto itself.

Next we shall consider only parameter values t 6= 1. First, observe that the condition

det JFt(x) = 1 + 3x2
1 + 3x2

2 + (9 + 9t)x2
1x

2
2 6= 0 for all x ∈ R2 (4.20)

is violated for any t < −1, since the choice x(s) = (s, s) with s ∈ R leads to the function

det JFt(x(s)) = 1 + 6s2 + (9 + 9t)s4 which possesses real zeros. By Theorem 4.1, Ft can

thus not be a C1-diffeomorphism of R2 onto itself for any t < −1.

On the other hand, (4.20) holds for all t ≥ −1, since the Jacobian determinant then is

strictly positive. One further obtains

ft(x) = 2x6
1 + (1 + t2)x6

2 + 2(1− t)x3
1x

3
2 + 2(x4

1 + x4
2) + 2(x3

1x2 − tx1x
3
2) + x2

1 + x2
2

with

G(ft) = conv ((6, 0), (0, 6)) ,

which, for parameter values t 6= 1, implies gem irregularity of ft, since D(ft) = V c(f)∩
G(ft) = {(3, 3)} due to ft,(3,3) = 2(1− t) 6= 0 (see Fig. 4.1). For α? = (3, 3) ∈ D(ft) the

unique minimal affinely independent subset V ? ⊆ V (ft) with α? ∈ conv V ? is given by

the vertex set at infinity of New∞(ft) itself, that is, V ? := V (ft) = {(6, 0), (0, 6)}. From

the convex representation α? = (3, 3) = 1
2(6, 0) + 1

2(0, 6) with the unique positive convex

coefficients λ(6,0) = λ(0,6) = 1
2 , computing the corresponding circuit number yields

Θ(ft, α
?, V (ft)) =

(
ft,(6,0)

λ(6,0)

)λ(6,0) (ft,(0,6)

λ(0,6)

)λ(0,6)
=

√
2
1
2

√
1 + t2

1
2

= 2
√

2
√

(1 + t2). (4.21)
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Further, choosing the weight w((3, 3)) := 1, the inequality

|ft,(3,3)| < Θ(ft, α
?, V (ft))

holds if and only if t 6= −1, because due to ft,(3,3) = 2(1− t) and (4.21), the inequality

|2(1− t)| < 2
√

2
√

(1 + t2)

holds if and only if t 6= −1. According to Theorem 4.12, the latter fact together with

(4.20) imply that the map Ft is a C1-diffeomorphism of R2 onto itself for all parameter

values t > −1, and the assertion follows.

α2

α1 α1

α2

Figure 4.1: Illustration of Example 4.13. In the left picture, the shaded area corre-
sponds to the Newton polytope at infinity New∞(f1), and the black circles stand for the
set A(f1). For the case t 6= 1, in the right picture, the shaded area corresponds to the
Newton polytope at infinity New∞(ft), the black circles stand for the set A(ft)\D(ft),

and the shaded circle describes the (singleton) set D(ft).

Remark 4.14. Example 4.13 also shows that, despite the assertion of Proposition 4.9,

under the assumptions of Theorems 4.11 or 4.12 the diffeomorphism property of a poly-

nomial map F may not solely be characterized by the condition det JF (0) 6= 0. In fact,

in the example we have det JFt(0) 6= 0 for any t ∈ R, but Ft is not a C1-diffeomorphism

for t < −1.

Remark 4.15. In [5, Lem. 2.22] we showed that gem regularity of a polynomial f is

a weak condition in the sense that it follows from a general position property of the

multiplier vectors α ∈ A(f). Unfortunately, the polynomials f = ‖F‖22 considered in

the present chapter possess a special structure, so that gem regularity of such functions

is not necessarily a mild assumption.

In fact, Example 4.13 provides a parametric family of such polynomials for which gem

regularity and Theorem 4.11 may only be employed at a single choice of the parameter

(t = 1). On the other hand, Theorem 4.12 covers the gem irregular case well enough to
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treat all members of the parametric family except for a singular choice of the parameter

(t = −1), which will be considered separately in Example 4.20 below.

4.3 Coercivity under linear transformations

In this section we shall show how linear transformations can help to study the global

diffeomorphism property of a polynomial map when the assumptions of Theorems 4.11

and 4.12 are violated, like for the singular parameter value in Example 4.13.

Proposition 4.16. For any regular matrix A ∈ Rn×n a function f : Rn → R is coercive

on Rn if and only if the function f ◦A−1 is coercive on Rn.

Proof. Let A be a regular matrix, let f be coercive on Rn, and consider a sequence (yν) ⊆
Rn with limν→∞ ‖yν‖ = +∞. Then we have ‖yν‖ ≤ ‖A‖‖A−1yν‖ for all ν ∈ N, where

‖A‖ denotes the matrix norm of A induced by ‖·‖. This implies limν→∞ ‖A−1yν‖ = +∞
and, by the coercivity of f , limν→∞ f(A−1yν) = +∞, so that the coercivity of f ◦ A−1

is shown. The reverse direction may be shown along the same lines, using the identity

f = (f ◦A−1) ◦A.

We may also improve the formulation of Proposition 4.10 as follows:

Proposition 4.17. Let F : Rn → Rn with F = (F1, . . . , Fn), Fi ∈ R[x], i ∈ I, be given

such that

det JF (0) 6= 0

holds. Then for any regular matrix A ∈ Rn×n the polynomial ‖F ◦ A−1‖22 fulfills the

conditions (C1)-(C3).

Proof. Since F ◦ A−1 is a polynomial map, the assertion follows from Proposition 4.10

and det J(F ◦A−1)(0) = det JF (0) · detA−1 6= 0.

Corollary 4.18. The assertion of Theorem 4.11 remains true, if the assumption of gem

regularity of the polynomial ‖F‖22 is replaced by the assumption of gem regularity of the

polynomial ‖F ◦A−1‖22 for some regular matrix A ∈ Rn×n.

Proof. We only have to modify the proof that assertion b) implies assertion a). In fact,

for the given matrix A ∈ Rn×n assertion b) and Proposition 4.17 imply that ‖F ◦A−1‖22
fulfills the conditions (C1)-(C3) which, by Theorem 2.39, characterize the coercivity on

Rn of the gem regular polynomial ‖F ◦ A−1‖22. Consequently, by Proposition 4.16 also

the polynomial ‖F‖22 is coercive, so that the map F thus fulfills the conditions (H1) and

(H2), and Theorem 4.2 implies the assertion.
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The following result is shown analogously.

Corollary 4.19. The assertion of Theorem 4.12 remains true, if the assumptions on

the polynomial ‖F‖22 are replaced by the same assumptions on the polynomial ‖F ◦A−1‖22
for some regular matrix A ∈ Rn×n.

We illustrate Corollary 4.19 by sharpening the result given in Example 4.13.

Example 4.20. Consider the polynomial map Ft : R2 → R2 from Example 4.13 with

Ft,1(x) = x1 +x3
1− tx3

2 and Ft,2(x) = x2 +x3
1 +x3

2 for some parameter value t ∈ R. Then

Ft is a C1-diffeomorphism of R2 onto itself if and only if t ≥ −1.

In fact, by Example 4.13, it suffices to show that Ft is a C1-diffeomorphism of R2 onto

itself for the singular parameter value t = −1. In fact, using the linear coordinate

transformation x = A−1y with the matrix

A−1 =

(
1 1

1 −1

)
,

one obtains the gem-irregular polynomial

f−1(A−1y) := ‖F−1(A−1y)‖22 =

= 2y2
1 + 2y2

2 + 8y4
1 + 24y2

1y
2
2 + 8y6

1 + 48y4
1y

2
2 + 72y2

1y
4
2

with D(f−1 ◦A−1) = {(4, 2)} and V (f−1 ◦A−1) = {(6, 0), (2, 4), (0, 2)}. From the positiv-

ity of the circuit number Θ(f−1 ◦A−1, (4, 2), V (f−1 ◦A−1)) corresponding to the unique

gem-degenerate exponent vector α? = (4, 2) of f−1 ◦A−1, one obtains the inequality

48 =
(
f−1 ◦A−1

)
(4,2)

> −Θ(f−1 ◦A−1, (4, 2), V (f−1 ◦A−1)).

Since det JF−1(x1, x2) = 1 + 3x2
1 + 3x2

2 > 0 holds for all x ∈ R2, Corollary 4.19 yields

the assertion.

Remark 4.21. In Pinchuk’s counterexample to the Real Jacobian Conjecture (cf. [68]),

the Jacobian determinant of F vanishes nowhere on R2 so that, by Proposition 4.17,

the sum of squares polynomial ‖F ◦ A−1‖22 does satisfy the conditions (C1)-(C3) for

any regular matrix A ∈ R2×2. Since, however, F is not a global C1-diffeomorphism,

‖F ◦ A−1‖22 can neither be gem regular nor satisfy the additional sufficient conditions

from Theorem 4.12 for any regular matrix A ∈ R2×2.





Chapter 5

Conclusions and open problems

In this dissertation thesis, we analyzed growth properties on Rn of multivariate poly-

nomials f ∈ R[x] in terms of their so-called Newton polytopes at infinity. In fact,

in Chapter 2 we introduced the broad class of so-called gem regular polynomials and

characterized their coercivity via conditions solely containing information about the ge-

ometry of the vertex set of the Newton polytope at infinity, as well as sign conditions

on the corresponding polynomial coefficients. For all other polynomials, the so-called

gem irregular polynomials, we introduced sufficient conditions for coercivity based on

those from the regular case. For some special cases of gem irregular polynomials, we

established necessary conditions for coercivity, too. In Chapter 3 we further introduced

a stability concept for the coercivity of multivariate polynomials f ∈ R[x]. In particu-

lar, we considered perturbations of f by polynomials up to the so-called degree of stable

coercivity, and we analyzed this stability concept in terms of the corresponding Newton

polytopes at infinity. For coercive polynomials f ∈ R[x] we also introduced the order of

coercivity as a measure expressing the order of growth of f , and we identified a broad

class of multivariate polynomials f ∈ R[x] for which the order of coercivity and the

degree of stable coercivity coincide. For these polynomials we gave a geometric inter-

pretation of this phenomenon in terms of their Newton polytopes at infinity, which we

call the degree of convenience. Finally, in Chapter 4 we analyzed the global diffeomor-

phism property of real polynomial maps F : Rn → Rn by studying the properties of the

Newton polytopes at infinity corresponding to the sum of squares polynomials ‖F‖22.

This allowed us to identify a class of polynomial maps F for which their global diffeo-

morphism property on Rn is equivalent to their Jacobian determinant detJF vanishing

nowhere on Rn. In other words, we identified a class of polynomial maps for which the

Real Jacobian Conjecture, which was proven to be false in general, still holds.

87



Chapter 5. Conclusions and open problems 88

Concerning the results presented in Chapter 2, in the univariate case, that is, for n = 1

our results collapse to trivial statements. In fact, then we have New∞(f) = [0, deg(f)]

for any polynomial f so that, in particular, each polynomial f is gem regular. The

characterization of coercivity from Theorem 2.39 by conditions (C1)–(C3) then simply

states that the leading term of f has even degree and a positive coefficient.

For n > 1 a natural and more interesting question arising throughout this thesis is

whether gem regularity, the conditions (C1)–(C3), and the remaining conditions intro-

duced in Theorems 2.29, 2.41, and 2.44 can be verified algorithmically. To this end, in

particular one needs to compute all vertices and faces of the polytope New∞(f). This

could be done, for example, by using vertex and facet enumeration algorithms (cf., e.g.,

[3, 13]), but is beyond the scope of the present thesis.

In some applications, even stronger notions of coercivity are needed, like locally uniform

coercivity of a parametric function f : Rr × Rn → R which is satisfied at t̄ ∈ Rr when

f(t, x)→ +∞ holds for t→ t̄ and ‖x‖ → +∞. The application of our Newton polytope-

type techniques to the latter concept in the case of multivariate polynomial functions

f ∈ R[x] is subject of future research.

Our results from Chapter 3 show that, for a broad class of coercive polynomials, the

degree of stable coercivity and the order of coercivity coincide with the degree of conve-

nience. It is thus an interesting question whether this property holds true for all coercive

polynomials. Answering this question positively would not only reveal an intimate con-

nection between the stability and the order of growth concepts of coercive polynomials

on the one hand, and a geometric property of the corresponding Newton polytopes at

infinity expressed by the degree of convenience on the other hand, but in particular it

would also show that the degree of stable coercivity as well as the order of coercivity

always are even numbers.

Our results from Chapter 4 show that the global diffeomorphism property of a real poly-

nomial map F : Rn → Rn can sometimes be studied by analyzing the coercivity property

of the sum of squares polynomial ‖F‖22 via its Newton polytope at infinity New∞(‖F‖22).

However, due to the special structure of the polynomial ‖F‖22, the assumptions of known

sufficiency theorems for coercivity are not necessarily mild and may be expected to be

violated. On the other hand, while preserving the coercivity property, suitable linear

coordinate transformations may help to transform such a degenerated polynomial into

another one, for which the known techniques for verifying coercivity can be applied.

In order to better understand the coercivity property of multivariate polynomials over

Rn, it is thus an interesting question whether for each coercive polynomial f there

exists some linear coordinate transformation such that, in new coordinates, f fulfills the
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conditions from Theorem 2.39 or from Theorem 2.41, and how such a linear coordinate

transformation may be constructed. We leave these questions for future research.





Appendix A

Appendix

A.1 A nonhomogeneous Motzkin transposition theorem

In the proof of Proposition 2.24 we use the following nonhomogeneous version of Motzkin’s

transposition theorem.

Lemma A.1. For matrices and vectors of appropriate dimensions, the system

Ax = a, Bx ≥ 0, Cx > 0 (A.1)

is inconsistent if and only if at least one of the systems

Aᵀρ+Bᵀσ + Cᵀτ = 0, 〈a, ρ〉 > 0, σ, τ ≥ 0 (A.2)

and

Aᵀρ+Bᵀσ + Cᵀτ = 0, 〈a, ρ〉 = 0, σ, τ ≥ 0, τ 6= 0 (A.3)

is consistent.

Proof. The system (A.1) is inconsistent if and only if the homogeneous system

(A,−a)

(
x

y

)
= 0, (B, 0)

(
x

y

)
≥ 0,

(
C 0

0 1

)(
x

y

)
> 0 (A.4)

is inconsistent, as for any solution x of (A.1) the vector (x, 1) solves (A.4), and for

any solution (x, y) of (A.4) we have y > 0, and x/y solves (A.1). By Motzkin’s (ho-

mogeneous) transposition theorem, the system (A.4) is inconsistent if and only if the
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system (
Aᵀ

−aᵀ

)
ρ+

(
Bᵀ

0ᵀ

)
σ +

(
Cᵀ 0

0ᵀ 1

)(
τ

µ

)
= 0, σ, τ, µ ≥ 0, (τ, µ) 6= 0

is consistent. Rewriting this fact for the two cases µ > 0 and µ = 0 yields the assertion.

A.2 Alternative proof of Lemma 3.47

For the contrary, assume that f is not strictly convex on Rn. Then, there exist some

x, y ∈ Rn with x 6= y and some λ̄ ∈ (0, 1) with

f((1− λ̄)x+ λ̄y) ≥ (1− λ̄)f(x) + λ̄f(y)

and, since f is convex on Rn, the latter property yields

f((1− λ̄)x+ λ̄y) = (1− λ̄)f(x) + λ̄f(y). (A.5)

Defining the univariate polynomial F ∈ R[λ] by F (λ) := f(x+ λ(y − x)) for all λ ∈ R,

the property (A.5) reduces to F (λ̄) = f(x) + λ̄(f(y − f(x)). Clearly, F inherits the

convexity property on R from that of f on Rn. In the next step, we shall show that F is

linear over the interval (0, 1), which, due to the polynomial property of F , implies that

F is in fact linear over the whole space R.

Let us thus for the contrary assume that F is not linear on the interval (0, 1). Then,

there exists some λ? ∈ (0, 1) with F (λ?) 6= f(x) + λ?(f(y)− f(x)). By the definition of

F and its convexity, the latter property implies F (λ?) < f(x) + λ?(f(y) − f(x)), and

thus, in view of (A.5), also λ̄ 6= λ? holds. In the following we shall consider two cases.

If λ? > λ̄, then with the convex coefficients λ1 := 1− λ̄/λ? and λ2 := λ̄/λ? corresponding

to the representation of the point λ̄ as a convex combination λ̄ = λ1 ·0+λ2 ·λ? of points

0 and λ?, one obtains

λ1F (0) + λ2F (λ?) < λ1f(x) + λ2(f(x) + λ?(f(y)− f(x)))

= f(x) + λ̄(f(y)− f(x)) = F (λ̄),

a contradiction to the convexity of F on R.

If λ? < λ̄, then with the convex coefficients λ1 := (1 − λ̄)/(1 − λ?) and λ2 := (λ̄ −
λ?)/(1−λ?) corresponding to the representation of the point λ̄ as a convex combination
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λ̄ = λ1 · λ? + λ2 · 1 of points λ? and 1, one obtains

λ1F (λ?) + λ2F (1) < λ1(f(x) + λ?(f(y)− f(x))) + λ2f(y)

= f(x) + λ̄(f(y)− f(x)) = F (λ̄),

a contradiction to the convexity of F on R.

Hence F is linear on R and one obtains a contradiction to the coercivity of F on R,

which the univariate polynomial F clearly inherits by its definition from the coercivity

of f on Rn. The assertion follows.

A.3 Proof of Lemma 4.3

For any v̄ ∈ vert(P + P ) there exists a vector a ∈ Rn \ {0} such that v̄ is the unique

optimal point of the problem

(LP1) max
v∈P+P

aT v.

Let w̄ ∈ vert(P ) be an optimal point of the problem

(LP2) max
w∈P

aTw.

Since

max
v∈P+P

aT v = max
(x,y)∈P×P

aT (x+ y) = max
x∈P

aTx+ max
y∈P

aT y

= 2 max
x∈P

aTx = 2aT w̄ = aT 2w̄ (A.6)

holds, the point 2w̄ ∈ 2 vert(P ) is an optimal point of (LP1). A a was chosen such that

v̄ is the unique optimal point of (LP1), one obtains v̄ = 2w̄ with w̄ ∈ vert(P ).

On the other hand, choose w̄ ∈ vert(P ) and put v̄ = 2w̄. To show is v̄ ∈ vert(P + P ).

Observe that there exists some a ∈ Rn \ {0} such that w̄ is the unique optimal point of

the problem (LP2). Using (A.6), the point v̄ is thus an optimal point of (LP1). Assume

that v̄ /∈ vert(P + P ) holds. Since (LP1) must possess a vertex solution, there exists an

optimal point z̄ := x̄+ ȳ ∈ P +P of (LP1) with v̄ 6= z̄. For the point ū := 1
2(x̄+ ȳ) ∈ P

we obtain the identity

aT ū =
1

2
aT (x̄+ ȳ) =

1

2
aT z̄ = aT w̄,

where the last equation holds since both z̄ and v̄ = 2w̄ are optimal for (LP1). The point

ū ∈ P is thus an optimal point of the problem (LP2), and the uniqueness of w̄ implies
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w̄ = ū. This leads to the contradiction v̄ = z̄, and thus the assertion v̄ ∈ vert(P + P )

follows.

A.4 Alternative proof of Lemma 4.8

The proof is done by induction using the Laplace expansion rule for matrix determinants.

Case n = 1

For an arbitrary polynomial F : R→ R with F (x) =
∑

α∈A(F ) Fαx
α one obtains due to

JF (x) = F ′(x) the following equality

det JF (x) = det F ′(x) = F ′(x) =
∑

α∈A(F )

α≥1

αFαx
α−1,

which proves the correctness of the formula (4.13).

Induction step:

Assume that the determinant formula (4.13) is true for dimension n− 1. Expanding the

determinant of the Jacobian matrix JF (x) of an arbitrary polynomial map F : Rn → Rn

along its n-th column by using the Laplace expansion rule yields

det JF (x) =

n∑
j=1

(−1)j+n · (JF (x))(j,n) · det J(j,n)(x), (A.7)

where

(JF (x))(j,n) =
∂

∂xn
Fj(x) (A.8)

denotes the entry of the Jacobian matrix JF (x) ∈ Rn×n corresponding to its j-th row

and n-th column and the matrix J(j,n)(x) ∈ R(n−1)×(n−1) denotes the matrix obtained

from the Jacobian matrix JF (x) ∈ Rn×n by omitting its j-th row and n-th column.

For the later purposes we first define projection maps πi,n : A(Fi) → Nn−1
0 with

πi,n(α1, . . . , αn) = (α1, . . . , αn−1) for all α = (α1, . . . , αn) ∈ A(Fi), i ∈ I and a pro-

jection map πn : Rn → Rn−1 via πn(x1, . . . , xn) = (x1, . . . , xn−1) for all x ∈ Rn. Denote

further I := {1, . . . , n} the index set of all coordinates in Rn and Ij := I \ {j} for j ∈ I.

For an arbitrary i ∈ I and β ∈ Nn−1
0 the set π−1

i,n (β) ⊆ A(Fi) denotes the inverse image

of β under the projection map πi,n.
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For further working with the Laplace expansion formula (A.7) it is convenient to express

all the information about the original Jacobian matrix JF (x) containing n variables

x1, . . . , xn only in terms of the first n − 1 variables x1, . . . , xn−1 while considering the

variable xn to be a parameter.

First, it holds

Fj(x) =
∑

αj∈A(Fj)

(Fj)αjx
αj =

∑
αj∈A(Fj)

(Fj)αjx
αjn
n πn(x)πj,n(αj)

=
∑

βj∈πj,n(A(Fj))

 ∑
α∈π−1

j,n(βj)

(Fj)αx
αn
n

πn(x)β
j

(A.9)

and due to (A.8) one obtains by differentiating (A.9) with respect to xn

(JF (x))(j,n) =
∑

βj∈πj,n(A(Fj))

 ∑
α∈π−1

j,n
(βj)

αn≥1

(Fj)ααnx
αn−1
n

πn(x)β
j
. (A.10)

Denoting

Q(βj) :=

 ∑
α∈π−1

j,n
(βj)

αn≥1

(Fj)ααnx
αn−1
n

 (A.11)

one can rewrite (A.10) as

(JF (x))(j,n) =
∑

βj∈πj,n(A(Fj))

Q(βj) · πn(x)β
j
. (A.12)

Since by the induction hypothesis the determinant formula (4.13) is true for the dimen-

sion n− 1, its direct application to the matrix J(j,n)(x) ∈ Rn−1×n−1 results in

det J(j,n)(x) =

∑
βi∈πi,n(A(Fi)), i∈Ij∑

i∈Ij β
i≥11Tn−1

W (βi, i ∈ Ij) · πn(x)
∑
i∈Ij β

i−11Tn−1 (A.13)

where

W (βi, i ∈ Ij) := det
[
βi, i ∈ Ij

]
·
∏
i∈Ij

 ∑
α∈π−1

i,n(βi)

(Fi)αx
αn
n

 (A.14)
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and [
βi, i ∈ Ij

]
∈ R(n−1)×(n−1)

denotes the (n−1, n−1)-matrix consisting of projected exponent vectors βi ∈ πi,n(A(Fi)),

i ∈ Ij as row vectors.

Inserting (A.12) together with (A.13) into (A.7) and using

πn(x)β
j · πn(x)

∑
i∈Ij β

i−11Tn−1 = πn(x)
∑
i∈I β

i−11Tn−1 ,

one directly obtains

det JF (x) =∑
j∈I

∑
βj∈πj,n(A(Fj))

∑
βi∈πi,n(A(Fi)), i∈Ij∑

i∈Ij β
i≥11Tn−1

(−1)j+nQ(βj)W (βi, i ∈ Ij)πn(x)
∑
i∈I β

i−11Tn−1 .

(A.15)

The second and the third sum in (A.15) can be merged together resulting in

det JF (x) =

∑
j∈I

∑
βi∈πi,n(A(Fi)), i∈I∑

i∈Ij β
i≥11Tn−1

(−1)j+nQ(βj)W (βi, i ∈ Ij)πn(x)
∑
i∈I β

i−11Tn−1 . (A.16)

The inner sum from (A.16) can be written as a difference of the following two sums:

∑
βi∈πi,n(A(Fi)), i∈I∑

i∈Ij β
i≥11Tn−1

=
∑

βi∈πi,n(A(Fi)), i∈I∑
i∈I β

i≥11Tn

−
∑

βi∈πi,n(A(Fi)), i∈I∑
i∈Ij β

i�11Tn−1∑
i∈I β

i≥11Tn−1

(A.17)

where for the second sum on the right side in (A.17) it holds

∑
βi∈πi,n(A(Fi)), i∈I∑

i∈Ij β
i�11Tn−1∑

i∈I β
i≥11Tn−1

(−1)j+nQ(βj)W (βi, i ∈ Ij)πn(x)
∑
i∈I β

i−11Tn−1 = 0 (A.18)

due to the fact that for an arbitrary choice of n vectors βi ∈ πi,n(A(Fi)) ⊆ Nn−1
0 , i ∈ I

with
∑

i∈Ij β
i � 11Tn−1 it always holds

det
[
βi, i ∈ Ij

]
= 0,

and consequently,
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W (βi, i ∈ Ij) = 0.

as well.

The properties (A.17) and (A.18) imply that the inner sum in (A.16) is, in fact, inde-

pendent on the index j

det JF (x) =
∑
j∈I

∑
βi∈πi,n(A(Fi)), i∈I∑

i∈I β
i≥11Tn−1

(−1)j+nQ(βj)W (βi, i ∈ Ij)πn(x)
∑
i∈I β

i−11Tn−1 .

Changing the order of summation in the latter identity results in

det JF (x) =
∑

βi∈πi,n(A(Fi)), i∈I∑
i∈I β

i≥11Tn−1

∑
j∈I

(−1)j+nQ(βj)W (βi, i ∈ Ij)πn(x)
∑
i∈I β

i−11Tn−1

=
∑

βi∈πi,n(A(Fi)), i∈I∑
i∈I β

i≥11Tn−1

πn(x)
∑
i∈I β

i−11Tn−1

∑
j∈I

(−1)j+nQ(βj)W (βi, i ∈ Ij) (A.19)

With definitions (A.11) and (A.14) one obtains

Q(βj)W (βi, i ∈ Ij) =

det
[
βi, i ∈ Ij

]
 ∑
α∈π−1

j,n
(βj)

αn≥1

(Fj)ααnx
αn−1
n

 ·∏
i∈Ij

 ∑
α∈π−1

i,n(βi)

(Fi)αx
αn
n

 =

det
[
βi, i ∈ Ij

] ∑
αi∈π−1

i,n
(βi), i∈I

αjn≥1

∏
i∈I

(Fi)αi x
∑
i∈I α

i
n−1

n αjn. (A.20)

Inserting the relation (A.20) in (A.19) results in

∑
j∈I

(−1)j+nQ(βj)W (βi, i ∈ Ij)

=
∑
j∈I

(−1)j+n det
[
βi, i ∈ Ij

] ∑
αi∈π−1

i,n
(βi), i∈I

αjn≥1

∏
i∈I

(Fi)αi x
∑
i∈I α

i
n−1

n αjn


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=
∑
j∈I


∑

αi∈π−1
i,n

(βi), i∈I

αjn≥1

(−1)j+n det
[
βi, i ∈ Ij

]∏
i∈I

(Fi)αi x
∑
i∈I α

i
n−1

n αjn


=

∑
αi∈π−1

i,n
(βi), i∈I

αjn≥1

∑
j∈I

(
(−1)j+n det

[
βi, i ∈ Ij

]∏
i∈I

(Fi)αi x
∑
i∈I α

i
n−1

n αjn

)

=
∑

αi∈π−1
i,n

(βi), i∈I

αjn≥1

∏
i∈I

(Fi)αi x
∑
i∈I α

i
n−1

n

∑
j∈I

(
(−1)j+n det

[
βi, i ∈ Ij

]
αjn
)

=
∑

αi∈π−1
i,n

(βi), i∈I

αjn≥1

∏
i∈I

(Fi)αi x
∑
i∈I α

i
n−1

n det
[
αi, i ∈ I

]
(A.21)

Finally, inserting (A.21) into (A.19) one obtains

det JF (x) =

∑
βi∈πi,n(A(Fi)), i∈I∑

i∈I β
i≥11Tn−1

πn(x)
∑
i∈I β

i−11Tn−1

∑
αi∈π−1

i,n
(βi), i∈I

αjn≥1

∏
i∈I

(Fi)αi x
∑
i∈I α

i
n−1

n det
[
αi, i ∈ I

]

=
∑

βi∈πi,n(A(Fi)), i∈I∑
i∈I β

i≥11Tn−1

∑
αi∈π−1

i,n
(βi), i∈I

αjn≥1

∏
i∈I

(Fi)αi x
∑
i∈I α

i
n−1

n πn(x)
∑
i∈I β

i−11Tn−1det
[
αi, i ∈ I

]

=
∑

βi∈πi,n(A(Fi)), i∈I∑
i∈I β

i≥11Tn−1

∑
αi∈π−1

i,n
(βi), i∈I

αjn≥1

∏
i∈I

(Fi)αi x
∑
i∈I α

i
n−1

n πn(x)
∑
i∈I β

i−11Tn−1det
[
αi, i ∈ I

]

=
∑

βi∈πi,n(A(Fi)), i∈I∑
i∈I β

i≥11Tn−1

∑
αi∈π−1

i,n
(βi), i∈I

αjn≥1

∏
i∈I

(Fi)αi x
∑
i∈I α

i−11Tndet
[
αi, i ∈ I

]

=
∑

αi∈A(Fi), i∈I∑
i∈I α

i≥11Tn

∏
i∈I

(Fi)αi x
∑
i∈I α

i−11Tndet
[
αi, i ∈ I

]
. (A.22)



Bibliography

[1] D. Acunto, V. Grandjean, On gradient at infinity of semialgebraic functions,

Annales Polonici Mathematici, Vol. 87 (2005), pp. 39–49.

[2] V. De Angelis, S. Tuncel, Handelman’s theorem on polynomials with positive

multiples, Codes, Systems, and Graphical Models, The IMA Volumes in Mathemat-

ics and its Applications, Vol. 123 (2001), pp. 439–445.

[3] D. Avis, K. Fukuda, A Pivoting algorithm for convex hulls and vertex ennumera-

tion of arrangements and polyhedra, Discrete and Computational Geometry, Vol. 8

(1992), pp. 295–313.

[4] T. Bajbar, O. Stein, Coercive polynomials and their Newton polytopes, SIAM

Journal on Optimization, Vol. 25, No. 3, (2015), pp. 1542–1570.

[5] T. Bajbar, O. Stein, Coercive polynomials: Stability, order of growth and Newton

polytopes, Optimization Online, Preprint ID 2015-10-5158, 2015.

[6] T. Bajbar, O. Stein, On globally diffeomorphic polynomial maps via Newton

polytopes and circuit numbers, arXiv:1602.01977 [math.AG], 2016.

[7] E.C. Balreira, O. Kosheleva, V. Kreinovich, Algorithmics of checking

whether a mapping is injective, surjective, and/or bijective, Constraint Program-

ming and Decision Making, Studies in Computational Intelligence, Springer,

Vol. 539 (2014), pp. 1-7.
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[49] A.G. Kouchnirenko, Polyèdres de Newton et nombres de Milnor, Inventiones

mathematicae, Vol. 32 (1976), pp. 1–31.

[50] S.G. Krantz, Convex Analysis, CRC Press, Taylor & Francis Group, 2015

[51] S.G. Krantz, H.R. Parks, The Implicit Function Theorem, Modern Birkhäuser
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einer unrichtigen oder unvollständigen eidesstattlichen Versicherung sind mir bekannt.

Ich versichere an Eides statt, dass ich nach bestem Wissen die reine Wahrheit erklärt
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