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Abstract

We show that the Stokes operator $A$ on the Helmholtz space $L^p_\sigma(\Omega)$ for a bounded Lipschitz domain $\Omega \subset \mathbb{R}^d$, $d \geq 3$, has a bounded $H^\infty$-calculus if $\left| \frac{1}{p} - \frac{1}{2} \right| \leq \frac{1}{2d}$. Our proof uses a new comparison theorem for $A$ and the Dirichlet Laplace $-\Delta$ on $L^p(\Omega)^d$, which is based on “off-diagonal” estimates of the Littlewood-Paley decompositions of $A$ and $-\Delta$. This comparison theorem can be formulated for rather general sectorial operators and is well suited to extrapolate the $H^\infty$-calculus from $L^2(U)$ to the $L^p(U)$-scale or part of it. It also gives some information on coincidence of domains of fractional powers.
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1 Introduction

For a sectorial operator $A$ of angle $\omega$ on a Banach space $X$ one can define the holomorphic functional calculus by a Dunford integral

$$f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma_{\omega}} f(\lambda) R(\lambda, A) \, d\lambda$$

for all bounded analytic functions $f$ on $\Sigma := \{ z \in \mathbb{C} \setminus \{0\} : |\arg z| < \sigma \}$ with $\omega < \nu < \sigma < 2\pi$ and $\int_{\partial \Sigma_{\omega}} |f(\lambda)|/|\lambda| \, d\lambda < \infty$. $A$ has a bounded $H^\infty(\Sigma_{\sigma})$-calculus if there is a uniform estimate

$$\|f(A)\|_{B(X)} \leq C \|f\|_{H^\infty(\Sigma_{\sigma})}$$

for all such $f$. This functional calculus has found a lot of interest in evolution equations because it often allows for optimal regularity estimates [4], [6], [12], [17], [20], [21]. By now there is a large literature establishing the boundedness of the $H^\infty$-calculus for very large classes of partial differential operators $A$ on $L^p(U)$-spaces with $1 < p < \infty$. However, even for the Laplace operator $A = -\Delta$ on $L^p(\mathbb{R}^d)$ the proof requires Fourier multiplier theorems (i.e. Littlewood-Paley theory), early results on elliptic operators estimated (1), (2) with the calculus of pseudo-differential operators and there are still some open questions, e.g., it seems that the boundedness for the Stokes operator on a Helmholtz space $L^p_\sigma(\Omega)$, $\Omega$ bounded, was only known for domains with a “smooth” boundary but not for a Lipschitz domain.

The purpose of this paper is to close this gap and also to present a new method for the $H^\infty$-calculus, which is well adapted to the task of extrapolating a bounded $H^\infty$-calculus for $A$ on $L^p(U)$ to the whole $L^p$-scale, or part of it. Our approach is a refinement and a simplification of the comparison method of [11]. Assume that $B$ has a bounded $H^\infty$-calculus on a fixed $L^p(U)$-space. The idea is that if a second sectorial operator $A$ is “close enough” to $B$ it will inherit boundedness of the $H^\infty$-calculus.

Recall that the boundedness of the $H^\infty$-calculus can be characterized in terms of (certain) Littlewood-Paley estimates ([12, Remark 2(b)])

$$\|x\|_{L^p} \sim \left\| \left( \sum_{n \in \mathbb{Z}} |\varphi(2^n A)x|^2 \right)^{1/2} \right\|_{L^p}, \quad x \in L^p(U),$$

where the analytic function $\varphi$ on $\Sigma_{\sigma}$ decays polynomially at $0$ and $\infty$. The idea is now that we “compare” the Littlewood-Paley decompositions of $A$ and $B$ and the “closeness” condition we use is motivated by the following simple calculation. Let $\psi$ be a second function with the properties of $\varphi$ such
that \( \sum_{n \in \mathbb{Z}} \psi^2(2^n \lambda) = 1 \) for \( \lambda \in \Sigma_\sigma \). Then, for \( x \in L^p(U) \),

\[
\left\| \left( \sum_n |\varphi(2^n A) x|^2 \right)^{1/2} \right\|_{L^p} = \left\| \left( \sum_n |\varphi(2^n A) \left[ \sum_m \psi^2(2^n+m B) x \right]|^2 \right)^{1/2} \right\|_{L^p} \\
\leq \sum_m \left\| \left( \sum_n |\varphi(2^n A) \psi(2^n+m B) x|^2 \right)^{1/2} \right\|_{L^p} \\
\leq \left( \sum m^{-|m|} \right) \left\| \left( \sum_n |\psi(2^n B) x|^2 \right)^{1/2} \right\|_{L^p} \leq Ca \|x\|_{L^p},
\]

if we assume the following “off-diagonal” estimates with respect to the Littlewood-Paley decomposition

\[
\left\| \left( \sum_n |\varphi(2^n A) \psi(2^n+m B) x_n|^2 \right)^{1/2} \right\|_{L^p} \leq Ca^{-|m|} \left\| \left( \sum_n |x_n|^2 \right)^{1/2} \right\|_{L^p} \quad \text{and} \quad \left\| \left( \sum_n |\varphi(2^n A)' \psi(2^n+m B)' x'_n|^2 \right)^{1/2} \right\|_{L^{p'}} \leq Ca^{-|m|} \left\| \left( \sum_n |x'_n|^2 \right)^{1/2} \right\|_{L^{p'}}
\]

for some \( a > 1 \). Note that the second condition gives the lower estimate of (3) by a similar dual argument. Hence, if \( B \) satisfies (3) and \( A \) satisfies (5) then by (4) also \( A \) has a bounded \( H^\infty \)-calculus. As we shall show below (see Proposition 3), condition (5) holds, e.g., if \( D(A^{\alpha_j}) = D(B^{\alpha_j}) \) (with equivalent norms) for two indices with \( \alpha_1 < 0 < \alpha_2 \) and \( A \) is \( R \)-sectorial, i.e. for some \( C > 0 \) and all choices of \( \lambda_1, \ldots, \lambda_n \not\in \Sigma_\sigma, x_1, \ldots, x_n \in L^p(U) \) we have

\[
\left\| \left( \sum_j |\lambda_j R(\lambda_j, A) x_j|^2 \right)^{1/2} \right\|_{L^p} \leq C \left\| \left( \sum_j |x_j|^2 \right)^{1/2} \right\|_{L^p}.
\]

And this condition is clearly related to Littlewood-Paley theory. (6) is known to hold, e.g., if the semigroup \( e^{-tA} \) satisfies (generalized) Gaussian bounds (see, e.g. [17, Chapter 8]).

This argument is particularly well suited for extrapolation from \( L^2(U) \) to the \( L^p(U) \)-scale. Often it is possible to check the equality of some fractional domains of \( A \) and \( B \) on \( L^2(U) \). Then we have (5) on \( L^2(U) \) for some \( a > 1 \) by the last remark. If \( A \) and \( B \) are \( R \)-sectorial in \( L^p \) then we have (5) in \( L^p \) for \( a = 1 \). Interpolating (5) in \( L^2 \) and (5) in \( L^p \) then gives (5) on all \( L^q(U) \) with \( q \) between 2 and \( p \) (with a different \( a > 1 \), we refer to Theorem 5 below), i.e. if \( A \) satisfies (6) and \( B \) has a bounded \( H^\infty \)-calculus on these \( L^q(U) \)-spaces, so does \( A \). For an illustration concerning elliptic operators, see Section 4.
We mentioned that condition (5) can be obtained from the equality (with equivalent norms) of fractional domains of $A$ and $B$. Conversely, condition (5) implies equality of certain fractional domains (see Theorem 1). Our extrapolation scheme makes it therefore possible also to extrapolate the coincidence of fractional domains of $A$ and $B$ from $L^2$ to the $L^p$-scale.

For the Stokes operator $A$ on the Helmholtz space $L^p_\sigma(\Omega)$ we have the additional difficulty that we want to compare $A$ with the Dirichlet Laplace operator $B = -\Delta$ on the larger space $L^p(\Omega)^d$. To this end we introduce a variant of condition (5) including a retraction of $L^p(\Omega)^d$ onto $L^p_\sigma(\Omega)$, which is defined by the Helmholtz projection (see Theorem 9). According to the latter argument the Stokes operator has a bounded $H^\infty$-calculus on $L^p_\sigma(\Omega)$ if we can show that

- the Helmholtz projection $P_p$ is bounded on $L^p(\Omega)^d$,
- we have $L^2_\sigma(\Omega)s/2,A = H^s_\sigma(\Omega)$ and $(L^2(\Omega)^d)s/2,B = H^s(\Omega)^d$ for $|s| < 1/2$ where $X_{s,A}$ denotes $(D(A^s),\lVert A^s \cdot \rVert)\sim$ on $X$,
- $A$ is $R$-sectorial on $L^p_\sigma(\Omega)$.

The latter we show by extending Shen’s proof in [22] for sectoriality of $A$ to a square function estimate as in (6) for $\left| \frac{1}{p} - \frac{1}{2} \right| \leq \frac{1}{2d}$, $d \geq 3$.

See Section 6 for the precise statement of the theorem on the Stokes operator on bounded Lipschitz domains. In Section 3 we prove our comparison result based on (5). There we will use the random sum techniques of [11] to formulate our result in a Banach space setting. We recall essential definitions and statements from [12] and [11] in Section 2. Since $\mathbb{E}\lVert \sum_1^n \epsilon_n x_n \rVert_{L^p} \sim \lVert \sum_1^n |x_n|^2 \rVert_{L^p}$ in an $L^p(U)$-space for a Rademacher sequence $(\epsilon_n)$ there is no essential difference between the $L^p$-case and the general setting.

## 2 Preliminaries

In this paper, $X$ is always a complex Banach space. The space of bounded operators in $X$ is denoted by $B(X)$. We recall the notation $\Sigma_\omega := \{ z \in \mathbb{C} \setminus \{0\} : \lvert \arg z \rvert < \omega \}$ for $\omega \in (0, \pi)$. By abuse of notation we set $\Sigma_0 := [0, \infty)$.

We shall need the concept of $R$-boundedness. A set of operators $\mathcal{F}$ from $X \to Y$ is called $R$-bounded if there exists a constant $C$ such that, for all $n \in \mathbb{N}$, $x_1, \ldots, x_n \in X$, and $T_1, \ldots, T_n \in \mathcal{F}$, we have

$$\mathbb{E}\lVert \sum_1^n \epsilon_j T_j x_j \rVert_Y \leq C \mathbb{E}\lVert \sum_1^n \epsilon_j x_j \rVert_X.$$
The smallest constant $C$ is denoted $\mathcal{R}(\mathcal{T})$. $R$-boundedness is stronger than uniform boundedness, and for sets in $B(X)$ it is equivalent to uniform boundedness if and only if $X$ is a Hilbert space (this is an unpublished result due to Pisier, one has to combine [1, Prop. 1.13] with Kwapien’s characterization of Hilbert spaces as those Banach spaces having type 2 and cotype 2, see also [17, N 2.12]). Obviously, singletons $\{T\}$ are always $R$-bounded, we shall use this fact later.

A *sectorial operator* of type $\omega \in [0, \pi)$ is an injective linear operator $A$ in $X$ with dense domain $D(A)$ and dense range $R(A)$, such that its spectrum $\sigma(A)$ is contained in the complex sector $\Sigma_\omega$ and one has uniform boundedness of

$$\{\lambda(\lambda - A)^{-1} : \lambda \in \mathbb{C} \setminus \Sigma_\theta \}$$

for any $\theta \in (\omega, \pi)$. The infimum of all such $\omega$ is denoted $\omega(A)$.

A sectorial operator $A$ of type $\omega$ in $X$ is called *$R$-sectorial* of type $\omega$, if the sets in (7) are $R$-bounded in $B(X)$. The infimum of all such $\omega$ is denoted $\omega_R(A)$. A sectorial operator $A$ of type $\omega$ in $X$ is called *almost $R$-sectorial* of type $\omega$, if the sets

$$\{\lambda A(\lambda - A)^{-2} : \lambda \in \mathbb{C} \setminus \Sigma_\theta \}, \quad \theta \in (\omega, \pi),$$

are $R$-bounded in $B(X)$. The infimum of all such $\omega$ is denoted $\omega_r(A)$.

If $A$ is a sectorial operator in a Banach space $X$ and $\alpha \in \mathbb{R}$ we denote by $\dot{X}_{\alpha,A}$ the completion of $D(A^\alpha)$ with respect to the norm $\|A^\alpha \cdot\|_X$. For the scale $\langle \dot{X}_{\alpha,A}\rangle$ of homogeneous fractional domain spaces and their properties we refer to [11, Sect. 2] and [17, Sect. 15.E].

For an angle $\omega \in (0, \pi)$ we denote by $H^\infty(\Sigma_\omega)$ the set of all bounded holomorphic functions on $\Sigma_\omega$ and by $H^\infty_0(\Sigma_\omega)$ the subset of those functions $f \in H^\infty(\Sigma_\omega)$ that satisfy, for some $\varepsilon > 0$, $|f(z)| = O(|z|^\varepsilon)$ as $z \to 0$ and $|f(z)| = O(|z|^{-\varepsilon})$ as $z \to \infty$. If $A$ is a sectorial operator in $X$ of type $\omega$ and $\theta \in (\omega, \pi)$ then for $f \in H^\infty_0(\Sigma_\theta)$ the absolutely convergent Dunford type integral

$$f(A) := \frac{1}{2\pi i} \int_{\Gamma_\nu} f(\lambda)(\lambda - A)^{-1} \, d\lambda$$

defines a bounded operator $f(A)$ on $X$, which is independent of $\nu \in (\omega, \theta)$. The operator $A$ is said to have a bounded $H^\infty(\Sigma_\theta)$-calculus, if there is a constant $C$ such that

$$\|f(A)\| \leq C\|f\|_{H^\infty, \Sigma_\theta}$$

for all $f \in H^\infty_0(\Sigma_\theta)$. In this case, the functional calculus $f \mapsto f(A)$ extends to a bounded algebra homomorphism $H^\infty(\Sigma_\theta) \to B(X)$. The infimum of all such angles $\theta$ is denoted $\omega_H(A)$. For more details on the construction of the $H^\infty$-calculus and its properties we refer to [3, 12, 11, 10]).
We recall the characterization of [11, Theorem 4.1]: If $A$ is an almost $R$-sectorial operator in $X$ and $\psi \in H^\infty(\Sigma_\omega) \setminus \{0\}$ where $\omega \in (\omega_r(A), \pi)$ then each of the following two conditions is equivalent to $A$ having a bounded $H^\infty(\Sigma_\sigma)$-calculus for each $\sigma \in (\omega_r(A), \pi)$:

(i) There are constants $C_{\psi,A}, C_{\psi,A}'>0$ such that, for $x \in X$ and $x' \in X'$,

\[
\sup_{t \in [1,2]} \sup_N \mathbb{E} \left\| \sum_{|j| \leq N} \varepsilon_j \psi(t2^j A)x \right\|_X \leq C_{\psi,A} \|x\|_X,
\]

\[
\sup_{t \in [1,2]} \sup_N \mathbb{E} \left\| \sum_{|j| \leq N} \varepsilon_j \psi(t2^j A')x' \right\|_{X'} \leq C_{\psi,A'} \|x'\|_{X'}.
\]

(ii) There are constants $C_{\psi,A}, C_{\psi,A}'>0$ such that, for $x \in X$,

\[
C_{\psi,A}' \|x\|_X \leq \sup_{t \in [1,2]} \sup_N \mathbb{E} \left\| \sum_{|j| \leq N} \varepsilon_j \psi(t2^j A)x \right\|_X \leq C_{\psi,A} \|x\|_X.
\]

Here, $X'$ denotes the dual space of $X$. For later use we remark that, as a consequence of the contraction principle (see [11, Prop. 2.5]), one has for finite subsets $F_1, F_2 \subseteq \mathbb{Z}$ the following monotonicity

\[
\mathbb{E} \left\| \sum_{j \in F_1} \varepsilon_j x_j \right\| \leq \mathbb{E} \left\| \sum_{j \in F_2} \varepsilon_j x_j \right\| \quad \text{if } F_1 \subseteq F_2. \tag{8}
\]

At the end of this section we recall that any sectorial operator $A$ that has a bounded $H^\infty(\Sigma_\theta)$-calculus for some $\theta \in (\omega(A), \pi)$ is almost $R$-sectorial and satisfies $\omega_H(A) = \omega_r(A)$ (see [11, Corollary 4.4]). So in the sequel we just say that $A$ has a bounded $H^\infty$-calculus.

3 Criteria via Littlewood-Paley operators

Our first theorem gives our basic comparison criterion for the boundedness of the $H^\infty$-calculus and the coincidence of fractional domains of two operators $A$ and $B$ on a Banach space $X$ in terms of an off-diagonal estimate of their Littlewood-Paley decompositions. Variants of it in more concrete situations will be given in subsequent sections.

Theorem 1. Let $B$ have a bounded $H^\infty(\Sigma_\sigma)$-calculus on a Banach space $X$ and let $A$ be an almost $R$-sectorial operator in $X$. Assume that there are
functions $\varphi, \psi \in H^\infty_0(\Sigma_\nu) \setminus \{0\}$ where $\nu > \sigma$ such that, for some $\beta_0, \beta_1 > 0$ and all $l \in \mathbb{Z}$,
\begin{align}
\sup_{1 \leq s, l \leq 2} \mathcal{R}\{\varphi(s2^{j+l}A)\psi(t2^j B) : j \in \mathbb{Z}\} & \leq C_0 2^{-\beta_0|l|}, \\
\sup_{1 \leq s, l \leq 2} \mathcal{R}\{\varphi(s2^{j+l}A)'\psi(t2^j B)' : j \in \mathbb{Z}\} & \leq C_1 2^{-\beta_1|l|}.
\end{align}

Then $A$ has a bounded $H^\infty$-calculus on $X$. Furthermore, if $X$ is reflexive and for all $\alpha \in (-\beta_0, \beta_0)$ the functions $\varphi_\alpha(\lambda) = \lambda^\alpha \varphi(\lambda)$, $\psi_\alpha(\lambda) = \lambda^\alpha \psi(\lambda)$ still belong to $H^\infty_0(\Sigma_\nu)$ then for $\alpha$ with $|\alpha| < \beta_0$
\begin{align}
D(B^\alpha) & \subseteq D(A^\alpha), \quad \|A^\alpha x\| \lesssim \|B^\alpha x\| \text{ for } x \in D(B^\alpha). \tag{11}
\end{align}

If $\varphi_\alpha, \psi_\alpha \in H^\infty_0(\Sigma_\nu)$ for $|\alpha| < \beta_1$ then
\begin{align}
D(A^\alpha) & \subseteq D(B^\alpha), \quad \|B^\alpha x\| \lesssim \|A^\alpha x\| \text{ for } x \in D(A^\alpha). \tag{12}
\end{align}

**Remark.** Our proof shows that $A$ has a bounded $H^\infty$-calculus if we make only the weaker assumptions
\begin{align}
\sup_{1 \leq s, l \leq 2} \sum_{l \in \mathbb{Z}} \mathcal{R}\{\varphi(s2^{j+l}A)\psi(t2^j B) : j \in \mathbb{Z}\} & < \infty, \tag{13}
\sup_{1 \leq s, l \leq 2} \sum_{l \in \mathbb{Z}} \mathcal{R}\{\varphi(s2^{j+l}A)'\psi(t2^j B)' : j \in \mathbb{Z}\} & < \infty. \tag{14}
\end{align}

**Proof.** We need regularizing operators. Setting
\[ h_n(z) = n^2z(1+nz)^{-1}(n+z)^{-1} \]
we let $U_n := h_n(A)^m$ where $m \in \mathbb{N}$ is $\geq \beta_0$. Then $U_n$ maps into $D(A^m) \cap R(A^m)$ and $U_n x \to x$ for all $x \in X$. Moreover, $C_A := \sup_n \|U_n\| < \infty$ and we have
\[ \|x\|_X \leq \sup_n \|x U_n\|_X \leq C_A \|x\|_X \quad \text{for all } x \in X. \]

We shall estimate square functions for the operator $A$ via a reproducing type formula. To this end we choose $\tilde{\psi} \in H^\infty_0(\Sigma_\nu) \setminus \{0\}$ as $\tilde{\psi}(z) = [\int |\psi(t)|^2 \, dt/t]^{-1}\psi(z)$ so that $\int_0^\infty \tilde{\psi}(t)\tilde{\psi}(t) \frac{dt}{t} = 1$ and put
\[ \rho(z) := \int_1^2 \psi(tz)\tilde{\psi}(tz) \frac{dt}{t}. \]

Then $\rho \in H^\infty_0(\Sigma_\nu)$ and $\sum_{j \in \mathbb{Z}} \rho(2^j z) = 1$ for all $z \in \Sigma_\nu$, which leads to
\[ \sum_{j \in \mathbb{Z}} \rho(2^j B)x = x \quad \text{for all } x \in D(B) \cap R(B) \]
where the series is absolutely convergent in \( X \) (since the Dunford calculus even gives \( \sum_j \|\rho(2^j B)h_1(B)\| < \infty \)). For \( x \in D(B^n) \cap R(B^n) \) and \( |\alpha| < \beta_0 \) we thus have

\[
\varphi_{-\alpha}(s2^k A)A^\alpha U_n x = 2^{-k\alpha} s^{-\alpha} U_n \varphi(s2^k A)x,
\]

and we thus obtain

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho \) \( \varepsilon \) where we observe that the sequence \((\varepsilon = C \leq \lambda \leq C)\). Now we shift the summation index \( k \) by \( j \) and use (8) to obtain

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
2^{-k\alpha} \tilde{\psi}(t2^k B)x = t^\alpha \tilde{\psi}_{-\alpha}(t2^k B)B^\alpha x.
\]

(recall that \( x \in D(B^n) \cap D(R^n) \subseteq D(B^\alpha) \)) to obtain

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]

We continue by writing \( \rho(t2^k B)x \) as an integral and use

\[
\sup \sup \sum \epsilon_k \varphi_{-\alpha}(s2^k A)A^\alpha U_n x. \]
where the constant is finite due to $|\alpha| < \beta_0$. We obtain the estimate
\[
\sup_s \sup_N \mathbb{E} \left\| \sum_{|k| \leq N} \varepsilon_k \varphi(s 2^k A') (A^\alpha)' U_n x' \right\|_{X'} \leq C_A 2^{2|\alpha|} C_1 \left( \sum_j 2^{-(\beta_1 - |\alpha|) |j|} \right) C_{\tilde{\psi}-a,B} \left\| (B^\alpha)' x' \right\|_{X'}
\]
for the dual square function in the same way with a finite constant, if $|\alpha| < \beta_1$.

For $\alpha = 0$ we have
\[
\sup_s \sup_N \mathbb{E} \left\| \sum_{|k| \leq N} \varepsilon_k \varphi(s 2^k A) x \right\|_{X} \leq \sup_n \sup_s \sup_N \mathbb{E} \left\| \sum_{|k| \leq N} \varepsilon_k \varphi(s 2^k A) U_n x \right\|_{X}
\]
and our estimates show that $A$ has a bounded $H^\infty$-calculus. But then
\[
\| A^\alpha U_n x \|_X \sim \sup_s \mathbb{E} \left\| \sum_k \varepsilon_k \varphi(s 2^k A) A^\alpha U_n x \right\|_{X'},
\]
and we have shown
\[
\sup_n \| A^\alpha U_n x \|_X \lesssim \| B^\alpha x \|_X
\]
for all $|\alpha| < \beta_0$. By reflexivity of $X$ we find a weakly convergent subsequence of $(A^\alpha U_n x)$, and weak closedness of $A^\alpha$ implies $x \in D(A^\alpha)$ for $x \in D(B^m) \cap R(B^m)$. Then (11) follows, since $D(B^m) \cap R(B^m)$ is a core for $B^\alpha$.

The dual estimate gives
\[
\left\| (A^\alpha)' x' \right\|_{X'} \lesssim \left\| (B^\alpha)' x' \right\|_{X'} \quad \text{for all } |\alpha| < \beta_1,
\]
which implies, if $X$ is reflexive, by [11, Corollary 5.6] or Proposition 11 that
\[
\| B^\alpha x \|_X \lesssim \| A^\alpha x \|_X \quad \text{for all } |\alpha| < \beta_1,
\]
and (12) follows.

To justify the remark, note that for $\alpha = 0$ we only need summability of the $R$-bounds in the last estimate of the argument above.

**Remark 2.** (a) If we only assume that $B$ has an $H^\infty(\Sigma_\sigma)$-calculus and (9) then it follows already that $\{ \varphi(tA) : t > 0 \}$ is $R$-bounded. In particular, if $\varphi(\lambda) = \lambda(1 + \lambda)^{-2}$ then the assumption of almost $R$-sectoriality of $A$ can be omitted since it is automatically fulfilled. Sketch of proof: Replacing $x$ in the $k$-th term by $x_k$ we obtain for each $s \in [1, 2]$ and $\alpha = 0$:
\[
\mathbb{E} \left\| \sum_k \varepsilon_k \varphi(s 2^k A) x_k \right\| \leq C \mathbb{E} \left\| \sum_k \varepsilon_k \tilde{\varphi}(s 2^k B) x_k \right\| \lesssim \mathbb{E} \left\| \sum_k \varepsilon_k x_k \right\|
\]
by almost $R$-sectoriality of $B$. Now we use \cite[Example 2.16]{17}.

(b) For many natural choices of $\varphi$ and $\tilde{\psi}$, e.g. $z^\alpha(1 + z)^{-\beta}$ for $0 < \beta < \alpha$ or $z^\alpha e^{-z}$, one can omit the sup over $s, t \in [1, 2]$ and simply put $s = t = 1$ in (9) and (10) (cp. \cite{16}).

(c) It is clear from the proof that the functions $\varphi, \psi$ in (9) and (10) need not be the same.

(d) Condition (10) in Theorem 1 can be replaced by

\[
C'_1 := \sup_{1 \leq s, t \leq 2} \sum_{l \in \mathbb{Z}} \mathbb{R}\{\psi(t2^j B) \varphi(s2^{j+1}A) : j \in \mathbb{Z}\} < \infty. \tag{10'}
\]

As before, this condition allows to estimate (with a suitably chosen $\tilde{\varphi} \in H_0^\infty$)

\[
\sup_{t \in [1, 2]} \mathbb{E}\left\| \sum_k \varepsilon_k \psi(t2^k B)x \right\|_X \leq C'_1 \sup_{s \in [1, 2]} \mathbb{E}\left\| \sum_j \varepsilon_j \tilde{\varphi}(s2^j A)x \right\|_X.
\]

Since $B$ has a bounded $H^\infty$-calculus, we have

\[
\sup_{t \in [1, 2]} \mathbb{E}\left\| \sum_k \varepsilon_k \psi(t2^k B)x \right\|_X \geq C'_{\psi, B} \|x\|_X,
\]

and hence

\[
\sup_{s \in [1, 2]} \mathbb{E}\left\| \sum_j \varepsilon_j \tilde{\varphi}(s2^j A)x \right\|_X \geq C'_{\tilde{\varphi}, B}^{-1} \|x\|_X.
\]

We conclude that $A$ has a bounded $H^\infty$-calculus.

Our next result gives a partial converse of the second part of Theorem 1: The equality of fractional domains is a convenient way to verify the conditions (9) and (10) of Theorem 1.

**Proposition 3.** Let $A$ and $B$ be almost $R$-sectorial operators of angle $\omega$ in $X$. Suppose that, for some $\alpha_0, \alpha_1 > 0$, we have

\[
D(B^\alpha) \subseteq D(A^\alpha) \quad \text{and} \quad \|A^\alpha x\| \lesssim \|B^\alpha x\| \quad \tag{15}
\]

for $\alpha = \pm \alpha_0$ and

\[
D(A^\alpha) \subseteq D(B^\alpha) \quad \text{and} \quad \|B^\alpha x\| \lesssim \|A^\alpha x\| \quad \tag{16}
\]

for $\alpha = \pm \alpha_1$. If $\varphi, \psi, \lambda^{\pm \alpha} \varphi(\lambda), \lambda^{\pm \alpha} \psi(\lambda)$ are in $H_0^\infty(\Sigma_\nu)$ (where $\nu > \omega$) for $\alpha = \alpha_0, \alpha_1$ then (9) holds with $\beta_0 = \alpha_0$ and (10) holds with $\beta_1 = \alpha_1$.\[\Box\]
Proof. We write, for $\alpha = \pm \alpha_0$,

$$
\varphi(t^{2^{1+j}} A) \psi(s^{2^j} B) = \left( \frac{t}{s} \right)^{2\alpha} (t^{2^{1+j}} - \alpha) A^{-\alpha} \varphi(t^{2^{1+j}} A) [A^\alpha B^{-\alpha}] (s^{2^j})^\alpha B^\alpha \psi(s^{2^j} B),
$$

where $\tilde{\varphi}(z) = z^{-\alpha} \varphi(z)$ and $\tilde{\psi}(z) = z^{\alpha} \psi(z)$ are in $H^\infty_0(\Sigma)$ by assumption, and $M \in B(X)$ denotes the bounded extension of $A^{-\alpha} B^\alpha$ (here we use (15)). By almost $R$-sectoriality then the sets $\{ \tilde{\varphi}(tA) : t > 0 \}$ and $\{ \tilde{\psi}(sB) : s > 0 \}$ are $R$-bounded (see [11, Lemma 3.3]). Taking $\alpha = -\alpha_0 < 0$ for $l \geq 0$ and $\alpha = \alpha_0 > 0$ for $l < 0$ we see that (9) follows with $\beta_0 = \alpha_0$.

For the proof of (10) we note that, by Proposition 11 below (with $X = Y$, $R = I$), condition (16) implies

$$
D((B')^{-\alpha}) \subseteq D((A')^{-\alpha}) \quad \text{and} \quad \| (A')^{-\alpha} x' \| \lesssim \| (B')^{-\alpha} x' \| \quad \text{for} \quad \alpha = \pm \alpha_1.
$$

Hence we can repeat the argument.

Combination with Theorem 1 yields a result which should be compared to [11, Theorem 5.1] with an additional restriction on the range of $\alpha$ (we also refer to [18, Theorem 1.1], but mention that in case $P = I$, also the assertion of [11, Theorem 7.9] is correct).

Corollary 4. Let $B$ have a bounded $H^\infty$-calculus on $X$ and $A$ be almost $R$-sectorial in $X$. If (15) and (16) hold for $\alpha = \alpha_1, \alpha_2 \in \mathbb{R} \setminus \{0\}$ which are different, then $A$ has a bounded $H^\infty$-calculus on $X$.

Proof. If $\alpha_1 < \alpha_2 < 0$ or $0 < \alpha_2 < \alpha_1$ we shift the scales of (homogeneous) fractional domain spaces (see [11, Proposition 2.1]) and obtain, by Theorem 1 and Proposition 3, that $A$ has a bounded $H^\infty$-calculus in $\tilde{X}_{\alpha_2, B} = \tilde{X}_{\alpha_2, A}$. But then $A$ has a bounded $H^\infty$-calculus in $X$.

4 Extrapolation in the $L^p$-scale

We now describe a quite general method which allows us to extend the boundedness of the $H^\infty$-calculus of differential operators $A$ on a space $L^2(\Omega)$, where $(\Omega, d, \mu)$ could be, e.g., a metric measure space with the doubling property, to the part of $A$ on $L^p(\Omega)$-spaces, $p \neq 2$. It will be clear from the proof that this argument also applies to other interpolation scales such as Sobolev- and Besov spaces or scales of fractional domains of a sectorial operator (if,
Proof. Complex interpolation gives the assumptions of Theorem 1 in $L^p(U)$ for $p$ in a real interval $I$, is consistent if, for $\lambda < 0$ and $p, \tilde{p} \in I$ we have $R(\lambda, A_p)x = R(\lambda, A_{\tilde{p}})x$ for $x \in L^p(U) \cap \tilde{L}^\tilde{p}(U)$.

**Theorem 5.** Let $p_0 \in (1, \infty) \setminus \{2\}$, and suppose that we are given two consistent families of sectorial operators $A_p$ and $B_p$ on $L^p(U)$ for $p = 2, p_0$ and all $p$ between 2 and $p_0$. Let $B_p$ have a bounded $H^\infty$-calculus in $L^p(U)$ for $p = 2, p_0$, and let $A$ be almost R-sectorial in $L^{p_0}(U)$. Assume further that there are functions $\varphi, \psi \in H^\infty_0(\Sigma_\nu) \setminus \{0\}$ such that, for some constants $\delta, C > 0$, and all $l \in \mathbb{Z}$, $s, t \in [1, 2]$,

$$\sup_{j \in \mathbb{Z}} \|\varphi(s2^{j+1}A)\psi(t2^j B)\|_{L^2 \rightarrow L^2} \leq C2^{-\delta l}, \tag{17}$$

$$\sup_{j \in \mathbb{Z}} \|\psi(t2^j B)\varphi(s2^{j+1}A)\|_{L^2 \rightarrow L^2} \leq C2^{-\delta l}, \tag{18}$$

$$\Re\{\varphi(s2^{j+1}A)\psi(t2^j B) : j \in \mathbb{Z}\} \leq C \text{ in } L^{p_0}(U) \text{ and } L^{p_0}(U), \tag{19}$$

$$\Re\{\psi(t2^j B)\varphi(s2^{j+1}A) : j \in \mathbb{Z}\} \leq C \text{ in } L^{p_0}(U) \text{ and } L^{p_0}(U). \tag{20}$$

Then $A$ has a bounded $H^\infty$-calculus in $L^p(U)$ for $p$ between 2 and $p_0$. Furthermore, we have for $|\alpha| < \theta_\delta$, where $\theta_\delta$ determined by $\frac{1}{p} = \frac{\theta_\delta}{2} + \frac{1-\theta_\delta}{p_0}$, that

$$D(A^\alpha_p) = D(B^\alpha_p), \quad \|A^\alpha_p x\| \sim \|B^\alpha_p x\| \text{ for } x \in D(A^\alpha_p),$$

as long as the functions $\varphi_\alpha(\lambda) = \lambda^\alpha \varphi(\lambda)$ and $\psi_\alpha(\lambda) = \lambda^\alpha \psi(\lambda)$ are still in $H^\infty_0(\Sigma_\nu)$ for $|\alpha| < \theta_\delta$.

**Proof.** Complex interpolation gives the assumptions of Theorem 1 in $L^p(U)$ for $p$ between 2 and $p_0$, however with the bound $C2^{-\theta_\delta l}$. See also Remark 2 (d) and [11, Corollary 3.9].

**Remark 6.** Conditions (19) and (20) are satisfied if $A$ is almost R-sectorial in $L^{p_0}(U)$ and $L^{p_0}(U)$.

**Corollary 7.** Suppose we are given two consistent families $A_p$ and $B_p$ on $L^p(U)$ for all $p$ between 2 and some $p_0 \in (1, \infty) \setminus \{2\}$ such that

a) $B_{p_0}$ has a bounded $H^\infty(\Sigma_{\sigma_p})$-calculus on $L^{p_0}(U)$,

b) $A_{p_0}$ is almost R-sectorial with angle $\omega_{p_0}$ on $L^{p_0}(U)$,

c) $A_2$ and $B_2$ have their numerical range in a sector $\Sigma_{\sigma_2}$, where $\sigma_2 < \pi/2$, and for one $\alpha \in \mathbb{R} \setminus \{0\}$ we have

$$D(A^\alpha_2) = D(B^\alpha_2), \quad \|A^\alpha_2 x\| \sim \|B^\alpha_2 x\| \text{ for } x \in D(A^\alpha_2). \tag{21}$$
Then $A_p$ has a bounded $H^\infty$-calculus on $L^p(U)$ for all $p$ between 2 and $p_0$ and

$$D(A_p^\beta) = D(B_p^\beta), \quad \|A_p^\beta x\| \sim \|B_p^\beta x\| \text{ for } x \in D(A_p^\beta).$$

for $\beta = s\alpha$, $0 < s < \theta_p$, where $\theta_p \in (0, 1)$ is given by $\frac{1}{p} = \frac{\theta_p}{2} + \frac{1-\theta_p}{p_0}$.

**Remark.** Condition c) is certainly fulfilled if $A$ and $B$ are self-adjoint or defined by a closed sectorial form and satisfy (21), e.g. for $\alpha = 1$ or $\alpha = 1/2$.

A version of this theorem where $A_p$ is only defined on a (consistent) family of complemented subspaces $X_p$ of $L^p(U)$, $p_0 \leq p \leq p_1$, will be applied in Section 6 in the context of the Stokes operator.

**Proof.** The operators $A_2$ and $B_2$ are accretive (even regularly accretive in the sense of [15]), and thus have a bounded $H^\infty$-calculus (see, e.g., [17, Section 11]). Therefore $(L^2)^\beta, A = (L^2)^\beta, B$ for $\alpha \leq \beta \leq 0$ if $\alpha < 0$ and for $0 \leq \beta \leq \alpha$ for $\alpha > 0$. By a result of Kato ([15, Theorem 1.1]) and Proposition 11 it follows that in addition $(L^2)^\beta, A = (L^2)^\beta, B$ for $0 \leq \beta < \min\{1/2, |\alpha|\}$ in the first case and for $-\min\{1/2, |\alpha|\} < \beta \leq 0$ in the second. Now combine Proposition 3 (applied in $L^2$) and Theorem 5 to obtain a bounded $H^\infty$-calculus for $A_p$ with some angle. The optimal angle can then be obtained by [11, Corollary 3.9].

Furthermore we shall exploit the assertion on fractional domains in Theorem 5 in the following application. It is clear that this approach works in a large variety of situations.

**Corollary 8.** Let $A$ be an elliptic operator of order $2m$ with bounded measurable coefficients defined on $\mathbb{R}^d$ by a closed sectorial and coercive form with form domain $H^{2m}_2(\mathbb{R}^d)$. Suppose that the semigroup $(e^{-tA})$ extends to a bounded $C_0$-semigroup on $L^{p_0}(\mathbb{R}^d)$ and $L^{p_1}(\mathbb{R}^d)$ where $1 \leq p_0 < 2 < p_1 \leq \infty$ (weak-continuous for $p_1 = \infty$). Then, for $p_0 < p < p_1$, $(e^{-tA})$ extends to a $C_0$-semigroup in $L^p(\mathbb{R}^d)$ whose negative generator $A_p$ has a bounded $H^\infty$-calculus in $L^p(\mathbb{R}^d)$ and satisfies $D(A_p^\alpha) = H^{2m\alpha}(\mathbb{R}^d)$ for $0 < \alpha < \theta_p/2$ where $\theta_p \in (0, 1)$ is given by $\frac{1}{p} = \frac{\theta_p}{2} + \frac{1-\theta_p}{p_0}$ in case $p_0 < p < 2$ and by $\frac{1}{p} = \frac{\theta_p}{2} + \frac{1-\theta_p}{p_1}$ in case $2 < p < p_1$.

**Proof.** The assertion on the $H^\infty$-calculus is already in [2], and this gives also $R$-sectoriality of $A_p$. Then we compare with the self-adjoint operator $B = (-\Delta)^m$ and use the proof of Corollary 7 and the arguments of Theorem 5.
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5 Criteria via Littlewood-Paley operators in complemented subspaces

Now we generalize the setting of Sections 3 and 4 and let $A$ and $B$ act in different Banach spaces $X$ and $Y$, respectively, where $X$ is isomorphic to a complemented subspace of $Y$.

**Theorem 9.** Let $X$ and $Y$ be Banach spaces. Let $R : Y \to X$ and $S : X \to Y$ be bounded linear operators satisfying $RS = I_X$. Let $B$ have a bounded $H^\infty(\Sigma_\sigma)$-calculus in $Y$ and let $A$ be almost $R$-sectorial in $X$. Assume that there are functions $\varphi, \psi \in H^\infty_0(\Sigma_\nu) \setminus \{0\}$ where $\nu > \sigma$ such that for some $\beta > 0$

\[
\sup_{1 \leq s, t \leq 2} \mathcal{R}\{\varphi(s2^jA)R\psi(t2^jB) : j \in \mathbb{Z}\} \leq C_12^{-\beta|l|} \quad (22)
\]

\[
\sup_{1 \leq s, t \leq 2} \mathcal{R}\{\varphi(s2^jA)'S'\psi(t2^jB)' : j \in \mathbb{Z}\} \leq C_22^{-\beta|l|}. \quad (23)
\]

Then $A$ has a bounded $H^\infty$-calculus on $X$. If, in addition, $X$ is reflexive and $B$-convex (e.g. an $L^p$-space with $1 < p < \infty$) and $\alpha \in \mathbb{R}$ is such that $|\alpha| < \beta$ and $\varphi_{-\alpha}(\lambda) = \lambda^{-\alpha}\varphi(\lambda)$, $\psi_{-\alpha}(\lambda) = \lambda^{-\alpha}\psi(\lambda)$ still belong to $H^\infty_0(\Sigma_\nu)$ then

\[D(A^\alpha) = \{x \in X : Sx \in D(B^\alpha)\} \quad \text{with} \quad \|A^\alpha x\|_X \sim \|B^\alpha Sx\|_Y.\]

**Remark.** If we only assume that

\[
\sup_{1 \leq s, t \leq 2} \sum_{j \in \mathbb{Z}} \mathcal{R}\{\varphi(s2^jA)R\psi(t2^jB) : j \in \mathbb{Z}\} < \infty, \quad (24)
\]

\[
\sup_{1 \leq s, t \leq 2} \sum_{j \in \mathbb{Z}} \mathcal{R}\{\varphi(s2^jA)'S'\psi(t2^jB)' : j \in \mathbb{Z}\} < \infty, \quad (25)
\]

in place of (22) and (23) then the proof below still gives a bounded $H^\infty$-calculus for $A$ in $X$.

**Proof.** We choose $\widetilde{\psi} \in H^\infty_0(\Sigma_\nu) \setminus \{0\}$ as in the proof of Theorem 1 so that $\int_0^\infty \psi(t)\widetilde{\psi}(t) \frac{dt}{t} = 1$ and put again

\[
\rho(z) := \int_1^2 \psi(tz)\widetilde{\psi}(t) \frac{dt}{t}
\]

so that $\rho \in H^\infty_0(\Sigma_\nu)$ and $\sum_{j \in \mathbb{Z}} \rho(2^jz) = 1$ for all $z \in \Sigma_\nu$ and

\[
\sum_{j \in \mathbb{Z}} \rho(2^jB)y = y \quad \text{for all} \quad y \in D(B) \cap R(B)
\]
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where the series is absolutely convergent. In the following, we shall need regularizing operators and let \( U_n := h_n(A) \) and \( V_n(B) = h_n(B)^m \) where \( m \in \mathbb{N} \) is \( \geq \beta \) and
\[
    h_n(z) = n^2 z (1 + nz)^{-1} (n + z)^{-1}.
\]
Then the operators \( U_n \) and \( V_n \) are uniformly bounded in \( X \) and \( Y \), respectively, and map into \( D(A^m) \cap R(A^m) \) and \( D(B^m) \cap R(B^m) \), respectively. Moreover, we have \( U_n x \to x \) and \( V_n y \to y \) as \( n \to \infty \) for all \( x \in X \) and all \( y \in Y \), respectively. It follows that
\[
    \|Tx\|_X = \lim_{n \to \infty} \|TRV_nSx\|_X \leq \sup_n \|TRV_nSx\|_X
\]
for any \( x \in X \) and \( T \in B(X) \). Thus we have for \( x \in D(A^m) \cap R(A^m) \)
\[
    \sup_{s \in [1,2]} \sup_N \|\sum_{|k| \leq N} \epsilon_k \varphi(s2^k A)x\|_X 
    \leq \sup_{s \in [1,2]} \sup_{N,n} \|\sum_{|k| \leq N} \epsilon_k \varphi(s2^k A)RV_nSx\|_X.
\]
Proceeding, for fixed \( n \), as in the proof of Theorem 1 we get
\[
    \sup_{s \in [1,2]} \sup_N \|\sum_{|k| \leq N} \epsilon_k \varphi(s2^k A)RV_nSx\|_X 
    \leq \sup_{s \in [1,2]} \sum_j \sup_N \|\sum_{|k| \leq N} \epsilon_k \varphi(s2^k A)R\rho(2^{k-j} B)V_nSx\|_X 
    = \sup_{s \in [1,2]} \sum_j \sup_N \|\sum_{|k| \leq N} \epsilon_k \varphi(s2^k A)R\rho(2^{k-j} B)V_nSx\|_X 
    \leq \sup_{s \in [1,2]} \sum_j \sup_N \|\sum_{|k| \leq N} \epsilon_k \varphi(s2^{k+j} A)R\rho(2^{k} B)V_nSx\|_X.
\]
We continue by writing \( \rho(t2^k B)V_nSx \) as an integral:
\[
    \leq \sup_{s \in [1,2]} \int_1^2 \sum_j \sup_N \|\sum_{|k| \leq N} \epsilon_k \varphi(s2^{k+j} A)R\psi(t2^{k} B)\tilde{\psi}(t2^{k} B)V_nSx\|_X \frac{dt}{t} 
    \leq \sup_{s,t \in [1,2]} \sum_j \mathcal{R}\{\varphi(s2^{k+j} A)R\psi(t2^{k} B) : k \in \mathbb{Z}\} \sup_{t \in [1,2]} \sup_N \|\sum_{|k| \leq N} \epsilon_k \tilde{\psi}(t2^{k} B)V_nSx\|_Y
\]
\[
    \leq C_1 \left( \sum_j 2^{-\beta(j)} \right) \sup_{t \in [1,2]} \sup_N \|\sum_{|k| \leq N} \epsilon_k \tilde{\psi}(t2^{k} B)V_nSx\|_Y \leq C_1 \left( \sum_j 2^{-\beta(j)} \right) C_{\tilde{\psi},B} \|V_nSx\|_Y 
    \leq C'_1 C_{\tilde{\psi},B} \|V_n\| \|S\| \|x\|_X.
\]
Since \( S' : Y' \to X', R' : X' \to Y' \) and \( S'R' = I_{X'} \), we obtain the estimate
\[
\sup_{s \in [1,2]} \mathbb{E} \left\| \sum_{k} \varepsilon_k \varphi(s^2kA)x' \right\|_{X'} \leq C_2C_{\psi,B} \left( \sup_n \|U'_n\| \right) \|R'\| \|x'\|_{X'}
\]
for the dual square function in the same way. From the first estimate and this we obtain that \( A \) has a bounded \( H^\infty \)-calculus in \( X \). Now we put \( \tilde{\varphi}(z) = \int_1^2 \varphi(t)^2 \frac{dt}{t} \) so that \( \int_0^\infty \varphi(t)\tilde{\varphi}(t) \frac{dt}{t} = 1 \) and
\[
\eta(z) := \int_1^2 \varphi(tz)\frac{dt}{t},
\]
satisfies \( \eta \in H_0^\infty(\Sigma_\nu) \) and \( \sum_{j \in \mathbb{Z}} \eta(2^jz) = 1 \) for all \( z \in \Sigma_\nu \). We conclude
\[
\sum_{k \in \mathbb{Z}} \eta(s^{2k}A)x = x, \quad x \in D(A) \cap R(A),
\]
where the series converges absolutely in \( X \). Since \( X \) is \( B \)-convex, we also have by [11, Proposition 3.5] that
\[
\sup_{1 \leq s, t \leq 2} \Re \{ \psi(s^{2k+l}B)S\varphi(t^{2k}A) : k \in \mathbb{Z} \} \leq C_22^{-\beta|l|}.
\]
Now we let \( |\alpha| < \beta \) and estimate, similarly as we have done before, for \( x \in D(A^m) \cap R(A^m) \),
\[
\left\| B^\alpha V_n Sx \right\|_Y \leq \sup_{t \in [1,2]} \mathbb{E} \left\| \sum_{|j| \leq N} \varepsilon_j t^{-\alpha}V_n(2^jB)S^{\alpha}V_nSx \right\|_Y \leq \sup_{t \in [1,2]} \mathbb{E} \left\| \sum_{|j| \leq N} \varepsilon_j t^{-\alpha}V_n(2^jB)S^{\alpha}V_nSx \right\|_Y \leq 2^{[\alpha]} \sup_{t \in [1,2]} \mathbb{E} \left\| \sum_{|j| \leq N} \varepsilon_j 2^{-\alpha}V_n(2^jB)S^{\alpha}V_nSx \right\|_Y \leq 2^{[\alpha]} \sup_{t \in [1,2]} \mathbb{E} \left\| \sum_{|j| \leq N} \varepsilon_j 2^{-\alpha}V_n(2^jB)S^{\alpha}V_nSx \right\|_Y \leq 2^{[\alpha]} \sup_{s, t \in [1,2]} \sum_{k} 2^{-\alpha k} \Re \{ V_n(2^{j+k}B)S\varphi(s^{2k}A) \} \sup_{|j| \leq N} \mathbb{E} \left\| \sum_{|k| \leq N} \varepsilon_k 2^{-\alpha k}S^{\alpha}V_nSx \right\|_X \leq 2^{[\alpha]} C_2 \sup_{n} \|V_n\| \left( \sum_{t} 2^{-\beta|\alpha|t} \right) \mathbb{E} \left\| \sum_{|k| \leq N} \varepsilon_k \tilde{\varphi}(s^{2k}A)A^\alpha x \right\|_X \leq \|A^\alpha x\|_X.
\]
So we have shown
\[
\sup_n \| B^\alpha V_n Sx \|_Y \lesssim \| A^\alpha x \|_X, \quad x \in D(A^m) \cap R(A^m).
\] (26)

If \( x \in D(A^\alpha) \) then the argument we used in the proof of Theorem 1 shows that \( Sx \in D(B^\alpha) \) and
\[
\| B^\alpha Sx \|_Y \lesssim \| A^\alpha x \|_X.
\]
In the same way, using \( \rho, \psi, \tilde{\psi} \) in place of \( \eta, \varphi, \tilde{\varphi} \), we obtain
\[
\sup_n \| A^\alpha U_n R y \|_X \lesssim \| B^\alpha y \|_Y, \quad y \in D(B^m) \cap R(B^m).
\] (27)

Again, the argument we used in the proof of Theorem 1 shows for \( y \in D(B^\alpha) \) that \( Ry \in D(A^\alpha) \) and
\[
\| A^\alpha Ry \|_X \lesssim \| B^\alpha y \|_Y.
\]
Finally, if \( x \in X \) and \( y = Sx \in D(B^\alpha) \) this implies \( x = RSx = Ry \in D(A^\alpha) \) and
\[
\| A^\alpha x \|_X = \| A^\alpha RSx \|_X \lesssim \| B^\alpha Sx \|_Y,
\]
and the proof is finished. \( \square \)

We give conditions that imply (22) and (23) in the style of Proposition 3.

**Proposition 10.** Condition (22) holds if
\[
R(D(B^\alpha)) \subseteq D(A^\alpha), \quad \| A^\alpha Ry \|_X \leq C\| B^\alpha y \|_Y, \quad y \in D(B^\alpha),
\]
for \( \alpha = \alpha_1, \alpha_2 \) where \( \alpha_1 < 0 < \alpha_2 \). Similarly, condition (23) holds if
\[
S'(D((A')^\alpha)) \subseteq D((B')^\alpha), \quad \|(A')^\alpha S' y' \|_X' \leq C\|(B')^\alpha y' \|_{Y'}, \quad y' \in D((B')^\alpha),
\]
for \( \alpha = \alpha_1, \alpha_2 \) where \( \alpha_1 < 0 < \alpha_2 \), or if
\[
S(D(A^\alpha)) \subseteq D(B^\alpha), \quad \| B^\alpha Sx \|_Y \leq C\| A^\alpha x \|_X, \quad x \in D(A^\alpha)
\]
for \( \alpha = \alpha_1, \alpha_2 \) where \( \alpha_1 < 0 < \alpha_2 \).

**Proof.** Similar to the proof of Proposition 3. For the last statement we use the following Proposition 11. \( \square \)

The following is a simplified version of [11, Proposition 5.5], sufficient for our purposes, which we prove here for convenience.
**Proposition 11.** Let $X$ and $Y$ be Banach spaces. Let $B$ and $A$ be closed injective operators with dense domain and range in $Y$ and $X$, respectively. Let $R : Y \to X$ be a bounded linear operator and $C > 0$. Then (i) $= (ii)$ where

(i) $R(D(B^{-1})) \subseteq D(A^{-1})$ and $\|A^{-1}Ry\|_X \leq C\|B^{-1}y\|_Y$ for all $y \in D(B^{-1})$.

(ii) $R'(D(A')) \subseteq D(B')$ and $\|B'R'x'\|_{Y'} \leq C\|A'x'\|_{X'}$ for all $x' \in D(A')$.

If $X$ is reflexive then (i) and (ii) are equivalent.

**Proof.** Assume that (i) holds. Let $x' \in D(A')$ and $y \in D(B)$. Then $By \in D(B^{-1})$, $RBy \in D(A^{-1})$, and $x := A^{-1}RBy \in D(A)$. We thus have

$$\langle By, R'x' \rangle = \langle RBy, x' \rangle = \langle Ax, x' \rangle = \langle x, A'x' \rangle = \langle A^{-1}RBy, A'x' \rangle,$$

and, using (i),

$$|\langle By, R'x' \rangle| \leq \|A^{-1}RBy\|_X \|A'x'\|_{X'} \leq C\|y\|_{Y'} \|A'x'\|_{X'}.$$

This means $R'x' \in D(B')$ and $\|B'R'y\|_{Y'} \leq C\|A'x'\|_{X'}$.

Now let $X$ be reflexive and assume (ii). Then $A^{-1} = (A^{-1})'' = ((A')^{-1})'$. Let $y = Bz \in D(B^{-1})$. Let $x' = A'w' \in D((A')^{-1})$ where $w' = D(A')$. Then $R'w' \in D(B')$ and

$$\langle Ry, (A^{-1})'x' \rangle = \langle Ry, w' \rangle = \langle RBy, w' \rangle = \langle Bz, R'w' \rangle = \langle z, B'R'w' \rangle.$$

This yields

$$|\langle Ry, (A^{-1})'x' \rangle| \leq \|z\|_Y \|B'R'w'\|_{Y'} \leq \|z\|_Y C\|A'w'\|_{X'} = C\|B^{-1}y\|_Y \|x'\|_{X'}.$$

Hence $Ry \in D(A^{-1})$ and $\|A^{-1}Ry\|_X \leq C\|B^{-1}y\|_Y$. \qed

### 6 $H^\infty$-calculus for the Stokes operator on Lipschitz domains

In this section we apply our results to the Stokes operator on bounded Lipschitz domains. In order to verify the assumptions we need $R$-sectoriality of the Stokes operator in $L^q$, we need the Helmholtz decomposition in $H^s$ for $|s|$ small, and we need information on the fractional domains of the Stokes operator in $L^2$. We shall use arguments from [22] and [8] and results from [19]. Let $\Omega \subseteq \mathbb{R}^d$ be a bounded Lipschitz domain where $d \geq 3$. As usual,
we denote by $C_{c,0}^\infty(\Omega)$ the space of all divergence-free vector fields in $C^\infty_c(\Omega)^d$ and by $L^q_2(\Omega)$, where $q \in (1, \infty)$, the closure of $C_{c,0}^\infty(\Omega)$ in $L^q(\Omega)^d$. We recall the definition of the Stokes operator $A_q$ in $L^q_2(\Omega)$ from [22, (1.7),(1.8)]:

$$A_q u := -\Delta u + \nabla \phi,$$

where $\phi \in L^q(\Omega)$ is such that $-\Delta u + \nabla \phi \in L^q_2(\Omega)$ and $D(A_q)$ is the space of all $u \in W^{1,q}_0(\Omega)^d$ with $\text{div} \ (u) = 0$ in $\Omega$ for which such a $\phi$ exists. We assume that $\text{diam}(\Omega) = 1$. The following has been shown in [22, Theorem 1.1, Remark 6.4].

**Proposition 12.** For any $\theta \in (\pi/2, \pi)$ there exists $\varepsilon > 0$, only depending on $d, \theta$ and the Lipschitz character of $\Omega$, such that for

$$\left| \frac{1}{q} - \frac{1}{2} \right| < \frac{1}{2d} + \varepsilon$$

(28)

there is a constant $C_{q,\theta}$ satisfying

$$\| (\lambda + A_q)^{-1} f \|_{L^q} \leq \frac{C_{q,\theta}}{|\lambda| + 1} \| f \|_{L^q}, \quad \lambda \in \Sigma_{\theta}, f \in L^q_2(\Omega),$$

(29)

where $C_{q,\theta}$ only depends on $d, q, \theta$ and the Lipschitz character of $\Omega$.

Consequently, for $q$ satisfying (28), the Stokes operator $A_q$ is sectorial in $L^q_2(\Omega)$ and generates a bounded analytic semigroup. We check here how the proof given in [22] yields also $R$-sectoriality of $A_q$ in $L^q_2(\Omega)$ for $q$ satisfying (28).

**Proposition 13.** Under the assumptions of Proposition 12 there exists a constant $\tilde{C}_{q,\theta}$, only depending on $d, q, \theta$ and the Lipschitz character of $\Omega$, such that

$$\mathcal{R}\{ (|\lambda| + 1)(\lambda + A_q)^{-1} : \lambda \in \Sigma_{\theta} \} \leq \tilde{C}_{q,\theta},$$

where the $R$-bound is taken for operators $L^q_2(\Omega) \to L^q_2(\Omega)$.

Proof. We follow the lines of [22, Proof of Theorem 1.1, p.421] and check that the arguments extend to square functions. For $\lambda \in \Sigma_{\theta}$, $f \in L^2(\Omega)^d$ we consider the problem

$$-\Delta u + \nabla \phi + \lambda u = f$$

$$\text{div} \ u = 0$$

(31)

in $\Omega$. There is a unique $u \in H^1_0(\Omega)^d$ and a function $\phi \in L^2(\Omega)$, unique up to constants, that satisfy (31). One has ([22, (6.9)])

$$(|\lambda| + 1)\|u\|_{L^2} \leq C_0 \|f\|_{L^2},$$

(32)
which implies the square function estimate
\[ \left\| \left( \sum_j (|\lambda_j| + 1)^2 |u_j|^2 \right)^{1/2} \right\|_{L^2} \leq C_0 \left\| \left( \sum_j |f_j|^2 \right)^{1/2} \right\|_{L^2}. \]

for finite collections \((f_j)_j\) in \(L^2(\Omega)^d\) and \(\Lambda := (\lambda_j)_j \in \Sigma_\theta\), where \(u_j\) is the solution of (31) with \(\lambda_j, f_j\) in place of \(\lambda, f\). In this situation we put
\[ T_\Lambda((f_j)_j) := \left( \sum_j (|\lambda_j| + 1)^2 |u_j|^2 \right)^{1/2}, \]

which defines a sublinear and \(L^2\)-bounded operator. In order to use [22, Lemma 6.3] and thus obtain \(L^q\)-boundedness of \(T_\Lambda\) for \(q\) satisfying (28) we show the square function version of [22, (6.10)], i.e.
\[ \left( \frac{1}{|\Omega \cap B|} \int_{\Omega \cap B} T_\Lambda((f_j)_j)^q \right)^{1/q} \leq C \left( \frac{1}{|\Omega \cap 2B|} \int_{\Omega \cap 2B} T_\Lambda((f_j)_j)^2 \right)^{1/2}, \]

which means
\[ \left( \frac{1}{|\Omega \cap B|} \int_{\Omega \cap B} \left( \sum_j (|\lambda_j| + 1)^2 |u_j|^2 \right)^{q/2} \right)^{1/q} \leq C \left( \frac{1}{|\Omega \cap 2B|} \sum_j (|\lambda_j| + 1)^2 |u_j|^2 \right)^{1/2}. \]

Here \(B = B(x_0, r)\) denotes a ball with \(x_0 \in \overline{\Omega}\) and \(0 < r < c < 1\) and the \(f_j \in L^2(\Omega)^d\) have \(\text{supp} f_j \subseteq \Omega \setminus 3B\). This is a square function version of [22, Lemma 6.2]. As in the proof given there it suffices to consider the cases \(3B \subseteq \Omega\), which reduces to an interior estimate, and \(x_0 \in \partial \Omega\). For the latter case we need a square function version of [22, Lemma 6.1], which will follow from a square function version of [22, Theorem 5.6] for the domain \(U = \Omega \cap B\), i.e. from
\[ \left( \int_U \left( \sum_j (|\lambda_j| + 1)^2 |u_j|^2 \right)^{q/2} \right)^{1/q} \leq C \left( \int_{\partial U} \sum_j (|\lambda_j| + 1)^2 |u_j|^2 \right)^{1/2} \]  
\[ (32) \]

(ep. with [22, (5.18)]) where \(q = \frac{2d}{d-1}\). As in [22] we use the estimate
\[ \|u_j\|^*_{L^2(\partial U)} \leq C \|u_j\|_{L^2(\partial U)} \]

where \((u_j)^*\) denotes the non-tangential maximal function of \(u_j\) with respect to the domain \(U\). We also use the observation
\[ |u_j(x)| \leq C \int_{\partial U} \frac{(u_j)^*(y)}{|x - y|^{d-1}} \, d\sigma(y) \quad \text{for any } x \in U, \]
and the boundedness
\[ \|I_1(F)\|_{L^2(\partial U)} \leq C\|F\|_{L^{q'}(U)} \]
of the operator
\[ I_1(F)(y) = \int_U \frac{F(x)}{|x-y|^{d-1}} \, dx \]
where \( \frac{1}{q} + \frac{1}{q'} = 1 \) (see [7, Lemma 6.1]). By a classical result of Marcinkiewicz and Zygmund (see [9, Ch. V, Sect. 2, Theorem 2.7]) the single operator \( I_1 \) has a vector-valued extension
\[ \left\| \left( \sum_j |I_1(F_j)|^2 \right)^{1/2} \right\|_{L^2(\partial U)} \leq \tilde{C} \left\| \left( \sum_j |F_j|^2 \right)^{1/2} \right\|_{L^{q'}(U)} \]
(i.e. the set \( \{I_1\} \) is \( R \)-bounded). Now we carry out the duality argument omitted in [22], but in our square function setting:
\[
\left| \int_U \sum_j (|\lambda_j| + 1)u_jF_j \, dx \right| \\
\leq \sum_j \int_U \int_{\partial U} \frac{(|\lambda_j| + 1)(u_j)^*(y) \, d\sigma(y)}{|x-y|^{d-1}} \, |F_j(x)| \, dx \\
= \sum_j \int_{\partial U} (|\lambda_j| + 1)(u_j)^*(y)I_1(F_j)(y) \, d\sigma(y) \\
\leq \left( \int_{\partial U} \sum_j (|\lambda_j| + 1)(u_j)^* \, d\sigma(y) \right)^{1/2} \left( \int_{\partial U} \sum_j |I_1(|F_j(y)|)^2 \, d\sigma(y) \right)^{1/2} \\
\leq C\tilde{C} \left( \int_{\partial U} \sum_j (|\lambda_j| + 1)(u_j)^* \, d\sigma(y) \right)^{1/2} \left\| \left( \sum_j |F_j|^2 \right)^{1/2} \right\|_{L^{q'}(U)}.
\]
Taking the supremum over \( (F_j)_j \) with \( L^{q'} \)-norm of the square function \( \leq 1 \), we arrive at (32).

We turn to the Helmholtz decomposition in \( \Omega \). We denote by \( P := \mathbb{P}_2 \) the orthogonal projection in \( L^2(\Omega)^d \) onto \( L^2_\sigma(\Omega) \). It has been shown in [8, Theorem 11.1] that there exists \( \varepsilon = \varepsilon(\Omega) > 0 \) such that, for \( \frac{3}{2} - \varepsilon < q < 3 + \varepsilon \), the operator \( P \) extends to a bounded projection \( P_q \) in \( L^q(\Omega)^d \) onto \( L^q_\sigma(\Omega) \) and that one has the Helmholtz decomposition
\[ L^q(\Omega)^d = L^q_\sigma(\Omega) \oplus \nabla W^{1,q}(\Omega) \]
as a topological direct sum. Taking \( R = \mathbb{P}_q : L^q(\Omega)^d \to L^q_\sigma(\Omega) \) and \( S : L^q_\sigma(\Omega) \to L^q(\Omega)^d \) the inclusion, we see that we need for \( q = 2 \) a Helmholtz
decomposition of $H^s(\Omega)^d$ for $|s|$ small. The following is part of [19, Proposition 2.16]. For convenience and as details had been omitted in [19], we check here that the arguments given in [8] apply.

**Proposition 14.** For $|s| < \frac{1}{2}$, the Helmholtz projection $\mathbb{P}$ acts as a bounded linear projection $P_s$ in $H^s(\Omega)^d$ and yields the decomposition

$$H^s(\Omega)^d = H^s_\sigma(\Omega) \oplus \nabla H^{s+1}(\Omega)$$

as a topological direct sum where

$$H^s_\sigma(\Omega) := \{ u \in H^s(\Omega)^d : \text{div } u = 0 \text{ in } \Omega, \nu \cdot u = 0 \text{ on } \partial \Omega \}.$$

Observe that $H^s_\sigma(\Omega) = H^s(\Omega)^d \cap L^2_\sigma(\Omega)$ in the proposition.

**Proof.** We argue as in [8, Proof of Theorem 11.1], denote the outer unit normal on $\partial \Omega$ by $\nu$, and use the representation

$$\mathbb{P} u = u - \nabla \text{div } \Pi_\Omega(u) - \nabla \psi$$

where $\Pi_\Omega$ denotes the Newton potential and $\psi$ solves the Neumann problem

$$\Delta \psi = 0, \quad \frac{\partial \psi}{\partial \nu} = \nu \cdot (u - \nabla \text{div } \Pi_\Omega(u)).$$

Here $u \in H^s(\Omega)^d$, so $\Pi_\Omega(u) \in H^{s+2}(\Omega)^d$ and $\nabla \text{div } \Pi_\Omega(u) \in H^s(\Omega)^d$ for $|s| < \frac{1}{2}$. We also observe $\text{div } (u - \nabla \text{div } \Pi_\Omega(u)) = 0$, hence (see [8, Section 9]) $u - \nabla \text{div } \Pi_\Omega(u)$ has a normal component on $\partial \Omega$ and $\nu \cdot (u - \nabla \text{div } \Pi_\Omega(u)) \in H^{s-1/2}(\partial \Omega)$. By [8, Theorem 9.2] in combination with [8, Remark, p.360], the Neumann problem above has a solution $\psi \in H^{s+1}(\Omega)$, unique up to constants, and $\nabla \psi \in H^s(\Omega)^d$. Thus $\mathbb{P}$ extends to a bounded operator $P_s$ on $H^s(\Omega)^d$ for $|s| < \frac{1}{2}$ which is again a projection. We also see that $I - \mathbb{P}$ acts boundedly on $H^s(\Omega)^d$, and that

$$P_s(H^s(\Omega)^d) = \{ u \in H^s(\Omega)^d : \text{div } u = 0 \text{ in } \Omega, \nu \cdot u = 0 \text{ on } \partial \Omega \} = H^s_\sigma(\Omega),$$

which finishes the proof. 

Let $A_q$ denote the Stokes operator in $L^q_q(\Omega)$ for $q$ satisfying (28) and let $B_q = -\Delta$ with Dirichlet boundary conditions in $L^q(\Omega)^d$. Clearly, $A_2$ and $B_2$ are self adjoint and $D(A^{1/2}) = H^1_0(\Omega)^d \cap L^2_q(\Omega)$, $D(B^{1/2}) = H^1_0(\Omega)^d$. But we have to relate these fractional domain spaces to the fractional Sobolev spaces of Proposition 14. The first assertion of the following proposition is part of [19, Theorem 5.1], we repeat the argument given there for convenience. The main ingredient is [19, Theorem 2.12]. The second assertion is well known.
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Proposition 15. For $|s| < \frac{1}{2}$, we have
\[(L^2_\sigma(\Omega))_{s/2,A_2} = H^s_\sigma(\Omega), \quad (L^2(\Omega)^d)_{s/2,B_2} = H^s(\Omega)^d.\]

Sketch of proof. Since the operators are boundedly invertible we can omit the dots, and by self adjointness and duality we can restrict to $0 < s < 1/2$. Since the operators are self adjoint we can use complex interpolation and it remains to show
\[[L^2_\sigma(\Omega), H^1_0(\Omega)^d \cap L^2(\Omega)]_s = H^s_\sigma(\Omega), \quad [L^2(\Omega)^d, H^1_0(\Omega)^d]_s = H^s(\Omega)^d.\]

The latter is well known, and the former relies on [19, Theorem 2.12] which states that the scale of fractional divergence-free Sobolev spaces is a complex interpolation scale.

Now we can prove our result for the Stokes operator.

Theorem 16. Let $\Omega \subseteq \mathbb{R}^d$ where $d \geq 3$ be a bounded Lipschitz domain with $\text{diam}(\Omega) = 1$. For $q$ satisfying (28) the Stokes operator $A_q$ has a bounded $H^\infty$-calculus in $L^2_\sigma(\Omega)$. For these $q$ we have $D(A^\alpha_q) = D((−\Delta_q)^\alpha) \cap L^2_\sigma(\Omega)$ for

$$|\alpha| < \frac{1}{2} - \left(\frac{1}{d} + 2\varepsilon\right)^{-1}\left|\frac{1}{2} - \frac{1}{q}\right|.$$ 

Proof. The first assertion is proved by the arguments above. The second is also an application of Theorem 9.
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