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Abstract
Over the last two decades, dynamical coupling from the middle atmosphere to the
troposphere has been shown to be important for tropospheric variability on a range
of timescales, and as a consequence the middle atmosphere is now included in many
atmospheric models from global climate models to seasonal forecasting systems.
Most of previous research attempted to show either an empirical or a qualitative
relationship between the middle atmosphere and troposphere. This thesis provides
a dynamical framework for understanding the underlying mechanisms and processes
for the downward coupling of the middle atmosphere and troposphere.

Two major research questions are addressed in this thesis. The first question is
whether the confined ozone changes in the middle atmosphere due to geomagnetic
and solar activity can trigger large-scale dynamical anomalies in the middle atmo-
sphere. The second major research question of this thesis is how changes in the
middle atmosphere can influence the weather (storm-tracks in particular) in the
troposphere. Since storm-tracks play a major role in the transport of moisture, mo-
mentum and heat in the mid-latitudes, exploring the relationship between changes in
the middle atmosphere due to geomagnetic and solar activity and associated changes
in the storm-tracks has an important implication for the seasonal weather prediction
in the troposphere.

In this thesis I introduce a new diagnostic tool to understand the influence of the
background atmospheric state on planetary wave propagation. I first discuss some
of the problematic features of the time mean of the Rossby wave vertical wavenum-
ber squared in climatologies. In order to improve these unsatisfactory results, I
objectively generate a modified set of Probability Density Functions (mPDFs) and
demonstrate their superior performance compared to the climatological mean of ver-
tical wavenumber. I show that without any reduction in the information, PrRo(y, z),
(probability of favorable Rossby wave propagation) estimates the likeliness for sta-
tionary Rossby waves to propagate from one region to another at any time, altitude
and latitude in a climatological sense. I suggest that PrRo(y, z) has the capacity to
be used in assessing planetary wave propagation condition in climate models as well
as reanalysis datasets.

A chemistry-climate model (EMAC) is used to investigate the impact of changed
ozone concentration due to the Energetic Particle Precipitation (EPP) as well as
11-year solar cycle on temperature and wind fields. The results of our simulations
show that ozone perturbation is a starting point for a chain of processes resulting
in temperature and circulation changes over a wide range of latitudes and altitudes.



Consistent Eliassen-Palm (EP) flux and divergence changes are diagnosed to demon-
strate the importance of the large-scale vertical propagation of Rossby waves in full
understanding of the different temperature and zonal wind responses (due to ozone-
perturbed simulations) in the Northern and Southern hemispheres.

I perform a series of perturbation experiments with EMAC model and analyze
ERA-Interim reanalysis data, to explore the role of persistent stratospheric flow
on the Rossby Wave Packets (RWPs) during winter in the Northern hemisphere.
I also investigate the role of the near-pole persistent Stratospheric Wind Regimes
(SWRs) on the tropopause height variations and its potential influence on the upper-
tropospheric baroclinicity. I find that the stratospheric persistent wind regimes can
alter the stability (of both stratosphere and troposphere), and hence the baroclinic-
ity of the troposphere. I also investigate the role of the spatially long synoptic waves
(wavenumbers 4-7) and smaller synoptic waves (wavenumbers 7-11) on the merid-
ional shift of the eddy activities in the upper troposphere in response to variations
in the strength of the stratospheric wind. The results obtained from my work show
an enhancement of significant Rossby Wave Packets (RWPs) over east coast of USA
and Atlantic region which extends to the Eurasian region, indicating a poleward
shift of the storm-tracks during strong stratospheric vortex regime.

To conclude, I have shown that solar and geomagnetic variability can affect the mid-
dle atmosphere dynamics over a wide range of latitudes and altitudes, in particular,
by affecting the persistent stratospheric flow during polar winter. In the second
part of the thesis I have shown that this persistent stratospheric flow in turn has
an impact on tropospheric baroclinity and storm tracks, thus effectively affecting
weather regimes during Northern hemisphere winter.



Zusammenfassung

Während der letzten zwei Jahrzehnte hat sich gezeigt, dass die Troposphäre und die
mittlere Atmosphäre (Stratosphäre, Mesosphäre und untere Thermosphäre) über
dynamische Prozesse miteinander verbunden sind. Diese Vorgänge führen auf ver-
schiedenen Zeitskalen auch zu Variationen in der Troposphäre. Deshalb findet die
mittlere Atmosphäre nun auch in einer Reihe von Modellen Berücksichtigung, von
der Klimamodellierung bis hin zur saisonalen Wettervorhersage. In bisherigen Stu-
dien lag der Fokus zumeist auf empirischen oder qualitativen Untersuchungen hin-
sichtlich der Wechselwirkungen zwischen der Troposphäre und der mittleren At-
mosphäre. Dahingegen liegt der Schwerpunkt dieser Arbeit auf der Untersuchung
kausaler Zusammenhänge, um das Verständnis der zu Grunde liegenden Antriebs-
und Kopplungsmechanismen von der mittleren Atmosphäre hinunter in die Tro-
posphäre zu verbessern.

Dafür wird diese Arbeit in zwei inhaltliche Schwerpunkte unterteilt. Zunächst wird
im 1. Teil untersucht, ob geomagnetisch und solar induzierte Ozonänderungen in
der mittleren Atmosphäre auch Veränderungen in der Dynamik der mittleren Atmo-
sphäre auslösen können. Anschließend erfolgt im 2. Teil eine Analyse der Auswirkun-
gen dieser dynamischen Veränderungen auf das troposphärische Wettergeschehen,
wobei der Fokus auf den Zugbahnen von Sturmtiefs liegt. Die Sturmtiefs spielen
wiederum eine wichtige Rolle beim Transport von Feuchtigkeit, Impuls and Wärme
in mittleren Breiten. Somit kommt der Untersuchung der Zusammenhänge zwischen
geomagnetisch und solar induzierten Veränderungen in der mittleren Atmosphäre
und deren mögliche Auswirkungen auf die Zugbahnen der Sturmtiefs vor allem in
Hinblick auf die langfristige Wettervorhersage eine hohe Bedeutung zu.

In dieser Arbeit stelle ich eine neue Methode zur Analyse des Einflusses der Hin-
tergrundatmosphäre auf die Ausbreitung planetarer Wellen vor. Auf der Basis von
klimatologischen Daten diskutiere ich dafür zunächst einige bestehende, wesentliche
Probleme hinsichtlich des zeitlich gemittelten Quadrates der vertikalen Wellenzahl
der Rossy-Wellen. Zur Verbesserung der sich daraus ergebenden Defizite wurde von
mir eine wertungsfreie Anpassung der bereits vorhandenenWahrscheinlichkeitsdichte-
Funktionen (engl. modified Probability Density Function, mPDFs) entwickelt. An-
schließend zeige ich die Vorteile der neuen Funktionen im Vergleich zu den Werten
der vertikalen Wellenzahl aus Klimatologien. Insbesondere lässt sich mit Hilfe der
Größe PrRo(y,z) (=Wahrscheinlichkeit der bevorzugten Ausbreitungsrichtung der
Rossby-Welle) die Ausbreitungsrichtung stationärer Rossby-Wellen in Abhängigkeit
von Zeit, Höhe und geografischer Breite auf klimatologischen Zeitskalen ohne Infor-



mationsverlust abschätzen. Der neu entwickelte Parameter PrRo(y,z) kann daher
auch für die Analyse der Ausbreitungsbedingungen planetarer Wellen in Klimamod-
ellen und in Reanalysedaten verwendet werden.

Mit Hilfe des Chemie-Klimamodells (EMAC) wurde der Einfluss von Ozonvariatio-
nen auf Grund von präzipitierenden Teilchen (engl. Energetic Particle Precipitation,
EPP) und des 11-jährigen solaren Zyklus’ auf Temperatur- und Windfelder unter-
sucht. Die Ergebnisse meiner Simulationen zeigen, dass Ozonveränderungen eine
Reihe von Folgeprozessen initialisieren, welche letztlich zu Temperatur- und Zirku-
lationsänderungen auf großen horizontalen und vertikalen Skalen führen. In Übere-
instimmung mit diesen Ergebnissen treten auch Divergenzänderungen im Eliassen-
Palm (EP) Fluss auf, welcher das kausale Bindeglied zwischen der vertikalen Aus-
breitung der Rossy-Wellen und globalen Änderungen in Temperatur und zonalem
Wind ist.

Im weiteren Verlauf untersuche ich den Einfluss der Stärke des stratosphärischen Hin-
tergrundwindes auf Rossby-Wellenpakete (RWP) im polaren Winter auf der Nord-
hemisphäre. Hierfär verwende ich zum einen ERA-Interim Reanalysedaten und führe
zum anderen eine Reihe von Sensitivitätsstudien mit EMAC durch. Die Ergebnisse
zeigen, dass die unterschiedlichen stratosphärischen Windfelder (=Stratosphärische
Windregime, SWR) eine Einfluss auf die Tropopausenhöhe haben und dadurch auch
Veränderungen in der Baroklinität der oberen Troposphäre verursachen. Weiterhin
kommt es auf Grund der SWR zur Anpassung der atmosphärischen Stabilität in
der Tropos- und Strtosphr̈e, was letztlich ebenfalls zu einer Modifikation der ver-
tikalen Scherung des zonalen Windes in der Troposphäre führt. Die SWRs bewirken
außerdem eine unterschiedliche Ausprägung von langen (Zonale Wellenzahl 4-7) und
kurzen synoptischen Wellen (Wellenzahl 7-11), wodurch es zu einer meridionalen
Verschiebung von dynamischen Prozessen in der oberen Troposphäre kommt.



Symbols

a= Radius of the Earth (6.37× 106 m)

X=small-scale gravity waves not resolved by model
Fφ= meridional component of EP flux
Fp= vertical component of EP flux
∇ · ~F= divergence of EP flux
ut=Variability in the speed of the stratospheric circumpolar westerly flow
c= zonal phase speed for Rossby waves (m

s
)

cp= Specific heat capacity of dry air at constant pressure (1005 J
Kkg

)

f= Coriolis parameter (2Ω sinφ)

F (λ)= zonal component of the friction force in the momentum equation
F (φ)= meridional component of the friction force in the momentum equation
g=acceleration due to the gravity of the Earth (9.8m

s2
)

H= density scale height at the Earth’s atmosphere (7km)

k= zonal wavenumber (dimensionless)
l= meridional wavenumber (dimensionless)
n2(λ, φ)= refractive index squared as a function of longitude and latitude
N= Brunt-Väisälä (buoyancy frequency)
p=Pressure (hPa)
ps=Pressure at the surface (hPa)
Q= diabatic heating
q= potential vorticity
q(φ)= meridional gradient of the potential vorticity ( 1

s rad
)

R= Gas constant (287 J
KgK

)

t= time
u= zonal wind
v= meridional wind
T =Temperature
v∗= Transformed Eulerian Mean (TEM) meridional wind
ω∗= Transformed Eulerian Mean (TEM) vertical wind
x= longitude (m)
y= latitude (m)
z= height as vertical coordinate (z ≡ −H ln( p

ps
))

θ= potential temperature
κ = Rd

cp
=ratio of the specific gas constant to the specific heat of the dry air at

constant pressure κ = 0.286

λ=longitude in degree



φ=latitude in degree
ρ0=one-dimensional (z only) density profile of the atmospheric basic state
ρ=atmospheric density
σ = p

ps
=ration of the pressure to the surface pressure

Φ= geopotential height
ψ=stream function
Ω= angular velocity of the Earth (Ω = 7.2× 10−5 1

s
)
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1 Introduction

1.1 The Mean State of the Atmospheric Structure
and Circulation

The Earth’s atmosphere has been divided to the several layers on the basis of tem-
perature stratification. Troposphere (the atmospheric layer between surface and
about 10-16 km height) consist of about 85% of the atmospheric mass and almost
all atmospheric moisture. Therefore the primary reason for the changes in the day-
to-day weather variabilities is the changes in the state of the troposphere. The term
middle atmosphere (which contains two layers of the atmosphere e.g. stratosphere
and mesosphere) is the atmospheric region above the tropopause (about 10-16 km
depending on latitude and season) to about 100 km. Figure. 1.1 shows the win-
tertime climatology of the zonal mean temperature profile at 30◦N . Troposphere is
a layer of atmosphere that the temperature drops with increasing altitude. In the
stratosphere the temperature rises with increasing altitude due to the absorption of
the Sun’s shortwave radiation by ozone. The tropopause is a relatively narrow layer
of the atmosphere between these two layers. Above about 50 km is an atmospheric
layer which is called mesosphere. The mesosphere is the coldest atmospheric layer.
Temperature in the mesosphere drops with increasing altitude mainly due to the
reduced solar heating of ozone Holton (2004).

Figure. 1.2 shows the climatology of the zonal mean temperature cross section from
the surface up to 1 hPa (almost 50 km) during different seasons. DJF refers to
the December-January-February condition, MAM referes to the March-April-May
period, JJA referes to the June-July-August condition and finally SON refers to the
September-October-November condition. The thermal structure of the troposphere
(below about 250 hPa in the mid-latitudes) is determined by a balance between
atmospheric infrared radiative cooling, vertical transport of the heat and energy
by sensible and latent heat releases away from the surface, and larger-scale heat
distribution by atmospheric eddies. The net effects of these processes result in
the mean temperature structure in which the temperature drops from the maximum
near the surface to lower values in the troposphere. Furthermore the temperaure has
its maximum in the equator and decreases toward the higher latitudes. However,

1



1 Introduction

 

Figure 1.1: Climatology of the zonal mean temperature profile during January at
30◦N based on ERA-Interim dataset (1979-2014).

the rate of temperature reduction from the equator to the pole is larger during
winter season compared to the other seasons. Temperature drops with increasing
altitude (also know as atmospheric lapse rate) about 6◦C.km−1 in the midlatitude
of the troposphere. In the stratosphere the radiative cooling is in equilibrium with
radiative heating due to the absorption of the solar shortwave radiation by ozone
and therefore temperature rises with rising altitude in the stratosphere and reaches
its maximum in the stratopause heights (about 1 hPa) (Holton (2004)).

The stratospheric temperature structure is significantly different from that in the
troposphere. While the maximum temperature in the troposphere is near the equa-
tor, in the lower stratosphere the minimum temperature is observed in the equatorial
regions and the maxima take places in the summer pole. In the upper part of the
stratosphere (between 1-30 hPa) the temperature structure is mainly determined by
the local absorption of the solar radiation and therefore the temperature increases
almost uniformly from the winter pole to the summer pole.

Seasonal climatology of the zonal mean zonal wind cross sections are provided in Fig.
1.3. Tropospheric jets in both hemispheres are westerly winds located in the mid-
latitudes and the winter-time jet is stronger than its summer-time counterpart due
to the larger equator-to-pole temperature gradients in the winter season compared
to the summer season. While the zonal mean zonal wind varies in different seasons

2



1.1 The Mean State of the Atmospheric Structure and Circulation

MAM climatology 

 

DJF climatology

 

SON climatology 

 

JJA climatology 

 
 

Figure 1.2: Climatology (based on ERA-Interim dataset) of the zonal mean temper-
ature cross sections during different seasons.

in the troposphere, the climatological mean structure of the zonal mean zonal wind
is always positive (westerly winds) in the mid-latitudes. However the stratospheric
jet shows quite different behaviour compared to the tropospheric jets. A strong
easterly jet in the summer hemisphere and a westerly jet in the winter hemisphere is
observed in ERA-Interim data. The near pole westerlies in the Southern hemisphere
during winter is much stronger than the northern hemisphere counterpart. These
strong westerlies are called the polar night jet which provide a strong waveguide for
large-scale wave propagation from the troposphere to the stratosphere. The polar
vortex variability and its influence on the tropospheric circulation is the subject of
the next sections of the thesis.

Atmospheric waves are an important element of the atmospheric circulation. They
distribute heat, momentum and moisture across the Earth. A major deviation from
the radiative equilibrium state of the atmospheric fields are related to the wave
contribution. These eddy-driven departures from the radiative equilibrium induce
a significant departure from the radiatively determined state, particularly in the
winter-time stratosphere. Atmospheric waves which are observed in many meteo-

3
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MAM climatology 

 

DJF climatology

 

SON climatology 

 

JJA climatology 

 
 

Figure 1.3: Climatology (based on ERA-Interim dataset) of the zonal mean zonal
wind cross sections during different seasons.

rological variables propagate in both space and time. Figure. 1.4 and Fig. 1.5
show the zonal mean of the stationary eddy heat (V ′T ′) and momentum fluxes
(V ′U ′) cross section in different months. Here the overbar denotes the zonal mean
and prime denotes departures from the zonal mean. T, V and U are temperature,
meridional and zonal wind respectively. Note that in the southern hemisphere the
poleward fluxes are negative as a result of our arbitrary defining north as the pos-
itive direction. The differences in the eddy heat fluxes between January and July
climatologies show that in the Northern hemisphere the poleward heat fluxes are
much more stronger than in the Southern hemisphere. That is the primary reason
for the warmer polar stratosphere in the northern hemisphere compared to that
in the southern hemisphere during wintertime. Atmospheric Rossby waves carry
both momentum and heat fluxes from the lower atmosphere to the stratosphere and
cause a significant change in the zonal wind and temperature between Southern and
Northern hemispheres particularly in the polar vortex region of the middle atmo-
sphere (northward of 60◦N in the northern hemisphere and southward of 60◦S in
the Southern hemisphere.
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April climatology 

 

January climatology 

 

October climatology 

 

July climatology 

 
 

Figure 1.4: Climatology of the stationary eddy heat fluxes cross sections in different
months based on ERA-Interim dataset. The units for heat fluxes are in
mKs−1.

1.2 Stratospheric Polar Vortex, Quasi-Biennial
Oscillation and Sudden Stratospheric
Warmings

Since most of the small scale waves are filtered out at the lower part of the strato-
sphere by the zonal mean zonal winds only large scale Rossby waves may propagate
to the upper stratosphere (Charney and Drazin (1961)). In addition, the water
vapour concentration in the middle atmosphere is lower than that in the tropo-
sphere. Because of these reasons understanding the stratospheric dynamics and
variabilities should be much simpler than that in the troposphere. Stratospheric
processes occur in much slower pace than the tropospheric processes (except for a
phenomenon known as the Sudden Stratospheric Warmings (SSWs) which are rel-
atively fast-occuring phenomenon in the middle atmosphere). Atmospheric waves
play a crucial role in the stratospheric dynamics. For instance two important strato-

5
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April climatology 

 

January climatology 

 

October climatology 

 

July climatology 

 
 

Figure 1.5: Climatology of the stationary momentum fluxes cross sections in different
months based on ERA-Interim dataset. The units for the momentum
fluxes are in m2s−2.

spheric variations of the zonal wind known as the Quasi-Biennial Oscillation (QBO)
and SSWs are directly connected to the gravity and planetary waves respectively.

The QBO is the variation of the equatorial zonal mean zonal wind regimes (both
easterly and westerly winds) with periods of about 24-30 months. The zonal mean
zonal wind regimes first appear above 30 km and move downward at 1km.month−1

rate. The amplitude of the zonal mean zonal wind reduces with reducing height and
vanishes near the tropopause (Holton (2004)). The QBO is best depicted by the
time-height cross section of the equatiorial zonal winds (Fig. 1.6).

During polar night time (from November to March in the northern hemisphere and
May-October in the Southern hemisphere) the polar regions receive no energy from
the sun. At the same time lower latitudes receive considerable amount of sunlight,
resulting in a strong meridional temperature gradient between the equator and the
pole. The strong temperature gradients creates a very strong wind current known as
the polar night jet. Figure. 1.7 shows the climatology of the temperature at 50 hPa
as a function of month in the northern hemisphere. Figure. 1.8 shows the same vari-
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Figure 1.6: Equatorial (−6◦S- 6◦N) zonal mean zonal wind regimes (based on ERA-

Interim dataset) show a periodic oscillation of about 24-30 months,
known as Quasi-Biennial Oscillation (QBO). The horizontal axis is the
number of months following January 1979.

able in the Southern hemisphere. The strong polar night jets create a strong barrier
between ozone-riched regions in the mid-latitudes and inside of the polar vortex. Ev-
ery year in early winter-time of both hemispheres the polar vortex form and weaken
in the late spring. Zonal winds are weak and easterly during summer-time in the
stratosphere in both hemispheres. The stratospheric polar vortex in the Southern
hemisphere is more symmetric and cold than its counterpart in the Northern hemi-
sphere. This differences are mainly due to the more frequent planetary-scale waves
that propagates upward from the troposphere to the stratosphere in the Northern
hemisphere compared to the Southern hemisphere.

A Sudden Stratospheric Warming (SSW) refers to the fast (less than a week) de-
celeration of the zonal wind in the stratosphere during wintertime. The wintertime
wind of the stratospheric vortex is westerly but once a SSW occurs the jet stream
weakens and even reverses to easterly winds. The wind reversal is usually accom-
panied by a temperature rise of about (10-50 K) at the polar regions of the middle
atmosphere. SSW occurance is one of the best examples of the two-way coupling of
the stratosphere-troposphere systems. The frequency of this phenomenon is about
6 events per decade (according to reanalysis datasets) Charlton and Polvani (2007).
Due to less quasi-stationary large-scale wave propagation in the Southern hemi-
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Figure 1.7: Time evolution of the Northern hemisphere polar vortex. The figure
shows the long-term climatology of temperature (based on ERA-Interim
dataset from 1979-2014) at 50 hPa as a function of time of the year.
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Figure 1.8: Time evolution of the southern hemisphere polar vortex. The figure
shows the long-term climatology of temperature (based on ERA-Interim
dataset from 1979-2014) at 50 hPa as a function of time of the year.
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 Figure 1.9: Top: Zonal mean zonal wind at 60◦N - 10 hPa during winter 1984-1985.
1 January 1985 a major SSW occurs and the zonal mean zonal wind
reverses and becomes easterly. Bottom: Zonal mean temperature at
60◦N - 10 hPa (red line) and 90◦N - 10 hPa (black line) druing winter
1984-1985 (based on ERA-Interim dataset.

sphere compared to the Northern hemisphere, SSWs occur very rarely in the South-
ern hemisphere (VanLoon and Jenne (1972)). Enhanced wave activity leaking from
the troposphere to the stratosphere and non-linear interaction of the planetary waves
and mean flow of the stratosphere are two important mechanisms for SSW occur-
rence in the Northern hemisphere (Palmer (1981)). The first date on which the daily
mean zonal mean zonal wind at 60◦N and 10 hPa falls below zero (reversing from
westerlies to easterly wind) is defined as date of SSW occurrence. At the same time
the zonal mean temperature gradient from 60◦N and north pole requires to reverse
at the central date of SSW occurrence. Once a warming is identified, a long-lasting
fluctuation (about several weeks) of zonal wind has been observed. Therefore no day
within 20 days following the SSW onset can be defined as an SSW (McInturff (1978),
Charlton and Polvani (2007)). Figure. 1.9 shows the time evolution of the zonal
mean zonal wind at 60◦N -10 hPa during winter 1984-1985 starting from November
first 1984. A major SSW occurs at 1 January 1985 and zonal wind changes its sign
to easterly winds. At the oncet date of the SSW, temperature at 90◦N and 10 hPa
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is warmer than at 60◦N and 10 hPa.

1.3 Stratosphere-Troposphere Dynamical Coupling

The stratosphere, contains about 15% of the atmospheric mass. Unlike the tro-
posphere (the atmospheric layer between surface and about 10-16 km height) the
stratosphere with its significant stability and dryness (due to the lack of significant
amounts of water vapour compared to the tropospheric water vapour concentration)
as well as its strong winds cannot maintain the dynamics of the day-to-day tropo-
spheric weather variabilities. The wind speed of the wintertime stratospheric polar
vortex can reach of up to 90 m.s−1 and 50 m.s−1 in the Southern and Northern
Hemispheres respectively (Kidston et al. (2015)).

Early efforts on the stratosphere-troposphere dynamical coupling considered the
stratosphere as a merely passive receiver of the tropospheric energy and wave activ-
ity. In other words the stratosphere was considered as a "slave" to a tropospheric
"master" (Charlton et al. (2005)). The implicit assumption was that the changes
in the stratospheric flow have no effects on the troposphere. This description of the
coupling mechanism is best captured by the study of Matsuno (1970) who success-
fully described the occurrence of sudden stratospheric warmings with a "fixed input
of planetary waves" at the lower boundary near the tropopause.

The seminal paper by Baldwin and Dunkerton (2001) for the first time showed an
apparent "downward propagation of anomalous circulation signal" from the strato-
sphere to the surface in the Northern Hemisphere wintertime (See Fig. 1.10). They
found that the surface pressure anomalies associated with the changes in the strato-
spheric flow resembles the annular mode. The annular modes are large scale patterns
of climate variabilities that owe their existence to the internal atmospheric dynamics.
The annular modes are associated with large anomalies of precipitation and surface
temperature variabilities in both Northern and Southern hemispheres. A relatively
long time scale of the downward propagating signal from the stratosphere to the sur-
face (10-60 days) has been attracting an increasing interest due to the finding that
stratospheric changes can be a potential source of improved tropospheric seasonal
forecasting. This potential source of skill for seasonal forecasting is currently almost
untapped (Smith et al. (2012), Smith et al. (2014)).

Until recently most weather forecasting centres have been ignoring the influence of
the stratosphere in improving weather predictions since their models did not include
adequate stratospheric processes and dynamics. Recently, weather centres such as
the European Center for Medium-Range Weather Forecasts (ECMWF) moved their
operational model lid from the tropopause to the stratopause and hence emphasized
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              C                                           D

 

Figure 1.10: (A): Time-altitude cross section of the northern annular mode values
during weak vortex events. Weak vortex events are defined by the dates
on which the annular mode values at 10 hPa drops below -3.0. (B): The
same as (A) for strong vortex events. Strong vortex events are defined
by the dates on which the annular mode values at 10 hPa is more than
1.0 threshold. The indices of annular modes are non-dimensional values.
(C): The average sea-level pressure anomalies (hPa) during weak vortex
regimes. (D): The same as (C) for strong vortex regimes. (schematic
view is taken from Baldwin and Dunkerton (2001)).
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the stratospheric processes and dynamics. In fact over the last two decades or so,
the stratosphere-troposphere dynamical coupling has been shown to be important
for tropospheric variability on a range of timescales. For example Ineson and Scaife
(2009) showed that the stratospheric processes are crucial in capturing the telecon-
nections between El Nino-Southern Oscillation (ENSO) and the Northern Annular
Oscillation (NAO). In addition one must take into account the stratospheric role
for understanding the NAO response to changes in the solar radiation (Ineson et al.
(2011)). As a consequence of these findings, the stratosphere is now included in
many atmospheric models from global climate models to seasonal forecasting sys-
tems (Tripathi et al. (2015), Scaife et al. (2005)).

1.4 Mechanisms Proposed for the
Stratosphere-Troposphere Coupling

In general two categories of mechanisms are proposed for the stratosphere-troposphere
coupling, direct and indirect (Simpson (2009)). The direct mechanisms refers to
changes in the lower most regions of the stratosphere where the changes are very
close to the troposphere. The indirect mechanisms refers to the changes in the mid-
dle and upper troposphere that affects large or small scale wave propagation from
the troposphere to the stratosphere. Changes in the large-scale wave propagation
via interaction with mean-flow can affect the tropospheric weather and circulation.
Table 1.1 shows the mechanisms proposed for the stratosphere-troposphere coupling.

1.4.1 The direct coupling mechanisms

The stratospheric mass redistribution theory suggested by Baldwin and Dunkerton
(1999) explains the influence of an anomalous zonal force in the stratosphere that
induces a meridional circulation in the stratosphere. It is suggested that the tropo-
spheric branch of the above-mentioned circulation might not compensate the strato-
spheric branch (mainly due to the surface friction). As consequence the mass (or
alternatively surface pressure) in the polar cap region will respond to any changes in
the stratospheric meridional circulation. Due to the changes in the surface pressure
gradient the zonal wind near the surface (in particular around the southern bound-
ary of the polar cap region) will be changed accordingly (Sigmond et al. (2003)).

The downward control principle suggested by Haynes et al. (1991) links changes
in the circulation below any given height in the atmosphere to the zonal force per
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.Table 1.1: The proposed mechanisms involved in the stratosphere- Troposphere coupling 

These mechanisms are proposed by (Simpson, 2009). f

Direct MechanismsIndirect Mechanisms

 1s Changes in the propagation 

conditions of Rossby waves 

 2s Wave mean-flow interactions

 3s Changes in the tropospheric  1s 
baroclinic eddies

 1sStratospheric mass redistribution 
especially at polar cap regions

 2s Induced meridional circulation 
by the downward control principle 

 3s Changes in the tropopause height 
due to the variations in the 

stratospheric potential vorticity

 4s Direct radiative impact on the 
stratospheric temperature and 

circulation

unit mass (for instance due to the wave breaking and eddy dissipation processes)
above the given height. The downward control principle is valid in the steady state
(no acceleration or deceleration of the flow). The downward control mechanism is
mainly valid in the middle atmosphere because the atmospheric mass is concentrated
mainly in the troposphere compared to the middle and upper atmosphgere.

The third dynamical mechanism that explains the dynamical coupling between
stratosphere and troposphere is the potential vorticity inversion. A form of the
quasi-geostrophic potential vorticity (PV) that can be used to explain the non-local
responses of the atmosphere to the local changes in the atmosphere is defined as:

q =
1

f0
∇2Φ + f +

∂

∂p

f0
σ

∂Φ

∂p
(1.1)

where q is the potential vorticity, Φ is the geopotential height, f is the coriolis pa-
rameter, p is the pressure and σ = p

ps
where ps is the surface pressure. According

to this definition the PV is the sum of relative vorticity, planetary vorticity (cori-
olis force) and the stretching vorticity. Following the geostrophic motion the net
tendency in the PV is zero (Dgq

Dt
= 0) (Holton (2004)). Since the quasi-geostrophic

potential vorticity can be changed through frictional and diabatic processes there-
fore any changes in the PV can result in changes in the geopotential height and
therefore induce changes in the zonal wind and temperature. The quasi-geostrophic
form of the PV equation shows that the PV is linked to the geopotential height
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by the second order differential operator. Therefore any anomaly in the PV can
induce changes in the geopotential height that are non-local and might be stretched
horizontally and vertically. The quasi-geostrophic form of the PV is a fundamental
quantity in the atmospheric dynamics because it explains how local changes of PV
(through adiabatic and frictioanl processes) is connected to the non-local changes
in the zonal wind and temperature. The Ertel form of the PV is also a helpful
dynamical quantitiy that can be used as diagnostic tool to explain the connection
between stratospheric processes and it tropospheric counterpart. This quantity will
be explained in the next section.
The last direct mechanism in which one can explain the stratosphere-troposphere
dynamical coupling is the direct alteration of the middle atmosphere through ra-
diative forcing. The previous mechanisms that drive changes in the troposphere in
response to changes in the stratosphere were purely dynamical mechanisms. Never-
theless the study of (Grise et al. (2009)) shows that the role of radiative processes
in the stratosphere-troposphere coupling cannot be ruled out. Direct radiative forc-
ing can alter both temperature and ozone fields in the middle atmosphere. Trough
geostrophic and hydrostatic adjustments the tropospheric circulation responses to
the changes in the middle atmosphere (Grise et al. (2009)).

1.4.2 The Indirect Coupling Mechanisms

The first indirect mechanism for the coupling between the stratsphere and the tropo-
sphere involves changes in the large-scale Rossby wave propagation or smaller-scale
synoptic eddies. According to (Charney and Drazin (1961)) only large-scale Rossby
waves (wavenumbers 1-3) can propagate upward and penetrate from the troposphere
to the stratosphere. During winter-time of both hemispheres when the zonal mean
zonal wind is westerly in the stratosphere Rossby waves have chance to propagate
upward to the stratosphere. However the probability of the upward planetary-scale
wave propagation depends on several other factors as well. These factor can be
understood through the well-known Charney-Drazin criterion:

0 < u0 − c < uc =
β

(k2 + l2) + f0
4H2N2

(1.2)

where u0 is the background stratospheric mean flow (zonal mean zonal wind), uc is
the Rossby wave critical velocity, β = ∂f

∂y
where f is the coriolis parameter, k and l

are zonal and meridional wavenumbers, c is the Rossby waves phase speed, H is the
atmospheric scale height and finally N is the buoyancy frequency. It is clear that
during summer time of both hemispheres when the stratospheric background flow
(u0) is easterly Rossby waves cannot propagate upward. The same is true after the
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occurrence of sudden stratospheric warmings when during Northern hemisphere win-
tertime the stratospheric background flow change its sign from dominantly westerly
flow to an easterly flow. Since the zonal mean zonal wind in the Southern hemisphere
(u0) is much stronger than its Northern hemisphere counterpart, the Charney-Drazin
criterion is not fulfilled in the Southern hemisphere wintertime condition and hence
waves cannot penetrate to the stratosphere in the Southern hemisphere (Charney
and Drazin (1961)). This criterion explains the seasonal cycle of stratospheric plan-
etary waves. According to the study of (Plumb (1989)) in the Southern hemisphere
wintertime the Rossby waves amplitude is minimum. On the other hand Rossby
waves-mean flow interaction in the Northern hemisphere wintertime prevents the
zonal stratospheric flow to becomes so strong.
Since only large-scale Rossby waves (wavenumbers 1-3) can penetrate to the strato-
sphere from the troposphere, therefore changes in the stratospheric flow and subse-
quent changes in the propagation conditions of vertically propagating waves provide
a pathway for the downward transmission of the stratospheric changes to the tro-
posphere. The observational evidences for this mechanism is provided by the study
of (Perlwitz and Harnik (2003), Perlwitz and Harnik (2003)). These studies show
that through the downward planetary wave reflection by the stratospheric flow, the
changes in the stratosphere can affect the tropospheric circulation.
The second indirect mechanism for the coupling between the stratosphere and tro-
posphere is the alteration of wave-mean flow processes in response to changes in
the stratosphere (Boville (1984)). If the Charney-Drazin criterion is fulfilled the
large-scale Rossby waves can propagate upward and deposit their easterly momen-
tum to the mean stratospheric flow. This mechanism leads to changes in the mean
stratospheric flow which can subsequently alter the propagation condition of Rossby
waves which result in downward propagation of the zonal wind anomalies. It is also
important to mention that the wave-mean flow interaction and planetary wave prop-
agation can only explain the stratosphere-troposphere coupling in the wintertime in
the Northern hemisphere. Since the planetary waves are produced by the flow over
the large-scale mountains as well as land-sea temperature contrasts, therefore the
planetary waves are more stronger in the Northern hemisphere than in the Southern
hemisphere. It is the reason why these mechanisms (planetary wave propagation and
wave-mean flow interaction) cannot explain the stratosphere-troposphere coupling
in other seasons or coupling that is observed in the Southern hemisphere (Holton
(2004), Simpson (2009)).
To explain the observed stratosphere-troposphere coupling in seasons other than
wintertime northern hemisphere or the coupling in the Southern hemisphere an-
other mechanism is required. One such mechanism is the change in the baroclinic
systems in the troposphere in response to the changes in the stratosphere flow. Tro-
pospheric baroclinic eddies are mainly developed in the mid-latitudes due to the
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strong meridional temperature gradient (or alternatively vertical wind shear) and
therefore are present in both Northern and Southern hemispheres. These eddies
are responsible for transferring heat and momentum from the lower latitudes to the
higher latitudes (Holton (2004). Since eddies owe their existence to the meridional
temperature gradients between the tropics and the poles, the eddy development is
stronger in the cold seasons in both hemispheres. This mechanism links the phase
speed of eddies (Chen and Held (1992)), eddy length scales (Riviere (2011)), di-
rection of propagation of synoptic eddies (Simpson et al. (2009)) and the types of
synoptic wave-breaking (Kunz et al. (2009)) to the anomalies of the stratospheric
wind.

1.5 Solar and Geomagnetic Variability and its
Influence on Climate

The Sun is the primary source of energy for the Earth’s climate system. Different
regions of the Sun from its atmosphere, photosphere and convection zone vary on a
range of time scales, from minutes to hundreds of years. For example Fröhlich and
Lean (2004) show an enhancement of the Total Solar Irradiance (TSI) during a solar
flare that reach to 0.003 %. The TSI is the integral of irradiance (the power arriving
to the Earth per unit area, per unit wavelength) over all wavelengths. However, from
the climate perspective the longer time scales of solar variability are more important
than the shorter time scales (Ogurtsov et al. (2002)). Figure. 1.11 demonstrates the
11-year solar variability in several quantities which either directly or indirectly are
related to the radiation output from the Sun. Sunspots are relatively colder spots
on the Sun’s surface (between 4200 K at the center of the sunspot to 5700 K at the
edge) compared to the quiet chromosphere (about 6050 K). When a sunspot forms
it can last between several days and a few weeks. Around the sunspots the magnetic
fields are thousands of times stronger than its counterpart at the Earth.

The available solar power to the Earth’s climate (at the top of the atmosphere) is
about 239 Wm2 with variations of about 0.17 Wm2 during the 11-year solar cycle.
The variation in the TSI during the 11-year solar cycle (0.07 %) is almost negligible
compared to the available TSI Gray et al. (2010). However spectral variability of
the irradiance (Fig. 1.12) shows that the shorter wavelengths ( less than 200 nm)
can vary significantly between the periods of 11-year solar cycles (more than 50 %
between 120-150 nm and about 100 % near 100 nm) . The UV variations can reach
up to 6 % near 200 nm (where oxygen dissociation and ozone production occur). The
UV variations of up to 4 % is also observed between 240-320 nm where stratospheric
ozone can significantly absorb the UV radiation in this band. The 11-year variations
in the solar irradiance in the UV band can induce variations in the production or
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Figure 1.11: (a): Two imagaes of the Sun during the minimum sunspot and max-
imum sunspot. (b); The sunspot number R that shows the mean of
sunspot numbers derived from the global network of solar observations;
(c) The 10.7 solar radio flux measured at Ottawa, Canada; (d): The Mg
ii line which is a measure of Mg II ion emission from the Sun’s chromo-
sphere and is highly correlated with the UV irradiance (150-400 nm);
(e): The open solar flux derived from the observed radial component
of interplanetary field near the Earth. (f): The Galactic Cosmic Rays
(GCR) counts per minute recorded at McMurdo, Antarctica; (g): TSI
observation; (h) geomagnetic Ap index. (schematic view is taken from
Gray et al. (2010)).
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Figure 1.12: (a): Top: Irradiance variability as a function of wavelength during 11-
year solar cycles. The horizontal dashed line is the variation of the
TSI during 11-year solar cycles. Bottom: Instrumental (PMOD (a),
ACRIM, (b), IRMB (c)) measure of TSI variability for the period of
1978-2007. Daily values are shown in colored and 81 day running means
are shown in black lines. (schematic view is taken from Gray et al.
(2010)).
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Figure 1.13: (a): A multiple regression analysis of SAGE satellite data of annual
average of the ozone differences (%) during 11-year solar cycle (solar
maximum minus solar minimum) as a function of latitude and height
for the period of 1985-2003 . In this analysis several years following Mt.
Pinatubo volcanic eruption are discarded. Shaded areas are statistically
significant at the 95 % confidence level. (schematic view is taken from
Soukharev and Hood (2006)).

destruction of stratospheric ozone.
?) show the annual mean of the 11-year solar cycle induced ozone variation as a
function of height and latitude obtained from a multiple regression analysis of SAGE
satellite data for 1958-2003 period. They found a statistically significant change of
ozone (up to 4 %) near the tropical stratospause where the direct UV radiation
can affect the ozone production rate. It is also suggested that the changes in the
lower stratosphere are not a response of the changes in the UV variation and are
induced by changes in the dynamical condition that may cause changes in the ozone
transport from a region to another (Fig. 1.13).

Though it suggests that the apparantly small variations in the TSI cannot derive
large changes in the Earth’s climate, however observational evidences show a corre-
lation between solar variability and climate parameters (Labitzke (1987), Labitzke
and van Loon (1995)). Two mechanisms are suggested to link the small variation
in the TSI to the observed changes in the climate parameters. The first mechanism
involves the direct absorption of the TSI by the Earth’s atmosphere and oceans.
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Figure 1.14: (a): In the wintertime polar region, nitric oxide enriched air by energetic
particle precipitation can be transported from the mesosphere and lower
thermosphere down to the stratosphere due to downward branch of
residual circulation, where it can destroy ozone. The depleted ozone
has the potential to modify temperature, wind shear and planetary
wave propagation and breaking (schematic view is taken from Karami
et al. (2015)).
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(a)

(b)

  

Figure 1.15: (a): Time series from 2002 to 2011 of the 26-day averages centred
around 1 April fo the F10.7 cm solar radio flux and Ap index ( a mea-
sure of geomagnetic forcing and precipitation of energetic particles into
the atmosphere. The period of low solar activity from 2005 to 2010 is
marked in red. (b-left): Ozone amplitude inside Antarctic polar vor-
tex between years of high geomagnetic activity and low geomagnetic
activity centred around 1 April derived from MIPAS, SMR, SABER
observations from 2002-2011. (b-right): same as (b-left) but only for
Ap index from 2005-2010 (schematic view is taken from Fytterer et al.
(2015)).
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1.6 Observational and modelling basis for the influence of the energetic particle
precipitation and solar activity on atmospheric composition and dynamics

Tropospheric water vapor and stratospheric ozone are by far the most important
radiatively active components of the Earth’s atmosphere and they absorb the solar
radiation in different wavelengths. Ozone mainly absorbs the Ultra Violet (UV)
radiation in the region 240-320 nm and water vapor absorption occurs mainly in
the infrared region. Due to the large oceanic heat capacity, it is suggested that the
direct absorption of the TSI by oceans is also significant (Gray et al. (2010)).
The second mechanism includes the precipitation of charged particles including pro-
tons, electrons and heavier ions. At polar regions, the Energetic Particle Precipi-
tation (EPP) can influence the middle atmosphere (mesosphere and stratosphere)
through ionization, dissociation and excitation of atmospheric constituents. At po-
lar regions, EPP has the potential to penetrate deep into the mesosphere and on
rare occasions into the stratosphere via the prevailing downward air motions (see
Fig. 1.14 ). As a result the chemical composition of the middle and upper atm-
sopehre alter significantly (Sinnhuber et al. (2012), Jackman et al. (2007)). Most
important are changes to the budget of atmospheric nitric oxides and to atmospheric
reactive hydrogen oxides which both contribute to ozone loss in the stratosphere and
mesosphere. While hydrogen oxides are short-lived species, however odd nitrogen
(produced by energetic particles and in the absence of solar radiation) has a lifetime
of days to weeks in the mesosphere and months or longer in the stratosphere. So, if
dynamical conditions permit, the odd nitrogen produced by energetic particles can
be transported downward and catalytically destroy ozone in the mesosphere and
stratosphere (Funke et al. (2014), Randall et al. (2009)) (see Fig. 1.15 ). The study
of (?)) show that during years with high geomagnetic activities ozone depletion can
be up to 10-15 % insdie the Antarctic stratospheric vortex compared to years with
low geomagnetic activities. This negative signal (depleted ozone) first appears in
early winter in mesospheric heights and moves downward with time and in early
spring (October) reachs to lower stratospheric heights.

1.6 Observational and modelling basis for the
influence of the energetic particle precipitation
and solar activity on atmospheric composition
and dynamics

In addition to the dynamical coupling between atmospheric layers, a photochemi-
cal coupling also exists between the upper atmosphere (thermosphere) and middle
atmosphere (mesosphere-stratosphere) (Solomon et al. (1982)). The shortwave ra-
diation emitted from the sun and auroral ionization in the thermosphere are able to
produce large amounts of NOy that might be transported downward during polar
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winter. The study of (Solomon et al. (1982)) by using a global two-dimensional
model confirms the downward transport of the NOy from the lower thermosphere-
upper mesosphere to the stratosphere during polar winter. By using the Limb In-
frared Monitor of the Stratosphere (LIMS) (Russell et al. (1984)) investigated the
nighttime high-latitude NO2 in the Northern hemisphere winter 1979. They reported
that the zonally-symmetric mesospheric NO2 is coupled to the transport from above
and they zonally-asymmetric component is related to the upward propagation of
planetary waves from below during the polar night. Table 1.2 shows a summary
of the observational evidences of the NOy enhancements related to the auroral or
geomagnetic activities.

HOx and NOx can destroy ozone above ∼ 45 km and below ∼ 45 km respectively
(Lary (1997)). The observational studies confirm the ozone loss due to Energetic
Particle Precipitation (EPP) and geomagnetic activity (Andersson et al. (2014),
Fytterer et al. (2015b)). It is also important to mention that due to the significant
interannual variations of the ozone in the middle atmosphere, it is very difficult to
attribute all the changes of the ozone concentration to merely changes in the EPP
and geomagnetic activity (Seppala et al. (2007b), Randall et al. (2005)).
Recently Fytterer et al. (2015a) reported a ozone loss inside of the Antarctic polar
vortex during polar night due to the high geomagnetic activity from three sets of
satellite observations (MIPAS, SMR, SABER). The period of this study was 2002-
2010 which is a period with a relatively low-moderate solar and geomagnetic activity
(especially between 2004-2010 (Fig. 1.16)). The negative anomaly of the ozone con-
centrations move downward with time from the upper stratosphere in June to nearly
lower stratosphere in October. Within the downwelling tongue the amplitude of the
ozone loss between years with high minus years with low geomagnetic activity was
about 8-10 %. Unfortunately the differences of the ozone loss between years with
high geomagnetic activity and years with low-moderate geomagnetic activity is not
available at the moment. However it is reasonable to assume that the amplitude of
the negative ozone loss during years with high geomagnetic activity should be higher
than those reported in the study of (Fytterer et al. (2015a)).
From the climate modeling perspective, numerous studies deal with the understand-
ing of the impact of EPP-NOy on ozone in the stratosphere and lower mesosphere
(Rozanov et al. (2005), Baumgaertner et al. (2009), Reddmann et al. (2010), Seme-
niuk et al. (2011)). Different approaches are used to implement the EPP in climate
models. For instance in the study of (Reddmann et al. (2010)) and (Baumgaertner
et al. (2009)) the EPP-NOy is prescribed in the upper boundary based on MI-
PAS and HALOE observations respectively. The daily NOx or NOy production rate
scaled by observed electron fluxes are used in the study of (Rozanov et al. (2005),
Semeniuk et al. (2011)). Although different approaches are used for investigating

24
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precipitation and solar activity on atmospheric composition and dynamics

Table 1.2: The observational evidences of the NOy enhancements related to the auroral or 
geomagnetic activity.

Study Observations and measurements

1. Russel et al. (1984)

2. Siskind et al. (1996) 

3. Siskind et al. (2000) 

4. Natarajan et al. (2004) 

5. Randall et al. (2005) 

6. Randall et al. (2007) 

7. Randall et al. (1998) 

8. Randall et al. (2005) 

9. Randall et al. (2007) 

10. Randall et al. (2006) 

11. Randall et al. (2007) 

12. Randall et al. (2009) 

13. Salmi et al. (2011) 

14. Bailey et al. (2014) 

15. Perot (2014) 

16. LopezPuertas et al. (2006)

17. Funke et al. (2014) 

18. Sinnhuber et al. (2014) 

19. Seppala et al. (2007a) 

20. Seppala et al. (2007b) 

21.  Hauchecorne et al. (2007) 

1. LIMS

2. HALOE

3. HALOE

4. HALOE

5. HALOE

6. HALOE

7. POAMII+III 

8. POAMII+III 

9. POAMII+III 

10.  ACE-FTS

11.  ACE-FTS

12.  ACE-FTS

13.  ACE-FTS

14. SOFIE

15. SMR

16. MIPAS

17. MIPAS

18. MIPAS

19. GOMOS

20. GOMOS

21. GOMOS
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Figure 1.16: F10.7 solar radio flux that shows the solar irradiance cycles (black line)
and geomagnetic activity (Ap index) (red line) for 1957-2014 period.
The solar radio flux units are [10−22W.m−2.Hz−1] and the Ap index is
dimensionless. The data is from the National Geophysical Data Center
(NGDC, http://spidr.ngdc.noaa.gov/spidr).

the EPP-induced ozone variations in the middle atmosphere in these studies, all
modeling studies confirm a downward movement of negative ozone anomaly from
the upper stratosphere in early winter to the lower stratosphere in late winter which
are consistent with the observational evidences of (Fytterer et al. (2015a)). It is
also important to mention that the model responses to changes in the geomagnetic
activity are different from each other mainly due to the different assumptions made
for the implementation of the EPP forcing in the models and the differences in the
derivation of the percentage changes.
The study of (Gray et al. (2010), Lean et al. (1997), Woods et al. (2002)) show
that the variations in the UV radiation has a relatively large 11 year solar cycle
compared to the negligible variation of the total incoming solar irradiance during 11
year solar cycle. The variation in the UV radiation during 11 year solar cycle can be
as large as 50 % at 120 nm to smaller values (6 % near 200 nm to 4 % mear 240-320
nm). Larger variations in the UV (over 50 %) are less important for the middle
atmosphere because they are mainly absorbed in the upper atmosphere (above 100
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km). However UV variations near 200 nm and 240-320 nm are important due to
oxygen dissociation-ozone production and absorption by stratospheric ozone respec-
tively. Observational evidences provided by the satellite instruments show that the
maximum of ozone changes in response to the 11 year solar cycle occurs near the
tropical stratopause (Soukharev and Hood (2006), Austin et al. (2007), Remsberg
(2008), Merkel et al. (2011), Hood and Soukharev (2012), Bronnimann et al. (2013),
Dhomse et al. (2013), Gruzdev (2014), Hood et al. (2015)). The amplitude of the
ozone variation from solar minimum condition to solar maximum condition in these
studies are between 1 % and up to 6 %. The region of the maximum ozone changes
(tropical stratopause) in response to variations in the solar UV is where the maxi-
mum ozone formation rates is expected.
Numerous modeling studies have been devoted to the understanding of the ozone
depletion in the middle atmosphere and its impact on atmospheric temperature and
circulation (Haigh (1994), Austin et al. (2007), Haigh et al. (2010), Yamashita et al.
(2010), Swartz et al. (2012), Hood et al. (2015),Christiansen et al. (1997), Kiehl
and Boville (1988), Braesicke and Pyle (2003), Langematz et al. (2003), Sinnhuber
et al. (2012b)). Since ozone is an important radiatively active gas in the atmosphere,
changes in the ozone concentration leads to changes in the atmospheric heating and
cooling rates as well as subsequent changes in the atmospheric temperature. Due
to the hydrostatic and geostrophic balances of the atmosphere a local change in
the ozone concentration can affect much wider region of the atmosphere which is
reported in the above-mentioned modeling studies.

1.7 Motivations, Goals and Methods of the Thesis

Direct observation evidences show that after weakening or strengthening of the
stratospheric polar vortex (due to increases in the concentration of greenhouse gases,
stratospheric ozone depletion and recovery, different phases of ENSO and Quasi-
Biennial Oscillation (QBO), volcanic eruption and 11-year solar variability), tro-
pospheric circulation can be affected significantly (Baldwin and Dunkerton (2001),
Kidston et al. (2015) and references in it). Among the above-mentioned mechanisms
that induce changes in the stratospheric temperature and flow, the EPP-induced
ozone changes are missing in all low-top models (Andersson et al. (2014)). Low-top
climate models refer to the climate models that the higher lid of the model is usually
around 10 hPa. To our best knowledge no one sofar has investigated the influence of
the EPP-induced ozone changes on thermal and dynamical conditions of the middle
atmosphere in a low-top climate model. One of the goals of the current thesis is to
implement the overal effect of the EPP-induced ozone changes in the low-top models
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and investigate its role in climate variability.

In this thesis I use both reanalysis datasets (such as NCEP, ERA-40 and ERA-
Interim) and a chemistry-climate model (ECHAM5-MESSy known as EMAC model)
to investigate two broad research topics. The first research topic involves the thermal
and dynamical impact of the solar and EPP-induced ozone changes in the middle at-
mosphere (10-90 km approximately). The second research topic is how tropospheric
storm track and Rossby Wave Packets (RWPs) as well as baroclinicity (generation
of new eddies) changes with regards to changes in the stratospheric flow above it.

In chapter 2, the description of the EMAC model and the performed model runs are
given. Based upon the explanations given in the previous section, I have applied
different scenarios and model setup to investigate the main research questions of
the current thesis which will be explained in detail. This chapter deals with the
theoretical aspects of the stratosphere-troposphere coupling.

In chapter 3, a vector quantity known as the Eliassen-Palm flux (EP flux) that is a
useful tool for the description of small amplitude waves propagating in mean zonal
shear flows will be discussed. I have developed an algorithm that can objectively
measure the influences of the zonal flow on Rossby wave propagation. This diagnostic
tool is called probability of the stationary planetary wave propagation and will be
reviewed in detail in this chapter.

In chapter 4 the usefulness of the Hilbert transform technique in tracking Rossby
wave packets in the upper part of the troposphere will be demonstrated and based
upon this method the storm tracks (both in model and reanalysis) will be con-
structed. Afterwards I will show how changes in the stratospheric winds can affect
the tropospheric wave packets and hence storm tracks. I also will distinguish the
contribution of the large and small scale waves in shaping the response of the storm
track to changes in the stratospheric flow.

Thermal (shortwaves and longwaves heating rates) and dynamical (temperature,
wind, wave driving) responses of the middle atmosphere to solar and geomagnetic
variability will be investigated in chapter 5. Changes in the frequency of Sudden
Stratospheric Warmings (SSWs) and stratospheric final warming dates due to the
ozone depletion scenarios will be discussed in this chapter. A comparison between
climate effects of the solar-induced ozone changes and EPP-induced ozone changes
will be presented in this chapter.

In chapter 6 I will define different zonal flow regimes in the stratosphere based
upon the strength of the westerly winds in the lower part of the polar stratosphere.
Changes in the propagation condition of stationary large-scale waves with regards
to changes in the stratospheric flow will be discussed in this chapter. Tropospheric
baroclinicity as influenced by the stratospheric wind regimes will be discussed in this
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chapter. I will show how determining factors for the baroclinicity in the atmosphere
(wind shear and stability of the atmosphere) might change in response to changes in
the stratospheric flow. I also analyse the changes in the tropopause height according
to different states of the stratospheric winds above it.

Finally, the conclusions of my work are presented in chapter 7.
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2 Fundamental Equations, Model
Description and the Performed
Model Runs

2.1 Conservation of Potential Vorticity following
the Quasi-Geostrophic Motion

Matsuno (1970) for the first time introduced the refractive index for studying the
variations in the stationary planetary waves as a diagnostic tool for studying the
influence of the background zonal flow on stationary planetary wave propagation.
Karoly and Hoskins (1982) used the quasi-geostrophic refractive index of Rossby
waves for studying the influence of the background zonal flow on the transient plan-
etary wave propagation. Here I present the procedure for deriving the refractive
index formulation. The primitive equations contains five coupled equations that de-
termine the global atmospheric flow. By using z ≡ −H ln( p

ps
) as vertical coordinate

and a horizontal spherical coordinate (λ, φ) where λ and φ denote the longitude and
latitude respectively, the primitive equation can be written as:

Du

Dt
− (f +

u tanφ

a
)v +

Φλ

a cosφ
= F (λ) (2.1)

Dv

Dt
+ (f +

u tanφ

a
)u+

Φφ

a
= F (φ) (2.2)

Φz = H−1Rθ exp(−κz
H

) (2.3)

1

a cosφ

∂u

∂λ
+

1

a cosφ

∂(v cosφ)

∂φ
+

1

ρ0

∂(ρ0ω)

∂z
= 0 (2.4)

Dθ

Dt
= Q (2.5)

where the quantities are the same as symbol list given in the thesis. Φλ and Φφ

are longitudinal and latitudinal derivatives respectively. This form of the primitive
equations can be found in (Andrews et al. (1987)). Equation 2.1 and 2.2 represent
the momentum balance in the zonal and meridional directions respectively. Equation
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2 Fundamental Equations, Model Description and the Performed Model Runs

2.3 expresses the hydrostatic balance. Atmospheric mass conservation (continuity)
and thermodynamic equations are represented in equation 2.4 and 2.5 respectively.
The operator D

Dt
is the Lagrangian derivative that links the Lagrangian and Eulerian

frameworks which is defined by:

D

Dt
≡ ∂

∂t
+

u

a cosφ

∂

∂λ
+
v

a

∂

∂φ
+ ω

∂

∂z
(2.6)

The Lagrangian (material) derivative describes the rate of change of a quantity sub-
jected to the time and space variations.
For large-scale extratropical motions the Coriolis force and the pressure gradient
force are in approximate balance which is known as geostrophic balance. The
geostrophic balance is simply a balance between the pressure field and horizontal
velocity for large-scale extratropical systems (Holton (2004)). Based on geostrophic
approximation it is possible to define a purely horizontal velocity field called the
geostrophic wind which is given as follows:

vg =
1

f

∂Φ

∂x
and ug = − 1

f

∂Φ

∂y
(2.7)

where Φ is the geopotential height and ug and vg are the zonal and meridional
geostrophic velocities respectively. The ageostrophic velocity is the geostrophic de-
parture from the original three-dimensional velocity which is given by ua = u− ug,
va = v − vg and ωa = ω. By using the Cartesian coordinates (x,y,z) on a β plane
(e.g. f = f0 + βy where β = ∂f

∂y
) one can derive the primitive equation on β plane

under the quasi-geostrophic approximation in the absence of friction as follows:

Dgug − f0va − βyvg = 0 (2.8)

Dgvg + f0ua + βyug = 0 (2.9)

∂ua
∂x

+
∂va
∂y

+
1

ρ0
(ρ0ωa)z = 0 (2.10)

Φz =
Rθ

H
exp(−κz

H
) (2.11)

Dgθd + ωa
dθ0
dz

= 0 (2.12)

Equations 2.8 to 2.12 are the same as equations 2.1 to 2.5 for the quasi-geostrophic,
β plane in the absense of friction using the cartesian coordinates (x,y,z). Dg is
the advective derivative following geostrophic motion which is defined as Dg =
∂
∂t

+ ug
∂
∂x

+ vg
∂
∂y
. θd and ρd is a potential temperature and density departure from

the three-dimensional potential temperature and density fields respectively that are
defined as follows:

θd(x, y, z) = θ(x, y, z)− θ0(z) and ρd(x, y, z) = ρ(x, y, z)− ρ0(z) (2.13)
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2.1 Conservation of Potential Vorticity following the Quasi-Geostrophic Motion

where θ0(z) and ρ0(z) are the one-dimensional basic state potential temperature and
density respectively.
In order to arrive to the vorticity equation from the primitive equations the following
procedures are required (see e.g. Andrews et al. (1987)). Taking ∂2.9

∂x
− ∂2.8

∂y
and

using the mass conservation equation (2.10) one can arrive to the quasi-geostrophic
vorticity equation as follows:

Dgζg + βvg −
f0
ρ0

∂(ρ0ωa)

∂z
= 0 (2.14)

where ζg = ∂vg
∂x
− ∂ug

∂y
is the quasi-geostrophic vorticity equation. Similar to the

equation (2.13) one can define a basic state for the geopotential height as Φ0(z) =

Φ(x, y, z)−Φd(x, y, z) and based on that the geostrophic stream function is defined
as follows:

ψ(x, y, z) =
(Φ(x, y, z)− Φ0(z))

f0
(2.15)

By using the definition given for the geostrophic stream function one can define the
geostrophic velocities as follows:

ug = −∂ψ
∂y

and vg =
∂ψ

∂x
(2.16)

Now I define the departure of potential temperature from the basic state by using
the hydrostatic balance (equation 2.11) and stream function as follows:

θd =
H

R
exp(

κz

H
)f0ψ0 (2.17)

In terms of stream function the vertical velocity can be written as:

ωa = −Dg(
f0ψz
N2

) (2.18)

To arrive to this equation I have used the thermodynamic equation (equation 2.12).
Here N2 is the buoyancy frequency defined as follows:

N2 =
g

θ

dθ0
dz

= H−1R exp(−κz
H

)
dθ0
dz

(2.19)

Since ωa is very small, one can neglect it in the quasi-geostrophic vorticity equation
(equation 2.14) and by considering Dgf = βvg a new form of the quasi-geostrophic
vorticity equation can be derived as follows:

Dgq = 0 and q = f + ζg +
1

ρ0

∂

∂z
(
f 2
0ρ0
N2

∂ψ

∂z
) (2.20)

where q is the potential vorticity. The three terms in the q equation are, the plane-
tary vorticity, the geostrophic relative vorticity and the stretching vorticity. Equa-
tion 2.20 expresses an important conservation law in atmospheric dynamics: Follow-
ing the geostrophic motion and in the absence of friction and diabatic heating the
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2 Fundamental Equations, Model Description and the Performed Model Runs

potential vorticity is a conserved quantity. This equation simply expresses that as
an air parcel displaces horizontally or vertically in the atmosphere all forms of its
vorticity (planetary, relative and stretching) may change but the sum of the three
(as potential vorticity) is conserved following the geostrophic motion.

2.2 Deriving the Quasi-Geostrophic Rossby Waves
Refractive Index

Rossby wave propagation is supported in the baroclinic flows. A baroclinic flow is a
flow in which density depends on both pressure and temperature (ρ = ρ(p, T )). A
barotropic flow is a flow in which density depends only on pressure (ρ = ρ(p)). A
barotropic flow has a serious limitation for supporting the large-scale motions; the
large-scale wave propagation depends only on horizontal position, not on height. The
absence of horizontal temperature gradients and vertical wind shear in the barotropic
flow hinder the vertical wave propagation. Therefore the three-dimensional large-
scale motions in the atmosphere is best described in the baroclinic flows (Holton
(2004)). Now I consider a meridional perturbation (v = v′) to a purely zonal basic
state (u = u0(y, z) and u′ = 0 and v0 = 0):

u = u0(y, z) and v = v′(y) (2.21)

By substituting equation 2.21 to the equation 2.20 and making use of (Dg = ∂
∂t

+

ug
∂
∂x

+ vg
∂
∂y

) and considering the fact that ∂f
∂t

= 0, ∂f
∂x

= 0, ∂f
∂y

= β, ζg = ∂v
∂x
− ∂u

∂y
=

−∂u
∂y

because ∂v
∂x

= 0 and finally ug = −∂ψ
∂y

I arrive to the perturbed PV equation as
follows:

∂q′

∂t
+ u0

∂q′

∂x
+ v′

∂q

∂y
= 0 (2.22)

where
q′ = ζ ′g +

1

ρ0

∂

∂z
(
f 2
0ρ0
N2

∂ψ′

∂z
) (2.23)

∂q

∂y
= β − ∂2u0

∂y2
− 1

ρ0

∂

∂z
(
f 2
0ρ0
N2

∂u0
∂z

) (2.24)

and making use of equation 2.16 the perturbed PV equation (q′) in term of stream
function perturbation (ψ′) can be defined as follows:

(
∂

∂t
+ u0

∂

∂x
){[ ∂

2

∂x2
+

∂2

∂y2
+

1

ρ0

1

∂z
(
f 2
0ρ0
N2

∂

∂z
)]ψ′}+

∂q

∂y

∂ψ′

∂x
= 0 (2.25)

Equation 2.25 links the changes in the zonal basic state (v′) to the perturbation of
the stream function (ψ′) (Andrews et al. (1987), Simpson (2009)). Now I consider
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a solution for the equation 2.25 by assuming that the amplitude of the perturbed
stream function grows exponentially with height (e.g. in response to the exponential
reduction in density with increasing height). A possible form of the solution for
equation 2.25 is:

ψ′(x, y, z, t) = exp(
z

2H
)<(Ψ(y, z) exp(i(kmx− kmct))) (2.26)

where km is the zonal wavenumber the phase speed in the zonal direction is denoted
by c and <(Ψ(y, z) is the real part of the stream function. Finally I arrive to the
amplitude of the perturbed stream function (Ψ(y, z)) as follows:

∂2Ψ

∂y2
+
f 2
0

N2

∂2Ψ

∂z2
+ n2Ψ = 0 (2.27)

where
n2 =

qy
u− c −

k2

a2 cos2(φ)
− f 2

4N2H2
(2.28)

qφ = cos(φ)[
2Ω

a
cos(φ)− 1

a2
∂

∂φ
[

∂
∂φ

(ucos(φ))

cos(φ)
]− f 2

ρ0
[
∂

∂z

(ρ0
∂
∂z
u)

N2
]] (2.29)

where qφ is the meridional gradient of the zonal mean potential vorticity which is
a fundamental quantity in Planetary wave dynamics and the stability of the zonal
mean flow Andrews et al. (1987). Equation 2.28 is a form of refractive index that
depends only to the zonal wavenumber. Recently (Sun et al. (2014), Sun and Li
(2012)) introduced a version of the refractive index of Rossby waves that depends on
the two-dimensional wavenumbers (zonal and meridional wavenumbers) as follows:

n2
k,l(y, z) = (

N2

f 2 cos2(φ)
)[
qφ
u
− (

k

a
)
2

− (
πl

2a
)
2

− (
fcos(φ)

2NH
)
2

] (2.30)

In chapter 3 of the thesis the climatology of the refractive index will be shown and
discussed. Some problematic features of this index will be shown.

2.3 Link between Tropopause Height and Arctic
Stratospheric Potential Vorticity

Ambaum and Hoskins (2002) established a theoritical basis for the relationship
between the strength of the stratospheric vortex and surface pressure based on
ECMWF reanalysis dataset. According to this theory, an increase in the North
Atlantic Oscillation (NAO) index results in an increased equatorward refraction of
the upward propagating Rossby waves. Since the polar region receives less wave
forcings, in time period of a few days a stronger stratospheric vortex can be formed.
The stronger polar vortex results in an elevated tropopause. The elevated Arctic
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tropopause results in a deeper troposphere and the stretched tropospheric column
is associated with a lower surface pressure near the North pole. The envisioned con-
nections of the NAO-stratospheric vortex strength and tropopause height is depicted
in Fig. 2.1.
Ambaum and Hoskins (2002) quantify the changes in the tropopause height asso-

ciated with the strength of the stratospheric vortex (or alternatively a PV anomaly
in the stratosphere). The PV can be defined as:

PV =
f + ξ

σ
, with σ = −1

g

∂p

∂θ
(2.31)

where f is the Coriolis parameter, ξ relative vorticity, g gravitational accelaration,
θ potential temperature and p is the pressure. Since the PV is a conserved quantity
following fluid parcels, therefore any changes in the PV will be associated with
changes in both σ and (f + ξ). According to quasigeostrophic scaling, the Burger
number equals to the relative magnitude of the stratification and vorticity (Bu =

(NH
fL

)2) where L and H are horizontal length scale and scale height and N is the
buoyancy frequency. The logarithmic derivative of the PV equals to:

(∆PV )

PV
≈ −(1 +Bu)

∆σ

σ
(2.32)

We now consider a PV anomaly between two isentropic surfaces (constant-potential
temperature surfaces). θtop is the isentropic surface above the PV anomaly and θtpp
is the isentropic surface that touches the Arctic tropopause. In the stratosphere the
following equations can be derived from the finite difference approximation:

σ ≈ −1

g

ptop − ptpp
θtop − θtpp

, ∆σ ≈ −1

g

∆ptop −∆ptpp
θtop − θtpp

(2.33)

In these equations it is assumed that θtop and θtpp do not change in the stratosphere.
If we neglect the pressure variation at the top of the domain compared to the pressure
variation at the tropopause height one can reach to following equation:

(∆PV )

PV
≈ −(1 +Bu)

∆ptpp
ptpp

(2.34)

This relationship suggests that the fractional changes in the tropopause height are
opposite to the fractional changes in the PV field. For instance, the fractional
changes in the PV field in the stratosphere for a positive unit change in NAO index
is about 10%. Therefore for a Burger number of about 1, the fractional change in
the tropopause height is about 5%. The hydrostatic balance suggest the following
changes in the tropopause height associated with the variations in the tropopause
level pressure:

∆htpp = −∆ptpp
ptpp

RTtpp
g

(2.35)
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(a)

(b)

Figure 2.1: (a): Schematic of the relationship between the NAO, tropopause height
and strength of the stratospheric vortex. A cyclonic circulation over
Iceland (IC) is associated with an increase in the NAO index. The
tropopause height (the thick line) lowers and more upward propagating
Rossby waves (wavy lines) are refracted toward the equator. As result
the stratospheric vortex enhances (associated with the positive Potential
Vorticity (PV) anomaly). The tropopause height below the positive PV
anomaly is elevated and which results in an enhanced cyclonic circula-
tion near the north pole. (b) Schematic of the bending of the constant-
potential temperature surfaces toward a positive PV anomaly. The ar-
rows represent circulation associated with the positive PV anomaly. A
schematic view is taken from (Ambaum and Hoskins (2002)).
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For a typical tropopause temperature over the Arctic (210 K), the changes in the
tropopause is about 300 m (Ambaum and Hoskins (2002)). A further example pro-
vided by Ambaum and Hoskins (2002) is the changes in the tropopause heights
over the Arctic associated with the changes in the stratospheric PV. For 1 standard
deviation of the PV at 500 K isentropic surface (surfaces with constant potential
temperature), the changes in the PV field in the stratosphere is about 10 PVU (PV
unit). The maximum PV in the climatological PV field is about 60 PVU at the 500
K isentropic surface. Therefore equation. 2.35 and equ. 2.34 suggest that if the frac-
tional changes in the PV field is about 1

6
in the stratosphere, the fractional changes

in the tropopause heights is about 1
12
. The hydrostatic relation suggest a change in

the tropopause heights of about 500 m associated with the related variation in the
PV field in the stratosphere (Ambaum and Hoskins (2002)). In the current thesis I
will examine the existance of this relationship in the EMAC model and I will expand
the implication of this relationship for the stratosphere-troposphere coupling. I will
show that if the tropopause heights undulate according to the different states of the
stratospheric flow, then wind shear, stability and baroclinicity of the troposphere
will change. I also will investigate how changes in the stratospheric wind may change
the propagation condition of the Rossby Wave Packets (RWPs) in the upper tropo-
sphere.

2.4 The EMAC Model

The General Circulation Model (GCM) ECHAM5 is developed at the Max Planck
Institute for Meteorology (MPI-MET) in Hamburg, Germany. The dynamical core
of ECHAM5 is a spectral implementation of the primitive equations for the dry
atmosphere which is originally based on the Numerical Weather Prediction (NWP)
model of the European Centre for Medium-range Weather Forecasts (ECMWF) in
the United Kingdom (Roeckner et al. (2003), Roeckner et al. (2004)). The model
describes the dynamics, theromodynamics, chemistry and transport of the Earth’s
atmosphere. At the Max Planck Institute for Chemistry (MPI-C) in Mainz, the
ECHAM5 model has been combined with the Modular Earth Submodel System
(MESSy) (Joeckel et al. (2006)). In the EMAC model the research questions that
deals with chemistry or extension of the ECHAM5 model can be addressed with
MESSy. This can be done by coupling of the processes relevant for the dynamics.

Simulations with the EMAC model can be performed in different spatial and tem-
poral resolutions. Since in the ECHAM5 dynamical core of EMAC, calculations are
performed in spectral space, the resolution is defined by the triangular truncation
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2.4 The EMAC Model

of the waves. Theoritically any truncation is possible, but in EMAC the horizantal
resolution varies between T21-T256 (T for the triangular truncation). This corre-
sponds to a grid box size of about 5.6◦ × 5.6◦ and 0.36◦ × 0.36◦ respectively. The
hybrid pressure grid is used as vertical coordinate which employs terrain-following
levels to the surface. For the upper troposphere and stratosphere constant pressure
levels are used. The vertical resolutions in EMAC covers 19, 31 and 60 levels for the
standard tropospheric simulations (up to 10 hPa). There is an additional option for
the middle atmospheric simulations (MA-ECHAM5) whose vertical resolution can
be 39 or 90 levels (from surface up to 0.01 hPa).

The time step length in the ECHAM5 model depends on the vertical and horizontal
resolutions and must fullfill the Courant-Friedrich-Lewy (CFL) criterion. In solving
partial differential equations the CFL criterion is a necessary condition for conver-
gence of the numerical solutions. An important aspect of this criterion restricts the
time step of the computational simulation to be smaller than a certain value, other-
wise the results of the simulation will be incorrect (Roeckner et al. (2003), Roeckner
et al. (2004)). The standard horizontal and vertical resolutions and a related time
step of the ECHAM5 model for tropospheric simulations are given in Table 2.4).

The Modular Earth Submodel System (MESSy) includes different submodels

Table 2.1: The standard ECHAM5 model resolutions and time steps for the tropospheric (up to 
10 hPa) simulations. 

 

Resolution

 
Number of

Boxes

(Longitude-
Latitude)

 

Approximated
Box Width
(degrees)

 

Approximated

Box Width (km)

 

 
Time Step

(s)

T21 L19 

T31 L31

T42 L31

T63 L31

T85 L31

T106 L31

T159 L31

64 x 32

96 x 48

128 x 64

192 x 96

256 x 128

320 x 160

480 x 240

5.6 x 5.6

4.2 x 4.2

2.8 x 2.8

2.1 x 2.1

1.4 x 1.4

1.1 x 1.1

0.7 x 0.7

621

467

311

233

156

122

81

2400

1800

1200

720

480

360

180

  
(about 50 submodels in the current version of the MESSy2) with various purposes
and capabilities. The basic idea of the MESSy concept is to provide new possibilities
to study the complex feedback mechanisms in the Earth System Models (ESM) in a
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(a)

(b)

Figure 2.2: Two possible approaches for building an ESM. (a): Domain-oriented ap-
proach for building an ESM from existing domain specific models (atmo-
sphere, ocean, land surface, ...). Data exchange can be controlled from
each domain model and organized via a universal coupler. The domain
models and the coupler are self-contained executables running simultane-
ously; communication is performed via the coupler. (b) MESSy approach
(process-oriented approach) to establish an ESM. Each physical process
is coded as a modular entity connected via a standard interface to a
common base model. The base model can be for instance an atmosphere
or ocean GCM. (A schematic figure is taken from Joeckel et al. (2005)).
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transparent and user friendly approach. To study the complex interactions between
chemical, physical, and biological processes, one need to couple the different domain
(land, ocean, atmosphere, ...). MESSy provides a remarkable solution for this de-
mand which provides: (a) a modular interface structure to connect submodels to a
base model, (b) an extendable set of such submodels for miscellaneous processes, and
(c) a coding standard. Therefore MESSy provides an exciting possibility to study
the feedback mechanisms within the climate system (Joeckel et al. (2005), Joeckel
et al. (2010)). Figure. 2.2 shows two possible approaches for bulding an ESM. More
details of the MESSy approach to build an ESM can be found in (Joeckel et al.
(2005), Joeckel et al. (2010)).

In the current thesis, 4 submodels are used to perform the simulations. These are the
submodels CLOUD, CONVECT, GWAVE and FUBRAD. The CLOUD submodel
contains the original cloud and cover routines from ECHAM5 in a modularised,
MESSy - conform structure and calculates the cloud cover as well as cloud micro-
physics including precipitation. The CONVECT submodel calculates the process of
convection. It consists of an interface to choose different convection schemes and
the calculations themselves. The GWAVE submodule contains the original Hines
non-orographic gravity wave routines from ECHAM5 in a modularised, MESSy -
conform structure and calculates the momentum fluxes and wind drag. FUBRAD
is a high-resolution short-wave heating rate parameterisation for solar variability
studies. If switched on it replaces the RAD radiation at wavelengths most sensitive
to solar variability (UV and visible) between the model top and 70 hPa. Elsewhere
RAD is retained. More information about the MESSy submodels can be found in
the MESSy website (http://www.messy-interface.org).

2.5 The Model set up I: Stratospheric influence on
the Tropospheric Climate

2.5.1 Stratosphere-Troposphere coupling scenarios

In the current thesis, in order to study the influence of the strong and weak westerlies
in the stratosphere on the tropospheric baroclinicity and RWPs propagation char-
acteristics, I run five different simulations with the EMAC model (see Table 2.2).
We use the ECHAM/MESSy Atmospheric Chemistry (EMAC) general circulation
model (version 2.50) to perform the simulations. In the FRE-RUN simulation the
applied model set up comprised the submodels RAD4ALL, CONVECT, GWAVE
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Table 2.2: Summary of the three EMAC simulations.  In the fully nudged simulations (FUL-
NUDINTCHEM and FUL-NUD-NOCHEM) both stratosphere (STRA) and troposphere (TROP) 
are nudged toward the ECMWF data. In the only stratosphere nudged experiments (STR-NUD-
INTCHEM and  STR-NUD-NOCHEM)  the  atmospheric  quantities  are  nudged  toward  the 
reanalysis data only above~116 hPa (level 65 in the L90 vertical resolution of the EMAC model). 
rmscon is a tuning parameter for the gravity wave parametrization and might be used to control 

the vertically propagating gravity waves in the EMAC model.

  
Model Simulation

  
Resolution

 
Analyzed 

time period

  
Running mode

 Gravity wave 
parametrization

  
Interactive 
chemistry

FUL-NUD-INTCHEMT42L901979-2014TROP and 
STRA are 

nudged

rmscon=0.92Yes

FUL-NUD-NOCHEMT42L901979-2014TROP and 
STRA are 

nudged

rmscon=0.92No

STR-NUD-INTCHEMT42L901979-2014Above~116 hPa 
is nudged

rmscon=0.92Yes

STR-NUD-NOCHEMT42L901979-2014above~116 hPa 
is nudged

rmscon=0.92No

FRE-RUNT42L90100 yearstime slice-free 
running

rmscon=1No

and CLOUD. Moreover, the interactive chemistry is not used in this study. Instead
constant mixing ratios are assumed for CO2, CH4, N2O, CFC − 11 and CFC − 12,
whereas a climatology (FUB-ozone) is used for O3. I carried out a time slice model
simulation over a period of 100 years (1988 year condition) with a free-running
version of the model with constant boundary conditions (average incoming solar
flux, sea ice distribution and sea surface temperature) during the whole year. How-
ever, these boundary conditions have a seasonal cycle. FUL-NUD-INTCHEM, FUL-
NUD-NOCHEM, STR-NUD-INTCHEM and STR-NUD-NOCHEM simulations are
nudged with ERA. The nudged atmospheric quantities include divergence, vortic-
ity, temperature and surface pressure. The surface pressure is not nudged in the
STR-NUD-INTCHEM and STR-NUD-NOCHEM simulations. In the STR-NUD-
INTCHEM and STR-NUD-NOCHEM simulations, the nudged quantities are nudged
only above 116 hPa, e.g., well above the tropopause in polar latitudes. For the STR-
NUD-NOCHEM and STR-NUD-INTCHEM simulations, the Sea Surface Tempera-
ture (SST) and Sea Ice Cover (SIC) are from the climatology of the HadISST from
1995-2004.
The GWAVE submodule contains the original Hines non-orographic gravity wave
routines from ECHAM5 in a modularised, MESSy-conform structure and the rm-
scon parameter calculates the momentum fluxes and wind drag. A correct value of
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the rmscon for the free running setup of the model is crucial to obtain a realistic
period of the Quasi-Biennial Oscillation (QBO) (Fig. 2.3).
The QBO is a quasiperiodic (with a period of 28-29 months) of the equatorial zonal
wind between westerlies and easterlies in the tropical (between 5◦S and 5◦N) strato-
sphere. The wind regimes of the QBO usually develop at the middle stratosphere
(about 10 hPa) and propagate downwards with time (about 1 km per month). The
wind regimes of the QBO dissipate at the tropical tropopause. Holton and Tan
(1980) and Holton and Tan (1982) established a relationship between the QBO and
the strength of the wintertime polar vortex in the Northern hemisphere. When the
QBO is in the westerly phase the vortex becomes stronger and colder and when
the QBO is in the easterly phase the polar vortex becomes weaker and warmer.
In addition during easterly phase of the QBO more frequent Sudden Stratospheric
Warming (SSW) are found which give rise to the warmer temperatures and weaker
zonal winds in the polar vortex regions. Therefore it is important to make a correct
setup in the EMAC model to obtain a realistic QBO and hence a realistic westerly
winds in the polar vortex regions.

2.6 The Model set up II: Solar and Geomagnetic
Forcings on the Climate System

2.6.1 Geomagnetic and Solar induced changes in the ozone
concentration scenario

In the current thesis, the monthly mean ozone climatology of Fortuin and Langematz
(1994) is used (FUB-ozone). FUB-ozone has 34 vertical levels ranging from surface
to mesospheric altitudes (1000-0.003 hPa). The annual climatology of the ozone
volume mixing ratio (ppmv) is presented in Fig. 2.4.

In EMAC model, the climatology is read in as monthly mean data, but daily data
are provided by interpolating from the 15th of each months to the next. A multi-year
model run (time slice experiment under 1982 year condition) with this climatology
is carried out as a base scenario (called BASE in the following). This model run
can also be understood as a reference scenario with moderate solar and without
geomagnetic forcing.
Three additional model scenarios are carried out to exemplify scenarios with high
geomagnetic forcing in the Southern and Northern hemisphere during wintertime
and low solar UV forcing. In these model simulations the FUB-ozone climatology is
changed either in the polar regions of both hemispheres (mimicing high geomagnetic
forcing) or in the tropical stratopause (resembles the low solar UV condition). In
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(a)

(b)

Figure 2.3: Zonal wind averaged between 5◦S and 5◦N in the EMAC model.
(a):rmscon=0.96 give rise to an unrealistic QBO in the tropical strato-
sphere. (b): with rmscon=1.0 the EMAC model produces a realistic
QBO. rmscon is a tuning parameter in the EMAC model to control the
vertically propagating gravity waves.
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Figure 2.4: FUB-ozone annual climatology of ozone volume mixing ratio (ppmv).

the two ”high geomagnetic forcing” scenarios, a negative ozone anomaly is imposed
at high latitudes (poleward of 60Âř) propagating down from the mesosphere to the
mid-stratosphere throughout polar winter in the respective winter hemisphere. The
shape of the negative ozone anomaly is based on the observations of Fytterer et al.
(2015a) and the model results of (Baumgaertner et al. (2009), Reddmann et al.
(2010), Rozanov et al. (2012)) and is consistent with the area showing clear EPP-
NOy signals in most winters as shown by Funke et al. (2014).
Figure 2.5 show the ozone depletion according to (∆O3 − NH) and (∆O3 − SH)

scenarios. The amplitude of the ozone depletion anomaly is set to 30% in all affected
months. This was chosen to be higher than the values provided by Fytterer et al.
(2015a) and Rozanov et al. (2012) which exemplify an average EPP-NOy signal, but
in range of the results of Baumgaertner et al. (2009) and Reddmann et al. (2010)
who provide results for a known winter with very strong EPP-NOy forcing, Southern
hemisphere winter 2003. To be consistent with the results obtained by Fytterer
et al. (2015a) and the model results of Rozanov et al. (2005) and Semeniuk et al.
(2011) a negative ozone anomaly was imposed already in the early winter mesosphere
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Figure 2.5: Ozone depletion according to (∆O3 −NH) and (∆O3 − SH) scenarios.

(May/June above 1 hPa), which might be formed by an interaction of NOx with the
mesospheric HOx ozone-loss cycles as indicated by Verronen and Lehmann (2015).
In this sense, our scenario exemplifies a winter with strong, but not extreme, particle
forcing. Hereafter ozone change scenarios in the Northen and Southern hemispheres
will be called (∆O3 −NH) and (∆O3 − SH), respectively.

Two additional model runs were carried out with a prescribed ozone change of -4%
around the tropical stratopause (Fig. 2.6). Hereafter this scenario will be called
(∆O3 − TS). This scenario is based on the SBUV and SAGE time-series as pre-
sented in Soukharev and Hood (2006). The magnitude of the ozone anomaly in
the tropical stratopause is set to -4 % because these cover the longest time-series
of vertically resolved observations so far, and are reasonably well in agreement with
each other. A 4% change is at the upper edge but in range of these data. This was
chosen to exemplify a strong forcing. The vertical extent of the ozone anomaly ia
around 2-0.5 hPa (40-53 km) provided for SAGE and SBUV in Soukharev and Hood
(2006) for the upper stratospheric enhancement.
In both the particle forcing and the UV solar forcing scenarios, I aimed at a simple
scenario only including the direct impact on ozone: ozone loss directly related to
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Figure 2.6: Ozone depletion according to (∆O3 − TS) scenario.

downwelling NOy for the particle forcing, the region of strongest ozone formation for
the UV forcing. Indirect effects as showing up in some observational records are not
included. These are, e.g., the positive ozone anomalies below the negative anoma-
lies observed by Fytterer et al. (2015a), which might be due either to self-healing,
a dynamical, or a chemical feedback. For the solar spectral radiation, the lower
stratospheric enhancement was not included, because it is assumed to be derived
from a dynamical feedback Soukharev and Hood (2006).

In the current thesis the monthly mean ozone climatology is used to impose the
ozone-depletion scenarios. The following procedures describes the required steps
for interpolating the monthly mean data into the actual time of the integration in
EMAC model. Figure 2.7 demonstrates how EPP-induced ozone depletion scenario
described in Fig. 2.5 affects the ozone concentration in EMAC model. The ozone
zonal mean and monthly mean climatology is linearly interpolated to the actual time
of the integration and integrated from P = 0 to the surface P = Ps. For any given
month, in the middle of month the ozone concentration is reduced by 30%. Forward
and backward in time from the middle of month, for every day a reduction of about
1% from the central 30% ozone depletion is imposed in EMAC model. The time
interpolated profile of ozone is interpolated to the model full levels and integrated
again from P = 0 to P = Ps. Finally the ozone profile on the model levels is
normalized such that the integrated amount on the model grid is identical to that
on the grid of the climatology.
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Figure 2.7: The actual changes in the ozone concentration in EMAC model based
on the EPP-induced ozone depletion scenario described in Fig. 2.5. In
the regions shaded by the green, orange and blue colors the ozone con-
centration is reduced by 25− 30%, 15− 25% and 0− 15%, respectively.

2.7 Reanalysis datasets

In the current thesis I used daily mean zonal wind and temperature from the Na-
tional Center for Environmental Prediction-National Centre for Atmospheric Re-
search (NCEP-NCAR) (Kalnay et al. (1996)) to calculate the refractive index of
Rossby waves for 50 winters (1961-2010) of both Northern and Southern hemi-
spheres. I also use sea level pressure, zonal and meridional wind and tempera-
ture data obtained from the European Centre for Medium-Range Weather Forecasts
(ECMWF) to investigate the dynamical coupling between stratosphere and tropo-
sphere. The period of the ECMWF data are (1958-2013) and the data are obtained
for every 12 hours. In both NCEP and ECMWF datasets 1.5◦ resolution are used.
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3.1 Eliassen-Palm Fluxes and its Divergences

The ”non-acceleration theorem” derived by Eliassen and Palm (1960) for gravity
waves and by Charney and Drazin (1961) for planetary waves are the leading stud-
ies of wave-mean flow interactions. This theory simply states that in the absence of
friction and heating, small amplitude (linear), stationary (time-independent) Rossby
waves in a vertical shear flow is not able to alter the mean flow. Further theoretical
investigation of (Dickinson (1969a), Dickinson (1969b)) revealed that for the forcing
of the zonal atmospheric motions on large scale as implied by the non-acceleration
theorem at least a critical line or a Newtonian cooling process must exist. Later,
observational evidence confirmed that wave transience has a great role in violat-
ing the non-acceleration theorem. In fact, the transience of vertically propagating
planetary waves originated from lower atmosphere has an effect on the mean zonal
wind states. A vector quantity known as the EP flux provides a powerful tool for
the description of small amplitude waves propagation in mean zonal shear flows.
This diagnostic vectors are parallel to the direction of energy provided by quasi-
geostrophic finite-amplitude waves. On the other hand its divergence represents
wave-induced forcing of the mean flow in a transformed version of Eulerian-mean
equations. In other words, the divergence of EP flux shows the zonal force per unit
mass on the zonal mean flow by waves. In the transformed Eulerian mean formalism
the non-acceleration theorem occurs when the divergence of EP flux is zero. The
quasi-geostrophic EP flux (F = (Fφ, Fp)) in log pressure coordinate is defined by

F = (Fφ, Fp) =

Fp = ρ0afcos(φ)v
′θ′

∂θ
∂p

,

Fφ = −ρ0acos(φ)u′v′,
(3.1)

where, the primes denote departure from the zonal mean and the overbars denote
zonal mean for any atmospheric variable. In Eq. 3.1, u, v are zonal and meridional
velocities, θ is potential temperature,f = f(φ) is the Coriolis parameter, a is Earth’s
radius, φ is the latitude and finally ρ0 is atmospheric density as a function of height.
The vertical derivative of the zonal-mean potential temperature ∂θ

∂p
measures the

static stability of the atmosphere and is negative for a statically stable atmosphere.
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The divergence of the EP flux vector is derived from the following equation:

∇. F =
1

acos(φ)

∂Fφcos(φ)

∂φ
+
∂Fp
∂p

(3.2)

positive values of EP flux divergence imply acceleration of the zonal flow, while nega-
tive values (convergence of EP flux) result in zonal flow deceleration. It is worthwhile
to mention that in the extratropics there is a competition between horizontal diver-
gence of meridional eddy momentum flux (∇. Fφ) and vertical divergence of the
meridional eddy heat flux (∇. Fp) which largely cancel each other. Furthermore,
the primary forcing in the deccelaration of the polar night jet of the Northern hemi-
sphere in the winter time and spring time of the Southern hemisphere is the EP
flux divergence. In other words, most of the departure from radiatively determined
condition of the atmosphere can be explained by the divergence of EP flux Monier
and Weare (2011). For more information about the transformed Eulerian mean for-
malism, the reader may refer to (Edmon et al. (1980), Dunkerton (1981)).
Figure 3.1 shows the wintertime climatology of the EP flux and its divergences. The
positive values of the horizontal divergences of the EP flux act to accelerate the zonal
wind and negative values of the vertical divergences act to decelerate the mean flow
in the wintertime. The net effect of the opposite contributions of the horizontal
and vertical divergences of the EP flux on the mean flow is the deceleration of the
mean flow in the middle atmosphere around the Arctic polar vortex (Monier and
Weare (2011)). In the Southern hemisphere wintertime, the magnitude of the wave
forcing is relatively smaller than the Northern hemisphere which is mainly due to
less land-sea contrasts and less topography in the Southern hemisphere compared
to the Northern hemisphere Bracegirdle (2011).

3.2 Rossby waves refractive index

It is suggested that the impact of the background atmospheric state on planetary
wave propagation can be diagnosed by using the refractive index of Rossby waves
(Matsuno (1970), Simpson (2009)). According to linear wave theory planetary waves,
away from the source regions, tend to propagate to the region of large positive
refractive index squared. The existence of Rossby waves are prohibited where the
refractive index squared is small or negative which can happen if the zonal mean
zonal wind is easterly, or westerly exceeding the critical strength. Another important
feature of refractive index is that EP flux convergence reaches to its maximum values
where refractive index squared is very large Smith (1983).

Figure. 3.2 and Fig. 3.3 show the Time Mean Refractive Index Squared (TMRIS,
in the plots weighted with the Earth radius squared) of 50 winters for the Northern
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                                 EP vectors                              EP flux divergence (Total)

 

               EP divergence (Horizontal)                      EP divergence (Vertical)

Figure 3.1: Latitude-height cross-sections of the EP vectors and its divergences in
the Northern Hemisphere averaged over January-March 1980-2001 for
the ERA-40 reanalysis. Dashed (solid) lines and blue (brown) shadings
represent negative (positive) values while the bold solid line represent
the zero-line. Countour interval is 0.5 ms−1day−1 for the EP flux di-
vergences. The magnitude of the vertical divergences of the EP flux is
larger than the horizontal EP flux. Therefore in the Northern hemi-
sphere wintertime negative values of the divergence of the EP fluxes act
to decelerate the mean flow in the stratosphere (the figure is taken from
Monier and Weare (2011)).
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 Figure 3.2: Climatology of refractive index squared a2n2
k,l(y, z) of 50 winters (1961-

2010) in the Northern hemisphere. Regions with negative a2n2
k,l(y, z) are

shaded with gray color. The higher the value of the refractive index it
is easier waves to propagate to that regions. Planetary waves tend to be
absorbed or reflected back from the regions of negative refractive index.
The figure is taken from (Karami et al. (2016)).
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 Figure 3.3: Climatology of refractive index squared a2n2
k,l(y, z) of 50 winters (1961-

2010) in the Southern hemisphere. Regions with negative a2n2
k,l(y, z) are

shaded with gray color. The higher the value of the refractive index it
is easier waves to propagate to that regions. Planetary waves tend to be
absorbed or reflected back from the regions of negative refractive index.
The figure is taken from (Karami et al. (2016)).
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and Southern hemispheres respectively. The NCEP-NCAR daily mean zonal wind
and temperature from 1961-2010 are used to calculate the TMRIS. Here I focus
on the cold months ( December-January-February (DJF) for the Northern hemi-
sphere and June-July-August (JJA) for the Southern hemisphere) because in the
wintertime Rossby waves are more proununced in the troposphere (Holton (2004),
Andrews et al. (1987)). In both Northern amd Southern hemispheres the wave-
scale dependency of the TMRIS can be seen. In these plots TMRIS for the the
zonal wavenumber (k=1,2,3) and meridional wavenumbers (l=1,2,3) are calculated.
It can be seen that for (k,l)=(1,1) very high values of the refractive index squared
are found in high latitudes of the troposphere and the lower stratosphere. It can be
seen that the strong stratospheric polar night jet of the Southern hemisphere in the
winter (Fig. 3.3) block and reflect large scale waves.
One of the prounounced characteristics of the TMRIS is its noiseness. In large areas
of the mid and high latitudes of the troposphere and stratosphere alternating pos-
itive and negative values of the refractive index squared leads to a noisy structure
and makes the interpretation very difficult. The problem originates from the over-
lapping of positive and negative values in the time-series and results in a reduction of
climatological information. Other researchers (e.g. Mukougawa and Hirooka (2004),
Li et al. (2007)) have reported the problematic features of the time mean refractive
index. In the next section I will review some of the important shortcomings of the
refractive index and I will propose a method to overcome to this problematic fea-
tures. It is assumed that any diagnostic tool attempting to provide a climatology
of the stationary Rossby wave propagation conditions should be consistent with the
criteria listed in Table 3.1. Though I have provided a limited number of references
for the criteria given in Table 3.1 many more studies are in agreement with our
assumptions provided in Table 3.1 (e.g. Li et al. (2007), Huang and Gambo (2002),
Hu and Tung (2002)).
The first unsatisfactory results of the TMRIS is the large values of this quantity

poleward of 75◦ N in the lower stratosphere. In this region it is expected that the
strong jet blocks the wave penetration from the troposphere to the stratosphere (Fig.
3.4 (left)). The TMRIS also shows unsatisfactory results regarding the meridional
wavenumber dependency on the wave propagation conditions. For instance, in Fig.
3.3 (middle row) the differences between the TMRIS for wave (2,1), (2,2) and (2,3)
in the stratosphere (above 100 hPa) is negligible that implies there is negligible in-
fluence from the meridional wavenumbers on the vertical propagation of planetary
waves from the tropopshere to the stratosphere. Criterion 4 in Table 3.1 is also
not met between 20-40◦ N in the lower and middle stratosphere in the Northern
hemisphere because a negative wind shear in the lower stratosphere at this region
reduces the chances for the wave penetration from below.
The above-mentioned shortcomings of the time mean refractive index squared is a
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Table 3.1: The table provides a concise summary of the known facts about the propagation
of  the  stationary  Rossby  waves.  We assume  that  any  diagnostic  tool  that  attempts  to
provide a long-term climatology for the stationary Rossby wave propagation should meet
these criteria. 

1 The most favorable regions for the Rossby wave propagation is
the lower troposphere of the mid-latitude. Upper troposphere and
occasionally lower stratosphere are also favorable regions for the
wave propagation.  

Matsuno  (1970),  Charney  and
Drazin (1961)

2 The larger the waves it is easier for waves to propagate vertically 
from the troposphere to the stratosphere. For large scale waves 
(horizontal and meridional wave numbers 1 to 3) it is easier for 
waves to penetrate to the stratosphere. 

Matsuno  (1970),  Charney  and
Drazin (1961)

3 Rossby waves avoid penetrating through the jet maxima. 
Especially the polar night jet of the Southern hemisphere in the 
wintertime greatly block and reflect the large scale waves. These 
waves tend to propagate on the edges of the strong westerlies (jet 
stream). 

Karoly and Hoskins (1982)

4 Positive wind shear enhances the upward propagation of the 
stationary Rossby waves. 

Chen and Robinson (1992)
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Figure 3.4: Climatology of the zonal mean zonal wind (left) and the vertical shear of
zonal mean zonal wind (right) for the Northern hemisphere during DJF.
The units are ms−1 for zonal mean zonal wind and ms−1km−1 for the
vertical shear of zonal mean zonal wind respectively. The figure is taken
from (Karami et al. (2016)).
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motivation for further work to come up with an improved diagnostic tools to study
the influence of the background flow on the wave propagation. Theoritically there
are numerous ways to reduce the level of noise in the time mean of the refractive
index. For instance a possible approach is the "trimmed-mean” of the refractive
index squared. In this method one should remove a small percentage (for instance
10%) of the largest and smallest values before calculating the mean value. Li et al.
(2007) proposed a method that reduces the level of noise in the time mean refractive
index squared. They calculate the the frequency distribution of days with negative
refractive index squared as a method that might be used to describe the upward
planetary-scale wave propagation from the troposphere to the stratosphere. As an
alternative interpretation, this method calculates the probability of positive refrac-
tive index squared. Since Rossby waves tend to propagate to the regions where the
refractive index is either positive or large positive values, the higher the probability
it is easier for waves to propagate to these regions.
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Figure 3.5: Probability of positive refractive index squared based on the method

proposed by (Li et al. (2007)) for Northern hemisphere wintertime (DJF)
for wave (1,1), (1,2) and (1,3). Rossby waves tend to avoid to propagate
to the regions where the probability is low (less than 50%) and easily
propagate to the regions where the probability is higher. The figure is
taken from (Karami et al. (2016)).

Figure. 3.5 shows the probability of positive refractive index squared based on the
method proposed by (Li et al. (2007)) for Northern hemisphere wintertime (DJF)
for wave (1,1), (1,2) and (1,3). Rossby waves tend to avoid to propagate to the
regions where the probability is low (less than 50%) and easily propagate to the re-
gions where the probability is higher. It can be seen that the largest meridional wave
(k,l)=(1,1) has higher probability to penetrate to the stratosphere. It is also evident
that the wintertime polar night jet of the Northern hemisphere blocks the merid-
ional wavenumber (l=3) to propagate to the stratosphere. This method suggest a
waveguide in which waves can penetrate to the stratosphere from the troposphere.
This waveguide can be found in the regions where probability is more than 70%.
This is generally between 20-40 ◦N and this waveguide is wider for the meridional
wavenumber (l=1). For l=3 the waveguide is narrower suggesting less probability
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for this wave to propagate upward from the troposphere to the stratosphere.

             (a): 500 hPa                                               (b): 300 hPa

            (c): 100 hPa                                                (d): 50 hPa

Figure 3.6: Wintertime climatology of the vertical shear of zonal mean zonal wind in
(ms−1km−1) in the Northern hemisphere for four different latitudes. In
the lower stratosphere (50-100 hPa) the vertical wind shear is negative
over the extra-tropics (30-45 ◦N) and in the same latitude range in the
troposphere (300-500 hPa) the vertical wind shear is positive (based on
NCEP-NCAR dataset).

Though the probability of positive refractive index squared describes the required
wave properties better than the time mean refractive index, it has itw own short-
comings. For instance it results in high values of probability between 20-40 ◦N in the
lower and middle stratosphere. According to (Chen and Robinson (1992)) a strong
positive vertical shear is likely to enhance the vertical propagation of waves. The
probability for the upward wave propagation reduces where the vertical wind shear
is negative. Figure. 3.6 provides a time-series for the year-to-year variations in the
vertical wind shear at different latitude and altitude ranges. The vertical wind shear
betwen 60-80 ◦N (denoted by black and red lines respectively) is always a small
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positive value (less than 2 ms−1km−1) regardless of different altitudes. However
in the lower stratosphere (50-100 hPa) the vertical wind shear is negative over the
extra-tropics (30-45 ◦N) and in the same latitude range in the troposphere (300-500
hPa) the vertical wind shear is positive. This argument suggest that the results of
Fig. 3.5 might be an over-optimistic result, because it is due to small positive values
at extra-tropics of the lower stratosphere that exist throughout the winter season.
In this respect the climatology of probability of positive refraction index squared
does not meet the criterion 4 in Table 3.1.

 

 

 

 

 

 

 

 

Figure 3.7: Climatology of the vertical component of EP flux normalized by verti-
cal component of EP flux at 850 hPa for DJF at Northern hemisphere.
Discontinuity of this quantity at the tropopause heights indicates the
strong suppression of wave penetration from troposphere into the strato-
sphere at lower stratosphere. The upward penetration of Rossby waves
is suppressed by the negative values of the vertical wind shear above
tropopause heights. The figure is taken from (Karami et al. (2016)).

A further argument to show the importance of vertical shear of zonal mean zonal
wind for the upward propagation of Rossby waves is the behavior of the vertical
component of the Eliassen-Palm (EP) flux. Figure. 3.7 shows the vertical com-
ponent of EP flux divided by vertical component of EP flux at 850 hPa for DJF
at Northern hemisphere. It is clear from Fig. 3.7 that the magnitude of the EP
flux is much less in the stratosphere compared to the troposphere. As suggested
by (Hu and Tung (2002)) the upward penetration of Rossby waves is suppressed
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3.3 Baroclinic Instability and Eady Parameter

by the negative values of the vertical wind shear above tropopause heights. I now
argue that any diagnostic tool attempting to provide a climatology for the upward
wave propagation should be consistent with this fact. However the probability of
positive refractive index (Fig. 3.5) fails to meet this criterion because the values of
the probability in the stratosphere is as large as values in the troposphere between
20-40 ◦N.

 

 

 

 

 

 

 

 

  
 

 Figure 3.8: Wintertime climatology of the a2 qφ
u

(left) and a2
qφ

10ms−1 (right) in the
Northern hemisphere. The small values of u rather than ∂

∂z
u at subpolar

regions cause the maxima of n2
k,l(y, z) at these regions. The figure is

taken from (Karami et al. (2016)).

Sensitivity of n2
k,l(y, z) to u can be studied by comparing the values of a2 qφ

u
and

a2
qφ

10ms−1 . The climatology of a2 qφ
u

and a2
qφ

10ms−1 for DJF in the Northern Hemi-
sphere are presented in Fig. 3.8. A subpolar maxima of the a2 qφ

u
suggest that there

is high probability for waves to penetrate through the polar night jet in the lower
stratosphere. Too high values of the time mean refractive index square poleward
of 75 ◦N in the lower stratosphere do not meet the criterion 3 in Table 3.1. It is
expected that the strong polar night jet block and reflect the wave penetration from
the troposphere to the stratosphere. By taking away the u, the maxima are shifted
to subtropics (25-40 ◦N). This infers that small values of u rather than ∂

∂z
u at sub-

polar regions cause the maxima of n2
k,l(y, z) at these regions.

3.3 Baroclinic Instability and Eady Parameter

Baroclinic instability refers to a mechanism for the formation of eddies in the mid
and high latitudes. Baroclinic instability explains how eddies draw their energy from
the mean flow (Holton (2004)). I start from the fact that there is a surplus of energy
received by the Earth from the sun in the tropics and an energy deficit polewards
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of about 40◦N . Now we show that there is a vertical shear of geostrophic wind in
the presence of a horizontal temperature gradient. By using the geostrophic wind
equation and the hydrostatic equilibrium:

vg =
1

f

∂Φ

∂x
and ug = − 1

f

∂Φ

∂y
and

∂Φ

∂p
= −RT

P
(3.3)

and differentiating geostrophic wind equation with respect to pressure:

ug = − 1

f

∂

∂y
(−RT

P
dp) and vg =

1

f

∂

∂x
(−RT

P
dp) (3.4)

and we obtain:
∂ug
∂ ln p

=
R

f
(
∂T

∂y
) and

∂vg
∂ ln p

= −R
f

(
∂T

∂x
) (3.5)

Equation 4.3 refers to the the rate of change of the geostrophic wind with respect
to ln p or the thermal wind equation. The thermal wind refers to the differences of
geostrophic winds at two atmospheric levels. Figure 3.9 illustrates an example from
the real atmosphere that shows a vertical shear of wind in the presence of a horizontal
temperature gradient. From thermal wind balance, the vertical shear of the zonal
wind is proportional to a meridional temperature gradient. In other words, the
thermal wind equation suggests that for the higher horizontal temperature gradient,
the rate of geostrophic wind changes are also higher. It is the main reason that
the Northern hemisphere tropospheric jet is stronger during DJF than the Southern
hemisphere counterpart. It also explains why the maximum of jet is not near the
surface and is about 250 hPa in both hemispheres (Fig. 3.9). Figure 3.10 shows an
example of barotropic flow in which there is no vertical wind shear. Similar to Fig.
3.9 a baroclinic flow is a flow in which wind speeds are almost linearly increasing
with increasing height.
In their seminal paper on baroclinic instability (Pierrehumbert and Swanson (1995))
discuss how differentially heated rotating planets spontaneously generate transient
eddies rather than settling into a local radiative equilibrium. In fact the energy for
the generation of the eddies release from the potential energy is stored in the pole-
equator temperature gradient of the Earth and similar planets. The process that
leads to the growth of synoptic-scale disturbances is called dynamical instability.
The small disturbances grow in the vicinity of the jets and draw their energy from
the jets (mean flow). The process of growing disturbances that obtain their energy
from the mean flow is called baroclinic instability. In the real atmosphere synoptic
disturbances develop near to the maximum of the time-mean zonal wind (western
Atlantic and western Pacific jets) and propagate eastward and follow the jet axes
(Holton (2004)).
Eady growth rate is a popular measure of atmospheric baroclinicity. This parameters
defines how fast the amplification of a wavy-like disturbances in the atmosphere
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3.3 Baroclinic Instability and Eady Parameter

Surface Temperature during Winter 2000

Latitude-Height Cross section of Zonal mean Zonal Wind

Figure 3.9: Top: Mean surface temperature during winter (DJF) 2000 (ERA-Interim
dataset). During Northern hemisphere winter the temperature gradient
between equator and north pole is larger than the equator and south pole.
Bottom: Latitude-height cross section of zonal mean zonal wind during
winter 2000. Since the temperature gradient between equator and pole
is larger in the Northern hemisphere, therefore the Northern hemisphere
jet is stronger during DJF than the jet in the Southern hemisphere. It
is also clear from the thermal wind equation that why the maximum of
the jet is near the 250 hPa and not at the surface. Era-Interim data are
used for these figures.
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is. The Eady model of baroclinic growth explains the baroclinic instability with
constant stratification and no β-effect. Four basic assumptions are required for
the Eady model. The first assumption is the uniformly stratified atmosphere. In
other words it is assumed that the Brunt-Viäsälä frequency is constant throughout
the atmosphere which is a reasonable assumption in the troposphere. The second
approximation is the so-called f-place approximation where β = 0. Therefore the
coriolis parameter is a constant quantity f = f0. The third assumption is related to
the upper and lower boundaries of the model. The Eady model assumes two rigid
lids at the upper and lower boundaries without any vertical velocities near these
lids. The last assumption is the constant vertical wind shear throughout the model
(∂u
∂z

= Λ) where Λ is a constatnt value (Holton (2004), Seland (2009)). A schematic
view of the basic setup of the Eady model of baroclinic growth is presented in Fig.
3.11.

Barotropic Flow Baroclinic Flow

Figure 3.10: Left: an example of barotropic atmosphere in which there is no vertical
wind shear. Right: an example of a baroclinic atmosphere where wind
speeds are linearly increasing with increasing height.

The quasi-geostrophic potential vorticity equation governs the evolution of the flow
in the Eady model:

Dgq

Dt
= 0 and q = ∇2ψ + βy +

∂

∂z
(
f 2
0

N2

∂ψ

∂z
) (3.6)

where

Dg

Dt
=

∂

∂t
+ ug

∂

∂x
+ vg

∂

∂y
and ug = −∂ψ

∂y
and vg =

∂ψ

∂x
(3.7)
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Cold Weather Condition

Warm Weather Condition

Figure 3.11: The basic setup of the Eady model of baroclinic growth. Left: The
motion in the Eady model is between two rigid horizontal surfaces. The
upper lid might be considered as tropopause where the static stability
inhibits vertical motion. By thermal wind balance the vertical wind
shear is associated with a horizontal temperature gradient at the surface
(right).

The quasi-geostrophic relative vorticity (ζg) is defined as:

ζg =
∂vg
∂x
− ∂ug

∂y
=
∂(∂ψ

∂x
)

∂x
−
∂(−∂ψ

∂y
)

∂y
=
∂2ψ

∂x2
+
∂2ψ

∂y2
= ∇2ψ (3.8)

Due to the advection terms, the quasi-geostrophic potential vorticity equation (Dgq
Dt

=

0) is a non-linear equation. In order to simplify the solution of this equation we use
linearization technique by using the perturbation method as described by (Holton
(2004)). In the perturbation technique every quantity might be seperated to a mean
basic state and a perturbation from the mean state:

ug = u+ u′ and vg = v + v′ and ψ = ψ + ψ′ (3.9)

where u and v are the mean zonal and meridional velocities and ψ is the mean
streamfunction. u′ and v′ are deviations from the mean state and are assumed to
be small compared to the basic state. Observational evidences in the mid-latitude
region as well as in the Eady model show that v = 0 and since u = Λz and hence
u = u(z). Now we insert the equation (3.9) into equation (3.6). Since the perturbed
fields are assumed to be small any producted of perturbed fields are neglected. The
mean streamfunction (ψ) is a two-dimensional field while its perturbation (ψ′) is a
function of all dimensions:

∂ψ

∂y
= −u = Λz and ψ = Λzy + const. (3.10)
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Therefore we can write the streamfunction as follows:

ψ(x, y, z, t) = ψ(y, z) + ψ′(x, y, z, t) (3.11)

∇2ψ = ∇2ψ(y, z) +∇2ψ′(x, y, z, t) = ∇2ψ′(x, y, z, t) (3.12)

because ψ = Λzy + const and therefore ∇2ψ(y, z) = 0. The linearized quasi-
geostrophic potential vorticity is:

(
∂

∂t
+ u

∂

∂x
)[∇2ψ′ +

f 2
0

N2

∂2ψ′

∂2z
] = 0 (3.13)

For the boundaries of the Eady model, the quasi-geostrophic temperature equation
is applied as:

Dg

Dt

∂ψ

∂z
|z=0,D +

N2ω

f0
|z=0,D = 0 (3.14)

Since in the Eady model in both upper and lower rigid boundaries vertical velocity
is assumed to be zero (ω = 0), the quasi-geostrophic temperature equation is:

Dg

Dt

∂ψ

∂z
|z=0,D = 0 (3.15)

The linearized quasi-geostrophic temperature equation written for the v′ in terms of
streamfunction is:

(
∂

∂t
+ u

∂

∂x
)
∂ψ′

∂z
|z=0,D + v′Λ|z=0,D = 0 (3.16)

because ∂
∂y

∂
∂z
ψ = ∂

∂y
∂
∂z

Λzy + const. = ∂
∂y

Λy = Λ. Now we consider a wave solution
for this equation:

ψ = ψ̂(z) cos(ly)ekciteik(x−crt) (3.17)

where c is the complex phase speed (c = ici + cr, ci is the imaginary phase speed
and cr is the real phase speed). k and l are zonal and meridional wavenumbers
and ψ̂(z) is the amplitude of the wave. It is important to mention that because the
streamfunction (ψ) is proportional to e−ik(cr+ici)t the solution of the quasi-geostrophic
potential vorticity equation is unstable (grows with time) when the imaginary part
of the phase speed is positive. Under this conditions waves start to exponentially
grow in time and the solutions are unstable. By substituting equation (3.16) in the
quasi-geostrophic potential vorticity equation we have:

(u− c)[(−k2 − l2)ψ̂ +
f 2
0

N2

∂2ψ̂

∂z2
] = 0 (3.18)

The following conditions can satisfy the equation (3.18): 1) u = c. Therefore the
imaginary part of the phase speed is zero and there is no exponentially growing wave
and hence the wave is stable.
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2) ∂2ψ̂
∂z2
− α2ψ̂ = 0, where α2 ≡ N2(K2+l2)

f20
. In order to have an imaginary phase

speed for the solution of this equation the following criteria must be satisfied:

kci =
kΛ

α

√
(coth(

αD

2
)− αD

2
))(
αD

2
− tanh(

αD

2
)) (3.19)

where kci is the Eady growth rate. The typical atmospheric values ofN = 0.01s−1 , f0 =

10−4s−1 , Λ = 0.005s−1 , D = 10km and L = 2000km results in the typical Eady
growth rate as a function of zonal wavenumber (by assuming l = 0) which is shown
in Fig. 3.12. The growth rate reaches to its maximum at kpeak = 1.2 × 10−6. The
peak zonal wavenumber for the most unstable condition in the Eady model corre-
sponds to a wavelength of λpeak = 2π

kpeak
' 5020km which is very close to the length

of the observed cyclones in midlatitudes. The growth rate reaches to zero immedi-
atelly after the kpeak which suggests that for zonal wavenumbers larger than k ' 1.7

the growth rate is negligible and there is no amplifications in the amplitude of the
waves. Equation (3.19) is a measure of baroclinic growth in the Eady model. This

Figure 3.12: The Eady growth rate as a function of zonal wavenumber. The
typical atmospheric values of N = 0.01s−1 , f0 = 10−4s−1 , Λ =

0.005s−1 , D = 10km and L = 2000km are used for the calculation
of the Eady growth rate. The figure is taken from Seland (2009).

equation calculates the growth rate of the most unstable wave. In this thesis we use
the formula suggested by (Yin (2005)) to calculated the Eady growth rate:

σ = (kci)max =
kΛ

α
= 0.31

g

NT
| ∂T
∂y
| where N =

√
g
∂θ

∂z
(3.20)
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The Eady growth rate is determined by two factors: meridional temperature gradient
(or alternatively vertical wind shear by thermal wind equation) and Brunt-Väisälä
frequency.
A 10-year (1980-1989) climatology of the Eady growth rate for different altitudes
during January, April, August and October in the Northern hemisphere are shown
in Fig. 3.13, Fig. 3.14, Fig. 3.15 and Fig. 3.16 respectively. Here we try to show
the seasonal variability of the Eady growth rate (only a month as a representative
for each season). In all months the maximum of the Eady growth rate occurs in
the west Atlantic and west Pacific regions. The maximum of the Eady growth rate
in the Atlantic region shows a northward tilt during January and October. The
Pacific maxima starts from Asia and reaches its maximum in the middle of Pacific
ocean. Since the Eady growth rate depends on the meridional temperature gradient
between equator and pole, therefore the maximum of the Eady growth rate occurs
in January for all altitudes. The Pacific maximum of the Eady growth rate is more
zonally symmetric than its Atlantic counterpart. In addition the Pacific Eady growth
rate is stronger than the Atlantic counterpart for all months and all altitudes. In all
months the minimum of the Eady growth rate occurs at 250 hPa. The main reason
for this is that the Brunt-Väisälä frequency reaches its minimum in the tropopause
region (stratosphere is more stable than troposphere in general).
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Eady Growth Rate (January)

850 hPa 700 hPa

500 hPa 250 hPa

Figure 3.13: A 10-year (1980-1989) climatology of the Eady growth rate during Jan-
uary for different altitudes in the Northern hemisphere. The values of
the Eady growth rate are between 0-1.5 day−1.

67



3 Diagnostic Tools

Eady Growth Rate (April)

850 hPa 700 hPa

500 hPa 250 hPa

Figure 3.14: A 10-year (1980-1989) climatology of the Eady growth rate during April
for different altitudes in the Northern hemisphere. The values of the
Eady growth rate are between 0-1.5 day−1.

Eady Growth Rate (August)

850 hPa 700 hPa

500 hPa 250 hPa

Figure 3.15: Same as Fig. 4.7 for August.
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Eady Growth Rate (October)

850 hPa 700 hPa

500 hPa 250 hPa

Figure 3.16: A 10-year (1980-1989) climatology of the Eady growth rate during Oc-
tober for different altitudes in the Northern hemisphere. The values of
the Eady growth rate are between 0-1.5 day−1.
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4 Applications of the Diagnostic
Tools to Reanalysis Data

4.1 Probability of Favorable Propagation
Condition for Rossby waves

The time mean of refractive index squared is calculated based on the time average
of the daily mean zonal wind and temperature. As discussed earlier (Chapter 3)
this approach produces a noisy structure which makes the interpretation of the re-
sults difficult. One possibility to reduce the noise level is to calculate the refractive
index of the time-mean zonal mean fields instead. The differences between these
approaches for the time mean refractive index are shown in Fig. 4.1. The refractive
index squared of the time mean fields is much less noisier than the time mean of the
instantaneous refractive index squared. The main problem with the refractive index
squared of the time mean fields is that Rossby waves obviously propagate in the
instantaneous fields rather than time mean fields. Alternatively one can use other
statistical methods like truncated means or trimmed means to reduce the noisiness.
Another alternative to reduce the level of noise that I discussed earlier is besed on a
simple calculation of the probability of positive refractive index squared (proposed
by Li et al. (2007)). All of this methods has a common shortcomings. All of them
are based on a purely statistical technique to reduce the level of noise in the time
mean of the refractive index squared.

The vagueness in the interpretation of n2
k,l(y, z) is a long standing issue in the studies

of the vertical wave propagation from the troposphere to the stratosphere. Smith
(1983) found that planetary-scale waves tend to propagate to the regions where the
refractive index is positive and large and avoids the regions where the refractive
index is negative and large. Obviously large positive and negative values of the
refractive index are arbitrary. Later Randel (1988) warned that while using the
refractive index one should not overemphasize the details, since the refractive index
is a qualitative tool rather than quantitave.
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Figure 4.1: The time averaged zonal mean fields are used to calculate the refractive
index squared (left, only for (k,l)=(1,1)). The time mean of the rafractive
index squared calculated from the instantaneous fields is shown on the
right. The refractive index squared of the time mean fields is much less
noisier than the time mean of the instantaneous refractive index squared.
The main problem with the refractive index squared of the time mean
fields is that Rossby waves obviously propagate in the instantaneous
fields rather than time mean fields. The figure is taken from (Karami
et al. (2016)).
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Figure 4.2: MVF used in the calculation of favorable propagation condition of
Rossby waves (black curve). Red lines show MVF for calculating prob-
ability of positive refractive index which are used by (Li et al. (2007)).
In their study the effect of the critical layer (part c) is not considered.
The figure is taken from (Karami et al. (2016)).
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The fuzzy sets and logic is an excellent mathematical method to deal with the mod-
leing of the imprecise information and vagueness. This mathematical approach is
appropriate for answering questions with imprecise information (such as very large
or very small refractive index). The fuzzy logic deals with reasoning that is ap-
proximate rather than fixed and precise. In classical logic everything is either true
or false. However, in fuzzy logic truth is a matter of degree (Zadeh (1965), Novak
et al. (1999)). The basic approach is to assign a value between zero and one for
every value of the refractive index squared. The value between zero and one is called
membership value. The basic approach is to assign a value between zero and one to
describe the area between the upper and lower limit of the refractive index square.
The upper and lower limits are referring to the maximum and minimum values of
any variable that fuzzy logics tries to set a membership value for them. Here I
introduce a Membership Value Function (MVF) which is based on fuzzy logic to
objectively generate a probabilistic climatology for the favorable conditions of the
Rossby waves propagation. Later I will demonstrate a superior performance of this
diagnostic tool compared to the climatological mean of the refractive indices.
A basic assumption in my approach is that I assume that not all individual (instan-
tanous) n2

k,l(y, z, t) contribute equally to the final (time-mean) n2
k,l(y, z). In other

words, some n2
k,l(y, z) contribute more than others in the final results. Based on this

approach, I distinguish between large and small values of the refractive indices and
I let very large positive values influence the final result more than small positive
values. Therefore I introduce a classes or a set whose boundary is not sharp. I in-
troduce µRo(y, z, t) as the Rossby wave MVF which provides a modified probability
of positive refractive index and estimate the probability of favorable propagation
condition of Rossby wave (PrRo(y, z)) which is a function of latitude and height.
The advantage of my proposed method is that it maps well and in a physical way on
the list of criteria formulated in Table 3.1. A further advantage of my method over
the traditional analysis of the time mean of the refractive index is that I estimate
the likliness for planetary waves to propagate from one region to another at any
time and space without any reduction in the information due to the cancelletation
of negative and positive values of the refractive index squared.
The probability of favorable propagation condition of Rossby waves PrRo(y, z) can
be written as:

PrRo(y, z) =

n∑
t=1

µRo(y, z, t)

n∑
t=1

t
× 100 (4.1)

where µRo(y, z, t) as modified set of Probability Density Functions (mPDFs) is de-
fined as:
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µRo =


0 if n2

k,l ≤ 0,

(8.3× 10−4 × n2
k,l(y, z)) + 0.5 if 0 < n2

k,l < 600,

0 if n2
k,l ≥ 600

(4.2)

Here 8.3× 10−4 is the slope of line b in the Fig. 4.2. The variable t is the time step
and in the current study the daily mean values of the temperature and zonal wind
are used in the calculations. In the study of (Li et al. (2007)) PDFs (red lines in
the Fig. 4.2) are defined as:

µRo =

0 if n2
k,l < 0,

1 if n2
k,l > 0,

(4.3)

In Fig. 4.2 the black curve shows the MVF used in the calculation of favorable
propagation condition of Rossby waves. Part (a) of the function shown be black line
in the Fig. 4.2 describes a large rate of attenuation for the negative n2

k,l(y, z, t) and
hence propagation of Rossby waves are prohibited in this region. Since the refractive
index is based on linear wave theory and my method is based on this assumption,
we assume a linear relationship between the magnitude of the n2

k,l(y, z, t) and the
probability of the favorable wave prpagation for positive values of the n2

k,l(y, z). In
this region ( part b) the shape of function suggest that the higher the values of the
n2
k,l(y, z, t) the chances for wave propagation increases linearly. The region where

the zonal mean zonal wind approaches zero (u < 0.5 m.s−1) is defined as critical
line in this study. According to the linear wave theory Rossby waves start to break
or are absorbed in the vicinity of the critical lines (part c). Therefore this region
is also not favorable for Rossby wave propagation. The time mean of the refractive
index squared for (u < 0.5 m.s−1) condition is 600. Based on this analysis I assume
that any refractive index squared larger than 600 at any time and space refers to
the critical line where wave breaking occurs and waves are absorbed. This condition
often happens in the upper troposphere/lower stratosphere where westerlies become
weak in the winter season near the Arctic.

In the study of (Li et al. (2007)) all the positive value of the n2
k,l(y, z, t) are equally

important for the final n2
k,l(y, z) as if small and very large positive values of the

n2
k,l(y, z, t) are equally favorable places for wave propagation. Therefore in the study

of (Li et al. (2007)) the effect of the critical line on the Rossby wave propagation is
neglected. As discussed earlier very high values of the n2

k,l(y, z, t) are not necessarily
favorable conditions for the Rossby wave propagation. As I will show, this func-
tion gives us an improved picture of planetary wave propagation condition (based
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 Figure 4.3: Climatology of the probability of favorable propagation condition for
Rossby waves derived from 50 winters (1961-2010) in the Northern hemi-
sphere. The higher the values, it is easier for planetary waves to prop-
agate to that regions. In contrast, planetary waves tend to propagate
away from regions of low values of this quantity. The figure is taken from
(Karami et al. (2016)).
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 Figure 4.4: Climatology of the probability of favorable propagation condition for
Rossby waves derived from 50 winters (1961-2010) in the Southern hemi-
sphere. The higher the values, it is easier for planetary waves to prop-
agate to that regions. In contrast, planetary waves tend to propagate
away from regions of low values of this quantity. The figure is taken from
(Karami et al. (2016)).
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on criteria listed in Table 3.1). Higher values of PrRo(y, z) provide a window of
opportunity for planetary waves to propagate at any latitude and height. Likewise,
smaller values of this quantity demonstrate the places where Rossby waves propa-
gate away from these regions.
The climatology of the probability of favorable propagation condition for Rossby
waves for different zonal wavenumbers (k=1, 2, 3) and meridional wavenumbers
(l=1, 2, 3) for the Northern hemisphere winter season are presented in Fig. 4.3. It
is evident from Fig. 4.3 that the most common characteristics of favorable condition
for wave propagation for all wavenumbers is that the most favorable propagation
condition is in the lower troposphere of the mid-latitude region. It is also important
to mention that this features are independent of determining factors for Rossby wave
generation and explain how the waves, when generated, would propagate given the
structure of the mean flow. Our analysis show that the region of highly favorable
Rossby wave propagation condition and the source region for wave generation (due
to land-sea contrasts, sea surface temperature anomalies and topography) are coin-
cident. It is also evident that longer waves have more chance to penetrate to the
stratosphere from the troposphere compared to the smaller waves. Similar to Fig.
4.3 the climatology of the probability of the favorable condition for Rossby wave
propagation for the Southern hemisphere is presented in Fig. 4.4. Similar to the
Northern hemisphere, all large scale waves have a rather large chance to propagate
in the troposphere in winter. It is also evident in both Fig. 4.3 and Fig. 4.4 that
the larger the waves, the probability of favorable condition for them to propagate
upward are larger.
By using ray tracing technique (which is a technique for calculating the path that
waves will travel or propagate through a medium with varying features such as differ-
ent absorption characteristics and different reflection fatures) Karoly and Hoskins
(1982) showed that Rossby waves tend to refract toward larger refractive index
squared. In other words it is easier for Rossby waves to propagate to the regions
with positive refractive index and avoids regions with negative refractive index. An-
other important results obtained from the study of (Karoly and Hoskins (1982)) is
that Rossby waves have a tendency to propagate along great circles and most of the
upward propagation of Rossby waves will be refracted toward the equator (even if
the refractive index squared were positive at all height in their study). Our results
confirm the results of (Karoly and Hoskins (1982)) because I found a a channel or
waveguide of large probability of favorable propagation condition for Rossby waves.
The strong westerlies act as a waveguide of Rossby waves and direct them vertically
through the tropopause and allow them to penetrate to higher altitudes from their
source region (troposphere). This waveguide or channel for the upward propagating
waves are south of 40 ◦N in the wintertime of the Northern hemisphere and are
indicated by regions where PrRo(y, z) > 50. This waveguide is narrower for larger
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wavenumbers and is wider for smaller wavenumbers.
Another important results of (Karoly and Hoskins (1982)) is that Rossby waves tend
to propagate on the edges of strong westerlies and avoid penetrating through the
polar night jet. Our results also confirm this fact because north of 60◦N and above
200 hPa, the probability of favorable condition for Rossby waves show relatively
smaller values, comparing to similar altitude ranges between 30◦N and 50◦N. The
maxima south of 40◦N at 100 hPa in the mPDF shows that the region is favorable
for wave propagation. The vertical component of EP fluxes (Fig. 3.7) that have
small magnitudes in these regions confirm these results.
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 Figure 4.5: The differences between the probability of positive refractive index
squared (Fig. 3.5) and the probability of favorable propagation con-
dition of stationary Rossby waves (Fig. 4.3) in the Northern hemisphere
for k=1, l=1,2,3. The figure is taken from (Karami et al. (2016)).

The differences between probability of positive refractive index (Fig. 3.5) and the
probability of favorable propagation condition of stationary Rossby waves (Fig.
4.3) in the Northern hemisphere for zonal wavenumber=1 and different meridional
wavenumbers is presented in Fig. 4.5. It can be seen that the maximum of the
differences are found between 20-40◦N of the middle and upper troposphere which
can reach to 50%. Small positive values of the refractive index squared which is
consistent throughout the winter season leads to this unsatisfactory result.
Now I concentrate on the differences of PrRo(y, z) between Northern and Southern
hemispheres. A theoritical explanation of the vertical propagation of Rossby waves
from the troposphere to the stratosphere by (Charney and Drazin (1961)) predicts
that the strong polar night jet of the Southern hemsiphere during winter blocks most
of the upward wave propagation. Our analysis are consistent with the theoritical
explanation of (Charney and Drazin (1961)) because in the high latitudes of the
stratosphere, for zonal wavenumber=1 there is a good chance for wave propagation
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in the Northern hemisphere (PrRo(y, z) > 40%). In the Southern hemisphere the
probability for the upward wave propagation is smaller compared to the Northern
hemisphere. As discussed in Chapter 1 the zonal mean zonal wind should be weaker
than a critical strength for upward propagation of Rossby waves. The strong po-
lar night jet of the Southern hemisphere is too strong to support the upward wave
propagation.
In the time mean of the refractive index squared, it is difficult to study the role
of meridional wavenumbers on the wave propagation. For instance, in the South-
ern hemisphere, the difference between the time mean of n2

k,l(y, z) for wave (2,1),
(2,2) and (2,3) in the stratosphere (above 100 hPa) is not large which is one of
the unsatisfactory results of time mean of n2

k,l(y, z). However the results obtained
from the analysis of the PrRo(y, z) are promising because one can easily understand
the differences of PrRo(y, z) for different meridional wavenumbers with an identi-
cal zonal wavenumber. For instance, at the same latitude range of the Southern
hemisphere,PrRo(y, z) values are as high as 45% for wave (2,1) in mid-latitudes of
stratosphere, while the PrRo(y, z) values reach to less than 5% for wave (2,3).

4.2 Rossby Wave Packets

A Rossby Wave Packet (RWP) is defined as a region of high-amplitude meander-
ing flow in the upper troposphere that in the mid-latitudes travel in coherent wave
train structures or wave packets (Chang (2005)). In analogy to the electromag-
netic wave propagation, gradients of the potential vorticity act as a waveguide to
reduce meridional dispersion of the RWPs and make the long longitudinal prop-
agation possible. RWPs follow the storm tracks and hence any changes in their
location or intensity reflect changes in the storm tracks (Blackmon et al. (1984),
Maritus et al. (2010), Chang (2005)). Large-scale regime changes, extreme weather
events and more importantly model errors and uncertainties have been linked to
the RWPs (Hakim (2005), Li and Lau (2012), Maritus et al. (2008)). Since much
of the wave mean-flow interactions occur within RWPs (Chang (2005)), therefore
both poleward-breaking and equator-ward breaking waves are associated with the
significant RWPs (Maritus et al. (2007)).
The equation governing the evolution of the Eddy Kinetic Energy (EKE) as pre-
sented by (Chang (2001)) contains five terms:

∂K

∂t
= −∇.(vK + vaφ

′)− ω′α′ − [v.(v3.∇3)v − v′.(v′3.∇3)v′]− [
∂

∂p
ωK +

∂

∂p
ω′φ′] +Res.

Term A , Term B , Term C , Term D , Term E

(4.4)
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where K is the eddy kinetic energy. In this equation the eddy is defined as devia-
tion from the time mean flow. The local advection of EKE and divergence of eddy
geopotential height φ′ by the ageostrophic wind (va) are represented in Term A.
Conversion of eddy available potential energy to eddy kinetic energy through baro-
clinic growth (cyclogenesis) is represented in Term B. This term is usually called
boroclinic conversion term. Barotropic conversion of mean kinetic energy and eddy
EKE through eddy momentum flux is presented in Term C. The local advection of
EKE and divergence of eddy geopotential height (φ′) by the ageostrophic wind (ωa)
are represented in Term D. Therefore Term A and Term D are similar except Term
D and Term A refers to the transfer of kinetic energy vertically and horizontally
respectively. Therefore, equation (4.4) explains the sources and sinks of EKE. The
results obtained by (Chang (2001)) show that Term B is an important factor for
the formation of RWPs due to the development of RWPs after an intense baroclinic
eddy. Friction (Term E) (in the absense of baroclinic growth) acts to weaken the
EKE and may result in dissipating of the RWP. Term D (vertical energy flux) usu-
ally play a minor role in the time evolution of EKE (Chang (2001)).
At the end of storm-tracks (east coasts of Pacific and Atlantic oceans) the baroclinic
growth (Term B) becomes negative and the waveguide weakens resulting in dissipat-
ing RWPs. Term B is large in regions that are favorable for cyclogenesis. Therefore
RWPs tend to develop near the western Pacific and Atlantic oceans and dissipate
near their eastern boundaries. Some RWPs may travel from one storm-track to
another, though the regions between two storm-tracks might not be favorable for
propagation of RWPs. A strong waveguide is required for the downstream develop-
ment of RWPs from one strom-track to another.

Now we concentrate on the identification of the Rossby wave packets. The inter-
est for extracting wave packets from observational data and tracking RWPs have
attracted much attention since the time of discovery of the fact that Rossby waves
play an important role in day-to-day weather variabilities in the midlatitude extra-
tropics (Zimin et al. (2003)). The oldest technique to study the propagation of
synoptic-scale waves was the Hovmöller diagram proposed by (Hovmöller (1949))
that considers time evolution of troughs and ridges. The Hovmöller diagram is
a time-longitude diagram of an atmospheric variable (often geopotential height or
meridional wind) which is averaged over a latitude band. In the Hovmöller diagram
a series of positive and negative values in a diagonal direction are considered as a
signature of a propagating wave packets. Though production of Hovmöller diagrams
is straightforward, it fails at detecting the two-dimensional horizontal structure of
the wave packets (Zimin et al. (2003)).
Zimin et al. (2003) proposed a powerful technique for extracting the envelope of at-
mospheric wave packets that is not affected by the Hovmöller diagram problem. The
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technique is a well-known technique of digitial signal processing known as Hilbert
transfrom technique which is used for extracting the envelope of atmospheric wave
packets from meridional wind.
The Hilbert transform technique consists of three steps. First we calculate the
Fourier tranform of the function (v(x)):

v̂k =
1

N

N∑
l=1

v(
2πl

N
)e
−2πikl
N and k = −N

2
+ 1, ...,

N

2
. (4.5)

where (v(x)) is a function that is considered on an equidistant grid in any given
latitude circle and 0 < x ≤ 2π. for any even integer of N , the grid points are
located at x = 2πl

N
and l = 1, 2, ..., N . Afterward, we calculate the inverse Fourier

transform of a selected band (0 < kmin ≤ k ≤ kmax) :

w(
2πl

N
) = 2

kmax∑
k=kmin

v̂ke
2πikl
N (4.6)

and finally envelopes of wave packets can be calculated by the following equation:

A(
2πl

N
) = |w(

2πl

N
)| (4.7)

The Hilbert transform technique is a filter that maintains only the desired wavenum-
ber components.
Here we present two examples to demonstrate the application of Hilbert transform
technique in extracting the envelopes of any given artificial signal. Figure. 4.6 shows
two analytical examples of a given function represented by blue lines, v(x), that con-
sists of two wave packets with carrier wavenumbers 4 and 9. The red lines represent
the envelopes of wave packets (A(x)).
Another example of extracting Wave Packet Amplitude (WPA) of RWPs from a real
atmosphere is the major storm of January 2000 which hits the east coast of USA
on 25-26 January 2000. The method for extracting WPA is based on a filtering
of meridional wind at 300 hPa using a Hilbert transform technique and isolating
synoptic waves (wavenumbers 4-11) along time mean stream lines (using zonal and
meridional winds). Figure 4.7 shows a horizontal map of meridional wind (shaded
in m/s) and 300 hPa geopotential height (every 40 dam starting at 840 dam). The
time evolution of WPAs are shown in the right column. In this example the Interim
European Center for Medium-Range Forecast Reanalysis (ERA-Interim) data are
used to track the RWPs.
Rossby wave packets are very common in both Northern and Southern hemispheres.
Souders et al. (2014b) reported that they have observed nearly 6000 RWPs globally
from 1979-2010. Therefore the frequency of RWPs are about 200 yr−1. They also
reported that the probability of extreme RWPs occurrence (exceeding 45 m.s−1) are
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Figure 4.6: Two analytical examples of a given function represented by blue lines,
v(x), that consists of two wave packets with carrier wavenumbers 4 and
9. The red lines represent the envelopes of wave packets (A(x)). v(x)

are taken from (Zimin et al. (2003)).

higher in the Northern hemisphere compared to the Southern hemisphere (13 out of
19 extreme RWPs are in the Northern hemisphere).

4.3 Storm-Tracks

Eastward traveling, synoptic-scale (∼ 1000 km) successive high and low pressure
systems are responsible for much of the day-to-day weather variability in the mid-
latitudes. Therefore their geographical locations, frequency of occurrences and mag-
nitude were a topic of active research for a long time (Chang et al. (2002)). The
preferred paths for the traveling cyclones are historically called storm tracks. The
global distribution of storm activity as it was perceived in the ninteenth century
is presented in Fig. 4.8. The regions of highest storm frequency are indicated by
pink colors. The trajectories of the storms are indicated by arrows. Though, a
primitive attempt for providing a global distribution of storms by (Hinman (1888))
failed to make a distinction between warm core tropical hurricanes and cold core
extra-tropical baroclinic systems, however several features similar to the up-to-date
synoptic map of the geographical distribution of storm occurrence frequency can be
inferred from this primitive attempt (Chang et al. (2002)). For instance, a maximum
in cyclone activity is found from east China across the Pacific ocean to the west of
USA; a second maximum in occurrence extends from North America (eastern Rocky
mountains) across the Atlantic toward northern Europe which gets weaker toward
central Asia; a third relatively weak maxima in cyclone activity is extended over
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Figure 4.7: The major storm of January 2000 hits the east coast of USA on 25-26
January 2000. Left: A horizontal map of meridional wind (shaded in
m/s) and 300 hPa geopotential height (every 40 dam starting at 840
dam). Right: Time evolution of WPAs (for wavenumbers 4-13). Since
Rossby waves play a key role in shaping weather in the midlatitude
extratropics, capability of tracking RWPs is crucial for understanding
the regional climate variability. For this study ERA-Interim data are
used. The meridional wind values are between −80 < v < 80 m.s−1 and
the WPAs are between 0− 60 m.
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the Miditerranearn shading to a weaker activity in the middle east and central Asia.
Since there is a strong connection between changes in the storm-tracks and day-to-
day weather variability, any changes in either their location or the magnitude of the
storm activity will lead to substantial anomalies in the precipitation. Storms are im-
portant elements of the atmospheric moisture transport in the Earth’s atmosphere
that give rise to different weather patterns (from deserts in the subtropics to wet
stormy weather in the mid-latitudes). In response to any poleward or equatorward
shift of the storm tracks, the Earth’s major climatic zones will be dictated to shift
in a concurrent manner with huge socio-economic consequences. In the next section
a mathematical explanation for the generation of eddies (or alternatively waves or
cyclones) in the mid-latitudes will be presented.

Figure 4.8: Relative Storm frequency and storm path as it was perceived in the
nintheenth century from (Hinman (1888)). The regions of highest storm
frequency are indicated by pink colors. The trajectories of the storms
are indicated by arrows. The figure is taken from (Seland (2009)).

The Eady growth rate shown in the previous section show two distinct favorable re-
gions for the development of the eddies in the mid-latitudes. These regions are called
Pacific and Atlantic storm-tracks. The Pacific storm-track extends from the middle
of Asia to the middle of the Pacific ocean and the Atlantic storm-track stretches
from the east coast of the North America to the middle of the North Atlantic ocean.
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These storm-tracks are formed near to the regions where the local sea-land temper-
ature differences are the highest locally.

Hoskins and Valdes (1990) defines the exit regions of the storm-tracks as regions
where the Eady growth rate is minimum. Therefore the eastern ends of the Pacific
and Atlantic oceans are the exit regions of the storm-tracks. These regions are not
favorable for the cyclogenesis.

Entrance regions of the Jet streams Exit regions of the Jet streams

Figure 4.9: A schematic view of the typical stretching deformation in the mid-
latitudes jet stream. (a): Entrance regions of the jet stream, (b): Exit
regions of the jet stream. The figure is taken from Black and Dole (2000).

In addition to the baroclinicity which is crucial for the storm-tracks formation, there
are other parameters that controls the structure of the storm-tracks. Black and Dole
(2000) show that baroclinicity and barotropic deformation have nearly the same or-
der of importance for the structure of the storm-tracks. The barotropic deformation
is defined as follows:

D = D1 +D2 where D1 =
∂u

∂x
− ∂v

∂y
, D2 =

∂v

∂x
+
∂u

∂y
(4.8)

where D is the total deformation and D1 and D2 are stretching and shearing defor-
mations respectively (Martin (2006)). According to the equation (4.8) deformation
is the change in the structure of the flow with regard to the local changes in the
velocity fields. Figure. 4.9 illustrates the typical stretching deformations in the mid-
latitudes jet streams. In both entrance and exit regions of the jet stream stretching
deformation is important. In the core of jet stream shearing deformation is more
important than the stretching deformation. In the entrance regions of the jet stream
the stretching deformation acts to stretch the eddies in the zonal direction. In the
exit regions of the jet stream the stretching deformation acts to stretch the eddies in
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the meridional direction. The shearing deformation which is important in the core
regions of the jet acts to tilt the eddies in northwest-southeast direction north of the
jet and in the southwest-northeast direction south of the jet.
Maintenance of the storm-tracks are attributed to two different mechanisms namely
orography and diabatic heating (Hoskins and Valdes (1990), Broccoli and Manabe
(1992)). Accordign to (Hoskins and Valdes (1990)) the latent heat releases from the
cyclones within the storm-tracks are responsible for the amplification of the baro-
clinicity in the storm-tracks region. Another mechanism that is responsible for the
maintenance of the storm-tracks is the enhancement of the western Pacific and At-
lantic current (Kuroshio currents and Gulf Stream respectively) due to the cyclones
within the storm-tracks. From this viewpoint the storm-tracks are slef-maintained.
The study of (Broccoli and Manabe (1992)) show that in the presense of mountains
storm-tracks are more asymmetric. This is in contrast with the self-maintained view
of the storm tracks because orography-induced variation in the storm-tracks are not
necessarily a local forcing to the storm-tracks. For instance a remote mountain from
the Pacific or Atlantic storm-tracks might induce a great difference in the structure
of the storm-tracks.
The main source of the storm-tracks destruction is the surface friction. At the ter-
mination regions of the storm-tracks (east coast of Pacific and Atlantic oceans) the
areas of enhanced surface friction act as a energy drain of baroclinic waves. Another
important mechanism for the loss of energy of baroclinic waves within the storm-
tracks is the deformed zonal flow due to the decelerated jet near the exit regions.
Both mechanisms act as an hindrance for the baroclinic waves to gain energy from
the mean flow (Chang and Orlanski (1993)).
Here we provide a climatology of the RWPs using WPA and their spatial and tempo-
ral distribution in the Northern and Southern hemispheres. Souders et al. (2014a),
Souders et al. (2014b) based on method presented by (Zimin et al. (2003), Zimin
et al. (2006)) suggest that the annual probabilities of WPA higher than a certain
threshold (exceeding 30 m.s−1) is closely tied to the midlatitude storm-tracks. I
use the same criterion for identifying storm-tracks in midlatitudes during different
seasons. The seasons in this chapter refer to seasons in the Northern hemisphere.

Figure. 4.10 shows the probability of significant WPA per grid cell during winter
and spring seasons. During winter seasons three major storm-tracks can be observed
globally. North Pacific, North Atlantic storm-tracks in the Northern hemisphere and
Southern Indian ocean in the Southern hemisphere are major storm-tracks globally.
It can be seen that a high level of interaction between Pacific and Atlantic storm-
tracks exists during winter season. While the Pacific storm-tracks are relatively
horizontal, the Atlantic storm-track has a tilt toward the southwest-northeast di-
rection. It is important to mention that in both entrance and exit regions of the
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Winter Climatology

Spring Climatology

Figure 4.10: The probability of significant WPA per grid cell during winter and
spring seasons. During winter seasons three major storm-tracks can
be observed globally. North Pacific, North Atlantic storm-tracks in
the Northern hemisphere and Southern Indian ocean in the Southern
hemisphere are major storm-tracks globally.
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storm-tracks stretching deformation is important. In the core of storm-tracks shear-
ing deformation is more important than the stretching deformation. In the entrance
regions of the storm-track the stretching deformation acts to stretch the eddies in
the zonal direction. This effect is more pronounced in the Pacific storm-track than
in the Atlantic storm-track. In the exit regions of the storm-track the stretching
deformation acts to stretch the eddies in the meridional direction. The shearing
deformation which is important in the core regions of the jet stream acts to tilt the
eddies in northwest-southeast direction north of the jet and southwest-northeast di-
rection south of the jet. This effect is more pronounced in the Atlantic storm-track
than in the Pacific storm-track. During autumn the level of interaction between
Pacific and Atlantic storm-tracks are higher than in the spring.
Figure. 4.11 show the probability of significant WPA per grid cell during summer
and autumn seasons. The main difference between storm-tracks in the Southern
hemisphere and Northern hemisphere is that the Southern Indian ocean storm-track
is relatively active throughout the year. However the Northern hemisphere storm-
tracks show a significant intraseasonal variability. The Southern Indian ocean storm-
track is relatively continuous due to the less topographic barriers in the Southern
hemisphere compared to the Northern hemisphere. A notable minimum of RWPs
activity can be observed during summer season in the Northern hemisphere. The
reduction in the RWP activity is less prounounced during summer season in the
Southern hemisphere. A continued presence of strong baroclinicity close to the cir-
cumpolar jet near Antarctica, which favors a relatively active Southern Indian ocean
storm track and RWPs even during the austral summer is the main reason for a year-
round active RWPs activity in the Southern hemisphere (Souders et al. (2014b)).
The Pacific storm-track is more active during autumn compared to the spring. The
southwest-northeast tilt of the Pacific storm-track is less pronounced during spring
compared to the autumn. A so-called midwinter suppression of the North Pacific
storm-track (Nakamura (1992)) can be observed. During winter season in the North
Pacific region, the formation rate of baroclinic eddies remain nearly similar to the
Atlantic region. However the amplitude of the wave packets decrease in this region
(Souders et al. (2014b)).
A split in the storm-track near the Tibetan Plateau is observed during winter season.
Some RWPs tend to propagate equatorward due to a waveguide in the southern Asia
that allows the coherent propagation of RWPs across middle east. This particular
feature is absent in other seasons.
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Summer Climatology

Autumn Climatology

Figure 4.11: Same as Fig. 4.5 for summer and autumn seasons.
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5 Thermal and Dynamical
Responses of the Middle
Atmosphere to the Solar and
Geomagnetic Variabilities

In this chapter by using idealized model runs, we investigate the role of geomagnetic
and solar forcing on the middle atmospheric temperature, wind and wave forcing. A
specific research question that we investigate is whether the confined ozone changes
in the middle atmosphere due to geomagnetic and solar activities can trigger large-
scale dynamical anomalies.

5.1 Direct radiative impact of ozone depletion

The submodel FUBRAD is used to calculate the direct radiative impact of ozone
depletion scenarios. The standard submodel for radiation in EMAC is RAD4ALL
which is a reimplementation into the MESSy standard of the ECHAM5 radiation
code. Nissen et al. (2007) developed the sub-submodel RAD4ALL-FUBRAD for
the EMAC model. The main purpose of this work was a better representation of
the solar cycle (which needs higher spectral resolution) in EMAC. FUBRAD has 49
bands for calculating short and long wave heating rates, ranging from 121.5-683 nm
which takes into account the relevant radiative processes in the stratosphere and
mesosphere (Table 5.1).

The absorption of short wave by ozone is weakly temperature dependent. However,
long term (more than a few days) changes in the long wave radiation due to imposed
ozone variation depends significantly on temperature variation. Here we try to sep-
arate the processes relevant for the thermal and dynamical changes in the model
simulations. This approach is discussed in Langematz et al. (2003). I separate the
direct radiative forcing from the dynamical forcing in the following way; we compare
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.Table 5.1: FUBRAD wavelength intervals in the shortwave radiation above 70 hPa

Number of intervalsWavelength (nm)dGasBand

1121.6O2Lyman-alpha

3125.0-175.0O2Schumann-Runge continum

1175.0-205.0O2Schumann-Runge bands

15206.2-243.9
O2 /O3

Herzberg cont./Hartley bands

10243.9-277.8O3Hartley bands

18277.8-362.5O3Huggins bands

1407.5-682.5O3Chappuis band

Total=49

the initial heating rates stored at the first output time step of the experiments after
a day of integration. Since the radiative relaxation time (the time required for the
adjustment of the atmosphere to any radiative forcing) is about 3-7 days in the upper
stratosphere and about 20 days in the lower stratosphere, therefore a time interval of
a day is reasonably too short for the atmosphere to adjust thermally to the imposed
radiative forcing (due to ozone-depletion scenarios). Furthermore, within a day the
dynamical heating rate’s impact on the long wave heating rate is negligible Brasseur
(2005). The characteristic time period of planetary wave at mesospheric and lower
thermospheric altitudes are comparable to relaxation times in this altitude range
(Karami et al. (2012)). Therefore for higher long wave integration over time espe-
cially more than 2 days, planetary wave periods and relaxation times are comparable
in this region which implies a strong damping (depositing of heat and momentum)
of Rossby waves. Therefore we interpret the changes in the long wave cooling rate
as a direct result of radiative forcing due to the imposed ozone depletion.
Figure 5.1 shows the initial change to the short wave heating rate due to the im-
posed ozone depletion. As expected, only the sun-lit region is affected due to the
prescribed ozone anomalies. It is also evident that the differences in short wave
heating rates in both hemisphere have similar features. A potential source of dif-
ferent short wave heating rate responses in the Northern and Southern hemisphere
might be different climatological ozone in hemispheres (we apply relative changes).
Figure 5.1 shows that the strongest short wave heating rate changes occur in the

92



5.1 Direct radiative impact of ozone depletion

stratopause and upper stratosphere regions. At the terminator, however, the short
wave heating rate differences vanish. In early NH spring (April) all latitudes in the
lower stratosphere are affected by the ozone depletion, since all latitudes around
this height are sunlit. The imposed ozone deficit in the lower stratosphere of the
SH leads to short wave heating rate reduction of about 0.2K.day−1. An enhanced
absorption of solar radiation in the upper stratosphere and mesosphere, which has
not been absorbed above due to ozone deficit, leads to the local heating in these
regions. This feature is most pronounced in June of the SH and December of the
NH.

Figure 5.1: The initial change to the short wave heating rate due to the imposed
ozone depletion scenarios. The units are in Kday−1. The figure is taken
from Karami et al. (2015b).

Figure 5.2 shows the initial change to the long wave heating rate due to the imposed
ozone depletion. Since the distribution of radiative heating rate depends on both
the distribution of ozone and outgoing long wave radiation, therefore the differences
of the initial change to the long wave heating in the NH and SH are small. The
long wave heating rate changes show an apposite behavior above and below the
stratopause region. This behavior is contrary to the cooling effect of the imposed
ozone depletion due to less short wave absorption. In the upper stratosphere and
mesosphere a relative warming due to less ozone is found. This result is expected
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because in these altitudes ozone locally emits long wave radiation and cools the
atmosphere, therefore less cooling due to less ozone results in a relative warming. The
lower stratosphere, however, cools weakly due to ozone depletion up to 0.1K.day−1.
The main reason for this cooling is because less ozone absorbs less outgoing long wave
radiation and leads to a relative cooling. Therefore the net radiative heating rate
at high latitudes is dominated by a warming effect due to the long wave component
in the upper stratosphere and mesosphere, where the effect of short wave heating
in the dark wintertime polar region is small. In the lower and middle stratosphere,
both short wave and long wave heating rates contribute to a local cooling effect.

Figure 5.2: Same as Fig. 5.1 for the long wave heating rate. The figure is taken from
Karami et al. (2015b).

5.2 Temperature and zonal wind response to
imposed ozone anomalies

In order to show the impact of the imposed ozone anomalies on temperature and
zonal wind, composite analyses are performed. In all of our analyses multi-year
monthly means of zonally averaged temperature and zonal wind are calculated. The
analyzed area is from tropics to poles of both hemispheres in the meridional-vertical
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cross section. The differences between the control run and the ozone-perturbed sim-
ulations are compared with the inter-annual variability of the control simulation to
investigate the significance of the temperature and zonal mean zonal wind responses
to the imposed ozone anomalies.

November-December January-February

Figure 5.3: Monthly mean temperature changes between (∆O3−NH) scenario and
control run for November, December, January and February. Contour
values represent the monthly mean zonal mean temperature differences
and shaded areas denote the significance level. The contour interval is
1K. Red contours show negative temperature anomaly while positive
temperature anomalies are shown in black contours. The figure is taken
from Karami et al. (2015b).

A meridional cross section of the monthly mean temperature changes between con-
trol run and (∆O3 − NH) scenario for NH winter months is shown in Fig. 5.3.
The shaded regions denote the significance levels and the differences in monthly and
zonal mean temperatures are denoted by contour values. The contour interval is
±1K.
At mesospheric altitudes of the NH polar region in November a statistically signifi-
cant positive temperature anomaly is found. The magnitude of this positive temper-
ature anomaly is about 4K. In the same month, a statistically significant negative
temperature can be seen in the stratosphere. This negative temperature anomaly
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moves towards the stratosphere (downward) in December and reaches tropospheric
altitudes; then the mesospheric positive temperature signal moves toward the lower
altitudes (upper stratosphere) in December and a negative anomaly of tempera-
ture appears above it. As winter progresses both positive and negative temperature
anomalies from mesospheric and upper stratospheric heights move downward and
reach to lower stratospheric altitudes. The main difference between upper and lower
stratospheric temperature signals is that the temperature anomalies in the lower
stratosphere are not statistically significant in the late winter of the NH. In Decem-
ber a tropospheric temperature anomaly of about -1K is evident.

May-July August-October

Figure 5.4: Monthly mean temperature changes in the model simulations for May,
July, August and October for (∆O3 − SH) simulation. The figure is
taken from Karami et al. (2015b).

A meridional cross section of the monthly mean temperature anomalies between
(∆O3−SH) simulation and the control simulation for the SH wintertime (May, July,
August and October) is shown in Fig. 5.4. The SH polar mesosphere cools about
1K in May and the negative signal of temperature exceeds the ±3σ inter-annual
variability of the control run. However a positive temperature anomaly which is
statistically significant can be seen in the upper and middle stratosphere. The neg-
ative temperature anomalies (cooling effects) moves downward with time from July
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to October. However, robustness and strength of the temperature signal are not
constant over time. In August a cooling effect of about -4K is evident. The nega-
tive temperature anomaly reaches to about -2K in early SH spring (October). The
downward movement of the temperature anomalies from the mesosphere and upper
stratospheric height to the tropospheric altitudes has been previously reported by
(Rozanov et al. (2005), Baumgaertner et al. (2011), Seppälä et al. (2013)). Baldwin
and Dunkerton (2001)) showed that large anomalies in the stratospheric circulation
that first appear in the stratosphere descent downward and reaches to the tropo-
spheric altitudes and are followed by anomalous tropospheric weather regimes.
I will later show that how different dynamical forcings in the NH and SH hemi-
spheres result in different temperature responses. Here we exclude the years with
SSW from both control run and ozone-perturbed scenario to investigate how temper-
ature respond to the ozone-perturbed scenario in the absence of a major dynamical
forcing. A meridional cross section of the monthly mean temperature anomalies
(SSW-excluded) between (∆O3−NH) simulation and the control simulation for the
NH wintertime is shown in Fig. 5.4. It is found that the temperature response in
the SSW-excluded case is reversed compared to the original in early and mid-winter
and is similar (qualitatively) to the (∆O3 − SH) simulation response. However the
amplitude of the temperature response is larger than (∆O3−SH) simulation which
might be due to the smaller sampling size.

A meridional cross section of the monthly mean zonal mean zonal wind changes
between control simulation and (∆O3 − NH) run for NH wintertime is shown in
Fig. 5.6. A NH polar vortex acceleration of up to 5 ms−1 is evident in Novem-
ber. In December, however, the zonally averaged zonal wind decelerates strongly
in mesospheric altitudes, while the polar night jet weakly accelerates below 10 hPa.
A statistically insignificant changes in the zonal mean zonal wind can be seen from
February to April. An oscillatory nature of the variability in the NH wintertime is
found; when a positive or negative anomaly terminates in the lower stratosphere,
another develops in the mesosphere.

A meridional cross section of the monthly mean zonal wind anomalies between
(∆O3 − SH) simulation and control simulation for SH wintertime is presented in
Fig. 5.7. From Fig. 5.4 and Fig. 5.7 it is evident that the positive anomaly of
temperature in late fall of SH stratosphere is coincident with a decelerated zonal
mean zonal wind. The zonal mean zonal winds shows a positive anomalies from
July to October. In early winter in the polar upper stratosphere and mesosphere
the ozone-perturbed zonal mean zonal wind anomalies have a positive anomaly of
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Nov-Dec(SSW-excluded) Jan-Feb(SSW-excluded)

Figure 5.5: Monthly mean temperature changes (SSW-excluded) between (∆O3 −
NH) simulation and the control simulation for the NH wintertime.

up to 2 ms−1. It is found that the maximum acceleration of the polar night jet in
the SH occurs in July and August, when an increase in the zonal mean zonal wind
of up to 6-7 ms−1 is present. Over time (from July to October), the center of the
zonal wind anomaly moves poleward and downward. The positive zonal mean zonal
wind anomaly extends from the middle troposphere to the upper stratosphere in
October.
An enhancement of the westerlies and a cooling effect due to the lower ozone con-
centration in the (∆O3 − SH) scenario are found. However this is not valid for
the NH. This is expected because the NH winter is more disturbed by planetary
wave activity than the SH winter. An interesting research question is to figure out
the reason behind the temperature and zonal wind differences in July and January.
Therefore there is a good motivation to study the wave-mean flow interactions in
the different scenarios. Some of the simulated anomalies of temperature are very
unlikely to be caused by in-situ ozone depletion and we suggest that an indirect
dynamical feedback can be important. In other words the initial changes in the
concentration of ozone in the middle atmosphere affect the radiative balance. The
changed meridional temperature gradient due to the ozone depletion scenarios affect
the vertical wind shear (through thermal wind balance) and hence the pattern of
large-scale Rossby wave propagation. One of the parameters controlling the large-
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November-December January-February

Figure 5.6: Monthly mean zonal mean zonal wind changes in the model simulations
in November, December, January and February for (∆O3−NH) simula-
tion. Contour values represent the monthly mean zonal mean zonal wind
differences and shaded areas denote the significance level. The contour
interval is 1ms−1. Red contours show negative zonal wind anomaly while
positive zonal wind anomalies are shown in black contours. The figure
is taken from Karami et al. (2015b).

scale wave propagation is the mean zonal wind condition which can be altered by
in-situ temperature changed due to the imposed ozone loss scenarios. The back-
ground zonal wind, in turn, can be changed through the deposition of zonal heat
and momentum by planetary waves. Therefore the next section is devoted to the
study of wave-mean flow interactions in the presence of ozone-depletion scenarios.

5.3 Wave-mean flow interaction diagnostics (I):
Changes in the wave activity

The anomalies of the EP flux (arrows) and its divergences for (∆O3−NH) simulation
are presented in Fig. 5.8. The red contours (positive differences) denote less conver-
gence (or alternatively zonal mean zonal wind acceleration) in the ozone-perturbed
simulation compared to the control run. The blue contours (negative differences)
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May-July August-October

Figure 5.7: Monthly mean zonal wind changes in the model simulations for May,
July, August and October for (∆O3 − SH) simulation. The figure is
taken from Karami et al. (2015b).

denote more convergence of EP flux (decelaration of the zonal mean zonal wind) in
the ozone-perturbed run.

Positive anomalies of the EP flux divergence lead to an acceleration of the NH
stratospheric flow in November. The polar night jet decelerates due to the negative
anomalies of the EP flux divergence in December and January. The wave-mean flow
interaction acts to accelerate the polar vortex in February. In general the decelera-
tion of zonal winds corresponds with negative anomalies of the EP flux divergence
and the acceleration of zonal flow corresponds with positive anomalies of the EP
flux divergence. The results suggest that in the NH winter the oscillatory nature
of the downward propagating signal seen in temperature and zonal wind is a direct
result of the interactions between the resolved waves in the model and the mean
stratospheric flow. Therefore any change in the EP flux divergence results in the
zonal mean zonal wind anomalies which in turn feeds back on the propagating of
large-scale disturbances from the troposphere to the stratosphere. An interesting
point is that the oscillation in the stratospheric anomaly are not necessarily linked
to the oscillating tropospheric forcing. The oscillatory nature of the stratospheric
large-scale waves are reported in (Holton and Dunkerton (1978), Holton and Mass
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November-December 

 

January-February 

 

  
 

Figure 5.8: Anomalies of EP flux (arrows) and EP flux divergences for (∆O3−NH)
simulation. EP flux reference vector is shown in the right-below in
November. Red lines (positive anomalies of EP flux divergences) de-
note acceleration of zonal flow by waves and blue lines (convergence
of EP flux) denote deceleration of zonal flow. The contour interval is
1 m.s−1day−1. The regions shaded in green are significant, here the
anomalies exceed the ±3σ inter-annual variability of the EP flux di-
vergence derived from the control simulation. The figure is taken from
Karami et al. (2015b).
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(1976), Yoden (1987)).

May-July 

 

August-October 

 

  
 Figure 5.9: Anomalies of EP flux (arrows) and EP flux divergences for (∆O3−SH)

simulation. The figure is taken from Karami et al. (2015b).

Figure 5.9 shows the same analyses as Fig. 5.8 for the (∆O3 − SH) simulation.
The negative anomalies of the EP flux divergence in the upper stratosphere act to
decelerate the zonal mean zonal wind in early wintertime of the SH. However in mid
and late winter of the SH, the strong positive anomalies of the EP flux divergence
accelerate the polar night jet. The accelerated polar night jet of the SH reflect the
vectors of EP flux toward the equator.
The anomalies of the probability of favourable condition for Rossby wave propaga-
tion for (∆O3−NH) and (∆O3−SH) simulations are presented in Fig. (5.10) and
Fig. (5.11), respectively. In both NH and SH significant changes in the probability
of favorable propagation condition of Rossby waves can be seen. Enhanced prob-
ability of Rossby wave propagation are shown by black contours and the red lines
represents regions that have reduced probability of Rossby wave propagation.
An enhancement of the Rossby wave propagation poleward of 50°N can be seen in
early winter (November-December) of the NH. At the same time, a reduction in the
probability of Rossby wave propagation is found equatorward of 50°N. Changes in
the propagation condition of Rossby waves in early winter is particularly important
because it might affect the frequency of Sudden Stratospheric Warming (SSW) dur-
ing January and February. A reduction of probability of Rossby wave propagation
around the polar night jet region and an enhancement of this quantity equatorward
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November-December January-February

Figure 5.10: Changes in the propagation condition of Rossby waves for ZWN=1 for
(∆O3 − NH) simulation. Black contours show regions that are more
conducive to Rossby wave propagation and red lines show regions that
are less favourable for Rossby wave propagation. The contour interval is
[-20, -10, -5, 5, 10, 20]. The figure is taken from Karami et al. (2015b).
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May-July August-October

Figure 5.11: Changes in the propagation condition of Rossby waves for ZWN=1 for
(∆O3−SH) simulation. The figure is taken from Karami et al. (2015b).

of 40°N are found in midwinter of the NH (January and February).
In May, poleward of 50°S of stratospheric height, for Zonal Wave Number (ZWN=1)
there is a reduction of wave propagation probability and equatorward of it, there
is an enhancement of wave propagation possibility. For ZWN=1 around 100 hPa,
we found an enhancement of wave propagation possibility during May. From July
to October, there is a reduction of wave propagation chances equatorward of 60°S
. During the SH wintertime, the ozone loss in the stratospheric heights leads to a
relative cooling of the polar vortex region and increases the meridional temperature
gradient between the equator and pole which in turn accelerates the polar night jet.
The stronger polar night jet of the SH is more capable at blocking wave activity
from high latitudes. These results are consistent with (Seppälä et al. (2013)) which
suggests higher geomagnetic activities (compared to average geomagnetic activity
period) result in an strengthened polar night jet by refracting planetary waves to-
ward the equator.
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5.4 Wave-mean flow interaction diagnostics (II): Changes in the frequency of
Sudden Stratospheric Warmings and Stratospheric Final Warming dates

Anomalies of zonal wind and temperature in late wintertime of both hemisphere
reach to tropospheric heights (below 100 hPa), though this feature is more pro-
nounced in the NH spring time. The refractive index of Rossby waves could be
altered by atmospheric zonal flow (u), vertical shear of zonal mean zonal wind (∂u

∂z
),

quadratic vertical shear of zonal mean zonal wind (∂2u
∂z2

) and atmospheric stability
(N2(y, z)). The tropopause acts like a valve for the propagation of Rossby waves
from the troposphere to the stratosphere (Chen and Robinson (1992)). Two key
parameters that control the characteristics of the above-mentioned valve are the
vertical gradient of buoyancy frequency and the vertical shear of the zonal winds at
the tropopause region. They also suggested that the larger gradient of the buoyancy
frequency reduces the propagation of Rossby waves from troposphere to the strato-
sphere. They suggest that the less the vertical wind shear, the more wave activity
in the troposphere can penetrate into the stratosphere. Based on these analysis, we
suggest that by changing the above mentioned parameters, the stratosphere plays
an active role in the tropospheric variability and can determine, to a certain degree,
its own budget of wave activity.

5.4 Wave-mean flow interaction diagnostics (II):
Changes in the frequency of Sudden
Stratospheric Warmings and Stratospheric
Final Warming dates

Since SSW occurrence is important for stratospheric and tropospheric circulation,
we investigate the modification of the frequency and timing of SSWs due to the im-
posed ozone perturbation. On the other hand, since the Stratospheric Final Warming
Dates (SFWDs) are a key component of stratospheric and tropospheric variability
in spring and summer of the SH (Wilcox and Charlton–Perez (2013)), therefore we
investigate changes in the SFWDs due to the ozone-loss scenarios. A SFWD is de-
fined as the final time when the zonal mean zonal wind at the central latitude of
the westerly polar jet drops below zero and never recovers to a specified positive
threshold value (with thresholds of 5 and 10ms−1 of the NH and SH, respectively)
until the subsequent autumn (Hu et al. (2014)).

The frequency of SSWs in early winter (E–W), midwinter (M–W) and late winter
(L–W) is presented in Fig. (5.12). In the current thesis, 1st November to 15th

of December is defined as early winter, 16th of December to 15th of February is
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Figure 5.12: Frequency of sudden stratospheric warming in control simulation (gray)
and (∆O3 − NH) simulation (black). The error bars indicate the 2σ
level. The figure is taken from Karami et al. (2015b).

considered as midwinter and 16th of February to the end of March is late winter-
time. The frequency of events per year in a given period is shown in the vertical
axis. The frequency of SSWs for control and perturbed simulations are shown by
gray and black bars respectively. I found too many SSW events in early winter
compared to the observations (Charlton and Polvani (2007)) for the control run.
This bias has also been reported in other models that have deployed ECHAM5 as
atmospheric base model and might be linked to an anomalous tropospheric forcing
(Charlton et al. (2007), Ayarzagüena et al. (2013)). The distribution of SSW for the
ozone–perturbed simulation is about 0.69, while the frequency of SSW occurrence
for the control simulation is 0.65 events per year. This suggest that the frequency
of SSW has not changed significantly. However, we found a shift in the timing of
SSW in the ozone-loss scenario. A shift of SSW timing toward mid and late winter
is detected. The changes in the occurrence of SSW is more than 3σ significant in
early and late winter and about 2σ in midwinter.
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The method introduced by (Black and McDaniel (2007), Black and McDaniel (2007))
is used to calculate the dates of stratospheric final warmings. First the zonal mean
zonal wind at 60◦S are smoothed using a 5-day low-pass filter (5-day running averages
of daily zonal wind) and then warmings are identified when the smoothed winds first
drop below 10ms−1 at 50 hPa and remain below that threshold until the following
winter. In our simulations about 5% of wintertime zonal mean zonal winds never
become westward. Therefore we ignore these years from our analysis. The mean
date of the stratospheric final warming in the SH for the control simulation is 13th
November with a standard deviation of about 22.8 days (error of the mean equals
to 2.28 days), while for ozone-perturbed simulation the mean date of SFWD is 26th
November (two weeks difference in the occurrence of SFWDs).

5.5 Ozone–induced climate variation due to
11–year solar UV variability

The impact of an ozone anomaly of about 4% at the tropical stratopause due to the
11–year solar cycle on middle atmospheric dynamics and temperature is investigated
in this section. Afterwards we compare the magnitude of the changes due to the 11-
year solar cycle and ozone anomaly originated by ozone changes due to high energy
particle precipitation’s effect. Similar to the previous section, we perform composite
analyses to detect the impact of imposed ozone loss on temperature and zonal wind.
The multi–year monthly means of zonally averaged values for both zonal wind and
temperature are used to compare the differences between the control simulation and
ozone–perturbed simulation.

The meridional cross section of the monthly mean temperature changes between the
(∆O3 − TS ) scenario and the control run is presented in Fig. 5.13. The monthly
mean zonal mean of temperature differences between the ozone–perturbed and the
control simulation are shown by contour values. The shaded areas denote the level
of significance. The contour interval is 1K. As a result of ozone depletion in the
tropical stratopause a local cooling is expected. This cooling is about -1K in Novem-
ber. A non-local positive temperature signal which is about 3K develops in the NH
polar mesosphere. A statistically significant cooling effect is found in the upper and
middle stratosphere in November. The mesospheric positive signal moves downward
with time as NH winter progresses from December to March. However the magni-
tudes and the significances of this positive anomaly are not constant over time. For
the negative temperature anomaly of polar latitudes, we found a similar downward
movement. A negative temperature signal of about -2K develops at polar region of
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Figure 5.13: Monthly mean zonal mean temperature response of EMAC model to
(∆O3 − TS) scenario. The figure is taken from Karami et al. (2015b).

NH mesosphere in December. As winter progresses this negative signal moves down-
ward, reaching to tropospheric altitudes in March. A local temperature cooling of
about -1K is evident over the tropical stratopause in January.

In the mesospheric polar region of the SH a positive temperature signal of about 1K
and a negative temperature anomaly with similar magnitude in stratospheric polar
region develop in April. The mesospheric positive signal moves downward as time
progresses and reach to stratospheric altitudes in May and a significant negative
signal is substituted for positive temperature signal in mesospheric altitudes. This
negative signal moves downward in June. However, after June (July-September) the
magnitude of the temperature signal in polar regions of the SH is negligible.

A meridional cross section of the monthly mean zonal mean zonal wind changes
between (∆O3 − TS) scenario and control run is presented in Fig. 5.14. From
December to April a positive zonal mean zonal wind signal that develops in tropical
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Figure 5.14: Monthly mean zonal mean zonal wind response of EMAC model to
(∆O3 − TS) scenario. The figure is taken from Karami et al. (2015b).

mesosphere of NH moves poleward and downward. Kodera and Kuroda (2002)
reported a poleward and downward propagation of zonal mean zonal wind signal
from early winter to late winter. There are small changes in the zonal wind in
the SH between July-October. The unaffected winter of the SH suggests that in
midwinter of the SH the polar vortex is too strong to be affected significantly by
4% ozone changes over the tropical stratopause. Moreover, the magnitudes of both
zonal mean zonal wind and temperature differences between ozone-perturbed and
control simulation suggest that in many cases the magnitudes of theses responses in
the case of ozone perturbation due to high energy particle precipitation could exceed
(or at least comparable) the responses of ozone changes due to the 11–year cycle UV
variability. It is also interesting to mention that in our simulation, mesospheric-upper
stratospheric temperature anomalies tend to move downward due to (∆O3 − TS )
scenario or (∆O3 −NH )/(∆O3 − SH ) scenarios.
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6 The Influence of the
Stratospheric Wind Regimes on
the Atmospheric Waves and
Tropospheric Baroclinicity

6.1 Large-Scale Rossby Waves as Influenced by the
Stratospheric Wind Regimes

In this section I concentrate on demonstrating the potential benefits of the newly
developed diagnostic tool for studying the influence of the mean flow on the Rossby
wave propagation. To achieve this aim I investigate the sensitivity of both n2

k,l(y, z)

and PrRo(y, z) to differnt zonal flow regimes in the stratosphere to figure out which
one of these diagnostic tools is more capable of demonstrating the above-mentioned
sensitivity. I start from identifying different stratospheric flow regimes following the
method suggested by (Castanheira and Graf (2003)). I constructed two data sets
based upon the strength of the westerly winds in the lower stratosphere (50 hPa) at
65◦N. Since the upward wave propagation is prohibited when the background zonal
flow is larger than a critical velocity, therfore a reasonable option for identifying
different zonal flow regimes in the stratosphere is whether or not the background
zonal flow is larger or small than the critical Rossby velocity. Castanheira and Graf
(2003) reported that for a climatological Northern hemisphere zonal wind profile
the critical Rossby velocity is about 20 ms−1 for zonal wavenumber=1. Then based
upon this threshold the Strong Vortex Regime (SVR) is identified when u50(65◦N) >

20ms−1 and Weak Vortex Regime (WVR) is considered when 0 < u50(65◦N) <

10ms−1 , where u50(65N) is the 50 hPa zonal mean zonal wind at 65◦N . These
regimes should last at least 30 consecutive days in DJF to be considered in our
results. Several examples of both SWR and WVR are presented in Fig. 6.1.
Table 3.2 shows the time intervals of different vortex regimes which last for at least
30 consecutive days in DJF in the Northern hemisphere. It is clear from Table 3.2
that the number of SVR events are greater than WVR events. Since in DJF the
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              Two examples of  Strong Vortex Regime

Two examples of  Weak Vortex Regime

Figure 6.1: Top row: Two examples of strong vortex regime. The SVR is identified
when u50(65◦N) > 20ms−1. Bottom row: Two examples of weak vortex
regime. The WVR is considered when 0 < u50(65◦N) < 10ms−1 and
last at least 30 consecutive days in DJF.
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strong polar night jet blocks upward wave propagation therefore the frequency of
SVR is higher than WVR. Figure. 6.2 shows the results of a2n2

k,l(y, z) (first row)
and PrRo(y, z)(second row) during WVR and SVR for wave (1,1). I found nearly
similar structure to the wintertime climatology of the PrRo(y, z) for both SVR and
WVR. The mid-latitude waveguide is much wider in WVR than SVR. As expected
the average values of PrRo(y, z) are greater in the stratosphere during WVR than
SVR. These results confirm that planetary waves have more chance to penetrate and
force the stratosphere in WVR than SVR.

Table 3.2: Periods of polar vortex regimes lasting for at least 30 consecutive days in 
DJF; left: Strong Vortex Regime. Right: Weak Vortex Regime.

Contrary to the noisy structure of the a2n2
k,l(y, z), values of PrRo(y, z) are sensitive

to the stratospheric westerlies and are consistent with the general knowledge about
planetary wave propagation from the troposphere to the stratosphere. While the
noisy structure of the time mean refractive index make the analysis very difficult,
the probability of the favorable propagation condition for Rossby waves show an
enhancement of wave propagation northward of 70◦N in the lower stratosphere and
a slight reduction in the favorability of wave propagation between 50− 70◦N in the
stratosphere for WVR.

Since the highest difference in the favorability of wave propagation between WVR
and SVR occurs poleward of 50◦N in the middle stratosphere, I now concentrate on
the vertical component of EP fluxes for both SVR and WVR events. The difference
in the vertical component of EP flux between WVR and SVR in this region is
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Figure 6.2: a2n2

k,l(y, z) (first row) and PrRo(y, z)(second row) duringWVR and SVR.
While the noisy structure of the time mean refractive index make the
analysis very difficult, the probability of the favorable propagation condi-
tion for Rossby waves show an enhancement of wave propagation north-
ward of 70◦N in the lower stratosphere and a slight reduction in the
favorability of wave propagation between 50− 70◦N in the stratosphere
for WVR. The figure is taken from (Karami et al. (2016)).

presented in Fig. 6.3. During WVR, an enhancement of vertical EP flux is obtained
poleward of 65◦N in the lower stratosphere. For WVR a reduction in the vertical
component of EP flux is obtained southward of this region in the middle and upper
stratosphere. Comparison between the differences of a2n2

k,l(y, z) and PrRo(y, z) and
the vertical component of EP flux during WVR and SVR show that the pattern of
differences between PrRo(y, z) and the vertical component of EP flux are similar.
Therefore, based upon these analyses, I suggest that this diagnostic tool can be
useful for studying the propagating properties of the planetary waves.
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Figure 6.3: The vertical component of EP flux for WVR and SVR. The values are
divided by 105. Since the highest differences in the a2n2

k,l(y, z) and
PrRo(y, z) between WVR and SVR are in the high latitude stratosphere
the vertical component of EP fluxes are shown in this region. Compar-
ison between the differences of a2n2

k,l(y, z) and PrRo(y, z) and vertical
component of EP flux during WVR and SVR show that the pattern of
differences between PrRo(y, z) and vertical component of EP flux are
similar. The figure is taken from (Karami et al. (2016)).

6.2 NAO-Like Sea Level Pressure Anomalies
Induced by the Stratospheric Wind Regimes

Figure 6.4 shows the Sea Level Pressure (SLP) differences between SVR andWVR. A
positive SLP anomaly in the subtropical region and a negative SLP anomaly over the
Arctic indicates positive Northern Atlantic Oscillation (NAO) mode. An oscillation
of atmospheric mass (or pressure) between the Arctic and the subtropical Atlantic is
called NAO which determines climate variability from the eastern coast of the USA
to Siberia and from the subtropical Atlantic to the Arctic, especially during winter
time (Hurrell et al. (2001)). During positive phases of the NAO, the wintertime
meridional pressure gradient over the North Atlantic enhances. Therefore during
positive phases of the NAO, the Icelandic low-pressure center and the high-pressure
center at the Azores are both strengthened. The opposite occurs during negative
phase of NAO (both centers are weakened). Changes in the SLP from one phase to
another induces large-scale changes in the weather patterns (e.g. storm tracks, heat
and moisture transport and so forth) over the North Atlantic.
The SLP differences between SVR and WVR in both FUL-NUD and STR-NUD
simulations are quite similar to ERA. The main difference between FUL-NUD and
STR-NUD simulations is that the magnitude of the anomalies in the STR-NUD
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 Figure 6.4: The surface pressure pattern associated with the variations in the

strength of the stratospheric wind looks like NAO. The sea level pressure
difference between STR-NUD-NOCHEM and ERA suggests that there
should a mechanism in the troposphere to amplify the pressure signal at
the surface. The pattern of the surface pressure differences in the STR-
NUD-NOCHEM simulation (nudged in the stratosphere and free running
mode in the troposphere) is similar to the ERA but the magnitudes of
the differences are less than reanalysis dataset.
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Regimes

simulations are smaller than ERA and FUL-NUD simulations. A lower than average
pressure anomaly over the pole and a higher than average pressure anomaly over the
extra tropics during SVR indicate a positive NAO. It is interesting to mention that
even though the surface pressure in the STR-NUD simulations is not nudged toward
the reanalysis, however the model captures the main features (similar to the ERA)
of pressure anomalies at the surface. In order to explain the stratospheric downward
influence on sea level pressure anomalies, I use the so-called Transformed Eulerian
Mean (TEM) momentum equation (Kidston et al. (2015)). The TEM momentum

 

Figure 6.5: An schematic adapted from Kidston et al. (2015) illustrating the strato-
spheric downward influence.

equation can be defined as:

ut = v∗(f − (a cosφ)−1(u cosφ)φ)− w∗uz + (ρ0a cosφ)−1∇ · ~F +X

(i) (ii) (iii) (iv)
(6.1)

where ut is the variability in the speed of the stratospheric circumpolar westerly flow
and (v∗, w∗) are meridional and vertical components of the residual mean circulation
which essentially determines the transport of mass through the stratosphere. Wave
flux denoted by ~F is important for the angular momentum transport by large-scale
waves. Other forcings, such as small-scale gravity waves not resolved by models, are
denoted by X. Subscripts denote the derivative with respect to that variable.
Upward propagation of both large and small scale waves (iii), (iv) can force the
stratospheric flow (ut). Breaking waves in the stratosphere (iii) induce anomalies
in the mean residual circulation (i), (ii) such that the mean westerly momentum
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transported across latitudes (i) and in the vertical (ii) acts to conserve angular mo-
mentum and maintain mass continuity. In the steady state (ut = 0) the two effects
oppose each other and are in exact balance. If the wave forcing (iii) decreases then
the stratospheric polar vortex becomes wider and stronger. The wider polar night
jet induces an equatorward momentum transport (i). Mass continuity in the strato-
sphere suggests an upward mass transport over the Arctic, with sinking air at extra
tropics (ii). If the wave breaking increases (iii), the opposite effects occur.
Figure 6.5 shows an schematic explaining the downward influence of the stratosphere
on tropospheric surface pressure. The stratospheric polar night jet (1) is allowed to
accelerate in the absence of wave forcing which is usually accompanied by an anoma-
lous residual mean meridional circulation (2). In the case of stronger polar night
jet, mass moves out of the polar cap and a compensating descent at mid latitudes is
suggested. The rising air over the Arctic induces adiabatic cooling and sinking air
over the extra tropic induces adiabatic warming in the stratosphere. During strong
stratospheric vortex episode, the upwelling over the Arctic increases the tropopause
height (3). A poleward shift of the tropospheric jet (5) during strong stratospheric
vortex episode is linked to the tropospheric eddy feedbacks (4), although these de-
tails are not well understood.
A smaller pressure anomaly in the STR-NUD simulations in comparison to ERA
or FUL-NUD simulations needs particular attention. It is suggested that there
should be a mechanism in the troposphere that might amplify the pressure anoma-
lies observed at the surface. The near-surface amplification of the sea level pressure
originated from the stratospheric wind anomalies includes the eddy feedback within
the troposphere. However the detail of this process is not fully understood. Mo-
tivated by the tropospheric amplification of sea level pressure originated from the
stratospheric wind anomalies, I will provide insight (in the next sections) on the
following questions: (1) In which way the stratospheric persistent westerlies affect
the propagation characteristics of the RWPs in the upper troposphere? (2) Do the
stratospheric persistent wind regimes have the capacity to generate new eddies (cy-
clogenesis) in the troposphere?

6.3 Rossby Wave Packets as Influenced by the
Stratospheric Wind Regimes

As discussed in chapter 4, changes in the atmospheric wave packets are associated
with changes in the storm-tracks. Figure 6.6 and Fig. 6.7 show the changes in the
RWPs in response to variations in the stratospheric flow. It is suggested that the
variations in the occurrence of upper-level Rossby wave-breaking events may lead
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to the low-frequency variability of the North Atlantic Oscillation (NAO) (Woolings
et al. (2008), Benedict et al. (2004)). Spatially long synoptic waves (wavenumbers
4-7) tend to break anticyclonically and Anticyclonic Wave Breaking (AWB) pushes
the jet poleward leading to a positive NAO anomaly with falling pressure over the
pole. Spatially small synoptic waves (wavenumbers 7-11), however, tend to break
cyclonically and Cyclonic Wave Breaking (CWB) pushes the jet equatorward lead-
ing to a negative NAO anomaly. Wittman et al. (2007) suggest that Wavenumber
7 is the transition wavenumber from one type of breaking to another.

In ERA and FUL-NUD simulations, RWPs responses to the variations in the strato-
spheric wind resemble each other. Over the east coast of the USA and the Atlantic
region which extends to the Eurasian region, I found an enhancement of signifi-
cant RWPs, indicating a poleward shift of the storm track during SVR (both ERA
and FUL-NUD simulations). I also found a decrease in the probability of significant
RWPs in extra tropical regions. By comparing the results obtained from FUL-NUD-
INTCHEM and FUL-NUD-NOCHEM simulations, I investigate the importance of
the interactive chemistry in the stratospheric downward influence. The most notice-
able difference is the enhanced reduction in the probability of significant WPAs in
the Pacific region for FUL-NUD-INTCHEM simulation compared to the FUL-NUD-
NOCHEM simulation. The behavior of spatially long synoptic waves (wavenumbers
4-7) can explain a large part of the significant RWPs responses to SVRs. The dif-
ferences between smaller RWPs (wavenumbers 7-11) indicate a reduction of wave
activity in mid latitudes, though the strength of the reduction is larger in ERA than
FUL-NUD-NOCHEM simulation. However, the responses of RWPs for variations in
the SWRs are quite similar in ERA and FUL-NUD simulations.
In the STR-NUD simulations (Fig. 6.7) the poleward shift of the significant RWPs
over the east coast of USA and Atlantic region is not as strong as in ERA and
FUL-NUD simulations. Over the eastern Pacific for the STR-NUD simulations, a
significant enhancement in the wave packets is evident which is absent in ERA. This
particular feature is produced by the response of both small and large synoptic eddies
for variations in the SWRs in the STR-NUD simulations. The results obtained from
the FRE-RUN simulation (compared to the ERA) show a relatively similar shift in
the pattern of WPAs. However the magnitudes of the differences are much larger
than the ERA. For the smaller wavenumbers (7-11), the pattern of the differences
of WPAs are different from the ERA results. These results suggest that a realistic
representation of the internal tropospheric processes in climate models are essential
for obtaining the full details of stratospheric downward influence on tropospheric
eddy activity, consistent with results of Garfinkel et al. (2013).
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Figure 6.6: The difference in the probability of significant WPAs (exceeding 20 ms−1

per grid cell) at 250 hPa for spatially different wavenumbers during
Northern Hemisphere extended winter. In all figures the difference in
the probability of significant WPAs during SVR and WVR (SVR-WVR)
are shown. During SVR an enhancement of WPAs in atlantic and east
coast of USA indicate the poleward shift of the Atlantic storm track. The
blue lines are the regions of the statistically significant changes according
to student’s t test with 99.5% significance level.
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Figure 6.7: Same as Fig. 6.6 for the STR-NUD and FRE-RUN simulations.
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6.4 Changes in the Tropospheric Baroclinicity and
Tropopause Height as Influenced by the
Stratospheric Wind Regimes

The difference in the Eady growth rate between the SVR and WVR at 250 hPa is
presented in Fig. 6.8. Here changes in the Eady growth rate denote changes in the
atmospheric baroclinicity. In ERA data northward of 50◦N statistically significant
changes in the atmospheric baroclinicity are found which indicate a strong poten-
tial for generation of new eddies in these regions. The differences in the FUL-NUD
simulations resemble the changes in the reanalysis data, though the FUL-NUD-
INTCHEM is more similar to the ERA than the FUL-NUD-NOCHEM simulation.
However the regions of enhancement in the baroclinicity for STR-NUD-NOCHEM is
larger than ERA and reach to midlatitudes. For the STR-NUD-INTCHEM simula-
tion, the pattern of the differences are similar to the ERA, though the magnitude is
smaller. The FRE-RUN show only a slight enhancement of the baroclinicity during
SVR compared to the WVR period.
In the current study I used WMO (1957) criteria for the thermal tropopause de-
termination. The lowest level (excluding surface inversions) at which the lapse-rate
decreases to 2◦C/km or less is defined as tropopause height. Figure 6.9 shows the
height of the tropopause during SVR and WVR. The stratospheric mass redistribu-
tion acts in a way that during WVR adiabatic descent in the stratosphere pushes
the tropopause height lower down making a shallower troposphere while the oppo-
site take place during SVR (Ambaum and Hoskins (2002)). The deeper troposphere
during the SVR provides a strong potential for the genesis of new eddies within the
troposphere. I found approximately 2 km variations in the tropopause height near
the Arctic in ERA data according to different states of the stratospheric flow. The
FRE-RUN simulation shows a slight difference in the tropopause height northward
of 75◦N . Therefore I conclude that a significant difference in the tropopause height
in FRE-RUN is not found. In the STR-NUD simulations, I found the tropopause
height approximately 0.5 km higher than ERA. Similar to ERA and FUL-NUD
simulations, in the STR-NUD simulations the tropopause height during SVR and
WVR are separated from each other from 60◦ − 90◦N . This behavior is not found
in FRE-RUN simulation.
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 ERA (SVR-WVR) 
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Figure 6.8: The difference in the measure of atmospheric baroclinicity at 250 hPa
(day−1). The upper-tropospheric enhancement in the Eady growth rate
at polar regions show a source of the eddy feedback during SVR. The
yellow/red colours represent the genesis locations. The blue lines are the
regions of the statistically significant changes according to student’s t
test with 99.5% significance level.
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Figure 6.9: Changes in the tropopause height according to the different state of the

stratospheric flow. Adiabatic descent of the stratospheric air pushes the
tropopause lower down during WVR, causing a shallower troposphere.
The deeper troposphere during the SVR provides a strong potential for
the genesis of the new eddies within the troposphere.

124



6.5 Changes in the Stability and Wind Shear of the Atmosphere as Influenced by
the Stratospheric Wind Regimes

6.5 Changes in the Stability and Wind Shear of
the Atmosphere as Influenced by the
Stratospheric Wind Regimes

In order to understand the dynamical mechanism of the above-mentioned localized
enhancement in the baroclinicity, I further analyse the changes in the vertical shear
of the zonal wind and the atmospheric stability in three different regions of the at-
mosphere namely North Atlantic, North Pacific and Eurasian regions (Fig. 6.10)
for ERA data. A large positive difference in the vertical shear of zonal wind dur-
ing SVR comparing to WVR indicates the impediment of the upward propagation
of planetary waves from the troposphere to the stratosphere (Chen and Robinson
(1992),Karami et al. (2016)). In all three regions the maximum of the differences
in the vertical wind shear occurs in the lower-middle stratosphere (200 hPa- 20 hPa).

Northward of 50◦N and above 20 hPa strong negative differences in the wind shear
are found in all three regions. The positive changes in the atmospheric stability
during SVR suggest that during these events the stratosphere is more stable than
during the WVR. In contrast, the upper and middle troposphere become unstable
during the SVR compared to WVR suggesting a stronger potential for the develop-
ment of baroclinicity in these regions. Since the altitude of significant differences in
the wind shear are already above 250 hPa, the enhancement of the Eady growth rate
during SVR can be mainly explained by the reduction of the atmospheric stability
during these events rather than changes in the propagation conditions of large-scale
waves from the troposphere to the stratosphere. The regions of atmospheric insta-
bility during SVR is confined to poleward of 60◦N in the upper troposphere and
its maximum is near the north pole. The significant changes in the tropospheric
stability in response to the different states of the stratospheric flow, suggest similar
changes in the atmospheric lapse rate and the tropopause height.

The results obtained in this thesis suggest that the localized enhancement in the
baroclinicity as well as changes in the tropopause height according to the different
state of the stratospheric wind is mainly a dynamical process rather than a radia-
tive or thermodynamical process. This dynamical relationship is weakly present in
the free-running mode of the EMAC model (possibly due to the weak stratospheric
westerlies in the free-running mode). However, through a realistic representation of
the stratospheric flow, the EMAC model performs well compared to reanalysis data.
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Figure 6.10: Changes in the determining factors for the atmospheric baroclinicity in
response to different stratospheric wind regimes (for ERA data). The
first row shows the changes in the stability of the atmosphere (normal-
ized by 1e8). The positive values of this quantity indicates the regions
with higher atmospheric stability while negative values shows the re-
gions of lower atmospheric stability. Second row: changes in the vertical
shear of zonal wind (SVR-WVR) which is normalized by 1000. The pos-
itive values imply the impediment of the planetary wave propagation
from the troposphere to the stratosphere.
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In this thesis the downward influence of the middle atmosphere (from the solar and
geomagnetic variabilities) on tropospheric weather and circulation has been investi-
gated. To this end, two major topics are covered which are closely connected. The
first topic is whether and how the confined ozone changes in the middle atmosphere
due to geomagnetic and solar activities can trigger large-scale dynamical anomalies
in the middle atmosphere. The second major topic which has been investigated
in this thesis is how changes in the middle atmosphere can influence the weather
(storm-tracks in particular) in the troposphere.

A chemistry-climate model (EMAC) is deployed to perform numerous perturbation
runs to explore how persistent stratospheric wind regimes (during Northern hemi-
spheric extended winter) influence the upper tropospheric synoptic-scale Rossby
wave propagation and baroclinicity. A comparison of the results obtained with the
EMAC model with ERA-Interim reanalysis data is performed. I also investigate
the role of the near-pole persistent stratospheric wind regimes on the tropopause
height variations and its potential influence on the upper-tropospheric baroclinic-
ity. I find that the stratospheric persistent wind regimes can alter the stability,
and hence the baroclinicity of the troposphere. The shallower troposphere during
weak vortex regime restricts the upper tropospheric baroclinicity while the deeper
troposphere during strong vortex regime provides a window of opportunity for the
generation of new eddies within the troposphere (upper tropospheric enhancement
of the baroclinicity during strong vortex regime). I also track the significant Rossby
wave packets (wave packet amplitudes larger than 20m

s
) in different states of the

stratospheric wind regimes for wavenumbers 4-11. An enhancement of the Rossby
wave packet activity at high latitudes and a reduction at extra tropics indicate a
poleward shift of the wave packets during strong vortex regime in ERA dataset.

I also investigate the role of the spatially long synoptic waves (wavenumbers 4-7)
and smaller synoptic waves (wavenumbers 7-11) on the meridional shift of the eddy
activities in the upper troposphere in response to variations in the strength of the
stratospheric wind. The representation of the above-mentioned mechanisms in sev-
eral types of simulations with the EMAC model and its comparison with the results
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obtained by the ERA dataset suggests that a realistic representation of the internal
tropospheric processes in EMAC model is essential for obtaining the full details of
stratospheric downward influence on tropospheric eddy activity.

By using the EMAC model I have determined the downward influence of the changed
ozone concentrations (due to the solar and geomagnetic variabilities) on the middle
atmospheric temperature and circulation. The direct radiative impact of wintertime
ozone depletion inside the polar night jet suggests that the strongest short wave
heating rate changes occur in the stratopause and upper stratosphere regions. The
net effect of ozone depletion is local cooling. However, in the mesospheric altitudes,
a local heating is found possibly due to the enhanced absorption of solar radiation,
which has not been absorbed above due to ozone loss. Contrary to the net cooling
effect of imposed ozone depletion due to less short wave absorption, the long wave
heating rate changes show opposite behavior above and below of approximately the
stratopause. A relative warming effect is found in the upper stratosphere and meso-
sphere possibly due to the fact the in these altitudes ozone locally emits long wave
radiation and cools the atmosphere, less cooling due to less ozone will result in a
relative warming effect. The Southern and Northern hemispheric polar night jet
accelerates and decelerated respectively due to the imposed ozone changes. The ac-
celerated polar night jet of Southern hemisphere is interpreted as the direct radiative
impact of ozone depletion inside of the Southern hemisphere polar vortex. However,
the weakened polar night jet of Northern hemisphere is very unlikely to be caused
in situ by ozone depletion and indirect dynamical conditions play a great role in the
Northern hemisphere. Analysis of the frequency and timing of the sudden strato-
spheric warmings in the Northern hemisphere show that the frequency of warmings
has not changed significantly. However, a shift of their timing toward mid and late
winter is detected. Analysis of the Rossby wave propagation condition suggest that
changes in the ozone concentration in stratospheric and mesospheric heights have
the capability to alter the propagation condition of Rossby waves. The signal of
changes in this quantity can reach to tropospheric height in late winter and early
spring of both hemispheres. I also found that the magnitude of the temperature and
zonal wind responses in the case of ozone perturbation due to high energy particle
precipitation could exceed (or at least be comparable) to the responses of ozone
changes due to the solar UV variability.

The results obtained in this thesis as well as their theoretical explanation of the
downward influence of the stratosphere on tropospheric weather and circulation will
help to explain how the solar as well as geomagnetic variabilities can affect the tro-
posphere. During this study several additional research questions were raised which
answering might provide further insight to further characterize the relationship be-
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tween the middle atmosphere and troposphere.

The first question is the time scale in which the middle atmosphere troposphere
coupling occurs. Whether the influence of the middle atmosphere on the tropo-
sphere is instantaneous or there exists time lag for the coupling is an interesting
research question to explore in the future. Answering to this question is particularly
important because it might help answering another very interesting research ques-
tion which is how the middle atmosphere can improve the skill of the tropospheric
weather forecasts.
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