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1. Introduction

The Standard Model of particle physics [1] is the theory describing the known constituents
of matter and the interactions between them. Despite the fact that many experimental
observations are explained by the Standard Model up to a very high precision, it cannot
explain all phenomena. One open question is, e.g. the existence of dark matter in the
universe as none of the known particles has the properties to describe it. In order to get a
better understanding of nature, an important task is the validation of the Standard Model
by searching for discrepancies in observables predicted by the theory and the observed
values in nature.

The Belle experiment in Tsukuba, Japan, recorded a large data sample in the years 1999
to 2010, which allows to study the properties of B mesons in great detail. Belle is located
at the interaction point of the asymmetric-energy ete™ KEKB collider which provides a
very clean experimental environment to study B mesons as exactly one pair is created
with no further particles. One of the milestones of the experiment was the observation of
time-dependent CP-violation in the B meson system [2]. Other remarkable results, like
first observations and best upper limits on branching ratios, have been achieved in searches
for decays with small predicted branching ratios in the Standard Model [5].

The decay of a neutral B meson into two 7 leptons, denoted by B? — 7177, offers a
good way to search for new physics effects since the predicted branching ratio is very
small and calculable with relatively small uncertainties. In addition, new physics models
can have sizable effects on the observed branching ratio. From an experimental point
of view BY — 7F77 is very difficult to detect as the 7 leptons decay within the detector
and produce neutrinos which are not detectable. However, with the clean experimental
environment of the Belle experiment it is possible to select B® — 77~ events. One of the
two B mesons is reconstructed in a fully hadronic decay channel. With the detector signals
not used in the reconstruction of the first B meson, the second B meson is recombined
in the decay channel BY — 77—, After the event reconstruction the background level is
very high. Therefore, within the scope of this thesis a multivariate selection procedure was
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developed to suppress the huge amount of background and enhance the sensitivity of the
search. For the first time the complete Belle data sample containing 772 million BB pairs
was analyzed in order to search for BY — 77—,

This thesis includes the description of the decay BY — 777~ in the Standard Model and
implications of new physics models are given in Chapter In Chapter |3, the Belle
experiment is shortly described, followed by an introduction to the tools and methods used
in the analysis (Chapter . An overview of the analysis steps is given in Chapter 5, followed
by the more detailed chapters about the reconstruction (Chapter @, the description of
the selection procedure (Chapter 7)), and the validation of the selection (Chapter . The
extraction of the branching ratio is described in Chapter 9/ and the result of the measurement
in Chapter Various cross-checks and their results are discussed in Chapter [11]



2. The Decay B — 77~

The Standard Model (SM) of particle physics was developed over the last 60 years and is
phenomenologically very successful in the field of flavor physics. Still, there are arguments
that the SM is not the complete model and only valid at low energies. In the complete
model, new particles may enter the stage. Under the assumption that these new particles
are heavier than the SM ones, the new particles and the heavy ones of the SM can be
integrated out in order to get an effective theory. An effective theory has the advantage
that effects from new physics (NP) can be described in terms of light SM fields [6]. Rare B
decays are a good opportunity to look for such effects as they have to be small.

In this chapter, the rare decay B® — 717~ is described, where the SM is considered as an
effective field theory at the B meson mass scale (Section [2.1). Afterwards, two different
extensions of the SM and their effects on B® — 777~ are depicted in Section The
experimental status of the search for B® — 777~ is discussed in Section

2.1. Calculation of the Branching Ratio

In the SM of particle physics flavor-changing neutral currents (FCNC) are forbidden at
tree level and first occur via box or penguin Feynman diagrams. Hence, decays where
a b quark converts into a d or s quark are highly suppressed. In the decay of a neutral
B® = |bd) meson into two oppositely charged leptons, written as BY — ¢*¢~, such FCNCs
occur. The main contributions in the SM for the decays B® — ¢*¢~ come from the W box
and Z penguin shown in Fig. Contributions from diagrams where ¢ or u quarks appear
in the loop can be neglected due to their small masses m. and m,,, respectively, compared
to the top mass my [7,[8]. Calculating the branching ratio B(B? — £+¢~) using the full
SM Lagrangian is problematic, since two highly separated energy scales are involved in the
decay: the electroweak scale, characterized by the W boson mass My, and the scale of
hadronic strong interactions Aqcp [6]. The electroweak scale determines the flavor-changing
transition at quark level, whereas the hadron formation is related to Aqcp.
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A ot

=
(a) B — ¢T¢~ via a W box. (b) B — (*¢~ via a Z penguin.

=

Figure 2.1.: Dominant Feynman diagrams for the decay B° — ¢*¢~ in the SM with
C=e,pu,rT.

A common tool set used in flavor physics to calculate decays like B® — ¢*¢~ is the framework
of effective field theory. By integrating out the heavy SM fields at the electroweak scale,
like W, Z, and the top quark, a low-energy effective theory can be constructed where
the only degrees of freedom are the light SM fields [6]. A detailed introduction into the
concept and construction of effective field theory can be found in [8]. The obtained effective
Hamiltonian Heg contains local operators, which describe the processes at low energies,
and can be written as

G .
Hesr = 7; ; VexmCi(p) Qs (2.1)

with the index i denoting different operators, the Fermi constant Gg, the Cabibbo-
Kobayashi-Maskawa (CKM) factors Voxm [9], the local operators @5, and their effective
couplings C;(u), called Wilson coefficients, at an energy scale u. The operators @); them-
selves can be written in terms of the light SM fermions, photon and gluon fields [6]. The
local operators describing the decay B® — ¢/~ allowed in the SM are

Qs = my(bPrd)(00), (2.2)
Qp = my(bPrd)(£,0),
Qa = (y*Prd)(lyuvs0),

where P, = (1 — v5)/2 is the left handed projection operator, my is the b quark mass, b
and d are the quark fields, ¢ the lepton fields, and 7, and ~5 the Dirac matrices [7]. The
three operators Qg, Qp, and @ 4 describe the scalar, pseudo-scalar, and axial coupling of
the fermions, respectively. The effective Hamiltonian in the SM for B? — ¢/~ is

5= Grp_ Oem
¢ ﬂsinQHW

with the fine structure constant aey and the Weinberg angle 8y, The Wilson coefficient
C's receives contributions from the Higgs boson exchange but only of the order O(M?%/M32;)
(with the B® meson mass Mp) relative to the dominant contributions and can therefore
be neglected [11]. Cp gets a contribution in the same order of magnitude from the

H VisVia [Cs(1)Qs + Cp(p)Qp + Ca(1)Q 4], (2.5)
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would-be neutral Goldstone boson [7] and can also be neglected. The W box and the Z
penguin in Fig. contribute to the Wilson coefficient C'y of the axial-current operator

Qa.

Finally Heg can be written as

Gr «
V2 sin? Oy

Using Eq. (2.6) the branching ratio B(B° — ¢*¢7) is given by

Het = —= ——5— Viy VeaCa (1) (09" Prd) (€,0750). (2.6)

Gy My, Mp, 4m? 4m?

B( — £+€ ) 8775F fé : “/;ZV;(”Q : Mié ' 1- M7é : |CA(,LL)|2,
~— ~—— —~—
Decay CKM Helicity Phase

constant elements suppression space factor

(2.7)
with the decay width of the BY meson I'g, the lepton mass my, the CKM matrix elements
Vy; and Vi4, and the B decay constant fp. The decay constant fp absorbs the strong
interactions between the b and d quark in the BY meson. It is defined by the hadronic
matrix element (0| by,vsd |B%(p)) = ip. [ [6] (with the momentum p of the B meson)
and can be calculated using lattice QCD [12]. Two factors in Eq. depend on the
lepton mass my: the phase space factor and the helicity suppression. While the phase space
factor decreases for large lepton masses, the helicity suppression factor behaves contrarily.
The helicity suppression has its origin in the parity violating nature of the weak interaction.
In Fig. the possible momentum and spin configurations of the final state leptons in the
decay B? — ¢1¢~ in the rest frame of the BY are shown. As the B is a pseudo-scalar

Do+ Pe—
-«

5 < = 5
0 < B

Figure 2.2.: Momentum p and spin § configuration of the final state leptons in the decay
B% — (¢~ in the center-of-mass system of the B meson. Either the upper
or the lower configuration is possible.

particle and due to angular momentum conservation, the total spin of the leptons must be
zero. Therefore, either the lepton or the anti-lepton must be generated with the wrong
helicity. The higher the mass of the lepton, the weaker the suppression of the decay.

Currently the most precise theoretical values of B(BY — ¢£*¢~) in the SM are

B(B® = eTe )gy = (248 £0.21) x 10715, (2.8)
B(B® = p " )sm = (1.06 £ 0.09) x 10710, (2.9)
B(B® = 7777 )gm = (2.22 £0.19) x 1075, (2.10)
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and have been calculated in [10]. The uncertainties on the CKM elements and the decay
constant fp are the dominant sources of uncertainty for the theoretical prediction [10].

Depending on the flavor of the final state lepton, the branching ratios increase by seven
orders of magnitude from ¢ = e to £ = 7. This large violation of lepton flavor universality
arises from the helicity suppression as described above.

2.2. Effects of New Physics

Particles appearing in NP models can replace, for example, the role of the W boson in the
decay BY — ¢*¢~. New contributions to the effective Hamiltonian in Eq. can occur,
either by enhancing C4 or by introducing sizable values for other Wilson coefficients. In
this section, two important extensions of the SM are discussed. First, the two Higgs-doublet
model (Section and afterwards effects of models including leptoquarks (Section

are described.

2.2.1. Two Higgs-Doublet Model

In the two Higgs-doublet model (2HDM) of type II, the Higgs sector contains two doublet
scalar fields. This leads to additional charged and neutral Higgs bosons (H*, A?) which can
replace the role of the W and Z bosons in the decay [7]. In Fig. a box and a penguin
diagram are shown where the H+ and A° replace the W and Z boson, respectively. By

d et d o

b - b =
Figure 2.3.: Dominant diagrams for the decay BY — ¢*/~ in the 2HDM with large tan j3
(L=e,p,T).

including these new particles sizable effects on the Wilson coefficients Cg and Cp, defined
in Eq. (2.5), can occur. The Wilson coefficient C is not influenced by the 2HDM and
remains unchanged [7]. Including the effects from the 2HDM the branching ratio reads as
follows

GL M2, M3 4m?2
B(BY — ¢t~ =L W B g2 1y, 12011 — L
(B — )2HDM 12875 Tp fBIViyVidl M2

Y [(Mgcpw - j}’:cm)f +(1- ‘j(jf) MBcsw)] .
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Figure 2.4.: B(BY — 7777) in the 2HDM as a function of M}, for different tan 3 values.
The plot is generated using the results in Reference [7]. The SM prediction is

given in Eq. .

The Wilson coefficients Cg and Cp depend on the mass of the charged Higgs (Mp+) and
on the ratio of the vacuum expectation values of the two Higgs fields (tan 3). In Fig.|2.4
the theoretical values of the branching ratio B(B® — 7777) in the 2HDM as a function of
M+ are shown. Depending on tan 8 and M+, the influence on B(B? — 7777) from the
2HDM can be large.

2.2.2. Leptoquarks

In the theoretical models of extended technicolor or quark- and leptoncomposite
models so-called scalar leptoquarks appear [15]. They carry both baryon and lepton
number, and therefore they can couple leptons directly to quarks. Including the leptoquarks,
Wilson coefficients negligible in the SM get sizable contributions from interactions between
SM particles and new particles. For example, the Wilson coefficient of the local operator

O = (byu(L = 75)d) (E4* (1 +7°)0), (2.12)

which describes the coupling of left-handed quarks to right-handed lepton fields, can get a
value different from zero. The new coefficients depend on the coupling of the leptoquarks
to quarks and leptons \;j, where 7 and j are the indices of the quark and lepton families,
respectively. By comparing measured values of B(B? — ¢£*£7) to the SM predictions it is
possible to constrain the couplings of the leptoquarks to the different quark and lepton
generations. In Table the constraints on the couplings, using the latest measurements
of B — ptp~ and By — ptp~ from [16], and the upper limits on B(B° — 7777) in [17],
are shown. Searching for the decay B® — 77~ with the complete Belle data sample can
set tighter constraints on the couplings of the leptoquarks to the third lepton generation.
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Table 2.1.: Constraints on the leptoquarks couplings obtained from B? — ¢T¢~ decays.
The values are taken from [15].

Decay Involved couplings Constraints on the couplings (in GeV~2)
By — ete A <1.73x 1075
q *
By — ptu A (1.5,3.9) x 1077
+ - |>\33>ﬁ3*| _6
By —> 71T = < 1.28 x 10
S

2.3. Previous Searches for B® — 771~

In the past, one search for the decay B® — 7+7~ was performed by the BABAR collabora-
tion [18]. The analysis is based on a data sample of 210 fb~! at the center-of-mass energy
of Y(4S) corresponding to (232 & 3) x 105 BB events, which is approximately half of the
final BABAR sample. An exclusive hadronic tagging method was used to reconstruct the
accompanying B meson [19]. Using 7 decay channels with only one charged track in the
final state, signal candidates have been recombined out of the remaining particles in the
event. Due to the large background component, no significant signal was found and an
upper limit was set on B(BY — 7777) at the 90% confidence level (CL) of

B(B® = 7777 )papar < 4.1 x 1073, (2.13)

The estimated limit in Eq. (2.13) is five orders of magnitude above the SM expectation.
Constraints derived from B(BY — 7F77) benefit from a search performed on the full Belle
data sample. The data sample collected with the Belle experiment corresponds to roughly
three times the number of BB events used in BABAR’s analysis. Hence, it can be expected
to lower the limit by a factor of v/3.
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In this chapter, the technical setup of the Belle experiment is described. It consists of
the KEKB accelerator (Section and the Belle detector (Section [3.3), both located
at the High Energy Accelerator Research Organization (KEK) in Tsukuba, Japan. The
KEKB accelerator is often called a B factory. This is due to the chosen center-of-mass
energy corresponding to the invariant mass of the Y (4S) resonance (Section [3.1). It has a
relatively large production cross section and decays in almost all cases into a pair of B
mesons. These two facts make it possible to collect a large data sample of B decays in a
very clean environment.

3.1. The Y(4S) Resonance

The Y resonances are bound states of a b and an anti-b quark with the quantum numbers
JPC = 17, They can be produced directly in eTe™ collisions. In Fig. the cross
section for eTe~™ — hadrons is shown. There are four resonances in the depicted mass
region: the Y(1S), the Y(2S), the Y(3S), and the Y(4S) resonance. The cross section
producing other hadrons in eTe™ — ¢ processes (with ¢ = u,d, s, c) is flat in the same
mass window (grey area in Fig. . These processes are called continuum background.
Fig. also shows that the cross section for continuum processes is about three times
higher than the cross section of Y(4S) at the energy corresponding to the mass of T (4S)
Mry(ss) = (10.5794£0.0012) GeV/c? [17]. The widths of T(1S), T(2S), and Y(3S) are small
compared to the width of YT (4S), as their decays are suppressed by the Okubo-Zweig-lizuka
(OZI) rule 23]. The mass of the Y(4S) resonance is only 20 MeV/c? over the B
meson threshold. Therefore, Y (4S) decays in > 96% of cases solely into B°B? and B B~
pairs. The B mesons originating from a Y (4S) decay evolve coherently. This allows for the
measurement of time-dependent C'P violation in the B system [24]. Another outstanding
feature of the T (4S) is the fact that, due to the small mass difference between Y (4S) and
its decay products of My (4g) —2Mp ~ 20 MeV/ 2, only two B mesons are produced in the
decay and nothing more. Using special analysis techniques (see Section it is possible
to search for B meson decays with more than one neutrino in the final state.
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Figure 3.1.: Cross section for ete™ — hadrons in the mass region of T(1S) — Y(4S). The
vertical line marks the B meson threshold. The continuum describes the
ete” — qq events with ¢ = u,d, s,c. The figure is taken from [20].

3.2. KEKB Accelerator

In 1994, the construction of the KEKB accelerator started and was completed at the end
of 1998 [25]. Tt is an asymmetric-energy ete™ collider mainly operating at a center-of-mass
energy of /s = 10.58 GeV, which corresponds to the mass of the T(4S) resonance My (4g).
The collider consists of two rings with a circumference of 3016 m, installed eleven meters
below ground level. The ring in which the electrons are stored is denoted as the High Energy
Ring (HER), the one for the positrons as the Low Energy Ring (LER), due to the fact that
electrons and positrons have an energy of 8 GeV and 3.5 GeV, respectively. In Fig.
a schematic view of the KEKB accelerator is shown. At the interaction point (IP) (at
the top of Fig. the two rings cross and the electrons and positrons collide. The IP is
surrounded by the Belle detector in order to detect the particles generated in the collision.
For optimizing the luminosity only one IP is installed p. 5]. The design instantaneous
luminosity of £ = 1 x 1073*ecm™2s~! was reached in 2003. During the runtime between 1999
and 2010 several improvements like crab cavities were installed. All these enhancements
led to a new world record luminosity of £ = 2.1 x 1073*cm~2s~!. In 2010, KEKB was
shut down after successfully operating for over ten years. Since then, KEKB has been
upgraded to the SuperKEKB with up to 40 times increased luminosity for the Belle II

experiment p. 20].

A detailed description of the KEKB accelerators can be found in 2§].

10
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Figure 3.2.: Schematic view of the KEKB accelerator. Taken from [25].

3.3. The Belle Detector

The Belle detector was designed and built to fulfill the requirements set by the task to
measure quantities in B decays at an eTe™ collider. Belle surrounds the IP of the KEKB
accelerator. It has the same structure as other general-purpose detectors and consists of
several subdetectors. Two different tracking detectors, the silicon vertex detector (SVD) and
the central drift chamber (CDC), are used to reconstruct trajectories of charged particles.
Neutral particles can be detected in the electromagnetic calorimeter (ECL). Information
from the CDC and ECL is used for particle identification in addition to subdetectors
optimized for this task. These detectors are the aerogel Cherenkov counters (ACC) and the
time of flight counters (TOF). A superconducting solenoid magnet, providing a magnetic
field of 1.5 T, is located around all the detector parts mentioned before. After the magnet
and therefore the outermost part of the Belle detector is the KLM system to identify
neutral K mesons and muons. It consists of arrays of resistive plate counters placed in
the iron yoke that provides the magnetic flux return [24]. In Fig. the longitudinal
(top) and transverse (bottom) cross sections of the Belle detector are shown. A detailed
description of the different subdetectors can be found in [29].

11
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Figure 3.3.: Longitudinal (top) and transverse (bottom) cross sections of the Belle detector.
Taken from [19].
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4. Tools and Methods

4.1. Artificial Neural Networks

A very common problem in particle physics and statistical data analysis is binary classifica-
tion, e.g. the determination of whether or not the reconstructed event is a signal event. For
these kind of binary classifications an algorithm which is able to project a multidimensional
input vector onto a single scalar output variable is needed. One such algorithm is the
artificial neural network. It can learn arbitrary functions which depend on a large number
of input variables.

Starting with a graphical description, a neural network is built of several layers of nodes.
The first layer is the input layer, the last one the output layer. Intermediate layers are called
hidden layers. The nodes represent the input, hidden, and output variables. Links between
the nodes of neighboring layers represent weight parameters [30, p. 228]. In Fig. the
structure of an artificial neural network with one hidden layer, also called a two-layer
network, is illustrated.

The output value for a two-layer neural network is defined as

L M
7=0 =0

with the input variable vector x, and the weight vector w. The activation function h is
typically a sigmoid function. For classification problems f is also a sigmoid function, e.g.
tanh. Neural networks can also be used to perform a regression. Then f is the identity
p. 227-228].

In order to use a neural network (to decide whether a reconstructed event is signal or
background) it has to be trained. The input data used in the training can be historical
or simulated data, for which the correct target values are known. Given a set of NV input
vectors X = {x1,--+ ,xx} and the corresponding target values T = {t1,--- ,tx}, during

13
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Output

Data flow

Figure 4.1.: Structure of a two-layer neural network. The numerical values of the input,
hidden, and output layer are represented by nodes. The links between the
different nodes represent the weights. x¢ and zy are so-called bias nodes and
are set to one. The arrow shows the data flow.

the training process a loss function L(w) is minimized by adapting the weights w. The
choice of the loss function depends on the specific task. In general, the loss function is a
measure of the distance between the output values of the neural network and the target
values. The optimal set of weights w, minimizes this distance. A detailed description of
the training procedure can be found in [30].

With the optimal weights, estimated during the training of the network, for data sets with
the same input vector X and unknown target, a prediction can be calculated.

There are many implementations of artificial neural networks. In the scope of this work,
the NeuroBayes package is used. It combines a sophisticated preprocessing of the
input variables with a neural network. One example of the options that users can choose
for the preprocessing is the linear decorrelation of the input variables. Some preprocessing
steps are applied to all variables, but there is also the possibility to adjust the preprocessing
steps to the variables individually. Another advantage of the NeuroBayes package are the
implemented regularization algorithms. With these techniques, the risk of overtraining is
reduced and the generalization ability of the networks is enhanced [32].

4.2. Hadronic Full Reconstruction

One advantage of a lepton collider like KEKB is the knowledge of the initial state. This
is used in the Full Reconstruction (FR) algorithm. In an Y(4S) decay, exactly two
B mesons are generated. The FR module developed as part of the official Belle Analysis
Framework (BASF) aims to reconstruct one of these two B mesons in one of many different
hadronic decay modes. The B meson reconstructed by the FR is called By,e. Since the

14



4.3. Continuum Suppression

Biag candidate is reconstructed in fully hadronic modes, its 4-momentum p,e is known.
Using momentum conservation

Dtag + Psig = p(€+) + p(e_) (42)

one can calculate the 4-momentum pg;, of the second B meson, called Bg;g, without further
analysis. A fully reconstructed Bi,g leads to another advantage: all charged tracks in the
tracking system and all electromagnetic clusters in the ECL which have been used in the
reconstruction of Bi,e can be removed from the event. Assuming that the By, is correctly
reconstructed, the remaining tracks and clusters have to originate from the second B meson
Biig, since the Y (4S) solely decays into a pair of BB mesons. This provides the possibility
to search for B decays with more than one non-detectable particle, like neutrinos, in the
final state. For these reasons, the FR is used in the search for B® — 777 as the 7 leptons
decay within the detector volume into a v; and other particles.

In order to reconstruct B mesons in about 1000 different exclusive decay channels, a
hierarchical structure was developed for the FR. The technical details of the FR are
described in . In the analysis developed in the scope of this work, the final discriminator
variable /\/tag of the FR is used. It is calculated for each Bi,s candidate. This discriminator
is the result of a sophisticated combination of several NeuroBayes neural networks
and preselections within the FR algorithm. Hence, N;ag can be interpreted as the probability
of a By, candidate being a correctly reconstructed B meson.

4.3. Continuum Suppression

At a center-of-mass energy of 10.58 GeV, continuum events have a large cross section
compared to a T(4S) resonance. In order to reduce the number of events where no Y (4S)
resonance is created, the so-called Continuum Suppression method is used. The event shape
of a continuum event is different from the one of a BB event as can be seen in Fig. [4.2,
While a continuum event has a jet-like structure (Fig. , the shape of a BB event
(Fig. is more spherical. Variables which describe the shape of an event and which are

used in the Continuum Suppression method are listed below.

Thrust angle The thrust angle Oy is defined as the angle between the thrust axis of
the reconstructed By, candidate and the one of all remaining particles in the event
not used in the Bi,g reconstruction. The thrust axis is the vector { that maximizes

T — Zz |ﬁzﬂ
Zz|pl|

with the 3-momentum 7 of particle i and the condition |f] = 1. For the thrust axis
of the By, candidate, i runs over all particles used in the By, reconstruction. The
thrust axis of the remaining event is calculated with ¢ running over the remaining
particles not used in Biae. Since the B mesons in an T(4S) event are almost at rest
in the center-of-mass system (CMS) and since there is no directional preference of the
decay products, the distribution of the cosine of the polar angle of the thrust axes

(4.3)
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(a) Continuum event. (b) BB event.

Figure 4.2.: Illustration of the event shape of a continuum and a BB event in the Belle
detector.

| coS Oprust| is uniform for BB events. In a continuum event, it is likely that the Biag
candidate is recombined from particles of one single jet and the jets are back-to-back
in the CMS. Therefore, |cos Ohust| peaks at one for continuum events [24].

cos Op This is the angle between the reconstructed momentum of the Bi,e candidate and
the direction of the electron beam in the CMS. As T (4S) — BB is a decay of a vector
meson into two pseudo-scalar mesons, g follows a 1 — cos® 8 distribution for BB
events. For continuum events the corresponding distribution is uniform [24].

Fox-Wolfram Moments The Fox-Wolfram Moments (FWM) are defined as

Hy =" |pillpj| Pa(cos ¢ij), (4.4)

1,J

with the momenta p; of the particle 7, the angle ¢;; between the particles ¢ and j, and
the Legendre polynomials P,. The indices ¢ and j run over all charged particles in the
event. The reduced FWM are normalized to the FWM of order zero: Ry = Hy/H).
In the Continuum Suppression used in this analysis, only the second reduced FWM
Ry is used, since it describes the deviation from a spherical shape, which is a strong
discriminator between BB and continuum events.

For Continuum Suppression, all variables described above are used as input to a NeuroBayes
neural network to obtain an optimal discrimination between continuum and BB events.
This algorithm can be used together with the FR. The network output for the By, candidate
is recalculated including the information from the Continuum Suppression. In the following
analysis, Niag refers to the network output of the FR algorithm including the Continuum
Suppression, unless explicitly stated otherwise.
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4.4. Particle Identification

4.4. Particle Identification

Only a few charged particles, namely electrons, muons, pions, kaons, and protons, have
a lifetime large enough to reach the tracking detectors and leave measurable signals. To
distinguish between the different particles more information than just the trajectory is
required. Therefore, different measurements from the CDC, TOF, ACC, ECL, and KLM
are used:

e Energy loss per flight distance, denoted as dE/dx, measured in the CDC
e Time of flight measured in the TOF

Number of Cherenkov photons measured by ACC

e Energy depositions measured by the ECL

e Shape of electromagnetic showers in the ECL

e Matching between charged tracks and clusters in the ECL
e Matching of hits in the KLM and charged tracks

Depending on the particle hypothesis, sub-sets of the different measurements mentioned
above are used to calculate likelihood ratios. The following particle identification (PID)
variables are used:

Kaon vs pion ID (kpiID) The kpiID is used to separate kaons and pions. For this purpose
the likelihoods LPC LACC and LTOF measured by the sub-detectors CDC, ACC,
and TOF, respectively, are used, with the different particle types a. The likelihood
ratio to distinguish between K and 7 is defined as

LCDCLACCLTOF

L(K :7) K___K —K

- LGPCLACCTOF ' [,CDC [ ACC [ TOF (4.5)

electron ID (eID) The eID uses additional measurements about the shape of the electro-
magnetic shower measured by the ECL and a measure for the matching between a
cluster in the ECL and a charged track. No time-of-flight measurement is used. The
shape of a shower is the ratio of the measured energy in 3 x 3 and 5 x 5 ECL crystals
surrounding the one with the deposit [35]. Furthermore, the ratio of the measured
energy in the ECL and the measured momentum in the CDC of a charged track is
used to discriminate between electrons and other particle types in the high momentum
region [35]. Complementary information is given by the dE/dx measurement. The
last information used for the final eID is the number of photo-electrons measured in
the ACC. The eID is then defined as

i
[T Lo+ 1L L3
with the likelihoods of each measurement L! assuming the electron hypothesis and

the measurements L’ with all other hypotheses for the track. A detailed description
of the eID can be found in [36].

Lep = (4.6)
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4. Tools and Methods

muon ID (muID) To separate muons from the other charged particle hypotheses, solely
the KLM information is used, i.e. reconstructed hits in the KLM are compared to
extrapolated tracks measured in the CDC using the difference in the expected and
measured range in the KLM [19]. The discriminating muID is defined as

Ly

- 4.7
LM+L7T+LK ( )

LmuID =

A detailed description of the muID and its performance can be found in [37].
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5. Analysis Procedure

This chapter gives a short introduction into the analysis procedure as the analysis itself is
subdivided in three main steps:

e event reconstruction (Chapter [6)
e cvent selection(Chapter |7)
e branching ratio extraction (Chapter [9)

Using the measured and processed detector data, both B mesons are recombined from final
state particles during the event reconstruction. One B candidate is called By,e and is recon-
structed by applying the Full Reconstruction method (FR) described in Section The
second B meson, denoted Biig, is reconstructed in the decay mode of interest, BY — 7.
A detailed description of the event reconstruction is given in Chapter 6]

After the reconstruction, most of the candidates are wrongly reconstructed combinations.
Either the Bi,s candidate is not correctly reconstructed or the Bgj, candidate is not a
true B — 777~ decay but another B decay with the same detectable final state particles.
In order to suppress the amount of background events an event selection is developed.
Properties of the Bi,e and B candidate are used to distinguish between signal and
background events. In a first step all events not fulfilling certain simple requirements
are discarded. Afterwards, a neural network based selection is trained and optimized on
simulated Monte Carlo (MC) events to further reduce the number of background events.
An in-depth description of the selection is given in Chapter

In the final step, the branching ratio B(B° — 7F77) is extracted in a one-dimensional fit.
The probability density function (PDF) of the distributions for background and signal
components are determined on MC and used in the fit on real data in order to measure
B(B® — 7777). The fit procedure is described in detail in Chapter @ and the final fit on
data in Chapter

A flowchart of the analysis procedure is shown below in Fig. 5.1 The three steps of the
analysis described are visualized for MC and measured data.
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Analysis Procedure

Monte Carlo (MC) Data
C
o
=]
|8}
>
..E MC Data
C
(e}
[}
Q
o
-
g Reconstruct Bag Reconstruct Bag
e and Bsjg and Bgjg
Preselection Split into Final Preselection Split into Final
States States
=
o
E=]
9
o) Train Neural Apply Neural Apply Neural
(%] Networks Networks Network
-+
C
()
>
i
Final oPtIm',fﬁ\‘CUt on Final
Selection L Selection
Discriminator
.9
s = Extract PDF Simultaneous Fit
X o Templates for Fit on Eg
(o) =]
|8}
£ 8
S &
c
© Extract
o Branching Ratio

Figure 5.1.: Flowchart of the analysis procedure. Processing steps are shown as rectangles,
selections steps in which events are vetoed as diamonds. The cut on the network
output is optimized on MC and applied on MC and data. The branching
ratio B(B® — 7177) is extracted using a PDF template fit. The templates are
determined on MC.
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6. Event Reconstruction

In this chapter, the detector data, MC samples, and the reconstruction of B mesons are
discussed.

6.1. Data Samples
6.1.1. Data

The analysis is performed on the complete Belle data sample recorded from 1999 to 2010
at a center-of-mass (CM) energy of /s = 10.58 GeV. This energy corresponds to the
mass of the Y(4S) resonance. The data sample consists of an integrated luminosity of
Lint = 711 fb~! equivalent to 772 x 10° BB events.

6.1.2. Simulated Data

The analysis method is developed and optimized on large MC samples. All decay processes
are simulated using the program packages EvtGen and PYTHIA [39]. The detector
response is simulated using GEANT3 [40].

For the development of the analysis procedure two samples are important: signal and
background MC. In the signal MC the process of interest BY — 777~ is simulated. Other
processes that can occur are bundled in the background samples. They can be grouped
into different types, namely, generic, BD/{v,, continuum, rare, and ufv,. In the following,
detailed descriptions of the individual samples are given:

Signal In the signal sample one B meson decays into the signal channel B® — 7+7~, while
the other B decays via a b — ¢ transitionf®l Depending on the 7 decays, different
samples are generated:

e 50 million events where both 7 can decay in all possible final states.

Throughout the whole document, charge-conjugated decays are implied, unless stated explicitly.
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6. Event Reconstruction

Table 6.1.: Branching ratios used for the scaling of the BD/{v, component and the values
used in the simulation of the generic MC sample. Values are taken from [17].

Process Simulated B in % Bin %
Y (4S) — B°BY 48.6 + 0.6
BY — D~ ety, 2.13 2.19+0.12
B = D uty, 2.13 2.194+0.12
D~ — K% 7, 6.8 8.83 +£0.22
D™ = K%, 6.8 9.3+0.7

e Six times 10 million and six times 5 million events, where both 7 leptons have a
specific final state. For example, both 7 decay into an electron and two neutrinos.
The different final states are described later in Section The samples with
10 million events are used in the training of the neural networks, the ones with
5 million events are used for the optimization of the cut on the neural network
output.

Generic The generic samples contain events where both B mesons decay via a b — ¢
transition. They are divided into ten separate samples called streams. The integrated
luminosity of one stream MC corresponds to the recorded amount of data. As the
Y (4S) decays either into a BY¥ B~ or a BYB pair, the generic sample is subdivided
into one with the charged B mesons decaying via a b — c¢ transition and one with
the neutral B mesons decaying via the same process, respectively. In the simulated
sample, the ratio between neutral and charged B meson decays is 1:1.

BD#v, The BD{y, sample consists of Y(4S) — BB’ where one of the neutral B
mesons decays via b — c¢ transition, while the other one decays explicitly into
BY — D~ (— K%'~ pp)tty,, with £Y) = e, 4. 50 million events are simulated and
scaled to the world average values of the corresponding branching ratios. To avoid
double counting, events with the same simulated decay chain in the neutral generic
sample are discarded. The number of expected events of the type BD/{v, in the
complete Belle data sample can be calculated as

N;’gg;ed =Ngp-2-B(Y(4S) — B’B°) - (B(B — D~ etv.) + B(B* = D putw,))-
(B(D™ — K% .)+ B(D~ — K°u"1,)), (6.1)

with the number of BB events Ny, the probability that a T(4S) decays into a pair of
neutral B mesons B(Y(4S) — B°BY), the branching ratios of the B® and D~ decays
B(B° - D~ ¢*yy) and B(D~ — K%~1,), respectively, with £ = e, u. The factor 2
is due to the fact that both B mesons in the event can decay via the specific decay.
The values for the branching ratio are stated in Table and are taken from [17].
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6.2. Reconstruction

The normalization of the BD/{v, component in each final state ¢ is estimated as

expected

i o BD{y, i,selected
NBDZW N : NBDgW ) (6.2)
generated

=fBDuv,

with the number of generated BD/lvy events Ngenerated and the number of selected

BD/{y, events Ngsglgey?ed in the final state i. Hence, fpps, is the scaling factor and
it is applied as an event-by-event weight to BD/v, events. For 50 million generated
BD/{vy events fpey, is 0.12.

Continuum The continuum sample contains events of the type e"e™ — qq with ¢ = u, d, s, c.
There are six streams of continuum MC.

Rare In the rare sample Y (4S) decays are simulated, in which one of the B mesons decays
via processes which have a small branching ratio compared to b — ¢ decays. The
other B decays generically. Examples for such a rare process are B — Kvv and
BT — 77v.. Not only semi-leptonic and leptonic decays are included but also decays
like B® — p%". The signal decay B? — 777~ is simulated in the rare sample as
well, but is removed as it is treated in the signal MC samples. The rare samples’ size
correspond to 50 times the amount of rare decays in the recorded data and is divided
into neutral and charged B meson decays.

ulry As for the rare sample, in the ufv, sample one B meson decays generically, while
the other decays via a b — ulyy transition, resulting in B — X, fvy final states. X,
denotes light mesons including a u quark, like m and p. The branching ratios for
such decays are small in comparison to b — ¢ decays. They are not included in the
rare sample, since they have a special and common signature. The amount of events
corresponds to 20 times the amount in data and the sample is also split into neutral
and charged B meson decays.

6.2. Reconstruction

As stated in Chapter [5] one of the three main steps of the analysis is the reconstruction
of the event. Each event, in MC and data, is reconstructed using the same procedure.
Since the 7 leptons in the decay B® — 777~ have a short lifetime, they decay inside the
detector volume. At least two neutrinos, which only interact weakly and do not leave
measurable signals within the detector, are in the final state. Reconstructing only the
detectable parts of the 7 decays and combining them to a B meson would lead to a very
high background due to missing kinematic information, and thus discriminating a signal
from a background candidate would be almost impossible. Therefore, the Bi,s candidate is
first reconstructed using the FR algorithm. If more than one Bi,e candidate are found in
an event, only the candidate with the highest N, value will be used in the further event
reconstruction. After removing all tracks, calorimeter clusters, and signals in the K and
muon system (KLM) used in the By, reconstruction, the remaining tracks, clusters etc.
have to originate from the second B meson in a signal event. These remaining objects are
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6. Event Reconstruction

Table 6.2.: Decay modes of the 7 lepton used in the signal side reconstruction. Values are
taken from [17].

Decay channel Branching ratio in %

T = e Uely 17.83 £ 0.04
T — W Uyl 17.41 +0.04
T ST U, 10.83 £ 0.06
Sum 46.07 4+ 0.08

called the rest of the event (ROE). In the ROE, a signal candidate By is reconstructed.
Only single-prong decays are used as decay channels of the 7 leptons, i.e. 7 decays with
only one charged particle in the final state. The used decay channels of the 7 are listed
in Table with their branching fractions. The charged, stable particles (e*, p*, 7,
p, K¥) create hits in the detector volume along their trajectories. Using a track fit to
the measured hit coordinates based on the Kalman filter the parameters of the track are
determined [19]. Charged particles as used in the analysis are formed of reconstructed
charged tracks. A B, candidate is a combination of two oppositely charged particles.
As 7 leptons have a small mean flight length of ¢r, = 87.03 pm (with the lifetime 7,
of the 7 lepton) and the B mesons’ is ergo = 455.4 ym [17], only charged tracks with a
distance from the point of closest approach of the track to the interaction point (IP) in the
plane perpendicular to the beam axis (x-y-plane) of |dr| < 2 cm and in the beam direction
(z-axis) of |dz| < 4 cm are used, where the electron beam defines the positive z-direction
(see Fig. for a geometrical comparison).

At this stage of the analysis, no separation between the different particle hypotheses
(electron, muon, and pion) for the charged particles forming the B, candidate has been
performed. In order to determine whether a reconstructed event is formed by a correctly
reconstructed Biag and Biie candidate, several variables, which are described in Section
are used.
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7. Event Selection

In order to suppress the huge amount of background events, a cut-based preselection
(Section and a neural-network-based selection (Section are trained and applied. As
data and MC have known discrepancies, MC events are reweighted. The weighting procedure
is described in Section The optimization of the cut on the network discriminator is
described in Section In Section [7.4] and Section [7.5]the final signal efficiency and the

background composition after the final selection are shown, respectively.

7.1. Preselection

In the final state of the decay B° — 777, there are two to four neutrinos, which are
not detectable. Hence, there are no strong constraints on kinematic variables for the Bgig
candidate which allows to distinguish between signal and background events. But as the
full event is reconstructed, vetoes and variables related to the whole event can be used. In
the flowchart in Fig. the preselection is the first step in the event selection.

7.1.1. Vetoes

For an event in which By,, and By are correctly reconstructed, all charged and neutral
final state particles measured in the detector should be used in forming either Bi,g or
Bgie. Therefore, in a perfect detector and with perfect reconstruction methods, no further
charged tracks or neutral particles should be present in the event. This fact can be used to
reject events in which additional particles are reconstructed.

Charged Track Veto

The charged track veto rejects events where charged tracks are reconstructed but not used
in the combination of either By, or Bgig. Only charged tracks fulfilling the same conditions
as the ones used to reconstruct the By, candidate, namely |dr| < 2 cm and |dz| < 4 cm,
are used to reject an event. The veto itself is physically motivated, as in an Y (4S) decay
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7. Event Selection

exactly two B mesons are generated. If the B, is correctly reconstructed in a hadronic
mode with the FR and if By, is a true signal candidate, no more charged particles should
be present in the event. Therefore, only events with no additional tracks are selected.

79 Veto

Events with additional good 7% candidates are neglected. 7° candidates are formed of

two 7 candidates. A good ¥ candidate is a combination of two 7 clusters fulfilling the
following criteria:

Photon energy The energy of each v has to be E,, > 50 MeV (i =0,1).

Energy asymmetry The energy asymmetry of the two photons used in the 70 reconstruction

is defined as
|E’Yo B E’Yl|

Aenergy: E'y +E’y 5 (71)
0 1

with the measured energies E, (i = 0,1). For a good 70, the energy asymmetry has
to be Aenergy < 0.9.

Invariant mass The invariant mass of M () has to satisfy the condition
117.8 MeV < M (y7v) < 150.2 MeV.

The world average of the 7° mass is m o = (134.9766 4 0.0006) MeV [17].

For this veto, the same reasons hold as for the charged track veto described above. If Biag
and Bgjg are correctly reconstructed, no additional 79 candidates will be present in the
event.

Kgs Veto

Kg candidates are reconstructed from two oppositely charged 7 candidates. Events are
vetoed in which at least one Kg candidate fulfills certain selection criteria, called goodKs
selection. The goodKs selection is commonly used in Belle analyses and is described in [41].
Using the goodKs selection, cuts on the distance between the IP and the point-of-closest
approach of the pions dr and dz, the flight length of the Kg candidate, and the angle d¢
between the Kg momentum and the direction of the decay vertex of the Kg are applied.
The flight length d of a Kg candidate is the distance between the IP and the fitted vertex
of the Kg daughters. A rough sketch of the flight length is depicted in Fig. [7.1]

The cut values depend on the momentum of the Kg candidate and are summarized
in Table As for the other vetoes in a correctly reconstructed Y (4S) event, no additional
K candidates should be present after removing all particles used in the reconstruction.

K Veto

In contrast to the vetoes described above, the K veto behaves differently. K; mesons are
neutral hadrons with a long lifetime. Hence they typically do not decay inside the Belle
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e IP (&

Figure 7.1.: Definition of the Kg flight length, denoted by d.

Table 7.1.: Selection cut for good Kg candidates [42].

Momentum in GeV/c drincm d¢inrad dzincm dincm

< 0.5 > 0.05 < 0.3 < 0.8 -
0.5-1.5 > 0.03 < 0.1 < 1.8 > 0.08
>1.5 > 0.02 < 0.03 <24 > 0.22

detector. As they do not interact electromagnetically they cannot be detected in either
the tracking detectors nor in the ECL. The KLM was intended to detect muons and K7,
but the probability that the K interact with the material of the KLM system is very
low. Another problem lies within the insufficient theoretical understanding of the hadronic
interactions of the K mesons with the detector material, especially for low momentum
K. This culminates in large differences between simulated and real data and therefore
the efficiency to reconstruct a Ky, is very different in MC and data. In the study in [43],
Ky, from D° — ¢Kg, ¢ — K1 Kg decays are used to calibrate the reconstruction efficiency.
As a result of this study, a weighting function for MC samples is implemented and can
be used in Belle analyses. In the function, event-by-event weights are calculated. The
assigned weight is 1 if no K7, is reconstructed in the event. If one or more K candidates
are reconstructed, the weight for the MC event will be the probability to also reconstruct
such K7, candidates in data. If there is one fake K7, in the K candidates, the weight will
be zero as the probability to have fake K reconstructed in the event is the same for data

and MC [43].

In order to use the K veto, MC samples are reweighted using the functions implemented
in [43]. Data events are rejected if one or more K, candidates are detected in the KLM.
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7.1.2. Variables

Egcr Energy depositions in the ECL clusters are summed up if the following conditions
for the energy deposition are met:

e It is not used as a photon candidate in the reconstruction of the Y (4S) resonance.

e It is not assigned as bremsstrahlung to a nearby track used in the Bi,g or Bgig
reconstruction.

e [t is greater than 50 MeV, 100 MeV, or 150 MeV if it lies in the barrel, forward
cap, or backward cap region of the Belle detector, respectively.

For an event in which By, and Bgie are correctly reconstructed, all energy depositions
in the ECL should theoretically be used in the reconstruction. Hence, for a true signal
event, Fgpcr, must be either zero or a small value. The observed smearing for the
signal component to values larger than zero is due to beam background and secondary
interactions in the detector. Another component originates from unreconstructed 7°
candidates in the 7 decay, e.g. 77 — pt(— 77 7%)v, where only the charged pion is
reconstructed.

Miig The beam-constrained mass of the By, candidate is defined as

1
t
Mbig = C?\/Elgeam - ﬁQBtag ' 62? (72)

with half the CM energy FEheam and the reconstructed momentum pp,,, of the
By candidate in the CM system. For events with a correctly reconstructed Biag
candidate, Mﬁig peaks at the mass of the B® meson with the world average Mpo =
(5279.58+0.17) MeV/c? [17]. As the measured energy of the By, candidate is replaced
with the beam energy, Mf)ig is almost independent of the mass hypotheses for each
particle. There remains a small dependency since the mass hypotheses for each
particle have to be assigned before the momentum vector of the By,e candidate can be
boosted into the CM frame p. 86]. This variable mainly distinguishes continuum
and combinatorial background from correctly reconstructed By, candidates. It is

not a discriminator for different decays that mimic the signature of the signal decay
BY — 7.

AFE;,s Defined as the difference between the reconstructed energy of the B,y candidate
EYf,s and the beam energy Ehcam, both measured in the CM system and written as

AEtag = E:ag — Ebeam- (73)

AF4,s depends, by construction, on the mass hypotheses used for each particle in the
reconstruction of the B, candidate. Therefore, AFE,, is helpful for discriminating
correctly reconstructed By,e candidates from physics background events involving
misidentification p. 86]. AE4,s, as well as Mﬁig, is a good discriminator between
continuum and BB events, because AFE,s peaks at zero for correctly reconstructed
Bi,g candidates.
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Table 7.2.: Preselection cuts and corresponding values for the signal and background
rejection in percent. The cuts are applied successively.

Cut Signal rejection in % Background rejection in %
Fger < 1.2 GeV 2.65 58.23
M*® > 5.27 GeV/c? 0.84 76.52
|AE g | < 50 MeV 14.26 47.29
Niag > 0.05 34.78 72.08
M2, > 0.5 (GeV/c?)? 0.84 2.01

./\/'tag The FR algorithm described in Section allows for selecting a working point in the
analysis. For each Bi,e candidate a neural network discriminator Mag is calculated.
This discriminator can be interpreted as the probability of the Bi,s being a correctly
reconstructed BY meson. Hence, a cut larger than a threshold on /\/tag lowers the
amount of wrongly reconstructed B, candidates.

M2

iss The 4-momentum of the missing particles is

Pmiss = Pbeam — (ptag + psig)7 (74)

with the reconstructed 4-momenta of the B, and By, candidates pge and piag,
respectively, and the 4-momentum of the beam ppeam-. The resulting value of the
inner product of ppiss is the missing mass squared Mglissz

2 2 )

Mmiss = Erniss ~ Pmiss» (75)
with the missing energy FEiss and the missing momentum pss. If everything in an
Y (4S) decay is reconstructed, M2, . will be zero. Considering the experimental mass
resolution, the same holds if only one neutrino is not reconstructed. In the decay
BY — 777~ at least two neutrinos are in the final state. Hence, M2. . must have

miss
values larger than zero for a signal decay.

7.1.3. Preselection Cuts

Using the vetoes and applying cuts on the variables described above reduces the number
of background events. The preselection cuts are not optimized but are motivated by
standard procedures of the Belle collaboration. In Table the cuts and their signal and
background rejection rates are listed. The distributions for signal and background events
for the selection variables are shown in Fig. [7.2] The vertical lines in Fig. mark the
applied cut values. All cuts display a large background rejection of 40% to 77%, except for
the one on M2, . Tt only rejects 2% of the background. The signal rejection is high for
the cut of Niae > 0.05. Using this tight cut is motivated as the data-MC agreement is bad
for events with a lower value of Mag (see validation in Chapter .
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Figure 7.2.: Distributions of preselection variables for signal (blue line) and background
(yellow) events. All distributions are normalized to one. Each plot is created
using events surviving the cut in the previous plots. The same holds for the
rejection values. The signal and background rejection is stated in the legend.
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Table 7.3.: Possible final states of the B, candidate. The name of a final state is an
abbreviation for the decay modes of the two 7 leptons in the decay B® — 7+77.

Name 7 decay modes
ete” T = eVels, T — eVls
et T = evevy, T — Tnze
etnT T = €Uely, T — Ty

ptpT T = e, T = pvvs
pErT T = pvvr, T = Ty,

+

Tt T —> MTVr, T — Tz

Table 7.4.: Signal efficiencies for the signal-side separation. The efficiencies are calculated
after the preselection was applied.

Final state Efficiency

ete” 0.741 £ 0.004
et puT 0.472 £ 0.005
etrF 0.783 £ 0.004
pwtp 0.297 + 0.004
prrT 0.533 & 0.005
atn~ 0.754 + 0.004

7.1.4. Signal-side Separation

Reconstructing three different decay channels of the 7 lepton (Table leads to six
different final states, listed in Table As the distributions of kinematic variables may
differ between all final states, they are separated using the particle identification (PID)
variables described in Section 4.4 The following cuts for the different final state particle
hypotheses are applied:

p candidate muID > 0.1;
e candidate muID < 0.1 and eID > 0.1;
7 candidate muID < 0.1 and eID < (0.1 and kpiID < 0.4;

With these requirements only one hypothesis is possible for each track. If the muID condition
is fulfilled the track will be treated as a muon. If the muID condition is not fulfilled, it will
be checked to determine if it is an electron. If it is not an electron, it can be a pion or a
kaon. With the cut on the kpiID only pions are selected. After applying these cuts on the
PID variables the efficiencies for the six final states are listed in Table The efficiencies
for final states including a muon are much lower than for the others. One reason for this
behavior is the fact that the muID is only available for charged tracks with a momentum
larger than 600 MeV/c (see Fig. , as charged particles with a smaller momentum do
not reach the KLM system.
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Figure 7.3.: Scatter plot of the muID and the momentum of a charged track. On the top
axis, the projection of the scatter plot onto the momentum of the charged
tracks is shown. For momenta below 600 MeV/c the muID is zero. On the right
axis, the projection on the muID is depicted. The number of events in the
distribution of the muID in the first and last bin at zero and one, respectively,
is much larger than the number of events in the bins between. The plot is
created using simulated B® — 777~ decays, in which both 7 leptons decay
into pvy,v;.
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7.2. MC Sample Weighting

7.2. MC Sample Weighting

There are known differences between data and MC samples. In order to incorporate them,
MC events are weighted. The discrepancies important for this analysis are the different
reconstruction efficiency of the FR, the slightly different efficiency of the lepton ID (LID)
selection, and differences between simulated and measured branching ratios for dominant
background processes.

7.2.1. Tag Efficiency Correction

The tagging efficiency on data and MC of the FR was studied and calibrated in 45].
Here, one B meson in an event is reconstructed in semi leptonic decays of type B — X lv.
These decay channels are used as they all have large and well-known branching fractions.
The D mesons in the decay are reconstructed in hadronic modes and listed below.

e B~ — DYy e DV K—ntnl e D0 DOg0
- %0 - 0 — o —
e BO 5 Dtr o Dt — K—2n7F
_ *t 0+
e BY - Dty e DT — K 27t70 o D7 = Dim

e DV 5 K7t e Dt —» K 3ntn™ e D*t - Dtx0

The accompanying B is reconstructed using the FR. In order to estimate the data—MC
differences, the Mgliss distribution is fitted separately for all tag modes used in the FR. For
each tag mode, the average correction factor over all semi leptonic modes (listed above) is
calculated. These factors are used to weight events in the MC samples. In Fig. ratios
of the number of reconstructed tag candidates in data and MC are shown for different
tag modes and semi leptonic channels. The authors of provide tables with weight
factors depending on Ni,e and the tag mode. These tables are used to assign the tag
correction factors to each event with a correctly reconstructed By,g candidate. Fig.

shows the tag correction factors for the different background samples and the signal sample.

7.2.2. LID Efficiency Correction

Another known discrepancy between data and MC lies in the efficiency of a cut on the
LID variables. The correction factors to account for this systematic data—MC discrepancy
as well as their systematic error are studied in using four-fermion events ee™ —
ete 4te~ (¢ = e, u). To validate whether a hadronic environment changes the LID efficiency,
B — X J/y(£T¢7) decays are compared with the four-fermion events [46] p. 3]. The LID
efficiency depends on the polar angle # and the momentum |p] of a charged track. Hence,
the correction weights are estimated for seven bins in € and ten bins in |p]. Similar to the
tag correction weights described in Section the authors of provide tables with
the determined LID correction factors for different cut values. In each event, the signal
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Figure 7.4.: Ratios of reconstructed tag candidates in data and MC for different tag modes
(x-axis) from [44]. The ratios are shown for different reconstructed signal
decays and their average (red).
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Figure 7.5.: Tag correction factors determined in and used as event-by-event weights.
The histograms are normalized.
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Figure 7.6.: LID weights used in the analysis. The weights shown are on event level. This
means they are the product of the LID weights of the two charged tracks
forming a Bsis candidate. The different background components are scaled to
the integrated luminosity in data. In Fig. and Fig. the weights for
the final state ete™ and p*pu~, respectively, are shown.

Table 7.5.: Correction weights for events including a D~ — K% 5, (¢ = e,u) decay.
Values are taken from [47]. The weights are calculated as the ratio between the
measured and the simulated value for the branching ratio.

Process Simulated B in % Measured B in % Weight
D~ — K% 1, 6.8 8.90 £0.15 1.31+0.02
D~ — K% 1, 6.8 9.3+0.7 1.37£0.10

candidate has two charged tracks. The LID weight is calculated for each of them. An event
is then weighted using the product of the particular weights. Using these tables, the LID
weights on event level used in this analysis are shown in Fig. for the final states ete™
and ptp.

7.2.3. Branching Ratio Corrections

A main background contribution comes from B decays with a charged D~ meson decaying
into K°/~v, ({ = e,p). In addition to the separate treatment of the BD/{v, events, all
events in the generic and rare samples including a D~ — K%~ 7, decay are reweighted.
The weights are calculated as the ratio of the best known values (taken from [47]) and the
simulated branching ratios and are listed in Table (7.5
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7.3. Neural Network Based Selection

A large amount of background events remains after the preselection requirements. To
further reduce these backgrounds, a separate NeuroBayes neural network is trained to
distinguish between correctly reconstructed By, candidates and background for each of
the six final states. The optimization of the cut on the resulting network discriminator
Nig is described in Section [7.3.2|

7.3.1. Training

Besides Miig, Miag, and Miiss (described in Section b more variables are used as
inputs for the neural network. The variables are grouped into those which are measured
or calculated in the laboratory system and those estimated in the rest frame of the B

candidate. Table|7.6/ shows a complete list of the input variables.

Variables in the Laboratory System As described in Section the only final state
particles (FSP) of the signal decay are two stable charged particles with opposite
electrical charge. The momentum and energy of such a charged particle is estimated
during the track fitting. As input for the neural networks the transverse momenta pr
of the daughters of Bs;g, and the corresponding energies are used. Both are measured
in the laboratory frame. The transverse momentum pt denotes the component of

the momentum perpendicular to the beam axis and is defined as pr = /p2 + pg.

Variables also estimated in the laboratory and used as input are the angle between
the two charged particles fy41, and the momentum asymmetry defined as

|Do| — |Pi|
Aol = =5 —=1» 7.6
AR (7.6)

with the three-momenta py 1 of the charged FSP.

Furthermore, the visible, reconstructed invariant mass of the By, candidate M (Big),
is fed into the networks. It is calculated as M (Bsig) = +/(po + p1)?, with the four-
momenta of both charged particles po ;.

The missing momentum phiss can be calculated, because the complete event is
reconstructed. As input, the absolute value |p]miss,the transverse momentum pr miss,
and the polar angle of the missing momentum cos f,iss are used, as in the main
background components the massive K meson is not reconstructed and carries away
momentum and energy.

The charged particles forming a B, candidate are fitted to a common Vertexﬂ Hence,
the distance in the z-y-plane between the fitted vertex and the IP, and the significance
of the distance, are also fed into the nets.

#Details about vertex fitting can be found in [19].
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Figure 7.7.: B® — 777~ decay chain with both 7 leptons decaying into a charged pion and
a neutrino in the rest frame of the By, candidate.

Variables in the Bgj; Rest Frame In order to estimate the kinematic variables in the rest
frame of the B, candidate, the four-momentum pg, must be known. Since at least
two neutrinos are present in the final state, pg, cannot directly be measured and
boosted into the By rest frame. However, the By, candidate is reconstructed in a
hadronic final state. Hence, its four-momentum py, is entirely known. Using

Dsig + Ptag = 0, (7.7)

which holds in the CM system, boosting into the Bg; rest frame is possible using the
negative 4-momentum of the Bi,g after boosting into the CM system@

Besides the momentum variables of the FSP in the laboratory frame, the absolute
value of the momentum [p*| of both charged FSP measured in the By, rest frame as
well as the angle between the two charged FSP particles cos fj_; are used as input.

For charged particles with a 7 hypothesis (see Section the variable cos 0F_ is
calculated. It denotes the cosine of the angle between the charged pion and the 7
lepton in the rest frame of the By, candidate. In Fig. the decay chain B® — 77—,
where both 7 leptons decay into a charged pion and a neutrino, is visualized. The

angle is calculated using momentum and energy conservation, as both B® — 7+7—

bVariables marked with * are boosted into the Bgig rest frame.
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and 7T — 71, are two-body decays:

Pr =D, +tD,
= P, =DPr —DPx
= 0= (p, —p,)’°

2.2 2 2
= 0=mic"+myc

- 2p7'p7'r
= 2(E;E; —prpr) = mfc2 + mgch

L BB, m2+mi
= COS(97—<17r)|pTHp7F’ - ;2 s 2 :

2E,; Er —m2c* —mict

2¢2|pr ||px |

; (7.8)

= co8(Orar) =

where p., p, and p, denote the 4-momenta of 7, m and v,, respectively. The energy
is denoted as Fj;, p; is the momentum and m; the rest mass of particle ¢ = 7, 7. It is
possible to measure the momentum p;. of the charged m, but since neutrinos escape
the detector unseen, we cannot reconstruct the momentum of the 7 candidates. To
calculate cos(6;<r) the energy and momentum of the 7 candidates are required.

In the rest frame of the B, the energy and absolute value of the momentum of both
7 leptons are given by the energy and momentum of the By, candidate. BY — 7t~
is a two-body decay. Hence, in the rest frame of Bgg, 71 and 7~ fly back-to-back
with the same momentum and both have the energy E, = mpc?/2. The absolute
value of their momentum can be computed as follows:

E? = m2c + |p,2?

(7.9)

Thus with Equation cos(0r4x) in Equation can be expressed in the rest frame
of the B, as

-1
. mBE*—mQCQ—mQCz m2
COS(97<I7r) = = 20|;'* | TB - m72— ) (710)

where E and pj. are the energy and momentum of the pion in the rest frame of Big,

respectively.
Before the trainings of the networks an additional cut in the final states e*n T, pFnT,
and 777~ is applied on the variable cos 0%, defined as

—1 < cosbr . <1 (7.11)

The cut is only applied to the tracks with the 7 hypothesis.
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Figure 7.8.: Distributions of signal (blue line) and background (solid yellow) events for
training variables used in the e*7T training.

Angle between Daughter and rec. Bg;z; Momentum Another variable used as input for
the networks is the angle between the momentum of one daughter and the measured
momentum of the B, candidate, with the latter in the CMS and the daughter
momentum boosted with the reconstructed Bz momentum. This variable would be
called pseudo helicity angle, if all decay products of the B meson were reconstructed
and hence, the measured momentum of By, was the real momentum of it. For
simplicity, the variable is denoted as cos Oyel,0-

The distributions for signal and background of the variables used in the training are shown
in Figs. and [7.9] exemplarily for the final state e*n¥.

The differences between the signal (blue line) and the background (yellow) distributions
in Figs. and vary from variable to variable. For most of the input variables the
difference is very small. The largest difference for signal and background can be found in
the variable cos 0% for both daughters (see first and fourth row in Fig.[7.9).

In the trainings of the six neural networks, the background sample consists of three streams
of generic MC including the decays of type BD/{v,, and the full rare and ufv, samples.
Signal events are taken from simulated samples, where B® — 777~ events decay into the
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Figure 7.9.: Distributions for signal (blue line) and background (yellow) events of the input
variables related to the daughters of the B, candidate used in the etrT
training.
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Table 7.6.: Input variables of the neural nets.

Variable Short description
Lab. frame Pr,i Transverse momentum of Bgj, daughters

E; Energy of B, daughters

cos 0; Polar angle of Bgj, daughters

cos o1 Angle between By, daughters

Ag1 Momentum asymmetry of B, daughters

M (Bsig) Reconstructed mass of Bgig

PT Reconstructed transverse momentum of Bg;e

anliss Missing mass squared of the event

| Dmiss| Absolute value of the missing momentum in
the event

cos Oniss  Polar angle of the missing momentum

|DT,miss|  Absolute value of the transverse component
of the missing momentum in the event

dip Distance of By vertex and IP

3 (dip) Significance of dip

Bgig rest frame | P} | Absolute value of the momentum of Bg,

daughters

cosfj_ .,  Angle between Bz daughters

cos 67 _ Angle between 7 and By, daughter with 7
hypothesis

cos Ohel,0  Angle between daughter 0 and the recon-

structed momentum of Bgje
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Figure 7.10.: NeuroBayes neural net output variable N, plotted for signal (blue line) and
background (solid yellow) on the training samples.

specific final state. The signal to background ratio is fixed to 1:1, since no prior knowledge
of the signal probability is assumed. As NeuroBayes calculates the significance of each
input variable and only uses the most significant ones, the final set of used input variables
differs for each final state.

The final discriminating variable N, is shown in Fig. for the six neural networks.
For final states including a m, the discrimination between signal and background events is
slightly larger. One reason is the usage of the variable cos 07, which is only defined for
these final states, as input. For the pure letponic final states the variables are not defined
as there are two neutrinos in the 7 decay. During the training phase NeuroBayes calculates
the importance of each input variable. In the final state e™e™ the most important variables
are Mag, pr, and the pseudo helicity angle cos Gflel,o. Mag7 | Pmiss|, and cos Opiss are most
important in the e*yT final state. The three most important variables in the networks of
the final states e*n ¥ and p*nT are the angles cos 0:,71'0,17 and Niag. For ptpu~ the angle
between the two muon candidates cos 041, Mag, and X(dip) are the most relevant variables.
In the 77~ final state the missing mass squared Miiss, the transverse missing momentum
| DT, miss|, and Niag are most significant in the trainings. All variables used in the networks
are listed in the tables in Chapter |A| together with their estimated rank.
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7.3.2. Optimization

The final decision of whether an event is selected or not will be made using a cut on ./\/Sig.

In order to find the optimal value for the cut on Mg, Punzi’s figure of merit (FOM) for

searches for new effects [48], given by
f(e, B)

€
_0/2—1—\/?’

with the reconstruction efficiency €, the number of background events B, and the desired
one-tailed significance of an observation o = 3, is used. Both, the efficiency and the number
of background events are estimated in the signal window

(7.12)

Ega < 0.2 GeV. (7.13)

In the signal samples used for the optimization both 7 leptons decay only into the specific
final state. Hence, no cross feed is included. For 10000 cut values in the interval [0, 1.0], the
reconstruction efficiency and the number of surviving background events are estimated and
the corresponding value of the FOM is calculated. The optimal cut value is the one where
the FOM reaches its maximum. Independent samples, not used in the training of the nets,
are used for both signal and background in order to optimize the cut on Ng. In Fig.
the process of the optimization for each neural network is visualized additionally to the
reconstruction efficiency for each cut value.

7.4. Efficiency

The signal efficiency is determined using a sample of 50 x 106 BB events with By decaying
into B® — 777~ with all possible 7 final states, while the Biag decays via a b — ¢ transition.
The uncertainty on the efficiency is calculated as

oc = \/ S (7.14)

N3 ’

gen

with the number of selected and generated signal events Ny and Ngen, respectively. The
reconstruction efficiencies in the six final states for correctly reconstructed events and
cross feed are listed in Table Cross feed in a final state are B — 777~ events, which
are reconstructed in this final state but originally are simulated in another final state,
e.g. a simulated et pT decay is reconstructed in the ete™ final state since the muon is
reconstructed as an electron. For the final states with a pion (e*n¥, p*n¥, 7+77), the
amount of cross feed is comparable with the amount of correctly reconstructed signal
events, or, in the case of the final states p*nT and 77, even larger. Hence, the cross
feed component is split up into different simulated channels, e.g. p*pT, where both 7
leptons decay into p(770)” ;. In Table the individual cross feed components are listed
for the different final states. For the reconstructed final state e*7 T the largest component
of the cross feed originates from e*p¥ decays, in which the 7% from the p* decay is not
reconstructed. Another large component are events for which the p is misidentified as .
In the case of the final state u*7F (7+77) it is analogous: the main cross feed stems from
pEp® (n¢p%) and ptu- (yEnF) decays.
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Figure 7.11.: In the first and third row, the FOM for the cuts on /\/;ig for the different
final states are shown. Below (second and fourth row) are the corresponding
reconstruction efficiencies versus the cuts on Ngg.
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7.4. Efficiency

Table 7.7.: Reconstruction efficiencies for all final states (given in 107°) split up into
correctly reconstructed signal events and cross feed. The efficiencies include the
tag efficiency and the 7 branching ratios of the reconstructed final state.

Final state

Corr. rec. (in 1079)

Cross feed (in 1079)

Total (in 1079)

ete”
etuT
etnT
prp
pEnT

Tt~

1.26 £0.05
1.56 £ 0.06
1.54 £ 0.06
0.549 £ 0.033
0.82£0.04
0.438 £ 0.030

0.048 £ 0.010
0.204 £ 0.020
1.52 +0.06
0.130 £ 0.016
0.95+0.04
0.84 £0.04

1.30 £ 0.05
1.77+0.06
3.06 £ 0.08
0.68 £ 0.04
1.78 £ 0.06
1.28 £0.05

Table 7.8.: Reconstruction efficiencies (in 107°) for all final states. The columns are the
six reconstructed final states. The rows are the different simulated final states
of the BY — 777~ decays. The elements in bold are the efficiencies where the

simulated and reconstructed final state are the same.

ete” etuF etnF wru— pEn I
ete” 1.26 £0.05 0.0140.00 0.09 £0.01 - - -
etpT 0.01+0.01 1.56 +0.06 0.40+0.03 0.01 +0.00 0.03 £ 0.01 0.00 £+ 0.00
efr¥  0.01+£0.00 0.06+0.01 1.5440.06 0.00+£0.00 0.014+0.00 0.03+0.01
wtp~ - 0.01 +£0.01 0.00+0.00 0.55+0.03 0.18+0.02  0.01£0.00
pEnF - 0.01 + 0.00 0.01 £0.01 0.056+0.01 0.824+0.04 0.18+0.02
I - - 0.01 £ 0.00 - 0.04 £0.01 0.44 + 0.03
etpT 0.02 £0.01 0.07 + 0.01 0.76 £ 0.04 0.00+0 0.01 4+ 0.00 0.01 £0.01
ptpT - 0.01 £0.00 0.01 £ 0.00 0.04 £0.01 0.50 £ 0.03 0.06 £ 0.01
ntpT - - 0.02 +0.01 0.00£0.00  0.05+0.01 0.36 £ 0.03
pEpT - - 0.00 £ 0.00 - 0.01 £0.01 0.08 +0.01
Other  0.01 £0.00 0.03 +£0.01 0.21 £0.02 0.03 £0.01 0.13 £0.02 0.10£0.01
Sum 1.30 £ 0.05 1.77£0.06 3.06 £ 0.08 0.68 £ 0.04 1.78 £ 0.06 1.28 £0.05
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7. Event Selection

7.5. Background Composition

Using information from the generator level, it is possible to extract the simulated decay on
the signal side for each event. The main background in all final states are misreconstructed
BY decays. In Table the decays contributing with a fraction larger than two percent
after the cut on A/;ig are listed for each final state. The main background contribution
in all final states is due to missing massive particles like K7 and 7° mesons, or the slow
pion from D* decays. In the final state ete™ the decay chain B® — D~etv,, with the
D~ decaying further into Kye™ I, is the most dominant background process. It is very
likely that the K, is not detected. Therefore, the two electrons in the final state, together
with the missing energy from the neutrinos and the K, exactly mimic the signature of the
BY — 777~ decay. Analogous effects occur for the other leptonic final states e* T and
™. In decays including p, the 70 of its decay is not reconstructed. Another background
originates in the additional misreconstruction of a charged track, e.g. in the final state
et 71T in which a p is reconstructed as a charged 7.

The background is decomposed and decays are grouped according to the B decays
e BO — D¢ty
e BO - D rtu,,
e BY — D*(2010) ¢* vy, and
e BY — D}(2400) £t uy.
Decays of the type B® — D¢ty are further subdivided according to their D~ decays
e D™ — K% iy,
e D™ — K%, and
o D™ — K70,

Here, £ can either be a e or a u. The Egcy, distributions for the different background
components are plotted in Fig. for all six final states. In the pure leptonic final state
ete™, the dominant component is the decay BY — D~/¢*1, where the D~ decays into a
K10~ 1. This is the only peaking component. In the case of the u*#T final state, another
contribution has a peaking Frcy, distribution, namely B® — D~ ¢*uy,, but here the D~
decays into a K7, and a w—. In both cases, the K, is not detected which results in missing
momentum in the event. The two charged tracks in the final state are then taken from the
B and D decay, respectively.
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7.5. Background Composition

Table 7.9.: Dominant background processes after the final selection.

channel Decay events fraction
ete” BY(— D~ (— K= K)e v )etve) 151.2 0.32
BY(— D*(2010) (= D (= K%— KP)e ve)m%)eTre) 40.2 0.09
BY%(— D™ (= K%(— KQ)e~v.)eTve) 19.9 0.04
B(— D*(2010) (= D°(— Kte ve)m )etve) 15.0 0.03
BY(—= D~ (= K= KP)e ve)etvey) 14.2 0.03
BY%(— D= (= K%(— K?)e~ Vey)e Ve) 12.3 0.03
BY%(— D™ (= K= K))e )t (= etive)vy) 10.3 0.02
BY(— D*(2010)~ (= D~ (— K°(— K)e~ve)m)etve) 9.5 0.02
efpT  BY%— D7 (= K= KX)e )t vy) 130.7 0.19
BY%(— D= (= K°%(— K)u~,)etve) 103.3 0.15
BY(— D*(2010)~(— D~ (= K°(— K)e ve)m)utv,,) 35.8 0.05
BY(— D*(2010)~ (= D~ (— K°%(— K?)p=,)7%)eTrve) 24.4 0.04
BY%(— D= (= K%(— KQ)e v)utv,) 19.0 0.03
BY(— D*(2010) " (— D%(— Kte ve)m )utu,) 16.2 0.02
BY%(— D= (= K%(— KQ)p~v,)etve) 13.6 0.02
et BY%— D (= K°%— K))r 7 )eTrve) 47.9 0.06
BY(— D~ (= p(770)~ (= 7 7)) K°(— K?))eTrve) 27.7 0.04
BY%(— D= (= K%(— K)e v)utv,) 25.8 0.03
BY(— D™ (= K= KQ)p=,)eTve) 18.1 0.02
BY(— p(770) (= 779D~ (— K°(— KY)e~ ) 14.9 0.02
BY(— D*(2010)~ (= D~ (— K°(— K))7")m)etve) 17.3 0.02
B%(— D~ (= K= K)r=7%etr,) 13.3 0.02
ptu=  BY(—= D (= K= K))p v,)ptv,) 102.8 0.34
BY%(— D*(2010)~(— D~ (= K°(—= KQ)u=v,)7)uty,) 275 0.09
BY%(— D= (= K%(— KQ)pu = v,)utv,) 13.6 0.04
BY(— D*(2010)~(— D~ (= K°%(—= K)u~v,) 7 utu,) 7.9 0.03
BY(— D*(2010)~(— D°(— K*pu~v,)n " )uTv,) 7.4 0.02
BY(— D~ (— K*(892)°(— K°(— K)mp~,)pnTv,) 4.8 0.02
prrT BY(— D™ (= K%(— K))n " )ptv,) 36.1 0.07
BY%(—= D™ (= K= K~ v,)ptv,) 26.5 0.05
BY(— D~ (= p(770)~ (— 7~ 7)K% (— KP))uTv,) 19.6 0.04
BY%(— D™ (= K%(— KQ))n~n%)utv,) 12.8 0.03
BY(— D*(2010)~ (= D~ (— K°%(— K)) 7)) 7% putv,) 12.5 0.02
BY(— p(770)* (= 779D~ (— K%(— KQ)p~ 1)) 9.4 0.02
BY(— D*(2010)~(— D(— Kt )n " )utv,) 9.0 0.02
mta=  BY%= p(770) (= 777D~ (— K°(— K))77)) 5.1 0.03
B(— D~ (= K°(— KO) utuy) 4.9 0.03
B(— D*(2010) (= D™ (= K%—= K))n)m)ptv,) 4.0 0.02
BY(— D~ (= p(770)~ (— 7~ 7°) K%(— KP))utv,) 3.1 0.02
BY(— D*(2010)~(— D°(— K*n7)n " )uTv,) 2.8 0.02
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7. Event Selection
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Figure 7.12.: Egcr, distributions of simulated background events for the six final states.
The background events are grouped by their B and D decays, respectively.
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8. Validation

In a blind analysis, the model is developed and optimized on MC. It is essential to verify
that the measured data is correctly described by the MC. Background processes with the
same signatures as signal simulated with a wrong branching ratio can have a big influence
on the resulting branching ratio B(B® — 7777). As the branching ratio is extracted using
a fit on the variable Egcr,, data and MC distributions of this variable are investigated in
the following tests.

8.1. Off-Resonance Data

As described in Section the cross section for a continuum process at the Y (4S) energy
is about three times larger than the one for producing a Y(4S) itself. Therefore, deviations
between data and MC can also have their origin in wrongly modeled continuum background
samples. In order to test for possible differences in the continuum background, so-called
off-resonance data and MC are processed and the resulting outcomes are compared to
each other. Off-resonance data (MC) denotes a recorded (simulated) sample with a CM
energy 60 MeV below the Y (4S) mass. The Belle experiment recorded an off-resonance
data sample with an integrated luminosity of Log = 79 fb~!. The off-resonance samples
are processed and the preselection cuts described in Section are applied with only one
change: the cut on Mag is released to Mag > 0.01 in order to enhance the number of
events in the resulting samples. Both, the tag correction and the LID correction weights are
applied. In Fig. the Fgcr distributions of data and MC are compared to each other.
The two-sample Kolmogorov—Smirnov (KS) test results in a test statistic of 0.06 and
the corresponding p-value of 0.97. The null hypothesis Hy that both distributions originate
from a common distribution cannot be rejected at the 95% confidence level (CL) by this
test. But the simulation overestimates the number of selected events in eleven of the twelve
bins. The crucial point for the analysis is that after the preselection the off-resonance data
shows no peaking component as expected. After the final selection, in the six final states,
five events are selected from off-resonance data while 1.5 events are expected from MC.
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Figure 8.1.: Frcr, distribution for off-resonance data and MC samples after applying the
preselection cuts (Table . The cut on Mag is released to 0.01 as otherwise
the number of events is almost zero. The blue boxes are the 1o band of the
number of expected events in each bin.

Also in the final selection, no peaking background components originating from continuum
events are expected. The simulated continuum events consistently describes the shape of
data distributions. Thus the shape of the continuum background is fixed to the shape
obtained from MC, while the normalization is floated in the fit for the branching ratio
extraction (see Chapter @

8.2. Data—Monte Carlo Comparison in Sideband Samples

The dominant background component in the final selected samples does not originate from
continuum events but from misreconstructed B decays. Hence, different sideband selections
are applied on the reconstructed samples in order to validate other types of background
than continuum. The following three different sideband selections are used, as for each
sideband the focus lies on a different background type:

AE4,g sideband Test background from wrongly reconstructed Byag candidates (Section 8.2.1)

K sideband Test background from B meson decays with a K meson in the final state

(Section

Egcy, sideband Test combined background distributions (Section [8.2.3)

The MC samples used in all sideband validation tests consist of generic, BD/fv,, continuum,
rare, and ufv, events scaled to the integrated luminosity of data. Event-by-event weights
are applied to all MC samples to correct for the known data—MC discrepancies described

in Section

8.2.1. AFE;,, Sideband

Biag candidates with a large value of AFEy,, are wrongly reconstructed. In order to test
whether the Egcy, distribution for events with a misreconstructed By,s candidate is well
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8.2. Data—Monte Carlo Comparison in Sideband Samples

simulated in the MC samples, the Egcy, distribution is compared for data and MC events
in the AF},s sideband region defined as

0.05 < |AE| < 0.1 GeV. (8.1)

Besides the change of the cut on AFE,, the cut on the network output of the By, candidate
is released to Niag > 0.025 in order to enhance the statistical significance of the comparison.
The other cuts on the variables used in the preselection are applied without modification.

In Fig. 8.2 the distributions after the final selection of data and MC are statistically in
agreement. Solely in the final state e*pT (Fig. a larger deviation between data and
MC histograms can be seen. In the other five final states the distributions for data and
MC are in good agreement. No further MC correction procedure is derived from this test.

8.2.2. Kg Sideband

As the main background comes from events where a Ky, is not detected, events with an
additional Kg candidate are a good way to validate this background and check whether some
discrepancies between data and MC occur. Events where a Kg candidate is reconstructed
(in addition to the By, and Bgjg candidates) are selected for the Kg sideband. The cut on
the charged track veto in the preselection is modified and events where additional tracks
are used in Kg candidates are not discarded. Only Kg candidates which fulfill the goodKS
selection criteria described in Section are taken into account. The final selection
is applied on the Kg sideband samples. In Fig. the Fgci, distributions in the Kg
sideband are shown. The distributions in all final states exhibit no obvious hint that the
data is not described by MC. In the region of Eg. ~ 300 MeV data is underestimated in
the final states ete™ and u™p~. The reason for this deviation can be, that the momentum
distribution of the Kg in data is softer than the simulated distribution. However, no large
discrepancy is found.

8.2.3. Egcr Sideband

In addition to the tests in the AFE;,, and Kg sideband, distributions for data and MC
events in the Fgcr, sideband, defined as

Epa > 0.2 GeV, (8.2)

are compared to each other. The final selection is applied to data and MC samples without
further modifications.

Frcr Distribution

In Fig. the Fgcr, distributions are depicted. In each final state a two-sample KS test is
performed to check the compatibility of the Fgcr, distribution in data and MC. For all six
final states the hypothesis that the data and the MC distributions are comparable is not
rejected at the 95% CL. Hence, within the statistical uncertainties the Egcy, distributions of
data and MC agree with each other. In Table the results of the KS tests are tabulated.
The FEgqr distributions in Fig. show a good agreement between data and MC.
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Figure 8.2.: Fgcy, distributions for AE, sideband events after the final selection. The
blue bars represent simulated MC events, the points data.
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8.2. Data—Monte Carlo Comparison in Sideband Samples
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8.2. Data—Monte Carlo Comparison in Sideband Samples

Table 8.1.: Results of the KS test for the Egcy, distributions in the Egcy, sideband region.
Hy is the null hypothesis that both distributions originate from a common

distribution.
Final state t p  reject Hy
ete” 0.06 0.52 no
et uF 0.07 0.10 no
etnT 0.05 0.29 no
whrp 0.05 0.89 no
ptn 0.06 0.42 no
A 0.09 0.59 no
Tag Modes

In order to validate the performance of the FR algorithm the frequencies of the reconstructed
decay modes of the B, candidates in data and MC are compared to each other after the
final selection. The frequencies for data and MC are depicted in Fig. The distributions
for data and MC are in good agreement within the statistical uncertainty.
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9. Branching Ratio Extraction

The signal yields are obtained using a simultaneous extended unbinned maximum likelihood
fit to Egcr, in all six final states. The fit is implemented using the RooFit package [50].
The fitting procedure is outlined in Section The details about the determination of
the probability density function (PDF) of the Egcy, variable are described in Section .
The fit is tested on MC samples (Section and toy studies are performed to test the
stability of the fit (Section [9.4).

9.1. Fitting Procedure

The fitting procedure is as follows:
1. Creation of the PDF template for signal and background components.
2. Estimation of the normalization of the BD/{v, background component.
3. Estimation of the relative fractions of all remaining background components.

4. Fit to each final state separately to obtain the individual signal and background
normalizations.

5. Simultaneous fit on all final states. The normalizations estimated in Step 4 are used
as starting parameters and are allowed to vary.

The shape of the FEgcr distribution of the signal and all background components is
determined from MC and is fixed.

Due to its large yield, the BDfv, component is removed from the generic background
sample and is generated as an individual component. Its normalization is scaled to the
number of expected BD/vy events in the Belle data sample using the current world averages
for the branching ratios B(Y(4S) — B°BY), B(BY — D~ ¢*v), and B(D~ — K% ),
with ¢ = e, u (see Table . The normalization of the BD/{v, component is fixed in the fit.
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9. Branching Ratio Extraction

The remaining generic, continuum, rare, and ufr, backgrounds are treated as individual
components in the fit. The relative fractions of these components are estimated from MC
and are fixed in the fit, while the overal normalization is allowed to vary.

The branching ratio B(B? — 7F77) is determined in each final state as

N -
BB = rtr7) = L _ 9.1
(BZ =777 2 Npp-B(Y(4S) = BB - ¢;’ (5:1)

where Ngg; and ¢; are the number of fitted signal events and reconstruction efficiency,
respectively, for final state i. Here, Nyz denotes the number of BB events in the Belle
data sample, and B(Y(4S) — B°BY) is the probability that a Y(4S) decays into a pair of
neutral B mesons. The factor 2 in the denominator is required as the number of neutral B
mesons and not the number of pairs of neutral B mesons must be used in the calculation of
the branching ratio B(B® — 7+77). The signal yields Nsig; in each final state are related
to B(B® — 7177) via the individual reconstruction efficiency. Therefore, B(B? — 7+77) is
estimated simultaneously in all final states. After all, the fit has seven floating parameters:
the branching ratio B(B" — 7777) and the normalization of the background components
(excluding BD/?vy) in each of the six final states.

9.2. Description of the PDF

The combined PDF is defined as

P(Ega) = Z Nsig,iPsig,i(Ercl) + NBDeve,i PBD0vs i (PEcl) + Nokeg,i Z fiiPokg,ij(Frel)| » (9.2)

i J

where the index ¢ denotes the final state. The normalization of the signal, background,
and BD/{v, components are denoted by N, Npkg, and Nppy,,, respectively. The index j
marks the different background components and f; is the relative fraction. The fractions
are constrained by Zj fi = 1. The PDF of the signal is denoted as P, that of the
BD/{v; component as Pppy,,, and P denotes the PDF's for the remaining background
components. The signal PDF's include cross feed. As the number of signal events in each
final state is constrained by its reconstruction efficiency, in principle not the six signal
yields but the branching ratio B(B? — 7+77) is fitted.

9.2.1. Histogram Template PDF's

As there is no analytical description of the Egrcy, distribution for the different components
entering the fit, histogram PDF's are used. All shapes are determined from simulated events.
For the background components with neutral and charged b — ¢ decays, the shape is
determined using a sample of simulated events which corresponds to nine times the recorded
luminosity in data. The continuum, rare, and ufv, components are determined using 5, 50,
and 20 times the luminosity of data, respectively. The template for the BD/{vy, component
is determined using a sample of 50 million generated decays. To account for the known data—
MC discrepancies, the simulated samples are reweighted before generating the templates
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9.2. Description of the PDF

using the corrections described in Section namely the tag correction, LID efficiency
correction, and the weights for correcting the branching ratio of D® — K%/~ 7, decays. The
templates for the final states ete™ and 77~ are shown in Fig. respectively Figs.
and [9.3] The templates for the other four final states can be found in Chapter
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9.2. Description of the PDF
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9.3. Fit on Simulated Data

9.3. Fit on Simulated Data

The MC samples are separated into sub-samples which are used to both: estimate the
PDF templates for the fit, and apply the fit itself. As the rare and ufr, samples cannot
be divided, both are used for fitting and template generation. For generic decays, ten
samples are available. Hence, fits on ten different samples can be performed. But since
there are only six streams of simulated continuum events, the fit is performed on only
six different samples. The resulting branching ratios for the different samples are plotted
in Fig. Statistically, all six fits, with an average of B(BY — 7777) = (0.16+£0.30) - 1073,
are consistent with the input branching ratio of 3-1078. The fit results on Sample 1 are
illustrated in Fig. (9.5

| | | | | |
1 Sample 0
— T — (—=0.24+0.73)-1073
|
| Sample 1
— 7 (0.2340.73)-1073
|
Sample 2
_"'_I (—0.20+0.73)-107°
! Sample 3
— (0.3240.73)-1073
|
1 Sample 4
1 I — (1.27+0.74)-1073
|
| Sample 5
— 0 (—0.40+0.72)-107°
|
Average
""—I (0.16+0.30)- 1072
| 1 | | | |
-1 0 1 2 3 4 5
B(B =77 717) x107°

Figure 9.4.: Fitted branching ratios for the different MC samples. The dashed line shows
the input value. Only the statistical uncertainties are plotted.
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9.4. Stability Test

9.4. Stability Test

Besides fitting different MC samples, the stability of the fit is tested using pseudo experi-
ments. The latter is a data sample whose Egcr, distribution follows the PDF used in the
fit. The normalization of the background PDF's are set to the expected number of events in
MC. The branching ratio of the signal process BY — 777~ can be set to arbitrary values.
After the generation of the sample, it is fitted using the same PDF. Hence, the validity of
the model in terms of the correct description of the real data is not tested. This test can
only reveal numerical instabilities or a bias.

For each of 20 branching ratios between 0 and 0.01, a thousand pseudo experiments are
simulated and fitted. In Fig. the mean values of the fitted branching ratios are compared
to the simulated ones. A linear function is fitted to the data points in Fig. in order to
estimate the size of a possible bias. The slope of the linear function is with 1.003 £ 0.002
in very good agreement with one. No offset has been found, since the axis intercept
(—6.8 4+ 1.1) x 1079 is two orders of magnitude smaller than the statistical uncertainty of
the fit.

x107°

10

Simulated BR(B° - T* 1)

2]
\\\‘\\\‘\\\‘\\\‘\\\l

\ \ \ L | _|x107

4 6
Fitted BR(B® - T* 1)

Figure 9.6.: Linearity test result of the fit procedure. The points show the mean values (for
1000 toys) of the fitted branching ratios. The errors are included, but so small
that they are not visible here. A linear function formally f(x) = ¢y +c¢1-x
is fitted to the points and shown in red. The estimated parameters are:
co = (—6.8 £1.1) x 107% and ¢; = 1.003 & 0.002. Hence, the fit perfectly
reproduces the generated branching ratios.
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9. Branching Ratio Extraction

9.5. Limit Estimation

The fitted values of B(BY — 7t77) on the fits to MC samples, for which the decay
B% — 7t7~ is simulated with a branching ratio of 3 x 1078, are not significant. Therefore,
no signal is expected to be found. An expected upper limit on B(B? — 7F77) is estimated
using the profile likelihood method. For that the fit is repeated for 6000 values for
B(B® — 7F77) in the interval [—0.001,0.005]. The branching ratio is fixed in the fit and
the likelihood function is maximized with respect to the remaining parameters. With this,
the profile likelihood P(B) function is estimated. The upper limit at the 90% confidence
level (CL) on the branching ratio By is determined from

0.9 = / 1B PB) (9.3)
0

The lower integration boundary is set to zero in order to exclude the non-physical parameter
region. Fig. shows the profile likelihood function and the determined upper limit for
Sample 1. The calculated limits for the six different MC samples are listed in Table

B, =0.0014 @90% CL i

I

:

|

00 L L 11 L | 1

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

B(B =71 717) x107°

Figure 9.7.: Profile likelihood function P and expected upper limit of B(BY — 7F77)
determined on Sample 1.

Table 9.1.: Expected upper limits on B(B? — 7777) for the six MC samples.

Sample 0 1 2 3 4 5
By @0% CL (107%) 1.1 1.4 1.1 15 23 1.0
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10. Fit on Data

After the development and validation of the event selection and the fitting procedure on
MC, the fit is performed on experimental data. The results of the final fit are summarized
in Section Afterwards, the estimation of the systematic uncertainties (Section
and the determination of the significance (Section of the fitted result are described.

10.1. Results

The resulting Fgcy, distributions for the fit on data are shown in Fig. [10.1l A large signal
component (red) is observed in all six final states. This is unexpected, as in the studies
on MC (Sections to , using the SM expectation for B(B — 7777), no significant
signal would have been awaited.

If it is assumed that all background components as in the SM, the excess in data could be
interpreted as BY — 77~ events and the resulting value for the branching ratio is

B(BY = t777) = (4.397089) x 1073, (10.1)

with the statistical uncertainty only. The fitted number of signal events and the branching
ratios for the separate final states are listed in Table A x? test is performed in order
to check the consistency of the fitted branching ratios in the individual final states. The
null hypotheses that the individual fit results are consistent with each other cannot be
rejected at the 95% confidence level. The results of the tests are shown in Table The
goodness of the combined fit is measured by a x? test. For that, the x? between the fitted
PDF and the data histogram in each final state are cumulated. The number of degrees of
freedom is the number of bins (144) minus the number of floating parameters in the fit (7).
The resulting reduced x? value is 0.88. The probability for getting this value or a larger
one is 35%.

The expected and fitted numbers of background events in each final state are listed
in Table Solely in the final state 77—, the fitted and expected number of background
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10. Fit on Data
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Figure 10.1.: Resulting Egcr, distributions from the fit to data. The different components
are shown as stacked histogram (solid). Additionally, the signal distribution
is separately shown as dashed line.
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10.1. Results

events differ significantly. In the other five final states, the ratio is in good agreement with
one, which indicates a good understanding of the background components.

Table 10.1.: Signal yields and branching ratios for the separate final states and the simulta-
neous fit on all final states.

Final state  Nag B(B® — r+77) (in 1073)

ete” 33 +21 3.3315:23
et 73427 5.527%02
etnF 70 + 34 3.0511%2
ptp 40 + 18 7.87+3-08
pEnT 63 + 26 476779
tr 44 418 4.56713%
Combined 325 + 60 4391053
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10. Fit on Data

Table 10.2.: Result of the x? whether the branching ratios fitted in the individual states
are consistent with each other.

Test statistic p-value Reject @95% CL
x> 2.78 0.733 no

Table 10.3.: Expected and fitted number of background events for the individual final

states.

Final state Expected  Fitted Ratio

ete” 292+5 309424 1.06+0.08
etut 431+£6 3974+28 0.9240.07
etrT 716 +£8 719434 1.00+0.05
T 2004 214+19 1.074+0.10
ptn T 481+6 427+25 0.89+0.05
A 18244 137+£15 0.75+0.08
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10.2. Systematic Uncertainties

10.2. Systematic Uncertainties

10.2.1. Track Reconstruction Efficiency

In the track reconstruction efficiency was studied using the decay chain D* — D',
DY - mrKg, and Kg — ntn~. In order to have a partially reconstructed D*, one of the
pions from the Kg is allowed to be not explicitly reconstructed. Kinematic constraints on
the D*, DY, and Kg masses are used to recover the un-reconstructed track. By calculating
the ratio between the number of events with such a constrained track and the number of
events in which the constrained track is actually reconstructed, the tracking efficiency is
estimated p. 5-6]. The estimated tracking efficiencies in data and MC are compared
and found to be consistent within 0.35% for one track. In the B® — 777~ final state two
tracks are reconstructed. Hence, a systematic error of +0.7% is assigned.

10.2.2. PID Selection

The systematic uncertainties due to the selection efficiency of the lepton identification are
estimated according to the studies in [46]. A correction factor together with its uncertainty
is determined. The latter is taken as systematic error and results in 2.6%. Similarly the
systematic uncertainty due to the efficiency of the particle identification of pions was
investigated in [52]. For this, the decay D* — Dr ™ with the D? meson further decaying
to K~ 7t was reconstructed. Since the kaon and pion from the D? decay can be identified
by their charge, the selection efficiency of the PID for pions can be estimated in data and
MC. The uncertainty is found to be negligible compared to the identification of leptons.

10.2.3. Number of BB Pairs

The number of produced BB pairs in the Belle data sample is (771.581 £ 10.566) x 10°.
Its uncertainty contributes as a systematic error of £1.4% on the branching ratio.

10.2.4. Branching Ratio B(Y(4S) — B°B?Y)

In the calculation of B(BY — 7777) the branching ratio of the decay Y (4S) — BYB? enters.
Its uncertainty contributes with a systematic error of £1.2%.

10.2.5. Signal Efficiency

The signal reconstruction efficiency is estimated on MC samples with limited statistics.
Hence, it is only known with an uncertainty which is stated in Table The fit is repeated
with the signal efficiencies varied by £1¢. The difference between the result of the nominal
analysis and the ones with the varied efficiencies is taken as systematic uncertainty. It is
evaluated to be £1.5%.

71



10. Fit on Data

10.2.6. 7 Branching Ratios

The branching ratios of the decays of the 7 lepton have uncertainties themselves. In
order to validate a possible influence on B(B" — 7177) the branching ratios of 7 — evev,,
T — UVuVr, T — TV-, and T — pv; are successively varied by reweighting the events in
the signal MC. Afterwards the fit is repeated using the reweighted signal sample. The
differences between the nominal fit and those with the reweighted signal samples are
summed in quadrature resulting in a systematic error of +0.3%. The same method was
used in the search for the decay BT — 77 v, in 3.

10.2.7. Tag Efficiency Correction

In the tag correction weights are determined. With the application of the weights, an
additional source of a systematic uncertainty occurs. The systematic error was estimated
in and is +4.5%.

10.2.8. Scaling of the BD/v, Component

Another source of systematic uncertainty has its origin in the normalization of the BD/{v,
component, as it is fixed in the fit. To account for it, the fit is repeated with the
normalization varied by £1o. In Table the normalizations and their uncertainties are
listed. The difference between the nominal and the modified fits is taken as systematic
error. It is estimated to be +5.9%.

10.2.9. Correction of Background Branching Ratios

Events with a B decay including a D~ — K°%~7, decay are weighted to correct for
the discrepancy between simulated and world average branching ratios. The systematic
uncertainty due to this reweighting is estimated by varying the weights by +1¢ before the fit
templates are generated. The variation is done separately for £/ = e and £ = p. Afterwards
the data sample is refitted. The difference between the results of the modified and the
nominal fit are quadratically summed and taken as a systematic error. The systematic
uncertainty is estimated to be £0.3%

10.2.10. Histogram PDF Shapes

The shapes of the histogram PDFs for signal and background used in the fit are estimated on
MC samples. In order to validate the influence of statistical fluctuations of the underlying
samples on B(B" — 7777), the content of the histograms are varied in each bin. The
variation follows a Poisson distribution with the original bin content as the mean value.
Afterwards, the nominal fit is performed and the resulting value for B(B® — 7+77) is
stored. This procedure is repeated 1000 times and the width of the distribution of the
fitted B(B? — 7777) values is taken as systematic error. In Fig. the fit results for
the 1000 fits and the fitted Gaussian distribution are shown. The width of the Gaussian
function is 0.0002 which corresponds to a systematic error of 4.5%.
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Figure 10.2.: Distribution of the branching ratios (blue) for the different fits with shuffled
PDF templates. The green line represents the Gaussian distribution fitted to
the histogram.

10.2.11. K Veto Weights

The K1, veto weights are fraught with uncertainties. They depend on the momentum of
the simulated K7, mesons and are determined in [43]. The systematic error caused by the
weights’ uncertainties is estimated by varying the weights by +10 before generating the
templates and afterwards repeating the fit. The assigned systematic error on B(B? — 7777)
is the difference between the results of the nominal fit and the modified ones and reaches a
total of +4.3%.

Final Result

The final result of B(B® — 7+77) including all systematic uncertainties is given by
B(B® — 7t77) = (4397989 4+ 0.45) x 1073, (10.2)

The first error is statistical and the second systematic.
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10. Fit on Data

Table 10.4.: Systematic errors which enter the calculation of the branching ratio
B(B® — 7F77). The total systematic error is the square root of the quadratic
sum of the individual errors.

Source Relative uncertainty in %
Track reconstruction efficiency +0.7
PID selection +2.6
Number of BB pairs +1.4
B(T(4S) — B°BY) +1.2
Signal efficiency +1.5
7 branching ratios +0.3
Tag efficiency correction +4.5
BD/{v; scaling +5.9
Background branching ratios +0.3
PDF shape +4.5
K, veto weights +4.3
Total +10.3
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10.3. Significance of the Result

10.3. Significance of the Result

“The significance of the result is the probability of the background-only hypothesis to result
in the observed signal-strength, or larger® also known as p-value p. 130]. To calculate
it the ratio of the maximum likelihood of the background-only hypothesis £y and the
maximum likelihood of the signal-plus-background hypothesis £,ax is used as test statistic.

It is written as
Lo

[fmax

Wilks’ theorem implies that )\ follows a x? distribution with one degree-of-freedom
(dof) for each parameter of interest. In this particular case, the only parameter of interest
is the branching ratio B(B® — 7777), hence )\ follows a x? distribution with one dof.
Commonly, the significance ¥ is expressed in Gaussian standard deviations and can be
calculated as

Ao = log

(10.3)

¥ =4/—2log Lo _ ear. (10.4)

max

In order to account for the systematic uncertainties the profile likelihood function is
convolved with a Gaussian function with the width equal to the systematic error. The fit is
repeated with the branching ratio fixed to 10000 values in the interval [—0.1x 1073, 5x 1073]
in order to determine the profile likelihood curve. In order to get the significance of
discarding the hypothesis B — 77~ events to be zero, only the systematic uncertainties
related to the signal yield are taken into account - namely those of the BD/{v, scaling, the
background branching ratios, the PDF shape, and the K, veto weights. The curves before
and after the convolution are shown in Fig. The significance of the branching ratio
including all systematic uncertainties is 5.00.

25 T T T T T T T

Stat. unc. only: AL, =16.06
20 - —— Stat. and syst. unc.: ALuu and sy, =12.73 ]
15 F 4

0 1 2 3 4 5 6 7 8
BB =1t 77 )in 107*

Figure 10.3.: Profile likelihood ratios AL for B(B? — 7777). The minimum is at the
nomninal fit result of B(BY — 777) = 4.39 x 1073,
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11. Cross-Checks

This analysis has been performed as a blind analysis, i.e. the selection, optimization, and
fit procedure have been developed on MC events. Assuming the SM value for the branching
ratio B(BY — 7777), an expected upper limit of B, = 2.3 x 1073 is estimated on fits on
MC. However, the fit to data yields a significant signal component and a resulting branching
ratio of B(B® — 7t77) = (4.397089) x 1073. The following additional cross-checks are
performed to help understand the observed excess.

11.1. Influence of B® — K°%r+7+~ Decays

A possible background is the decay B® — K77, in which the K° can be either in the
Kg or K, state. If the kaon in the decay is not reconstructed, the final state particles are
the same as for the signal decay B? — 7777, After the final selection has been applied on
the background MC samples, no B — K777~ event is selected. However, the branching
ratio of B® — K977~ is not measured yet. In the rare MC sample it is simulated using
the branching ratio B(B? — K777 )gm = 1.3 x 1077, which was predicted in [55]. Hence,
the number of simulated B® — K°777~ events is about 5000. To have a statistically
significant conclusion, an additional sample of 5 million Y(4S) — B°B° events, where one
B° meson decays via a b — ¢ transition and the other via BY — K% 7~ is generated.
B% — K97~ is reconstructed and the same selection as for B® — 777~ is applied. The
resulting distributions of the Egcy, variable are shown in Fig. The number of selected
events in each final state are listed in Table A larger branching ratio of the decay
B® — K% 7~ can have an influence on the signal component, but the enhancement has
to be on the order of 50000 or larger.

11.2. Constraining the Background Normalization

In the nominal fit, the fitted background normalizations are close to the expected ones.
Only in the 777~ final state the fitted value exhibits a larger deviation from the expectation.
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Figure 11.1.: Egcy, distributions of the reconstructed B® — K977~ sample after the final

selection. The number of simulated events corresponds to a branching ratio

of 50000 times the expectation in [55].
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11.3. Investigation of the BD/{v, Component

Table 11.1.: Number of selected BY — K777~ events in the different final states.

Final State Selected events Scaled to SM

ete” 9 0.00018
et T 13 0.00026
etnT 26 0.00052
whp” 8 0.00016
prEn 16 0.00032
ata~ 8 0.00016

For testing the influence of the background normalization on the signal component, the
fitting procedure is slightly modified. The background normalizations of the individual
final states are constrained with a common factor fie. This factor scales the expected
normalizations in the fit and is defined in

Nitgi = fokg - Nopo - (11.1)

Here, the fitted and expected background normalizations are denoted with Ngﬁg’i and
N{iﬁg ;» respectively. The normalization of the BD{v, component remains fixed in the fit.
Using the modified fit procedure, the fitted branching ratio is

B(B® — r717) = (3.9840.80) x 107°. (11.2)
The background scaling factor estimated in the fit is
Jokeg = 0.962 £ 0.033. (11.3)

The branching ratio has a significance, including only the statistical uncertainties, of 5.20.
Constraining the background normalization yields a significant signal comparable with
the one of the nominal fit. The fitted value of the scaling factor fyye, which is in good
agreement with one, confirms the good understanding of the background components.

11.3. Investigation of the BD/fv, Component

As previously stated (Section , the B® — D~ (K¢~ 7))t v, decays are not only the
dominant background component but they also peak at zero in the Egcr distribution;
thus, a large BD/v, sample is used to determine the PDF shape. In order to validate the
influence of the BD/v, component on the fit result, several checks are performed.

11.3.1. Variation of the Scaling

The normalizations of the BD/{vy component used in the fit are defined in Eq. (6.2) and
listed in Table with their uncertainty for the six final states. In Table the

uncertainty of the normalization is split into the different sources. The largest uncertainty
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11. Cross-Checks

Table 11.2.: Normalization of the BD/{r, component for the different final states. The
uncertainty of the normalization comes from the uncertainties on the branching
ratios and Npp used to calculate fppys, and the tagging efficiency correction.

Final state Nppn, ANBpuw,

ete” 205.2 17.9
etuT 302.3 26.3
etfrT 72.7 6.3
wrpT 124.3 10.8
pEnT 41.0 3.6
I 3.9 0.3

Table 11.3.: Relative uncertainty of the BD/v, normalization split into different sources.

Source Rel. uncertainty in %
Ngpp 1.4
(Y (4S) — B°BY) 1.2
B(B® — D~ (%) 5.5
B(D~ — K%~ 7,) 1.2
B(D~ — K°u~ 1) 3.9
Tag correction 4.5
PID Selection 2.6
Track reconstruction 0.7
Total 8.7
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11.3. Investigation of the BD/{v, Component

Table 11.4.: Results of the fits with varied normalization of the BD/{v, component.

B(B® — 7F77) in 1073

+ANEDw, 414708
~ANBDpw, 4.6470%

Table 11.5.: Expected and fitted normalizations of the BD/{v, component as a result of
floating the B D/, normalization in the fit.

Final state Expected Nppg, Fitted Nppey, Ratio

ete” 205 + 14 (214+1.0) x 102 1.04+0.5
etu® 302 + 21 (524 1.1) x 102 1.7+04
etnT 7345 (94+9) x 100 1.24+1.2
i 124+9 (234+0.5) x 102 1.8+04
pra® 41.0 +£2.9 (1.0£0.5) x 10> 2.3+1.3
atmw 3.91 +0.28 20 + 17 5+4

comes from the branching ratio of the decay B® — D~ ¢*1, and the tag correction. For
each final state, the relative uncertainty of the normalization is the same, as it has its
origin solely in the scaling factor.

The fit is repeated with the BD/v, normalizations varied once with +ANppy,, in all final
states and once with —ANpgpy,,. This is also a systematic uncertainty and is described
in Section[10.2.8. The fit results are listed in Table and the resulting Fgcr, distributions
are shown in Fig. (Fig. for the upwards (downwards) variation of the scaling.
The upscaling of the BD/v, background by one standard deviation still yields a significant
signal component and deviates from the nominal fit result by 5.9%.

11.3.2. Floating Normalization

In another cross-check, the normalizations of the BD{v, component are floated in the fit
in each final state separately, analogous to Npg. Its result is

B(BY = r777) = (2.6 £ 1.6) x 1073, (11.4)

The shape of the template of the BD/{v, component is very signal-like. Hence, floating
the normalization in the fit gives a much smaller signal component, and, in addition, the
statistical uncertainty increases. In Fig.[11.4] the Egcy, distributions after the fit for the
individual final states are shown. In Table [11.5] the expected and fitted normalizations
of the BD/{y, component and their ratios are shown. The fitted values of the BD/v,
normalization have large uncertainties and vary strongly in the six final states. Not only
the signal component gets eaten by the BD/{v, background, but the normalization of the
other backgrounds is also smaller for some of the final states, e.g. e*uF. The expected and
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11. Cross-Checks
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Figure 11.2.: Resulting Egcr, distributions of the fit with the B D¢y, normalization plus
one sigma.
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11.3. Investigation of the BD{v, Component

—&— data B signal
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Figure 11.3.: Resulting Fgrcr, distributions of the fit with the BD/fv, normalization minus
one sigma.
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11. Cross-Checks

—&— data B signal

I BD{v, comp. B® - X.+ anything [l B* — X.+ anything
ete™ — ce B cte — ua,dd, ss rare B decays
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Figure 11.4.: Resulting Frcr, distributions of the fit with the BD{v,; normalization floating
in the fit.
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11.3. Investigation of the BD/{v, Component

Table 11.6.: Expected and fitted normalizations of the background components (other than
BD/vy) as a result of floating the BD/v, normalization in the fit.

Final state Expected Nypyg Fitted Npkg Ratio

ete” 202+ 5 (3240.9) x 10> 1.10+0.31
etuT 431+ 6 (2.14+1.0) x 10> 0.50 +0.22
etnt 716 + 8 (7.440.7) x 10> 1.0440.10
putu~ 200 + 4 (1.240.5) x 102 0.62+0.24
pErT 481 +6 (4.0 4+0.5) x 10> 0.8240.10
atm 182 +4 138 +£19 0.76 £ 0.11

fitted numbers of background events are listed in Table Due to the large variations of
the ratios fitted to expected normalization in the six final states, no clear hint exists that
the BD/{y,; background is a reasonable explanation for the signal component.

11.3.3. Constraining the BD£fv, Normalization

Additionally, the fit procedure is modified in such a way that the normalization of the
BD{vy, component in each final state is constrained by a common factor fgtDM. The
normalization used in the fit is defined as

fit,i  _ pfit i
NBDZW_ BDEVg'NBDEW’ (11.5)

with expected normalization Nfg Dey, the final state 7. The factor fgtmw is floated in the
fit. Using this modified fit procedure B(B? — 7F77) results in

BB = r77r7) = (2.8 4+1.1) x 1073, (11.6)

and ngZVZ is
fBpa, = 1.56 +0.26. (11.7)

The fitted Egcr, distributions are depicted in Fig. and the expected and fitted numbers
of background events are tabulated in Table[11.7, The uncertainty on the calculated scaling
is 8.7% (Table|11.3). Hence, this uncertainty is too small to justify a factor of 1.56.
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Figure 11.5.: Resulting Egrcr, distributions of the fit with the common scaling factor fgtDZW
for the BD/?vy component in the different final states.
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11.3. Investigation of the BD/{v, Component

Table 11.7.: Expected and fitted normalizations of the background components (other
than BD/vy) as a result of using a common scaling factor for the BD/y,
normalization in each final state.

Final state Expected Nypyg Fitted Npkg Ratio

ete~ 292 4+ 5 (2.140.5) x 10> 0.744+0.18
et puT 431+ 6 (2.540.7) x 10> 0.59 £0.17
et 716+ 8 714+ 34 1.00 £+ 0.05
whp~ 200 =+ 4 156 + 33 0.78 £0.17
prrT 481 +£6 425 + 25 0.88 4 0.05
atn— 182 +4 149 + 16 0.82 £ 0.09
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11. Cross-Checks

11.4. BD{vy,-Enriched Sample

In the three-body decay B — D~¢*uy, the charged lepton on average has a higher
momentum than a charged lepton in the final state of a B — 77~ decay. To obtain a
sample which is enriched with B D/v, decays the sample is split into subsamples depending
on the product of the charge of the daughter with the higher momentum of the B, and
the flavor of the By, candidate. This product is denoted as tag_times_charge. The flavor
of the By, candidate is +1 or —1 if it is reconstructed as a BY or a BY, respectively.
Assuming no CP violation, the time-integrated mixing probability for the B® meson is
Xa = 0.1874 £ 0.0018 [17]. Hence, with knowledge of the flavor of the By, candidate the
flavor of the B, candidate is mostly known. If the By, candidate is reconstructed as a
BY (BY), the B candidate is a B® (B?). Therefore, the charge of the lepton is —1 (+1)
and with it tag times_charge is —1 (—1). The fractions of the events in each subsample
for the dominant MC types are shown in Fig. Signal MC is represented with an
equal amount of events in each subsample. The fit is performed on each subsample and
the results are tabulated in Table The fitted branching ratios in the two samples are
statistically compatible with each other and with the result of the nominal fit.

[ tag_times_charge= —1
I tag_times_charge= +1

T T T T
BOsrt - — i

BYSD (K%~ 5)e v, [ i

N |
Bt anytiing |

BO+X, + anything —7 i
|

L Il Il |

1
0.0 0.2 0.4 0.6 0.8 1.0
Fraction

Figure 11.6.: Fractions of the events of the different MC types in the subsamples for
tag_times_charge +1.

Table 11.8.: Fitted B(B? — 7F77) for the subsamples tag times_charge = +1.

tag times charge B(B” — 7t77)in 1073 Significance

+1 3.911% 4.00
-1 514+ 1.2 4.50
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11.4. BD/{vy-Enriched Sample
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Figure 11.7.: Resulting Fgcr, distributions of the fit on the sample with a decreased BD/{v,

component (tag times_charge = +1).
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11. Cross-Checks
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Figure 11.8.: Resulting Egrcr, distributions of the fit on the sample enriched with BD/{y,
events (tag_times_charge = —1).
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11.5. Data-MC Comparison

11.5. Data-MC Comparison

In Section data and MC sideband samples are compared to each other and found to
be consistent within the statistical uncertainty. In order to test whether the B — 77~
model describes the excess in data, data and MC distributions of the variables used in the
networks are shown after the final selection and without additional sideband selections.
For MC, the simulated background sample plus the signal sample using the normalization
from the nominal fit are used.

In Figs. to the distributions for the three most important features for the
individual final states are depicted. The distributions for the remaining input variables can
be found in Section [C.1l All variables used in the trainings and Egcr, are depicted with
only the preselection applied in Section [C.2| The distributions of data and MC show a
good agreement after both, the preselection and the final selection. Hence, the B® — 77~
decays are a possible candidate for the excess in data.
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Figure 11.9.: Distributions of the three most important input variables used in the neural
network in the final state eTe™.
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Figure 11.10.: Distributions of the three most important input variables used in the neural
network in the final state e® ;™.
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11.6. Conclusion of the Cross-Checks

11.6. Conclusion of the Cross-Checks

Depending on the treatment of the BD/y, component in the fit, the size of the signal
component changes immensely. With the BD/y, normalization as a free parameter in
the fit, a 40% smaller branching ratio is fitted. Even with the constraint of a common
scaling factor on the normalization in each final state, the change in the branching ratio is
36%. The different ratios between expected and fitted BDfvy, normalizations in the six
final states and the large common scaling factor cannot be explained by the uncertainties
of the contributing branching ratios. Additionally, the normalization factors of the other
background components deviate from their expectation.

In both the BD/v; enriched and BD/{v, deprived sample, a significant signal is measured.
The combined significance is even larger as the one of the nominal result. These results
show that the BD/v, component alone cannot be a consistent explanation for the excess
in data without relinquishing the trust in the MC itself.

Comparing the distributions of the variables used as input for the NeuroBayes neural
networks for data and MC does not give an indication for a process which causes the large
signal component.
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12. Summary and Conclusion

In this thesis, the search for the decay B° — 777~ is presented. For the first time, the
search for the decay B — 777~ is performed on the complete data set recorded with the
Belle detector at the Y (4S) resonance at the KEKB collider containing 772 millions BB
pairs.

The Full Reconstruction algorithm is used to reconstruct the By, candidate in a fully
hadronic mode. With the remaining tracks and calorimeter entries not used for the By,g
recombination, the signal candidate Bg;s is reconstructed in the B° — 7t~ mode. The
Bg;s candidates are divided into six subsamples according to their final state. The large
amount of background is suppressed using a NeuroBayes neural network for each final
state separately. The dominant background process B® — D¢ty with the D~ decaying
into K%~ 7, (with ¢ = e, i) is simulated in a separate sample and the normalization is
determined using the best known values of the corresponding branching ratios. The search
is performed as a blind analysis and is validated on sideband selection samples in which no
signal is expected. The data distributions in the sideband samples are well-described by the
background Monte Carlo samples. The branching ratio B(B° — 7777) is extracted with a
simultaneous extended maximum likelihood fit in all final states. The expected upper limit
for B(BY — 7777) at the 90% confidence level is estimated to be By < 2.3-1073. The
expected limit is five orders of magnitude larger than the Standard Model expectation of
(2.22 £0.19) x 10~®. The measurement performed on experimental data yields a signal
excess. This excess can only be interpreted as BY — 777~ decays, if all background
components are exactly as in the Standard Model. Under this assumption the size of the
signal component can be expressed as the branching ratio for the decay B® — 77~ of

B(BY — 7777) = (4.391589 £0.45) x 1073,
where the first and second error denote the statistical and the systematic error, respectively.

The observation of a significant signal five orders of magnitude larger than the Standard
Model prediction was not expected. Although the selection procedure was carefully validated
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12. Summary and Conclusion

before the unblinding, due to the unexpected and significant excess in data, additional
cross-checks were performed in order to understand the origin of the large excess in data.

The fitting procedure was modified to test the influence of the dominant background
component. For events with the decay chain B® — D~ (— K%'~ y){T v, the normalization
constant was used as a free parameter in the fit. As a result, the fitted branching ratio
was smaller and no longer significant. However, at the same time the fitted normalizations
of the other background processes in the different final states moved away from their
expectation. Additionally, the ratio between the fitted and expected normalization of
the B® — D= (— K%'~ 0p)¢*v, component in the modified fit was different in the final
states. If constrained to a common factor, it was more than 50 larger than the expected
normalization. Besides the examination of the background component the influence of B
decays with the same topology, namely two oppositely charged tracks and missing energy,
like B — K;7t7~ was examined. The enhancement of its predicted branching ratio
must be of the same order of magnitude as the enhancement of B(B® — 7+77), in order
to explain the excess. In two separate fits to a BY — D~ (— K°/'~uy)¢* v, enriched and
deprived sample, two significant branching ratios were fitted with a combined significance
larger than the one of the nominal result. All cross-checks did not show a clear indication
of the origin of the excess.

In summary, the analysis presented within the scope of this work yields a significant
excess in BY decays with the topology of two oppositely charged tracks and missing energy.
However, the analysis does not conclude that the origin of the excess in data is caused by
B% — 77~ decays.

In order to clarify the origin of the excess and the underlying process other independent
searches for the decay B® — 777~ must be performed at future experiments like Belle II
at the SuperKEKB collider. The design luminosity of the SuperKEKB is 40 times larger
than the luminosity of the KEKB collider. Therefore, Belle II will record a data sample as
large as the complete Belle data set in one to two years. Then the results of the search for
B% — 7t7~ at Belle II may shed light on the situation.

For now, the current analysis procedure can be extended by reconstructing 7 leptons in
additional decay channels like three-prong decays in order to exclude background decays
with two charged tracks and missing energy as the detector signature. A signal in these
final states would strengthen the hypothesis that the excess observed in this thesis is caused
by B — 777~ decays.
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A. Network Information

Table A.1.: Variables used in the network for the final state ete™ sorted by their rank.

Variable Added Without Only Global correlation Rank

Niag 17.43 14.35 17.43 0.14 1
pT 14.42 3.38 15.34 0.89 2
cosbnerg  12.51 742 15.52 0.73 3
M® 10.21 9.37 10.86 0.08 4
| Dimiss | 7.99 5.26 10.77 0.65 5
Y(drp) 6.62 3.07 833 0.77 6
M2, 5.21 1.71 12.78 0.86 7
cos o1 4.81 3.37  6.79 0.93 8
E, 3.34 2.04 10.40 0.88 9
Ey 3.58 2.40 10.86 0.88 10
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A. Network Information

Table A.3.: Variables used in the network for the final state e T sorted by their rank.

Variable Added Without Only Global correlation Rank

cosB.. 3350 3048 33.50 0.74 1
cosfi., 3318 3135 33.18 0.74 2
Niag 20.66 16.93  23.55 0.14 3
cosbheo 1455 8.90 8.24 0.68 4
M8 13.44 12.66 17.91 0.10 5
E 12.18 9.95 11.17 0.87 6
Ey 11.57 8.13 10.65 0.84 7
| Pniss| 12.31 777 14.90 0.71 8
(drp) 10.13 6.45 14.88 0.79 9
pr 5.45 310 8.31 091 10
cos O, 6.23 2.89 12.83 100 11
cos 6 2.81 331  5.38 058 12
PO 2.49 2.57 10.99 086 13
cos g 2.45 251 4.40 045 14
M(Bsg) 220 1.48 23.32 090 15

Table A.2.: Variables used in the network for the final state ety sorted by their rank.

Variable Added Without Only Global correlation Rank

Niag 17.81 1510 17.81 0.14 1
| Drniss| 10.65 4.33  11.70 0.80 2
€08 Omiss 11.22 3.56  7.08 0.83 3
> (drp) 11.41 521 12.23 0.78 4
cosfpao  10.35 8.08 13.21 0.67 5
M 10.08 9.79 11.28 0.08 6
M2, 5.29 6.56  9.60 0.47 7
cos B 6.14 0.40 10.54 0.99 8
pr 2.63 2.50 14.21 0.88 9
M (Bsig) 2.21 2.64  9.79 0.80 10
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Table A.4.: Variables used in the network for the final state u*pu~ sorted by their rank.

Variable Added Without Only Global correlation Rank

cosfoqr  12.48 2.00 12.48 0.98 1
Neag 1138 10.36 12.20 0.12 2
%(drp) 8.27 3.85 847 0.80 3
M2, 7.70 450  6.97 0.55 4
M 7.35 7.05  8.20 0.10 5
cosfheo  5.86 445  5.08 0.59 6
| Brniss | 3.99 401  7.66 0.77 7
€08 Omiss 3.72 2.41 5.19 0.81 8
By 2.07 1.83  3.48 0.48 9

Table A.5.:

Variables used in the network for the final state u= 7T sorted by

their rank.

Variable Added Without Only Global correlation Rank

cost .~ 29.83 20.76  29.83 0.85 1
cosOf .~ 27.96 19.83  28.02 0.83 2
Mag 17.10 14.05 19.33 0.13 3
cosbheg  16.17 8.28 18.49 0.74 4
M8 10.65 10.28  14.59 0.10 5
|Piniss | 7.80 7.35 22.10 0.88 6
oS Oiss  10.37 6.58  0.20 0.88 7
%(dip) 8.85 540 13.95 0.79 8
cos 0 7.46 1.49 18.07 0.99 9
Ey 4.44 4.58 19.60 0.91 10
Ey 5.21 4.85 17.54 0.88 11
M2, 4.68 2.97 16.35 0.77 12
cos 01 3.58 4.94  7.97 0.70 13
pr 3.65 3.47 18.80 0.90 14
cos 0y 3.46 3.77  6.59 0.64 15
[z 1.91 312 20.84 0.91 16
pT.1 3.46 2.95 19.90 0.92 17
Iz 2.90 2.74 20.19 0.88 18
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A. Network Information

Table A.6.: Variables used in the network for the final state 777~ sorted by their rank.

Variable Added Without Only Global correlation Rank

M2, 57.27 5.03 57.27 0.98 1
[Prmiss|  18.30 2.94 46.85 0.95 2
Niag 15.00 12.61 22.03 0.20 3
M, 11.64 11.21 21.86 0.20 4
Y(drp) 7.25 5.00 17.11 0.75 5
cos 054 4.79 2.36  13.80 0.98 6
pra 3.14 2.67 38.32 0.97 7
PTO 5.73 2.34  36.52 0.97 8
cos Ohel 0 5.12 5.03 22.15 0.53 9
M(Bsg)  3.19 2.79  35.66 0.90 10
An 2.77 2.68 18.17 0.72 11
| Piniss | 1.33 2.79  9.49 0.73 12
€08 Orniss 2.62 1.39 41.06 0.93 13
pT 2.30 2.41 48.08 0.94 14
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B. Template Histograms
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B. Template Histograms
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Figure B.1.: Histogram templates used in the fit for the final state e® .
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B. Template Histograms
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C.1. Variables after the Final Selection
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C. Data-MC Comparison - Including Signal
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Figure C.1.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state eTe

The final selection is applied on the events. The signal and background normalization are taken from the fit to data.
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C. Data-MC Comparison - Including Signal
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Figure C.3.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state e*7 .
The final selection is applied on the events. The signal and background normalization are taken from the fit to data.
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Variables after the Final Selection
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C. Data-MC Comparison - Including Signal
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Figure C.5.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state ™~
The final selection is applied on the events. The signal and background normalization are taken from the fit to data.
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Variables after the Final Selection
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C. Data-MC Comparison - Including Signal

(MC — data)

(MC — data)

Figure C.7.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state u=77.
The final selection is applied on the events. The signal and background normalization are taken from the fit to data.
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C. Data-MC Comparison - Including Signal
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Figure C.9.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state 7"
The final selection is applied on the events. The signal and background normalization are taken from the fit to data.
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C. Data-MC Comparison - Including Signal
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Figure C.10.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state
ete™. Only the preselection is applied on the events. The signal and background normalization are taken from
the fit to data.
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C. Data-MC Comparison - Including Signal
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Figure C.12.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state
et . Only the preselection is applied on the events. The signal and background normalization are taken from

the fit to data.
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C. Data-MC Comparison - Including Signal
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Figure C.14.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state

et T. Only the preselection is applied on the events. The signal and background normalization are taken from

the fit to data.
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C.2. Variables after the Preselection
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C. Data-MC Comparison - Including Signal
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Figure C.16.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state
™. Only the preselection is applied on the events. The signal and background normalization are taken from
the fit to data.
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C.2. Variables after the Preselection
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C. Data-MC Comparison - Including Signal

R EoW _ _ _ _ _ .
S
> 120 i
m 100 F Hr hp et 1
w 80 B
3 60} T+ E
m 40 O bkg -+ data +H
m 20 F signal W MC b
O | T — L
m H C T T T T T ]
o -1} 1
= 1 1 1 1 1
= 00 02 04 06 0.8 1.0 1.2
Fra in GeV
1 bkg ~+ data

150 | [ signal s MC
]
F 100}
>
=

50 |
0
»M H C T T T T ]
=' 00 02 04 06 08 10

>\:ﬁ

— T T T T
£ 140F 1 bkg + data T
7 120 == MC
< 100 J
<e]
S 80 i
S 60 |
2 40 1
g
> 20 i
a7, _
|
el -1f | ]
g _ _ _ _
= 0 1 2 3 4 5

_W:imm_ in Q_w/\\m

50 - 3 bkg + data b
%»o‘_“_ signal ~ mmm MC + .x ]
S30f 4
£

20 |
g bt
=d] 10 i

o L ]

m H C T va_ T ]

3|

TE wﬁw%g%@%siﬁ}ﬁ%@g

= TtL L L I ]

=1 1.0 ~0.5 0.0 0.5 1.0
080,

wm r [ bkg -+ data 1
I [ signal
2 60 9
250
240
g 30
5 20

10

0

m H C T T T ]

m = w R T e

=l 10 ~0.5 0.0 0.5 1.0
cosbhel, o

250 - —3 bkg +  data
w, 200 C signal mmm MC
S 150}

2

5100

>

[nd] 50 |

R —— i

G i Lk

= L 1 1 1

=l 1o 0.5 0.0 0.5 1.0
OOm%::mm

~ 40

<

<

o 30

P

20

o

>

/10
. 0
m H N T T T ]
Sle o [eopt R g
wulH‘ i gg E w%é@%mﬂ i
- -1.0 -0.5 0.0 0.5 1.0

cost o,
[ bkg -+ data

—_
a1l
(=}

Events/(0.5 MeV)
o o
(=) [=)

MC
oo

(MC — data)

[y

50

MC
OO

(MC — data)
|

s MC A

!

5.265 5.270 5.

275 5.280 5.285 5.290 5.
M* in GeV/c?

i I 4 D E@A ..% data
i [ signal s MC
H_.....r....rL . - |
ey R

8 1

0

2

4

E(drp)

6

0

Figure C.18.: Each plot shows the distributions of an input variable (see x-axis label) used in the network of the final state
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C.2. Variables after the Preselection
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C. Data-MC Comparison - Including Signal
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C. Data-MC Comparison - Including Signal
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