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Abstract We examine the influences of North Atlantic sea surface temperatures (SSTs) and vegetation on
regional climate simulations over Europe during the Last Glacial Maximum (LGM). Simulated regional
temperature and precipitation patterns over Europe are considerably improved when using revised SSTs
based on proxy data. Likewise, the simulated permafrost is more accurately reproduced with the SST
modifications. These improvements are partially related to the changed regional atmospheric circulation
due to the revised SSTs, leading to colder and drier conditions over Western Europe. Further sensitivity tests
with prescribed vegetation for LGM conditions provide evidence of the sensitivity of the simulated glacial
climate. This study reveals the importance of considering more realistic SST and vegetation boundary
conditions for a more accurate representation of regional climate variability under glacial conditions.

1. Introduction

The Earth’s climate of the last million years is characterized by alternations between glacial and interglacial
periods. Fundamental drivers of these oscillations are most likely the changes of the Earth’s orbital para-
meters, also known as “Milankovich Cycles” [Berger et al., 1984]. Also, variations in greenhouse gas (e.g.,
CO2) concentration are in line with the glacial/interglacial cycles [Sigman and Boyle, 2000, Figure 1] and are
thus considered as an additional driver of (past) climate changes. The Last Glacial Maximum (LGM) of the last
glacial cycle is defined as the time period of global maximum land ice volume (22–19 ka B.P. [Yokoyama et al.,
2000]). Proxy data show that the climate in Europe was much colder and drier during the LGM compared to
recent climate conditions [e.g., Bartlein et al., 2011; Annan and Hargreaves, 2013].

Such different climatic conditions are used to test state-of-the art Earth system models in order to gain con-
fidence in them for future climate projections [Harrison et al., 2016]. Within the framework of the third phase
of the Paleoclimate Modelling Intercomparison Project (PMIP3) [Braconnot et al., 2012], steady state time slice
experiments for the LGM were performed using coupled general circulation models (CGCMs) to investigate
the Earth’s climate under glacial conditions. These CGCMs show colder and drier conditions compared to
today, though underestimating the amplitudes of the changes compared to proxy evidence. Increasing
the horizontal resolution further illustrated that the ice sheet over North America is an important player in
determining the atmospheric circulation and the temperature and precipitation distribution over Europe
[Hofer et al., 2012a, 2012b; Merz et al., 2015].

PMIP3 CGCMs generally simulate too wet conditions over the Iberian Peninsula compared to proxy data
[Beghin et al., 2016; Ludwig et al., 2016]. This bias has been partially attributed to differences in the
general atmospheric circulation (e.g., regarding the eddy-driven jet stream and weather-type frequen-
cies [Ludwig et al., 2016]) as well as to a poor representation of glacial ocean conditions in the
CGCMs. As shown in Ludwig et al. [2016] for some CGCMs, the LGM sea surface temperatures (SSTs)
over the North Atlantic were even higher than the preindustrial SSTs, probably due to a too strong
Atlantic meridional overturning circulation simulated for the LGM. A comparison of the CGCM SSTs with
reconstructions of the Multiproxy Approach for the Reconstruction of the Glacial Ocean surface
(MARGO) project [MARGO Project Members, 2009] shows that almost all CGCMs (particularly Max-
Planck-Institut Earth system model, MPI-ESM) [Stevens et al., 2013] tend to overestimate the SSTs over
the northeastern parts of the North Atlantic [Wang et al., 2013, Figure 3b]. This influences the climate
over Western Europe (see Figure 1a for MPI-ESM-P model deviations), where the simulated 2 m
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temperature is too warm during the LGM compared with a reconstructed permafrost border [Maier
et al., 2016].

As indicated by Harrison et al. [2015], there is evidence of modest overall model skill for the mid-Holocene
and LGM and of substantial misrepresentation of past regional climates in the state-of-the-art GCMs.
Dynamical downscaling techniques can be helpful to test climate sensitivity and feedback mechanisms on
the regional scale and have been widely used for recent, present, and future climate projections [e.g.,
Giorgi and Gutowski, 2015; Jacob et al., 2014]. Regional climate models (RCMs) can both add value to [Feser
et al., 2011; Hackenbruch et al., 2016] and reduce the biases in the GCM simulations [Diaconescu and
Laprise, 2013], as the higher resolution permits a better representation of relevant physical processes for
regional weather and climate. So far, RCMs have only been scarcely used for past climate simulations in
Europe, e.g., for the Common Era [e.g., Gomez-Navarro et al., 2015; Raible et al., 2017], the Younger Dryas
[Renssen et al., 2001], and the LGM [Strandberg et al., 2011]. In this study, the influences of the SSTs in the east-
ern North Atlantic on the regional LGM climate over Europe are investigated with RCM simulations. Sensitivity
simulations are performed with different SST patterns, either based on the original CGCM SSTs or based on
SST proxies. The simulations are compared against existing climate proxy data, also with respect to the role
of regional circulation patterns. Additionally, the climate sensitivity to glacial vegetation in the RCM is
assessed, since vegetation is basically prescribed to preindustrial (PI) conditions in the PMIP3 CGCMs
[Brady et al., 2013; Sueyoshi et al., 2013].

Figure 1. (a) SST differences between MPI LGM simulation and MARGO reconstruction over the North Atlantic. (b) Model
domain (black line), extended land area (gray, shaded), ice sheets following PMIP3 protocol and Ehlers et al. [2011]
(aqua, shaded), and interpolated SST anomalies applied to WRF MARGO.



2. Model and Data

The MPI-ESM-P (henceforth MPI) simulations are dynamically downscaled with the Weather Research and
Forecast model (WRF [Skamarock et al., 2008]). Data from the PMIP3 MPI-PI and MPI-LGM experiments are
used to update the atmospheric boundary conditions (6-hourly) and SST and sea ice cover (daily). The final
31 years of the MPI experiments are downscaled. The first year is used as spin-up to guarantee that the land
surface processes are almost in equilibrium with the atmosphere and is excluded from further analysis. The
WRF model (version 3.5.1) is used with the Polar-WRF extensions (version 3.6 [Hines et al., 2015]) to consider
sea ice variability as provided by the driving MPI model. The model domain (Figure 1b) covers the North
Atlantic and large parts of Europe with a horizontal resolution of 50 km and 35 layers in the vertical.
Physical parameterizations include the Kain-Fritsch convection scheme [Kain, 2004], five-class single moment
microphysics [Hong et al., 2004], the rapid radiative transfer model for shortwave and longwave radiation
[Iacono et al., 2008], the unified Noah Land Surface Model [Tewari et al., 2004], and the Yonsei University
boundary layer scheme [Hong et al., 2006]. These parameterizations are different to those used in the
CGCMs but are well tested for higher resolution and thus potentially one of the reasons for reducing the
CGCM biases.

For glacial simulations, the greenhouse gas concentrations, orbital parameters, lowered sea level, and
increased ice sheets are used as specified in the PMIP3 protocol. Additional areas with glaciation (e.g., Alps
and Pyrenees) are obtained from Ehlers et al. [2011]. Land use and vegetation are initially set to present-
day conditions to ensure that differences in the LGM experiments are restricted to changes in SSTs.

Four simulations were performed to analyze the influence of altered glacial SSTs on the European climate
during the LGM. A control simulation forced by the PI conditions (henceforth WRF-PI) is used as reference
to determine changes between the (recent past) control climate and the LGM forced simulation
(WRF-LGM). The annual mean SST differences over the eastern North Atlantic and the Mediterranean (from
MARGO; Figure 1b) are taken into account together with the corresponding sea ice changes (ocean grid
points are considered as sea ice if SST < 271.15 K at each input time step) to study the influence of revised
SSTs on the European glacial climate (WRF-MARGO). To focus on the influence of warm SSTs, only positive
deviations over the eastern North Atlantic are interpolated to the WRF grid. Finally, the sensitivity to
changes in vegetation cover and land use as obtained from the Climate: Long-range Investigation,
Mapping, and Prediction (CLIMAP) data set [CLIMAP Project Members, 1984] is assessed (WRF-CLIMAP).
Here we use the same atmospheric and oceanic boundary conditions as in WRF-MARGO, but with LGM-like
vegetation cover and land use types (see Figure S2 and Table S1 in the supporting information). Gridded
temperature and precipitation proxy data [Bartlein et al., 2011] are used for comparison with the model
output. With this aim, the WRF data are interpolated onto the 2° proxy data grid, which includes 13 proxy
sites within the domain.

Permafrost distribution is calculated using the surface frost index (SFI) [Nelson and Outcalt, 1987]. The

index (SFI ¼ DDF
p

= DDF
p þ DDT

p� �
) uses the sum of annual freezing (thawing) degree-days DDF (DDT),

which is the sum of daily temperatures below (above) 0°C. Here simulated WRF or MPI soil temperatures
are used to calculate the SFI. Considering soil temperatures allows a direct SFI calculation without special
treatment of insolation effects due to snow cover [cf. Stendel and Christensen, 2002]. An SFI between 0.5
and 0.67 defines areas with sporadic and discontinuous permafrost; an SFI above 0.67 is taken as continuous
permafrost. The reconstructed LGM permafrost distribution over Central Europe is obtained from Baulin et al.
[1992] and is compared to the different simulations.

Circulation weather types (CWTs), which characterize the regional atmospheric circulation over a given area
[Jones et al., 1993], are calculated based on daily mean sea level pressure. For comparison between WRF and
MPI-ESM, CWT frequencies obtained by Ludwig et al. [2016] are used.

3. Results

The simulations testing the sensitivity to North Atlantic SSTs are first compared to proxy data focusing on the
2 m temperature and precipitation in Europe, followed by the evaluation of the simulated permafrost exten-
sion with respect to proxy data. To gain additional insight into the underlying mechanisms of how the SSTs
influence the temperature and precipitation patterns, the response of atmospheric circulation to SST changes



Figure 2. Results of WRF simulations and comparison to reconstructed temperature/precipitation data [Bartlein et al., 2011]: (a) temperature change (K) between
WRF LGM and WRF PI; significant changes (two sided Student’s t test, 90% confidence interval) at almost all grid points, not depicted. (b) Temperature change
(K) betweenWRF MARGO andWRF LGM (note different color scaling; significant changes are indicated by the plus symbol). (c) Difference of temperature changes as
reconstructed by Bartlein and from WRF LGM and WRF PI. (d) Same as in Figure 2c but for WRF MARGO and WRF PI. (e g) Same as in Figures 2a 2d but for
precipitation. Gray shades/purple line: LGM ice sheet, red line: LGM coastline.



is discussed. Finally, the sensitivity
of the simulated climate to the
LGM-like vegetation and land use
types is analyzed.

3.1. Temperatures and
Precipitation

The comparison of the RCM output
with the proxy data shows a better
agreement of the regional WRF-
LGM than the global MPI-LGM
simulation (Figure S1). The overall
significant (confidence interval
90%) cooling over Europe during
the LGM (Figure 2a) is more appro-
priate in the regional WRF-LGM
simulation (Figure 2c). While the
mean deviation at the considered
proxy locations shows a warm bias
of 2.44 K for MPI-LGM, it is reduced
to 0.93 K in WRF-LGM. Still, obvious
differences between simulation
and proxies are found, particularly
over Western Europe (Figure 2c).
A comparison of WRF-MARGO and
WRF-PI shows a reduction of the
warm bias to 0.28 K at the proxy
locations (Figure 2d). Reduced
SSTs over the North Atlantic and
Mediterranean in WRF-MARGO
cause a further temperature
decrease of 1–1.4 K over Western
Europe and an attenuated
decrease of 0.2–0.6 K farther east
(Figure 2b).

The reduced SSTs over the
North Atlantic also affect the
precipitation patterns. A general
(significant; confidence interval
90%) decrease of precipitation is

observed in WRF-LGM, with a gradient from a moderate decrease in the western to a strong decrease in
the eastern parts of the domain (Figure 2e). While the MPI strongly underestimates the decrease of precipita-
tion during the LGM over Europe (Figure S1d) on average by 335 mm, the bias is reduced to 145 mm in
WRF-LGM and 113 mm in WRF-MARGO. Both WRF-LGM and MPI-LGM show strongest precipitation devia-
tions from proxy data over the northern parts of the Iberian Peninsula (IP; Figure 2g). In WRF-MARGO,
precipitation is decreased particularly over the IP and significantly (confidence interval 90%) to the south
of the western parts of the Fennoscandian ice sheet (Figure 2f) as compared to WRF-LGM. This leads to a
reduced precipitation difference of, e.g., 65 mm yr�1 ( 12%, northwestern Iberia) and 63 mm yr�1 ( 46%,
Andalusia), between WRF-LGM and WRF-MARGO and thus a better representation of mean temperature
and precipitation compared to proxy data.

3.2. Permafrost Distribution

As shown in Figure 3a, the MPI failed to reproduce the permafrost distribution over Central Europe.
Areas with SFI > 0.67 are restricted to the Fennoscandian ice sheet. The area featuring sporadic and

Figure 3. (a) Distribution of sporadic (thin blue line) and continuous (bold
blue line) permafrost during LGM after Baulin et al. [1992]. Black line: spora
dic and continuous permafrost based on SFI (0.5: solid, 0.67: stippled) from
MPI data. Gray shades: SFI (0.5: dark gray, 0.67: light gray) for WRF MARGO.
Hatching indicates the area of sporadic and discontinuous permafrost
covered by SFI values between 0.5 and 0.67 for WRF LGM. (b) Temperature
difference (K) between WRF MARGO and WRF LGM for maritime weather
types (S, SW, W, and NW). (c) Same as in Figure 3b but for continental
weather types (N, NE, E, and SE). Purple line: LGM ice sheet, red line:
LGM coastline.



discontinuous permafrost reaches farther south but is still north to the reconstructed continuous permafrost
line after Baulin et al. [1992] (Figure 3a). The permafrost distribution for WRF-MARGO is in much better
agreement with the reconstructed permafrost distribution, particularly east of the Alps where observed
and simulated continuous permafrost overlap reasonably well. Still, the simulated continuous permafrost
border over Western Europe is displaced toward the east, located at around 5°E. Nevertheless, WRF-
MARGO exhibits an enhanced area of continuous permafrost by 0.2 mio km2 over the domain compared
to the continuous permafrost given by WRF-LGM. The sporadic and discontinuous permafrost distribution
over Eastern Europe is similar for both WRF simulations, exhibiting a too far southward extension of the area
covered by sporadic permafrost compared to Baulin et al. [1992]. For Western Europe, the area of sporadic
and discontinuous permafrost is located farther west in WRF-MARGO, reaching the extension of the contin-
uous permafrost distribution after Baulin et al. [1992]. Thus, the area of sporadic permafrost is still not well
reproduced by WRF-MARGO, with too warm conditions over western parts of Europe remaining.

3.3. Atmospheric Circulation

The regional atmospheric circulation is characterized based on CWTs. A comparison of the CWTs for PI con-
ditions between WRF and MPI-ESM (Tables S2 and S3) shows improved RCM-modeled CWT frequencies
compared with those based on National Centers for Environmental Prediction reanalysis [Kalnay et al.,
2006]. In particular, the under- (over-) representation of the anticyclonic (western) CWT in MPI-PI is adjusted
in the WRF-PI simulation (Table S3). The CWT distributions for WRF-LGM andWRF-MARGO are similar, indicat-
ing that weather pattern frequencies remain almost unchanged by the modified SSTs.

To illustrate the influence of the reduced SSTs on the Central European temperature distribution, we com-
pared the alterations of the 2 m temperature depending on the prevailing atmospheric CWTs. Figure 3b
shows the temperature difference of the maritime characterized CWTs (northwest, west, southwest, and
south) in comparison to the more continental characterized CWTs (north, northeast, east, and southeast)
between WRF-MARGO and WRF-LGM. The maritime CWTs (Figure 3b) feature a stronger temperature
decrease particularly over Western Europe compared to the continental CWTs (Figure 3c). Additionally, the
temperature decrease propagates farther east in the WRF-MARGO simulation for the maritime CWTs.

The Central European temperature differences are considerably influenced by reduced SSTs particularly for
individual maritime CWTs (Figure S3). The same is found for the precipitation differences between WRF-
MARGO and WRF-LGM of some CWTs, where the largest precipitation differences over Central Europe are
again associated with maritime CWTs (Figure S4). Additionally, the southeastern CWT exhibits a decrease
of precipitation over western parts of Central Europe due to less moisture advection from the (artificially
cooled) Mediterranean in WRF-MARGO. Strongest precipitation decrease occurs along the southern bound-
ary of the Fennoscandian ice sheet for southern to western CWTs. Here the orographically induced rainfall is
weakened due to reduced moisture advection. A considerable reduction of precipitation also occurs for the
cyclonic CWT, which is associated with low-pressure areas approaching Central Europe carrying compara-
tively less moisture from the cooler North Atlantic.

We additionally analyze the WRF-MARGO and WRF-LGM differences for the IP based on the CWT distribution
for Western Europe (Table S3). The eastern CWTs have only little effect on the 2 m temperature differences
over the IP, except a moderate influence along the east coast (Figure S5). The western and cyclonic WRF-
MARGO CWTs provide a stronger temperature decrease particularly over the northwestern parts of the IP that
are exposed to moisture advection from the area of reduced SSTs over the North Atlantic. For precipitation,
the eastern CWTs show a decrease in (south-) eastern parts of the IP (Figure S6), which is related to the
reduced evaporation over the Mediterranean (about 1 mm d�1; not shown). The northwestern, northern,
and particularly cyclonic CWTs, advecting less moisture from the cooled North Atlantic, lead to decreased
precipitation particularly in northwestern Spain. The slight increase of precipitation associated with the
southwestern and western CWTs is related to slightly increased evaporation over the North Atlantic south
to the area with reduced SSTs (around 40°N).

In summary, our results suggest that the distinct influence of the reduced SSTs on temperature and precipi-
tation over Europe is associated with changes in CWT characteristics. Thus, changes in the atmospheric circu-
lation play an important role in explaining the temperature and precipitation differences identified in the
sensitivity simulations.



3.4. Sensitivity to Prescribed Glacial Vegetation

The response of the changed vegetation on temperature and precipitation is rather different compared to
the SST sensitivity simulations (Figure 4). WRF-CLIMAP exhibits warmer temperatures over most parts of
Europe compared to WRF-MARGO, except for the eastern part of the IP. The modification of the land use
types affects the net radiation, latent and sensible heat fluxes, and the surface albedo. While the (present
day) land use over Central Europe used in WRF-MARGO is dominated by cropland (albedo 0.17–0.23), the
dominant WRF-CLIMAP land use is herbaceous tundra (albedo 0.15–0.2; Figure S2). During winter, Central
Europe was covered by snow; thus, the lower albedo in WRF-CLIMAP leads to higher temperatures, especially
during summer, resulting in slightly higher annual mean temperatures (1–1.5 K) over western parts of Central
Europe. Accordingly, the net radiation as well as the surface heat flux exhibits increased values for WRF-
CLIMAP (not shown). For the IP, land use in WRF-CLIMAP is dominated by shrubland (albedo 0.25–0.3) com-
pared to the dominant cropland land use types in WRF-MARGO (albedo 0.17–0.23), leading to slightly lower
temperatures in WRF-CLIMAP. Eventually, this leads to a weaker temperature decrease as in WRF-MARGO and
thus a warm bias of 0.72 K (0.28 K for WRF-LGM) over Europe compared to Bartlein et al. [2011] proxy data. Our
results are in contrast to a modeling study by Strandberg et al. [2011], where the authors showed that March
temperatures (when vegetation differences are pronounced) decrease by about 1–3 K, assuming glacial
vegetation. For Central Europe, they assumed potential vegetation dominated by deciduous forest for pre-
sent days (in contrast to cropland in our case), having lower albedo than their glacial herbaceous vegetation.
Based on Kaplan et al. [2011], Central Europe had already lost a large amount of its natural vegetation due to
anthropogenic land cover change by 1850 (the representative year for PI conditions). Thus, a combination of
cropland and natural vegetation potentially describes best the PI land use.

Figure 4. (a) Annual mean temperature (K) and (b) precipitation (mm yr�1) changes between WRF CLIMAP and WRF MARGO. Significant changes (two sided
Student’s t test, 90% confidence interval) indicated by the plus symbol. (c) Differences of temperature changes as reconstructed by Bartlein et al. [2011] and
from WRF CLIMAP and WRF PI. (d) Same as in Figure 4c but for precipitation. Red line: LGM coastline, dashed black line: LGM ice sheet.



For precipitation, generally drier conditions were simulated for WRF-CLIMAP compared to WRF-MARGO. The
wet bias compared to Bartlein et al. [2011] data is further reduced to 89 mm yr�1 ( 267 mm yr�1 versus
356 mm yr�1 in WRF-MARGO, corresponding to a relative change of 22%). The changed land use types

(mainly cropland versus sparsely vegetated herbaceous tundra; Figure S2) and vegetation cover cause less
evapotranspiration (not shown [e.g., Liu et al., 2003, Table 2]) as simulated by the NOAH land surface model
resulting in reduced water recycling that leads to less precipitation.

4. Summary and Discussion

The influences of North Atlantic SSTs and vegetation on simulations of the European climate during the LGM
are investigated in a set of sensitivity experiments using a regional climate model. The results of the sensitiv-
ity simulations are in better agreement with reconstructed 2 m temperature, precipitation, and permafrost
over Europe [Bartlein et al., 2011; Baulin et al., 1992] when using proxy-based SSTs over the North Atlantic
and LGM-like reconstructions for vegetation [CLIMAP Project Members, 1984]. Thereby, the impact of SSTs
on the CWTs over Europe [Ludwig et al., 2016] is important. Since the majority of PMIP3 CGCMs overestimate
North Atlantic SSTs, our findings for SST-climate feedbacks in Europe under glacial conditions may be gener-
alized to other simulations with similar biases.

Still, some biases remain. Including LGM-like vegetation distribution in the model leads to a slightly increase
of the warm bias due to higher albedo, changes in the net radiation, and sensible and latent heat fluxes.
However, Jahn et al. [2005] quantified the global temperature decrease-based vegetation cover changes to
be 0.6 K during the LGM, providing a hint of the uncertainties associated with the LGM vegetation recon-
structions of CLIMAP Project Members [1984]. In contrast to temperature, precipitation improves considerably,
reducing the wet bias to 89 mm. An additional comparison with seasonal proxy data (mean temperature of
the coldest/warmest month, MTCO/MTWA; Figure S7 and Table S6) reveals a good agreement of the model
results for MTWA but a strongly underestimated decrease for MTCO by both MPI-ESM andWRF. This behavior
opposes another modeling study for the LGM with a different CGCM [Hofer et al., 2012b], who found a better
agreement during MTCO than MTWA when comparing with the proxy data of Wu et al. [2007]. Still, proxies
might be more sensitive to climatic extremes than to the average climate values, which may lead to large
discrepancies of climate variables during glacial conditions [Kageyama et al., 2006]. This is in particular true
during the LGM, where the proxy data themselves are associated to high uncertainties [e.g., Wu et al., 2007].

In summary, our study provided evidence that regional paleoclimate simulations lead both to improved pat-
terns for temperature, precipitation (see also Figures S9 and S10), and permafrost, as well as to an improved
representation of the regional circulation (CWT analysis). This is in line with Harrison et al. [2015], who called
for improvements to generate reliable regional projections. An additional GCM experiment with MARGO
SSTs would enable to test if similar improvements for temperature and precipitation could be achieved
with a GCM. Nevertheless, the more realistic distributions of temperature and precipitation by the RCM
(Figures S9 and S10) clearly reflect the added value of using a high-resolution regional climate model.
Our results demonstrate the climate sensitivity to revised SSTs over the North Atlantic Ocean and to
changes in boundary conditions as land use and vegetation under glacial conditions, where the latter is
hypothesized to be also influenced by human activity [Kaplan et al., 2016]. Thus, a realistic representation
of glacial boundary conditions (SSTs and vegetation) is essential to obtain a more accurate representation
of the regional (paleo-) climate.
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