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Chapter 0

Introduction

Motivation and aims of this thesis

The aims of this thesis are (i) to develop a model for a controlled Piecewise Determin-
istic Markov Process (PDMP) under Partial Observation (PO), (ii) to prove results on
existence of optimal control policies that solve the optimization problem of minimizing to-
tal expected discounted cost over lifetime for a PO-PDMP and (iii) to characterize optimal
policies for a concrete application example under convexity assumptions on the running
cost function.

To make these aims more tangible for readers without mathematical background or
for mathematicians without deeper knowledge in control theory for stochastic processes,
we like to motivate these aims by an extremely simplified example. A more detailed
mathematical motivation then follows in combination with the literature review in the
following Section.

Imagine a process that is running in continuous time. One could think of some queueing
example where a state of the process at a given point in time is the work load waiting to
be processed in the queue. We assume the development of the process states over time
to be a deterministic function of the time, i.e. knowing the current state of the process,
we can calculate the future states of the process, e.g., by solving an initial value problem.
This process becomes a piecewise deterministic process if we now add jumps to the path of
this process while still assuming a deterministic behavior piecewise between these jumps.

process state running cost

e

~__~

time process state
0 1st 2nd
jump  jump y*
(a) Process states over time (b) Running cost as function of current state

Figure 1: Examples for path of a PDMP and for running cost function



2 Contents

This process becomes a stochastic process, by assuming that these jumps occur at
random points in time. Let the probability distribution of these jump times governed by
some known intensity and the state transition at a jump time described, in a very simple
example, by some fixed probability distribution on the set of possible process states. See
Figure 1(a) for an example of a typical path of such a process. In the queueing example,
we would simply assume bulk arrivals (or drop outs) of randomly distributed work loads
arriving (dropping out) at random times with known intensity of these events.

Imagine now, that there are agents who can control this process: By executing a
control action at every point in continuous time, they can influence, say, the deterministic
movement of the process states between two jump times. This could be by controlling the
processing speed in the queueing example. If there is some running cost, created at every
point in time depending on the current process state, then the challenge for the agents
is: Control the process such that total expected discounted running cost over lifetime
is minimal. See Figure 1(b) for an example of a running cost function with a unique
minimum in the state labeled y*. Hence, in that situation, a canonical idea for an optimal
control policy could be to ,always steer the process as quickly as possible to state y*“

However, if jumps from state y* lead with very high probability to states with very
high running cost and if bringing the process then back into state y* is taking several
hours, this policy might not be an optimal one. Even more complex situations arise, when
the intensity, i.e. average expected number of jumps per unit of time, depends on the
current state. In a queueing example, this might apply: Think of cash desk queues where
fewer customers would join the queue the longer it is. If now, the agent can even control
the intensity or the probability distribution that determines where jumps of states lead
to, the situation becomes even more complex. This could happen in case the agents can,
e.g., influence the demand for their products by means of advertisement.

This is a typical example of a control problem for a PDMP. A broad range of results
for these models and associated optimization problems exist already, see following Section.

Imagine now, that the current state of the process cannot be observed. However,
whenever a jump to a new state occurs, some noisy measurement right after a jump can
be performed to get a noisy observation of this ,post-jump state“. This is the setting of a
partially observable PDMP: only partial, here noisy, information about the actual process
state is available. Such situations can arise, e.g., when work load arriving at a queue can
only be estimated.

General models of controlled PO-PDMPs have not been published yet. In this thesis,
we develop such a model covering this and much more general applications of partially
observable PDMPs. We formulate the associated optimization problem of minimizing total
expected discounted cost over lifetime and derive results on existence of optimal policies.
For some concrete cases with convex running cost functions we even derive uniqueness of
such an optimal policy and determine it concretely.

Overview on control theory for Piecewise Deter-
ministic Markov Processes

In [23], Davis introduced the class of Piecewise Deterministic Markov Processes (PDMP) as
a ,general class of non-diffusion models®. This statement is to be understood in the context
of the following result of Cinlar and Jacod [18] from 1981: ,Every strong Markov process
with values in R? and continuous paths of locally bounded total variation is deterministic.
In that sense, a non-trivial strong Markov process with states in R either has continuous



Contents 3

paths and allows for locally infinite total variation or has paths with locally bounded
total variation that are not continuous. The first case is leading to the theory of diffusion
models. If for the second case, explosion of the jumps is excluded, the movement of the
process between two jumps is necessarily deterministic, see [18]. This leads to the theory
of PDMPs.

PDMPs are characterized by three local characteristics: The drift, describing the
deterministic movement between two jumps of the process, the jump intensity, governing
the density of the probability distribution of the inter-jump times as well as the jump
transition kernel, the probability distribution on the set of possible post-jump states given
the current state of the process right before the jump. A PDMP thus starts in an initial
state to then follow the deterministic path defined by the drift up to the first jump time.
Then, the process jumps to a new state. This transition is described by the jump transition
kernel. The process then follows again the deterministic drift and this scheme repeats.
For a rigorous development of the PDMP theory and a summary of the basic results on
optimal control problems for PDMPs see the book of Davis [23] or even an early article of
Yushkevich [64] from 1987, where PDMPs also were called ,,Markov decision deterministic
drift processes*.

Classical optimization problems can be formulated for PDMPs such as reward maxi-
mization or cost minimization. Both versions, minimum expected average cost (see, e.g.,
[5], [19] or [20]) as well as minimum expected total discounted cost problems are classical
for PDMP control problems. In [23], Davis shows existence of optimal control policies for
a problem of minimum expected total discounted cost with bounded running cost and con-
stant discount factor. These optimal policies are in general relaxed controls, i.e. a control
action is a probability distribution on the action space. Yushkevich is only treating PDMP
control problems with uncontrolled drift. However, the idea of reducing the continuous
time control problem of a PDMP to a discrete time Markov Decision Process (MDP) is
also due to Yushkevich, see [61]. Actually, as the movement of the process between two
jumps is deterministic, a pure post-jump consideration is sufficient for the treatment of
optimal control problems for PDMPs.

The range of possible applications of the general PDMP control theory is broad. There
are applications in finance [57], communication networks [15] or [40], neurosciences [50]
and biochemics [49] to only list a very short overview that illustrates the huge variety of
domains of application for optimal control problems for PDMPs.

In terms of pure mathematical treatment of PDMP control problems, the status up
to 1993 can be found in [23]. Since then, important steps in the further development of
this theory were, amongst others: In [21], Costa and Raymundo consider impulse control
of PDMPs without continuity or differentiability assumptions on the state. In [1], the
control problem in continuous time is reduced to a problem in discrete time while working
under even lower regularity assumptions. General conditions such as semi-analytic value
functions or universally measurable selectors are applied. Forwick [35] then considers, in
contrast to the earlier work of Davis (see above), problems with only locally bounded
running cost functions. He shows absolute continuity for the value function and that the
value function is a (weak) solution of the Hamilton-Jacobi-Bellmann equation. In addition,
he derives sufficient conditions for the existence of optimal deterministic feedback controls.

Later, with [25] and [13], a few new results on numerical methods for optimal stopping
problems for PDMPs appeared. In both works, the embedded process of the underlying
PDMP is discretized by quantization. Runggaldier’s work [52] gave here inspiration for
the quantization approach. A further discretization of the time between jumps is then
necessary to determine the optimal stopping time, which is not necessarily a jump time
of the process. The remaining problem is treated by solving a discrete time version of the
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Bellmann equation. Analytical approaches to optimal stopping for PDMPs were published
even before, e.g., by Gugerli [37].

Remarkable about the paper of Brandejski et al. [13] is, however, that they treat an
optimal stopping problem for a PDMP under partial observation. There are only very
few works treating PDMP control problems under partial observation. In [46], a special
convex hedging problem on a financial market with price processes with geometric Poisson-
distribution is considered. In the second part of this work, partial observation is modeled
by assuming to have an unknown jump intensity. In [7], a problem of optimal inventory
management is considered. Here, partial observation is modeled by assuming censored
observations.

General works on PDMP control problems under partial observation do not exist yet.
For their stopping problem, Brandejski et al. suggest to model partial observation by
assuming perfect observation of inter-jump times but only noisy measurement of the post-
jump state of the PDMP which for other times then jump times, is assumed completely
unobservable. Stopping, however is a very special control problem with only two control
actions: ,stop“ or ,,continue“.

The model for partial observation introduced by Brandejski et al. is now the base for
this thesis, where the first aim is to define a general model of a controlled PDMP under
partial observation. Compact and metric action spaces shall be allowed for this model,
as this is typical for applications of completely observable PDMP control problems as
well. The approach for then solving a problem of minimal expected total discounted cost
in this model combines techniques from both: The theory of controlled PDMPs under
complete observation as well as the theory of Markov Decision Processes (MDP) under
partial observation. A very good summary of the latter, together with applications to
finance, provides the book of Béuerle and Rieder [6]. For further references on results of
the MDP theory, we refer to the introduction of Section 2.1.

Main results and outline of this thesis

There are three main results of this thesis and each of them is strongly connected to
one central equation of this thesis. Having these three equations in mind when reading
through this thesis shall provide a good guidance in order to understand the outline and
all intermediate results of this thesis. However, it has to be remarked clearly here: It is
not the following three equations that represent the main results of this thesis but they
are good starting points to explain these.

The first main result of this thesis is the definition of a model for a controlled
Partially Observable Piecewise Deterministic Markov Process (PO-PDMP).

Models of controlled Piecewise Deterministic Markov Processes (PDMP) under com-
plete observation already exist and have been analyzed and discussed by many authors,
see previous Section. General models of controlled PDMPs under partial observation,
however, have not been studied yet. The work of Brandejski et al. [13] was taken as
a starting point to formulate such a general control model for a PO-PDMP. The result-
ing optimization problem of minimizing total expected discounted (with discount rate [3)
cost ¢ over lifetime is defined in Definition 1.37. The value function for this optimization
problem is the first equation a reader should try to understand when reading this thesis.
It is the function providing, for each initial observation x of a PO-PDMP, the minimal
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expected total discounted cost over lifetime:

Teo
J(z):= inf ET [ /0 e Pt /A (X, Ys,a) m(da) dt| . (1)

rell?

Based on this equation, the challenge to define a general control model for a PO-PDMP can
be described: We consider a model where jump times 77,75, ... of the underlying PDMP
can be observed perfectly but observation of the unobservable states Y; of the underlying
PDMP is only possible by noisy measurements X7, of the post-jump states Yr7,. On
an interval [T, T,+1) we keep X; = Xp, constant as no new observation takes place.
Admissible control actions are then given by the set of so-called relaxed controls: At each
point in time, an admissible control action is a probability measure on a compact action
space A. The well-established theory for optimal control of completely observable PDMPs
showed that in general, optimal controls do not exist in the set of so-called deterministic
controls, i.e. executing an element of the compact action space directly instead of taking
a probability measure on this space. From the theory of partially observable control
problems for other classes of processes, it is known that, in general, decision rules have to
be in the set of history dependent decision rules, denoted by IT¥ above. This means, the
decision of what relaxed control to execute at a given point in time has to depend on the
history of observed process states X; and earlier executed control actions up to this point
in time.

The challenge for the formulation of a control model for a PO-PDMP was thus to
combine relaxed controls and history dependent decision rules in a way such that the
resulting controlled process again, has the form of a PDMP. This result can be found in
Definition 1.34.

The second main result of this thesis is the developement of a so-called filter: A
recursive calculation of the conditional probability distribution of the unobservable state
of the underlying PDMP given the history of the observable process states as well as of
the executed control actions.

Once a control model for a PO-PDMP and an associated optimization problem is
defined, the principal approach to show existence of optimal policies is clear: One has to
show that the initial optimization problem under partial observation in continuous time is
equivalent to an optimization problem for a completely observable MDP, which is a process
in discrete time. The key step for this reformulation of the problem is the development of
an adequate filter. Such a filter has not yet been developed for a controlled PO-PDMP.
It was achieved to develop such a filter for the presented PO-PDMP control model. The
development of this filter was inspired from [13], where a filter for an uncontrolled PO-
PDMP is developed. The following assumption has been taken for the development of this
filter: The set of possible post-jump states of the controlled PO-PDMP is assumed to be
of finite cardinality. In view of necessary quantizations of the filter required for numerical
methods applicable to determine or to approximate optimal policies, this assumption is
no significant restriction.

In Chapter 2 we present all necessary steps and intermediate results for the above men-
tioned reformulation of the initial optimization problem. The proof of the filter equation
of Proposition 2.31 is the central result of this chapter. Based on this filter, the well-known
techniques for MDPs can be applied to show that the value function of the optimization
problem is a fixed point of the minimum cost operator. This fixed point equation is the
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second central equation to have in mind when reading through this thesis:

Tap) = it {g/ o)+ [ TG doxnlds s i o) | (2)

Even though the filter is only entering this equation implicitly via the definition of the
measure appearing in the integral above, this equation could not have been proven without
the development of the filter. It is from this fixed point equation later, that we derive
existence of optimal policies for the initial optimization problem. We start from this
equation as well, when discussing a concrete application of the theory in Chapter 5, where
we derive existence of a unique optimal policy and characterize it as of ,bang-bang® type.

The third main result of this thesis is the discussion, including proof of existence
of optimal policies, of a second model of partial observation for a PDMP: In this model,
the inter-jump time is no longer observable. Existence of optimal policies can be shown
even for models with controlled jump intensity and controlled jump transition kernel.

Based on the above mentioned filter, a sufficient condition for existence of optimal poli-
cies could be derived. This sufficient condition contains, amongst others, the assumption
of having a PO-PDMP model with uncontrolled jump intensity and wuncontrolled jump
transition kernel. The restriction to such models was necessary, as it turned out that
the filter developed is not continuous in the argument representing the executed relaxed
control action. This is due to properties of the Young topology which is the topology
selected for the space of relaxed controls. A detailed discussion of this topology can be
found in the Annex of this thesis, see A. In Section 3.2.2, we explain why the filter is not
continuous in the mentioned argument. This leads to the third equation, a reader should
bear in mind when reading this thesis: The filter equation of Proposition 2.31, and more
precisely the following part of this equation:

x{(u, S,x,7) = ulexp (—A”(yi, s))
[ (07 9).0) @4 (0709 (7)) rdafele = wy). (3)

A reader familiar with characterizations of convergence in the Young topology will recog-
nize that in the above equation, there is no integral w.r.t. the time parameter s.

For deeper reasons coming from the classical theory of completely observable PDMP
control problems, we have to stick with this Young topology on the space of relaxed
controls. The latter space is compact under this topology and in order to apply selection
theorems for measurable optimizers, we need this compactness property.

An analysis of this continuity issue of the filter brought up the idea that for models with
unobservable inter-jump time or even inter-jump times observed under noisy measurement,
a filter with sufficient continuity properties should exist. Actually, in such a model, an
integral w.r.t. the time parameter would enter the equation above. In Chapter 4, we
thus study a model of a PO-PDMP with unobservable inter-jump time. Leveraging a very
recent result of Feinberg [33] from 2016, it was achieved, to show existence of optimal
policies even for controlled jump intensities and controlled jump transition kernels. In
a sense, we were able to show that the PO-PDMP model of Chapter 4 can be seen as
an application example of Feinberg’s theory for MDPs under partial observation. The
importance of Feinberg’s result for the MDP theory lies in the fact that he achieved to
provide a sufficient condition for the existence of filters that are ,sufficiently continuous*“
to guarantee a weakly continuous transition kernel for the filtered MDP model arising
from a partially observable MDP model.
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Further results and outline of this thesis:

In Chapter 1, we develop step by step the model of a controlled PO-PDMP. We
introduce properly the underlying PDMP in Section 1.1, present how we model partial
observation in Section 1.2 and define the control model in Section 1.3. The central re-
sults are then Definition 1.34 of a controlled PO-PDMP and Definition 1.37 of the initial
optimization problem.

Chapter 2 is at the core of this thesis. Here we combine techniques from the control
theory for PDMPs with approaches from the theory of partially observable MDPs. We
first reformulate the initial optimization problem in continuous time into an equivalent
optimization problem for a partially observable MDP, thus into a discrete time problem in
Section 2.1. On that way, the Correpondence Theorem 2.11 for history dependent policies
is an important result. In Section 2.2 we then reformulate the optimization problem for
a partially observable MDP into an equivalent optimization problem for a completely ob-
servable MDP. This Section also contains the main result of this Chapter, the development
of the above mentioned filter. We also explain why we can restrict the set of admissible
policies to the set of Markov policies for the completely observable problem. In Section
2.3, we finally apply the well-known techniques from stochastic dynamic programming in
order to derive existence of optimal policies for the filtered model, thus by equivalence,
for the PO-PDMP control problem. A fixed point equation for the value function of the
optimization problem is derived and under some (lower semi-) continuity assumptions on
the filtered model, existence of one step optimizers is proven. Existence of optimal policies
for the initial optimization problem is then derived for two time horizons: for an infinite
time horizon as well as for a finite time horizon up to the N-th jump of the PO-PDMP.

In Chapter 3, we then translate the (lower semi-) continuity assumptions taken on
the filtered model in order to derive existence of optimal polices into sufficient conditions
on the initial PO-PDMP. It turns out that if we assume a continuous dependence of the
drift on the relaxed control action executed, a lower semi-continuous cost function, an
uncontrolled jump intensity and an uncontrolled jump transition kernel for the initial
PO-PDMP, optimal policies exist. In Section 3.2.2, we also discuss the above mentioned
continuity issue of the filter.

Chapter 4 is then dedicated to the discussion of another PO-PDMP model: the
above mentioned model with unobservable inter-jump time. Based on Feinberg’s result
cited above, we can derive sufficient conditions for the existence of optimal policies also
for models with controlled jump intensity and jump transition kernel.

In Chapter 5, we discuss a concrete application example with strictly convex cost
function, constant jump instensity and uncontrolled jump transition kernel. We briefly
motivate this example in Section 5.1, before we present the concrete mathematical model
in Section 5.2. The fact that the completely observable version of this example is con-
tained in the general partially observable version of the PO-PDMP model for this example
is highlighted in Section 5.3. Uniqueness of an optimal policy and its characterization as
,bang-bang“-type policy is then derived in Section 5.4 for the completely observable ex-
ample and in Section 5.5 for the partially observable example.

The model assumptions taken throughout this thesis are summarized in Annex C and
discussed in view of concrete applications ins Chapter 6, where we also discuss possible
refinements and extensions of the PO-PDMP control theory presented in this thesis.

A detailed discussion of the Young topology can be found in Annex A.
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Chapter 1

The PO-PDMP model and the
optimization problem to solve

This first chapter is twofold: It is meant to familiarize the reader with the optimization
problem we want to solve in the course of this thesis. Thus, it could be understood as a
purely introductory chapter. However, a first result of this work is the definition, as such, of
a controlled Piecewise Deterministic Markov Process (PDMP) under Partial Observation
(PO). To the best of our knowledge, there has not yet been a publication providing a
general definition of a controlled PDMP under PO (also referred to as PO-PDMP in the
sequel). Brandejski et al. were among the first to investigate optimal stopping problems
for PO-PDMPs in [13]. Stopping, however, is a very simple control action and thus, can
be understood as a particular case of the general control model we will introduce in this
chapter. The general control model incorporating the space of observable histories shall
thus be seen as a first result of this thesis.

In order to make this thesis accessible for readers not familiar with PDMPs in general,
we start this chapter with a very brief introduction to the class of Piecewise Deterministic
Markov Processes in Section 1.1. Readers familiar with PDMPs under complete observa-
tion might want to skip that section. As a next step, in Section 1.2, we introduce how
partial observation of a PDMP shall be modeled in this thesis. There is a variety of possi-
ble approaches to model partial observation of PDMPs. We will briefly give an overview
but then stick, for the rest of this thesis, to the partial observation model introduced in
Section 1.2. We do so, as we believe that this model is closest to a huge set of applications.
Familiar with the latter aspect of the model, we can introduce, in Section 1.3, the way
how the underlying PDMP can be controlled based on partial observation.

Finally, we will end this chapter by stating the optimization problem of minimizing
the total discounted cost over lifetime for a controlled PO-PDMP in Section 1.4.

1.1 The general PDMP model

In [22], Davis introduced the class of PDMPs as , general class of non-diffusion stochastic
models“. He gave a definition of a PDMP based on its infinitesimal generator, and thus,
strongly emphasizing the fact that a PDMP is a priori a time-continuous process. Recent
publications such as [13] or [34] introduce a PDMP following an axiomatic approach®
stating a set of properties of a PDMP. We will follow the latter approach in this thesis,
for three reasons that are: First, we believe this approach is easier to follow for readers

Lelearly, leading to an equivalent definition of a PDMP
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not familiar with this class of stochastic processes. Second, this definition very obviously
reveals parallels to the general theory of discrete-time Markov decision processes (MDP)
that we aim to apply here. Third, the domain of definition of the infinitesimal generator
associated with a PDMP is in most cases difficult to characterize.

We first define an uncontrolled PDMP before we show in Section 1.1.2, that this
stochastic process in continuous time can in fact be fully described by a marked point
process in discrete time. Clearly, one could also take the inverse perspective and start
with a marked point process in discrete time and, in a second step, define how a PDMP is
constructed out of it. This perspective is taken by Jacobsen in section 7.3 of his book [44]
which also provides a very good introduction to Piecewise Deterministic Processes (PDP)
in general, not only to the subclass of the Markovian PDPs.

1.1.1 Defining a PDMP: A stochastic process in continuous
time

As later in this work, we will work with three different processes (Y;), (X:) and (S;), we
start from now on to use sub- and sometimes superscripts for state spaces, intensities,
densities etc. to inidcate the underlying processs. The following definition follows mainly
the approach of Forwick (see [34]) with the difference that we do not restrict our definition
to drifts defined by initial value problems.

Definition 1.1 (uncontrolled PDMP). Let Ey a Polish space’. A piecewise deter-
ministic Markov process (PDMP) (Y;):>0 with local characteristics (®y, Ay, Qy) and state
space Ey is a stochastic process in continuous time that satisfies the following properties

(ia) The drift ®y : By x RT — Ey is continuous and fulfills

(ib) The mapping t — Py (-, t) is a semi-group w.r.t. concatenation of mappings, i.e. for
ally € By :

Py (y,t +5) = (Py (-, 1) o Py (-, 9))(y) = Py (Py (y, s),1).

(i) The jump rate or intensity Ay : Ey — (0,00) is a measurable mapping.
(iii) Qy : By — P(Ey) is a transition kernel.

In addition to properties (i)-(iii), there exists a measurable space (Q, F), a family (Py)ycE,
of probability measures on (Q, F) and an isotonic sequence Ty, T1, ... of R-valued random
variables with the following properties:

(v) The mapping Po(B) : Ey — [0,1],y — Py(B) is measurable V B € F.
(U) VyeFy: Py(Y():y) :Py(TO :0) =1.
(vi) Tp, T 0o (n — o0) Py-a.s. Yy € Ey.

(vii) Yy € Ey,t > 0,n € Ny :

t
Py(Tos1 — T > tTo, Vi, - Ty Ya,) = exp{—/o Ay (By (Y, 5)) ds).

%ji.e. Ey is endowed with a topology 7w, such that the topological space (Fy,7Tg, ) is complete,

separable and metrizable.



1.1 The general PDMP model 11

(’UZZZ) Y, = (I)y(YTn,t — Tn), fOT T, <t< Tn+1,n € Np.

(ZiL') Py(YTnJrl S B’T(),YTO, . 7YT7L7Tn+1) = Qy(q)y(YTn,Tn+1 — Tn),B)
VB € B(Ey),n € Np.

The so defined process starts at Ty = 0 in Yy = y € Ey to then follow the path defined
by ®y(y,t) for t < Ty. At time T}, the process jumps from? Oy (y, Ty ) to Y, € Ey.
This transition is described by Qy (®(y,T1);-) € P(Ey). The probability distribution of
T is defined by Ay as detailed in property (vii) of the above definition. Once the process
reaches Y7, it restarts from this point following the same logic.

The process (Y;) is thus ,piecewise deterministic® in the sense that its trajectory is
completely determined by ®y and the last post-jump state Yz, as long as 1), <t < Ty41,
S0, as long as no new jump occurs. The stochastic properties of this process can be found
in the jumps of the process. More precisely in both, in the jump time (see property (vii)
of the above definition) as well as in the post jump state (see property (ix) of the above
definition). A closer look on both, property (vii) and (ix), shows the ,Markov property*
of the process. A formal proof is required to show the Markov property, but the reader
familiar with Markov processes shall see, that the conditional probabilities appearing in
these two defining properties of (Y;) only depend on the last post jump state and not on
the full history. Davis even showed the strong Markov property of the PDMP in the jump
times, see [23, Thm. 25.5].

Property (i) of the previous definition being a very general requirement for the drift
®y, this property is actually the minimum requirement we need to guarantee a Markovian
behavior of (Y;) even during the time intervals where it follows the deterministic path
defined by the drift: Wherever you arrive after following ®y(y,-) for a time s, there is
only one path you follow once you are in y* := ®y (y, s), namely @y (y,-) for ¢ > s. This
also means that, if starting in another state 1/ also leads you to the same point y* after a
time ¢, i.e. @y (y',s") = y*, the path ®y (v, t);>y is the same as Py (y, t)¢>s. Hence, if we
knew that after a time period of deterministic behavior of (Y;), the process will not have a
jump during the next, say s seconds, then the (deterministic) development of (Y;) during
those s seconds only depends on the current state, not on the history how this state was
reached. Note: The probability of facing a jump during the next s seconds depends on
the time since the last jump.

Finally, we like to remark here that often, PDMPs are defined with a boundary jump
condition: whenever the drift reaches the boundary of the state space, a jump is initiated
and executed under the transition kernel ). This leads in a very natural way to the
notion of a ,deterministic exit time“ that one can calculate at every state of the process
supposing no jump occurs until the process following the drift reaches the boundary. We
do not follow this approach in this thesis.

One important way to construct drifts satisfying the Markovian behavior of property
(i) of the previous definition is to describe the drift by an ODE of first order, or more
precisely by an initial value problem as detailed in the next example:

Example 1.2 (ODE defined drift). Let By C R? and b : R* — R? a wvector field
guaranteeing for ally € Ey a unique componentwise continuous solution ®(y,-) : [0,00) —
Ey of the initial value problem

%@(y,t} =b(®(y,t)), P(y,0)=y. (1.1)

Then ® satisfies property (ib) of Definition 1.1.

3we denote the left hand limit lim¢ s t<s by ¢t
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Many publications on PDMPs directly restrict their results to the case of ,,ODE defined
drifts“. We do not need this restriction in this work and thus, have chosen to work under
the general framework of property (i) as stated. One of the main fields of application of
the theory, however, will remain cases of ,,ODE defined drifts*“.

1.1.2 Describing a PDMP: An embedded Markov Chain in
discrete time

Given that the states Y; for T;, <t < T),4+1 are entirely described (and deterministic) by
&y (Yp,,t — T,) according to property (viii) of Definition 1.1, it is in enough to know the
drift ®y as well as the post jump states (Y7, )n>0 and the jump times (7},),>0 to fully
describe the path of (Y;)>0.

This concept of describing the full stochastic behavior of a PDMP (Y;):>0, which is a
priori a stochastic process in continuous time, by the marked point process (T}, Y1, )n>0,
which is a process in discrete time, is a crucial concept when working with PDMPs. We
will now further detail this concept also being at the core of the development of a solution
to the considered optimization problem in this thesis. For more details on marked point
processes, we refer to the books of Last and Brandt [48] or of Brémaud [14]. They not
only provide a very good and comprehensive introduction to this class of processes but also
present an overview of filtering techniques for these processes under partial observation,
thus, for tools we will need later in this thesis.

Definition 1.3 (embedded process - jump times). Let Z) := Y, forn € Ng. The
marked point process (Tp, Z) )nen, is called the embedded process of (V3)i>0-

By replacing the jump time 7, (measured from the start of the process) by the n-th inter
jump time S, := T, — T,,—1 (time between (n — 1)-th and n-th jump) one can create
another version of the embedded process, also called embedded process depending on the
literature one is using:

Definition 1.4 (embedded process - inter jump times). Let Sy := 0 and S, =T, —
Ty—1 forn > 1. The sequence (S, Z}f)neNO is called the underlying discrete Markov chain

of (V).

Clearly, the Markov property has to be proven for this latter process. This is what we will
do for the rest of this section by developing the transition law for the process (S,, Z))
in order to prove its Markov property. Remember that we denote by P, the probability
measure on the underlying measurable space (€2, ) where P, (Yy = y) = P, (T = 0) = 1.

Lemma 1.5 (Density of inter jump time distribution). For n € N, the density of
the inter jump time distribution Py(S, <t |So, Z ..., Sn—1,2)_4) is given by

P21 = M) N@(Z) 1), (1:2)
where we define A(y,t) == [{ \(®(y, s)) ds.

Proof. According to Definition 1.1, point (vii), we have (note that knowing S, ..., Sn—1,
one also knows Ty, ..., T,—1)

Py(Sn >t S0, Z8 s, Sn_1,Zy_1) = exp(—A(Z)_1,1)).

The density f) is derived by differentiation % of the distribution function

1 —exp(—A(Z)Y_;,t)) and we obtain the result. O
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This density allows to describe the transition law of the embedded process in a way where
the Markov property is then obvious.

Lemma 1.6 (Transition law for the embedded process). Forn € N and Z] =y €
By and B € B(Ey), the transition law for the process (Sp, Z)) is given by

Py(Sn gt,Z}; € B | SOaZ(%/V“’S"*I’Z’}; 1) =

/Otexp (—A(Z}{,l,s)) A(@Y(Z,f,l,s)) Qy (@Y(Z{,l,s);B) ds.

Proof. For n € Ny, let FY :=0(So0, 2y ,...,Sn, ZY). We then can write
Py(STL S t,ZEL/ eB | 50728/7' . '7STL—17Z2L/—1> = Py(sn S t? Z’r}; €B ‘ fg—l)

The last expression equals:
t
/ Py(ZY € B|FY 1,80 =5)-Py(Sn € ds | FY_,) ds
0

-/ (Y 8) Qu((ZY 1. 5); B) ds. 0

Corollary 1.7. The process (Sp, Z) Ju>0 is a discrete time Markov chain on the state
space Egy :=R" X Fy. Forn € N,B € B(Ey) and (0,y,51,Y1,---,8n-1,Yn—1) € (RT x
Ey )™ its time homogeneous transition law Qgy is given by:

QSY ([O,t] x B | anaslayl’ .. 'asnflvynfl)
= Qsy ([0,t] x B | yn-1)

= [ xp (A1) A @y a1,5) Qv (@ylyn-1,9):B) ds

Proof. Follows directly from the proof of the previous lemma as only the las post jump
state Z) | intervenes in the formula for the transition law. O

1.2 Modeling partial observation of PDMPs

PDMPs under complete observation, i.e. with observable post jump states and known
drift ®, have been studied under a variety of aspects over the last thirty years®. For
discrete-time Markov decision processes, partial observation has been studied extensively
as well. A good introduction with references to further books and articles provides for
example [6], where one can find a variety of applications to Finance as well.

Partial observation of PDMPs, however, has not played an important role in publi-
cations so far. KEspecially for optimal control of PDMPs under partial observation, the
author is not aware of any publication treating the general control problem under dis-
counted cost over lifetime. A first step towards this direction was made by Brandejski
et al. in 2013, though: In their publication [13], they investigate the optimal stopping
problem for a PDMP under partial observation. Stopping is a very simple control, thus,

4gee introduction of this thesis
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they are not yet introducing a general control model. They do, however, suggest a way of
modeling partial observation by getting noisy measurements of the post jump state of a
PDMP. We will follow the approach of Brandejski et al. of modeling partial observation
by noisy measurements of the post jump state of the PDMP.

By no means, however, this approach shall be seen as the only possible way to model
partial observation for a PDMP. A brief discussion of the pros and cons of alternative ways
to model partial observation shall thus follow in Section 1.2.1 before we start to define
and build the observation process used throughout the rest of this thesis in Section 1.2.2.
Consequences of this way of modeling partial observation on the underlying probability
space are then discussed in Section 1.2.3.

1.2.1 The question how to model partial observation

The notion of ,partial observation“ does not impose one clearly and uniquely defined
modification of the completely observable version of a given stochastic process. The term
»observation® might even be misleading sometimes as observation might seem as being
linked to states of a process. However, the notion of partial observation has been used in
recent research for both, situation where (parts of) states of a process are not observable
as well as for situations where model parameters are unknown. The latter being perhaps
better described as a situation of ,partial information®“. We need to clarify thus, what we
mean by partial observation and motivate why we work under this condition.

The theory of Markov Decision Processes (MDP) has come up with a very general
model for so-called PO-MDPs, meaning partially observable MDPs: One considers an
MDP where the state has two components, say (X,Y). One of these states is observable
by an agent controlling this process, the other not. This very general framework even
allows for, e.g., Y being stochastically independent from X. Observing X does not allow
to conclude anything about Y then. Preferable are thus situations where X and Y are
depending on each other somehow. One being a noisy measurement of the other certainly
is one example of such a dependence.

For the case of PDMPs, Kirch and Runggaldier [46] looked at a specific convex hedg-
ing problem on a financial market model with price processes under geometric Poisson
distribution. In the second part of their work, they assume an unknown jump intensity.
This is thus a case of partial information in the sense of unknown model parameters. One
could also think of problems where the transition kernel ) of a PDMP is unknown.

This thesis tries to contribute to the case of ,partial observation“ in the pure sense
that an agent trying to control a PDMP cannot observe the state of the PDMP. Several
models might arise from this imperfect information about the system state. In view of
applications to problems from telecommunications, engineering, supply chain or finance®,
the idea is to assume that one can at least measure (or estimate) the true state of the
system with some measurement noise. A choice has then to be made on how or when
one can measure the state of the system: One could think of recurrent measurements in
fixed time intervals, pre-planned deterministic measurement times or even measurements
at random points in time.

In the case of PDMPs, knowing the last post jump state is sufficient for calculating the
current state until the next jump occurs. If it is not possible to observe the state correctly,
then the hope is that measuring the post jump state as good as possible is ,,good enough*
to take meaningful control decisions. Sure, more measurement points, also at non jump
times, might help to improve the estimation of the true current status, but most of the
application examples we have in mind would not or only under huge cost allow to do

5see Chapter 6 for more details on examples
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additional measurements at other times than jump times.

Think of a production network that is running. Measuring the state of the whole
network is something very complex. As soon as there is a break down of the network,
however, good diagnostic tools are available to ,measure® the state of the system in terms
of identifying the source of the breakdown.

Alternatively, think of the workload still waiting in a queue to be processed. You prob-
ably cannot do better than measure or estimate every new portion of workload entering
the queue (at random points in time) and knowing the processing speed at every moment
in time to have the best estimate possible for the workload currently waiting in the queue.

Both are examples potentially worth to be modeled as PDMP. A fundamental decision
has though to be taken as one can see when comparing these examples: Shall the model
account for measurements of the current status of the process at jump times (first example)
or shall the model account for measurements of the change in process status at jump times
(i.e. the jump height, second example). Both is certainly possible and meaningful in view
of applications. For this thesis, we decided for the first version: Measuring the state of
the process at jump times. This also implies that jump times are observable and we will
now give the mathematical definitions of the observation process.

1.2.2 The observation process

We aim to work under a condition of partial observation where we only have
(i) full information about the inter-jump times (S, )n>0 of (¥3)¢>0 and

(ii) noisy information about the post-jump states (Z) ),>o of (¥3)i>0-

We model this by introducing an observation process:

Definition 1.8 (Observation space). Let (Ex,+,0x) be a Polish space endowed with a
commutative group structure with neutral element Ox and ¥ : Ey — Ex a homeomorphism
of topological spaces. We call Egx := RT x Ex the observation space.

Definition 1.9 (Observation noise). Let (€,)n>0 be a sequence of Ex -valued i.i.d. ran-
dom variables e, : Q@ — Ex, that are independent from (Sy, Zn)n>0. We call €, observation
noise and denote its distribution by Q..

Remark 1.10. Forally € Ey, the PDMP (Y;) with Yy = y induces a probability measure
Py, on (2, F). As the random variable €, is (F,B(Ex))-measurable, its distribution Q. on
B(Ex) can be understood as the induced distribution P, i.e. Qe(B) =Py (B) = Py(ey, €
B) for all B € B(Ex).

As we intend to model a pure observation noise (which in real life examples might be
due to, e.g., noisy measurements of Z}f ) we required the independence of (€,),>0 from
(Sns Zn)n>0 in the previous definition.

The fact that we do not get any new information between two jumps (except about
time elapsed) is summarized in the following definition of the so-called observation process.

Definition 1.11 (Observation process). Define ZX := (ZY) + €, for n > 0. We
then define the observation process on Egx fort > 0 by (St, Xt)t>0 and (with slight abuse
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of notation)

St = Z ]],[Tan_"_l)(t) . (t — Tn), (13)
n=0

Xe=> A, 1)(t) - ZY. (1.4)
n=0

This means we have perfect observation of the time elapsed since the last jump S;. In
addition, we have a noisy measurement Z;X of the post-jump state of (¥;). From this
information® we can deduct

(i) The number N, := #{s € (0,¢]|Ss = 0} of jumps occured until time ¢,

(ii) the jump times Tp := 0,7 := inf{t > 0|S; = 0},..., T}, := inf{t > T,,_1|S; = 0}, ...
and

(iii) the n-th inter-jump time S,, := T, — T),—1 denoted with a double abuse of notation:
We use here a notation where S,, neither stands for the process (S;) at time ¢t = n
nor for the process (S;) at time ¢t = T,,. The latter being 0 according to the above
definition of the process S;. The simple rule to remember here is: Whenever we
write S; , we talk about a time since the last jump (that might be 0 at a jump time
T), whenever we write S, for an integer index n, we talk about the time between
the (n — 1)-th and n-th jump time.

Our PO-PDMP model can now be understood in the following way: Let F := Fgx X Ey
be the state space and (S, X;,Y;) a continuous time stochastic process with values in
E where (S, X¢) and Y; are defined as outlined before. (Y;) is then the underlying,
unobservable PDMP and (S, X;) the observable part.

Remark 1.12. The above defined observation process is slightly more general than the one
presented in [13]. Brandejski et al. assume perfect observation of the inital state of the
process, i.e. ZX =y = Yy. We assume a noisy measurement of Yy, thus, Zg = 1(Yy)+¢o.
The situation of Brandejski et al. is included in our model, as we will explain in the next
section.

1.2.3 The underlying probability space

As long as we only had the completely observable PDMP (Y;), we had a family of proba-
bility measures (Py)ycr, depending on the initial state Yo = y of the process. We derived
a transition law for the embedded process (S, Z)) and showed its Markov property.

Now, looking at the process (S, Xt,Y:), we can still argue that the only states of this
process that are of interest are the states of the embedded process (S,, ZX,ZY). The
reasoning being still: (Y;) is fully described by ®y and the combination of the inter-jump
times (S,,) with the post-jump states (Z) ), while X; is constant between two jump times
and S is a straight line between two jump times.

In order to describe this time-discrete process (S,, Z.X, ZY), we can leverage the prob-
ability measure P, and the distribution Q. of €,. For the latter we will assume, for the
rest of this thesis, the existence of a bounded density w.r.t. some o-finite measure on Ex.

A real life example could consist of a noisy measurement of Z) being triggered every time we face a
jump of (¥;) and thus providing Z; and setting the time counter for S; to zero.
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Assumption 1.13 (Bounded density of noise). We assume the distribution Q¢ of the
noise €, to have a bounded density function f. : Ex — R with respect to some o-finite
measure v on (Ex,B(Ex)), i.e. Qc(B) = [g fe(x)v(dx) for all B € B(Ex).

In order to simplify notations, we will sometimes write Q(B) instead of writing the
full integral [ fe(z)v(dx).
Let Q. be the distribution of the i.i.d. random variables (€,)nen,-

Lemma 1.14 (Transition law for the embedded process of the PO-PDMP). For
n €N and Z} =y € Ey it then holds:

Py(S, <t,ZX € B,ZY € C| S0, Z8, 2y ..., Sn1, 20 1, Z)Y 1) =

n

/Ot exp(—A(Zy_1, )M Py (Zy_1,5)) /CQe(B —¥(y)) Qv (Py(Zy_y.5);dy)ds

Proof. The proof follows along the same lines as the proof for Lemma 1.6 taking into
account that e, is independent of (S,,, ZY ) as well as the definition of Z;X := ¥(ZY)+e,.0

Corollary 1.15. The process (Sn, ZX,ZY )u>0 is a Markov process on the state space
E =R* x Ex x Ey with time-homogeneous transition law

QSXY ([Oat] xBxC ’ Sn—bxn—layn—1>
= Qsxy ([0,t] x Bx C | yn—1)

-/ " exp(— A1, 8)A@y (o1, ) [ QelB =) Qv (@y (yu-1,8):dy)ds.

Proof. Follows directly from the proof of the previous lemma as only the last post jump
state Z)_; intervenes in the formula for the transition law. g

As we now take the perspective of an observer that cannot observe the states of (Y3),
especially not the initial state Yp, a meaningful probability measure on (R™ x Ex x Ey )
should not depend on the inital state Yy = y. Though, the so far discussed probability
measure Py, on (2, F) does. To solve this inconvenience, we add an additional model
parameter: We take an assumption on the initial distribution Q¢ of Yy and add this to
our model parameters.

In the most general case we do not know anything about the underlying law that
determines the initial state Y of the unobservable process (Y;). A reasonable assumption
is to assume Yj to be generated by a random experience with probability distribution @) .
We write the "—" as superscript to emphasize the fact that this is the distribution prior
to any observation. A case where we know that the process (Y;) will start in some fix
Yy =y € Ey could be modeled by assuming ), = d,.

According to our model, we observe Xy = ¥(yp) + €o at the same time when Yy = yo
is realized. Knowing the probability distribution ). of ¢y we can apply Bayes’ formula
to derive the conditional distribution QE]F of Yy given the initial observation of Xy = z,
ie. Qf(:) :=P(Yp € - | Xo = 7). Note the superscript "+" to emphasize the fact that
this is the assumed conditional distribution after observation of Xgy. We summarize this
as follows:

Assumption 1.16 (Initial distribution of Yy). We assume Yy to be determined by a
random experiment with probability distribution @, on Ey .



18 Chapter 1: The PO-PDMP model and the optimization problem to solve

Lemma 1.17 (Initial conditional distribution of Yy). The initial conditional distri-
bution of Yy given Xo = x is given by

_ Je felz—¥(y) Qq (dy)
I, fe(z —1(y)) Qq (dy)

Qo (Yo € C| Xo=1) V C € B(Ey). (1.5)

Proof. This is a simple application of Bayes’ formula taking into account that Xy =
¥(yo) + €0 and thus Q, (Xo = z,Yp € C) = [ fe(z — ¥(y)) Qp (dy). O

Corollary 1.18. Let Q) the initial distribution of Yy. Then, the right hand side of (1.5)
defines a transition kernel Qf from Ex to P(Ey).

Thus, making an assumption on the initial unconditional distribution @, of Yj implies an
assumption on a family of conditional distributions (QF (7;))zex,. Instead of making an
assumption on the unconditional distribution to then derive the conditional distribution we
will be working with, we can directly make an assumption on the conditional distribution.
Therefore, to simplify notations, we will make the following assumption throughout the
rest of this document:

Assumption 1.19. Let (Qo(z;-))zcry a family of probability measures on Ey. We as-
sume in our model, that the initial conditional distribution of Yy given the observation of
Xo = x is described by Qo(x;-).

To summarize this discussion, we can define two probability measures on the space
(R+ X EX X Ey)oo.

Taking the perspective of an observer that has not yet observed the initial state Xy = x,
we get: The transition laws Qgxy of Corollary 1.15, the distribution Q. of €, as well as
the initial (unconditional) distribution @, of Y, define a probability measure P on the
space (RT x Ex x Ey)® according to the theorem of Ionescu-Tulcea. More precisely,
P() = JP(- [ So=0,X0 =2,Yy) = y) Qe(dz — ¢(y)) Qq (dy).

Taking the perspective of an observer that has already observed the initial state
Xo = z, we find: Adding to the model parameters a family (Qo(x;-))zcE, of possible initial
(conditional) distributions of Y given the initial observation of Xy = x, we get a probabil-
ity measure P,(-) on (RTxEx X By )® by P,(-) = [P(- | So = 0, Xo = z, Yy = y) Qo(z;dy).
This again follows from the theorem of Ionescu-Tulcea based on the transition kernels
Qsxy of corollary 1.15.

This latter perspective is the one we will take for the rest of this work. We will often
only write Qo(-) instead of Qo(x,-) if the context is clear.

1.3 Controlling the process based on partial ob-
servation

After having introduced the observation process in the previous section, we will now de-
velop the control model, or, more precisely, define the model of a controlled PO-PDMP
(Partially Observable Piecewise Deterministic Markov Process). This section thus contains
the first result of this thesis, as to our best knowledge, no general model for controlled
PDMPs under partial observation has been published yet. The model we develop here
is inspired from three areas of research: classicical models of controlled PDMPs under
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complete observation (see, e.g., [23] or [20]), the theory of partially observed MDPs (dis-
crete time problems, see, e.g., [6]) and recent research on optimal stopping of partially
observable PDMPs (see, e.g., [13]).

We will use history dependent relaxed piecewise open loop policies as a collection of
(pre-defined) decision rules an agent will use to decide on the control action to apply
to the process. As our PO-PDMP is a time-continuous stochastic process, the control
applied to the process should also be time-continuous, i.e. modeled by a time-continuous
process (A¢)e>o of so-called control actions. A control action A; should act on all three
characteristics Ay, @y and Qy of the underlying PDMP (Y;).

A control policy 7 is then a set of upfront defined decision rules that shall be applied
to decide what control action to execute at time ¢t. As we only have partial observation of
our underlying PDMP (Y}), a decision rule at time ¢ shall follow the separation principle
of estimation and control: We first observe all information available until time ¢ to then
estimate the current status of the process before the agent takes a control decision based
on the available information. Thus, a decision rule has to be a function of the observable
information up to time t.

The available information up to time ¢ not only consisting of the observed time elapsed,
the jump times and the noisy measurements of the post jump states, but also the control
actions applied to the process until time ¢, decision rules enter the model twice: Clearly,
they are applied when deciding on the current control action to execute. They are, however,
as well part of the observable history, as knowing the decision rules the agent had used in
the past and the observations of time and measurements he had at that moment defines
the control actions that have been executed until time ¢. This is a point where giving a
correct definition becomes difficult: one needs to define a decision rule as a function of
(amongst others) decision rules. We suggest here a definition by recursion and first look
at a one period model before we define a multi period model.

An interesting question is then to find out at what point in time the agent really needs
to take a decision: Really at every point in time if there is no relevant new information
as long as no new jump occurs? To clarify this question, we start this chapter with a
very brief introduction to general control theory in Section 1.3.1. We will explain the
difference between closed loop (feedback) controls and open loop controls before we start
building the model for history dependent relaxed piecewise open loop policies in Section
1.3.2. This is, where we will introduce the space of observable histories together with the
notion of decision rules. Readers not familiar with the Young topology might want to first
take a look at Annex A, even though we will not need more than to know the name of
this topology for the moment. Finally, we will define the model of a controlled PO-PDMP
in Section 1.3.3, where we will also define the controlled jump rate, transition kernel and
drift.

1.3.1 The concepts of open and closed loop controls

Control theory is an interdisciplinary field of research between (electrical) engineering and
mathematics. It is the study of the (change in) behavior of dynamical systems getting
inputs from a controller while also providing feedback to the controller. The main concepts
of control of a dynamical system are (i) closed loop controls (also known as feedback
controls), (ii) open loop controls and (iii) impulse controls.

For closed loop controls, there is a feedback loop between the controller and the dy-
namical system to control. The controller provides input to the dynamical system, i.e. is
executing a control action. The system will provide feedback to the controller, e.g. about
the new state of the system after the control action executed. This new information will be
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processed by the controller in order to decide on the new control action to execute and the
loop starts again. An example would be a cruise control in a car of recent generation: The
driver activates cruise control and selects the desired speed. The controller is measuring
the current speed of the car and comparing current speed to desired speed. The difference
providing information to the controller whether an accelaration or a breaking is required.
The controller will execute this action and right after measure the current speed again to
compare it with the desired speed. The loop is starting again. If ever the car is climbing
a hill, the controller will then accelerate as the speed of the car is falling.

An open loop control is a control where a controller is once taking a decision on what
control action to execute. Once the action executed, there will be no feedback from the
controlled dynamic system. An example would be cruise control of very early generations
that basically only locked in the current throttle position of the engine. This would
guarantee to hold the current speed of the car as long as there is no hill the car would
need to climb up or roll down. As the controller would not get any feedback from the car,
the change in speed while climbing up a hill cannot be detected by the controller and thus
no new control action can be enganged in order to correct the speed of the car.

Both, open and closed loop controls, when applied to PDMPs, shall be understood
as ,continuous® controls in a sense that we need to specify later. Roughly speaking, the
control acts ,,continuously“ at every point in time on the jump rate, the transition kernel
and the drift. Thus, the directions of the drift, the probability of obtaining a new jump
and the post jump state can be controlled in a sense we will specify later. However, not
directly allowed for open and closed loop controls, are control actions that intervene in the
evolution of the process by provoking a jump of the process at a stopping time specified
by the controller in order to move the process to a controller-specified post jump state.

This is what so-called impulse control is about. Bensoussan and Lions [10] were pio-
neers of this subject in the context of diffusion processes. Many publications and appli-
cations followed their initial article and Davis [23] has developed a ,self-contained theory
of impulse control for PDMPs*“ under complete observation. A more recent work of Costa
and Raymundo [21] is also studying impulse control besides classical continuous control of
PDMPs.

This thesis is not covering impulse control. The question, however, whether open or
closed loop controls are adequate for the models investigated is a crucial one and shall be
briefly discussed in the sequel. For PDMPs under complete observation, people usually
use so-called relaxed piecewise open loop policies for the class of admissible control policies.
The term ,relaxed* will be explained later in this work, important to notice here is the
fact that open instead of closed loop controls are used in classical PDMP control problems
under complete observation. There are at least two reasons for this, one of them being of
more analytical nature concerning existence of solutions to initial value problems for ODEs,
as we will explain once we introduced the concept of relaxed controls. The other reason
is easy to understand from a stochastic point of view: If we have complete observation
of the process, it is enough to know the last jump time 7;, as well as the last post jump
state Y7, to decide what control action to execute at time ¢ with 7;, <t < T,,4;. There is
actually no new information until time ¢ except of the fact that no new jump has occurred
since T,,. The state Y; is thus not required as input parameter to a decision rule at time ¢
as one can calculate it based on Y7, and ¢t by Y; = ®(Y7,,¢). A controller can thus take a
control decision at time 7T;, on how to control the process until the next jump occurs. This
is an open loop policy then as no feedback from the process is considered in the control
decision made ,upfront“ at time T, for all T,, < t < T,4+1. It is a piecewise open loop
policy then, as the controller will only follow the decision taken at time 7, until the next
jump occurs at time 7,4 1.
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In the setting of this thesis, where the post jump states of the process (Y;) are not
observable directly but only via a noisy measurement, one could argue that closed loop con-
trols might make sense: Making a control decision at time ¢ depending on a current noisy
measurement of the state Y; might make sense as the measurement in continuous time of
the unobservable state would improve the current estimate of the true, but unobservable
state of the process. It would require, however, the ability of executing these measure-
ments in continuous time. For the application examples we have in mind, this would not
work either for technical reasons that do not allow continuous-time measurements or for
huge associated costs. We develop a theory for applications, where measurements of the
unobservable state are only possible at jump times.

We thus focus on piecewise open loop policies in this thesis and will develop the
necessary theory to define a controlled PO-PDMP under relaxed piecewise open loop
policies in the following sections. We start by defining the space of observable histories
and history dependent relaxed piecewise open loop policies in Section 1.3.2. A separation
into a one period and a muli period model will be presented there to develop all necessary
definitions correctly in an approach by recurrence. We will then define how relaxed controls
will act on the characteristics of the PO-PDMP in Section 1.3.3. At the end of that
Section, we will present the model of a controlled PO-PDMP on an extended state space.
The extended state space will be required to formulate the model such that the structure
of a PDMP with only state dependent intensities and transition kernels is conserved.

1.3.2 The concept of history dependent relaxed piecewise
open loop policies

The goal of this section is to define the set of admissible control policies (sometimes also
called ,strategies“) for a PO-PDMP. A control policy shall be understood as a set of
upfront defined decision rules that shall be applied to decide how to control a PO-PDMP
at any point in time ¢ > 0.

The action space and the relaxed action space :
Applying a decision rule at time t shall deliver an action A; to be executed at time ¢t and
thus, we start by defining the action space.

Definition 1.20 (Action space). Let A a compact metric space called the action space.
An element a € A is called (control) action. Denote by da the metric on A and by T[d 4]
the topology on A enduced by da. Let By the Borel-o-algebra on A generated by T[d 4],
thus (A,B4) is a measurable space.

From earlier research on optimal control of completely observable PDMPs (see, e.g., [34]),
we know that optimal control policies, in general, can only be found in the set of so-called
relazed or randomized controls. Therefore we expect optimal policies for our PO-PDMP
to also be of this type and define the relaxed action space:

Definition 1.21 (Relaxed action space). Let P(A) the space of probability measures
on (A, Ba) and endow P(A) with the weak topology T[C(A)]. Denote by Bp () the Borel-
o-algebra on P(A) generated by T[C(A)], then (P(A), Bp(a)) is a measurable space, called
relaxed action space.

Remark 1.22. The reader not familiar with the weak topology on a space of probability
measures may refer to section A.1.2 and especially to Definition A.3.

The way how one should understand the space P(A) as action space is, that, instead
of executing a (deterministic) control action a; € A at time ¢, we will execute a relazed



22 Chapter 1: The PO-PDMP model and the optimization problem to solve

control action p; € P(A) at time ¢. Identifying an element a € A with J, € P(A) shows,
that, in this sense P(A) can be understood as an extension of the determinstic action
space A.

We refer to section 1.3.3 for more details on how a relaxed control action acts on the
model parameters Ay, Py and Qy.

The one period model :
We start by defining the notion of a decision rule for the one period model, that is, for the
time interval [0,77). A decision rule shall be understood as an upfront defined rule that
tells us, what relaxed control action to execute at time ¢ € [0,7}) given the observable
history up to time t.

The observable history up to time ¢ € [0,T}) basically consists of three parts:

1. The observed path of (Ss)s<¢,
2. the observed path of (X;)s<¢ and
3. the executed (relaxed) control actions (ps)s<: (note the sign "<" instead of "<").

For a point in time ¢ with 0 < t < 77, the observable history up to time ¢ can basically be
separated into two components:

a) the initial observation at time 7y = 0 and
b) the observable history since Ty = 0, that is the observable history on (0, ¢].

The important point here is, that the only observation we make on (0, ] is that there was
no jump of the process (Y;) since Ty = 0. This means, (Ss) is the straight line S5 := s
and X, := X is constant for s € (0,¢]. Thus, the time S; =t (elapsed time since process
start) is sufficient to describe the observation of (S5, X;) on (0, ¢].

In this sense, a decision rule for the first period of our PO-PDMP should be a mea-
surable function of the initial observation as well as of the time elapsed since process start
and we formalize this with the following definition.

Definition 1.23. Let Ho := RT x Ex the space of possible initial observations (or of
observable histories up to time Ty) endowed with the product o-algebra. A decision rule
for the first period of the PO-PDMP is then a measurable mapping

o - ’Ho X [0, OO) — P(A)

Applying this decision rule on [0,77) then means executing the relaxed control action
mo(ho,t —Tp) € P(A), where hy € Hp is the initial observation we made at time Ty = 0.

Remark 1.24. Two remarks on the previous definition:

a) Clearly, this definition ensures that the relaxed controls executed on [0,T1) are a
measurable function of the observed paths of (Ss) and (Xs). However, implicitly,
this definition also ensures that the relazed control action executed at time t € [0,T7)
is a function of the (observed) path of executed relaxed control actions (mo(hg, $))s<t-
This is intrinsic to m being a function defined on Hgy x [0,00).

b) As we require (Yz)i>o0 to satisfy P(Tp = 0) = 1, an initial observation ho will w.l.0.g.
always be of the form ho = (0,x) for some x € Ex.
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The multi period model :

In order to control a multi period model, i.e. control a PO-PDMP for countably many
time intervals [T}, T},,+1), we can generalize the definitions of the one period model by
recursion.

Actually, for any time interval [T},,T,+1) and a point in time ¢ within this interval,
we find analogously to the one period model: The observable history up to time ¢ can be
separated into (i) the observable history up to time T, and (ii) the observable history from
T, to t. The latter one is, as for the one period model, sufficiently described by the time
7 :=1t —T,. The observable history up to time 7;, can be separated into the observable
history up to time 7;,_; and the observable history from 7,_;1 to T,. This is where we
make use of a definition by recursion:

Suppose the space H,,_1 of observable histories up to jump time 7;,_; defined in a
way such that the information coded in an observed history h,_1 € H,_1 is enough to
fully describe the paths of (Ss)s<7, ,,(Xs)s<7,_, as well as the path of the relaxed control
actions Rs € P(A) that have been executed for 0 < s < T,,_1. Suppose futher, that a
decision rule for the period [T},—1,7,) is a measurable mapping m,—1 : Hy—1 X [0,00) —
P(A).

Under these assumptions, we need to define how to describe the paths of (Ss) and
(Xs) on (T),—1,T,] as well as the path in P(A) of the executed relaxed control actions for
the time interval [T,—1,7;,). We start with an important observation on how to describe
the executed relaxed control actions:

A decision rule 7,1 together with an observed history h,_1 € H,_1 up to time T;,_;
define a measurable mapping

Wn—l(hn—la ) : [0, OO) — P(A)

to be executed on the time interval [T,,_1,T},) as mp—1(hpn—1,t—T,,—1). Thus, to reconstruct
the path in P(A) of the executed relaxed control actions on [T},_1,7T}), it is enough to
"remember" the function 7,_1(h,—1,) as an element of a function space and to observe
the n-th inter-jump time S,, = T;, —T;,—1 that indicates how long we execute this function.
This leads to the following definition for an adequate function space for this purpose:

Definition 1.25. We define the space R of relaxed controls as
R:={[r] | r:[0,00) = P(A),r measurable} ,
where [r] denotes the A\ -equivalence class of r.

Remark 1.26. Some remarks regarding this definition:

a) We use \' equivalence classes in this definition, that means ¥ € [r] & 7 = r for
Ar1-almost all t € [0, 00).

b) 7 shall be measurable w.r.t. the Borel-o-algebras B([0,00)) and Bp 4, see Annex
A.1.2 for further details on the weak topology on P(A) as well as on Bp(4). Remind
that P(A) is separable and metrizable and thus Bpa) = o(V(C(A))), i.e.

r (Ve(p, f)) € B([0,00)) Ve >0, f € C(A),p € P(A),
where we use the notation of Annex A.1.2, Definition A.S.

With S,, we also observe X,, at time 7;, and these observations allow to reconstruct the
full path of (Ss) and (Xs) on [T),—1,T},]. Putting all these aspects together, the following
definition shall be motivated sufficiently:
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Definition 1.27. For n > 1 we define the space of observable histories up to time T, by
recursion as

Hy :=Hn1 x R xR x Ex,

and endow this space with the product o-algebra of the usual Borel o-algebras on RT and
Ex as well as of the Borel o-algebra Br deduced from the Young topology on R .
An element hy, = (S0, 20,70, - - -, Sn, Tn) € Hy is called observed history up to time T,,.
A decision rule for the period [T,,,Ty+1) is a measurable mapping

T @ Hp X [0,00) = P(A).

For n € Ny, the space of all decision rules for the period [Ty, Tni1) is denoted by 11
and the space of all history dependent relaxed piecewise open loop policies is defined as

P _ P
H e XnGNo Hn

Remark 1.28. The Young topoloy on R as well as the resulting Borel o-algebra are dis-
cussed in detail in the Annex of this work. For instance, we do not need any further details
than to know what o-algebra to use in the measurability requirement on .

Executing a history dependent relaxed piecewise open loop policy m = (mg, 71,...) €
II1” means executing, at time t > 0

o
mi= Y Lrparers, y(t) - ma(Hy, t = T7), (1.6)
n=0
where 7177 stands for the n-th jump time of the 7w -ontrolled PO-PDMP and H] is the H,,-

valued random variable describing the observable history up to time 7} of the m-controlled
PO-PDMP. It is defined recursively by

Hg = (50, X7),
Ry = mo(Hf),
Hg = (ngXg)Tv g?"'? 771r—17 77;—1? 2_1,5’:{,){;{) Vn > 1,

Ry = mp(H)) Vn > 1,

where we put again the superscript 7 to indicate the fact that the random variables come
from the w-controlled PO-PDMP.

1.3.3 The controlled PO-PDMP

We turn now into the definitions on how a history dependent relaxed piecewise open loop
policy 7 - and more precisely, the resulting relaxed control actions m; € P(A) at each time
t - acts on the model parameters ®y, A\y and Qy of the underlying PDMP (V).

The controlled drift :

At each point in time, the relaxed control action m; € P(A) should act on the drift
®y and thus create the controlled drift ®™. Our main requirement will be that the
controlled drift still fullfills the characteristic properties of a drift of a PDMP, especially
O™ (y,t + s) = P™(P™(y,t),s). The latter being a property ,,over the course of time*, the
following consideration turns out to be useful:
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Given a history dependent relaxed piecewise open loop policy 7 = (mo,71,...), we
actually control the drift ,over time“ on a period [T}, T+1) with 7, (hy, ) € R.

This means, it is enough to define how a relaxed control r € R will act on ®y and
thus create the controlled drift ®".

Assumption 1.29 (Controlled drift). Let [r] € R an arbitrary relaxed control. We
assume that the drift ®" of the controlled PDMP (Y]") is a continuous mapping ®" :
Ey x RT — By and satisfies:

(i) The mapping t — ®7(-,t) is a semi-group, i.e. for ally € Ey :
Q" (y,s +1t) =D"(P"(y, s),1t).

(ii) The controlled drift ®" is \'-a.e. independent of the choice of a representative of
[r], i.e., for all ¥ € [r] and all y € Ey:

D" (y,t) = D" (y,t) for \'—almost all ¢ € [0, c0).

For an ODE defined drift ¢ as of example 1.2, the natural way how a relaxed control
policy should act on @ is by influencing the time derivative of ®. In that case, a standard
assumption to model the response of ® on a relaxed control is the following assumption:

Example 1.30 (ODE controlled Drift). Let Ey as in example 1.2 and A a compact
metric space. Further, let b:R? x A — R? a vector field such that for all y € Ey and all
relazed controls r € R the initial value problem

S0 (0) = [ 0@ (.0).0) nida), @(00) =y (17)
has a unique componentwise continuous solution ®"(y,-) : [0,00) — Ey.

Remark 1.31. For the controlled ODE defined drift, property (ii) of the definition of a
controlled drift is satisfied, as here, fg J4b(@"(y,t),a) ri(da) dt, is independent of the
choice of a representative of [r].

One should understand the way how the relaxed control policy acts on the time derivative
of ® as ”creating an expected time derivative”. The same calculation as done after example
1.2 shows that the so defined ODE controlled drift ®" satisfies property (i) of Assumption
1.29.

In Section 1.3.1, we mentioned a second reason why for completely observable PDMPs,
closed loop controls are not applied in general. Knowing history dependent relaxed con-
trols, we can detail this further now:

For completely observable PDMPs, a relaxed closed loop control would thus be a
measurable mapping

T Ey — P(A)

In the case of an ODE defined drift of the underlying PDMP, the controlled drift should
then be defined as solution to the initial value problem

d

GO0 = [ (@ w00 7@ @ 0da), 00 =y,

This initial value problem, however, is not easy to solve: Even under restrictive assump-
tions to the vector field b, one can show that there is no guarantee for the existence of a
unique optimal solution ®™ for every closed loop control w. As ODE defined drifts play
one of the most important roles in concrete applications of the PDMP theory, closed loop
controls would thus not be the most adequate set of admissible control policies.
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The deterministically controlled jump rate and transition kernel :
In order to define the controlled jump rate and transition kernel, we start by defining how
a deterministic control action a € A acts on those:

Definition 1.32 (Controlled jump rate). Let A : By x A — (0,00) a continuous and
bounded function satisfying for alln € N,m, € IIY' ' h,, € Hp,y € By

t—o0

lim /Ot/A)\A(@”"(h"")(y,s),a) (s )(da) ds = 0o (1.8)

Definition 1.33 (Controlled transition kernel). Let Q4 : Ey x A — P(Ey) a weakly
continuous transition kernel.

The controlled PO-PDMP model on an extended state space :

The definition of how a relaxed control acts on the model parameters Ay and Qy will now
be given together with the full model of the controlled PO-PDMP model. In the classical
PDMP model, the jump rate X is a function defined on the state space of the process. The
intensity of a controlled PO-PDMP shall as well have the state space of the controlled
process as domain of definition. As we are using history dependent control policies, we
therefore need to extend the state space of the PO-PDMP by the observable histories H,,.
As these spaces are different for each n € N, we also need to introduce the concept of
external states of a PO-PDMP and finally get an extended state space with countably
many external states. This formalizes as follows:

Definition 1.34 (derived mw-controlled PO-PDMP). Let (S;, Xt, Y:)i>0 a PO-PDMP
as introduced before and w € II¥. The derived w-controlled PO-PDMP is a PDMP in the
sense of Definition 1.1 on the extended state space E with parameters \™, ®™, Q™ where
we define:

(i) The state space E tracks the number of already observed jumps of the process as
external states and is defined as

E:={(n,2) | n €Ny, z € E},
where the state space for the external state n is defined as

E, :=R" x Ex x Ey X H,,.

(i) The drift ®™ of the m-controlled PO-PDMP is defined as

EX[Ov OO) = (n787x7y7hn77—) — ‘i’w(n,sijy, hnaT) = (n, S+77$7¢)ﬂn(hm‘)(y77—)7hn) €E.

(iii) The jump rate \™ is defined as

AT E — (0,00), (n,s,z,y, hy) — / M (y, a) T (hn, s)(da).
A

(iv) The transition kernel Q™ from E to P(E) is defined as

- v AQ)(n, sz, y, s )
5005 ) = XAy 0) s )(da)
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where we define for B := ByX Br+ X B, X Bg,, X By, ., being a product of respective
Borel sets of the underlying spaces:

]lBN(n+1) : ]lBR+ (0)/14/3 /B ]lBHn-H (hn,ﬂn(hn,'),s,l‘/)"'
cQe(da’ —(y) My, a) QMy, a;dy’) m(hn, 5)(da).

This means, the controlled PO-PDMP starts in (0,0, x, 3o, (0, z)) to then follow the path
(0,7, z, ®™02)) (4o 7),(0,2)) for 7 € [0,T1). At time T3, the process jumps from
(0,77, z, ®™02):) (5 T1), (0,2)) to the state
(1,0, X1, Yy, (0,2, m0((0, ), ), T1, X1,)) and this transition is happening according to
Q".

Every post jump state has the form (n,0,z,, yy, h,) where hy, is of the form h, =
(hn—lu 7"'n—l(hn—la ')7 Sny xn)

Analogously to the uncontrolled PDPM, for every 7 € II¥, there is a family of proba-
bility measures (]ID?W))ZeEO on (2, F). As z € Ey has the form (0, z,y, (0, z)), this family of
probability measures is only depending on (z,y) € Ex x Ey. Thus, the initial observation
x € Ex together with the initial (conditional) distribution Qg of Y define a probability

measure P7(-) = [PF () Qo(dy).
The probability distribution of the first jump time 73 is here determined depending
on A\™ according to the following law:

Lemma 1.35. Let(x,y) € ExxEy determine an initial state of the PO-PDMP (Sy, X, Yy)
and © € TI”. The (conditional) density of the probability distribution for the first jump
time T of the derived m-controlled PO-PDMP is given by

FR(E9) 2= exp(=A"(0,9.ho,1) | XA(@700)(y,1),a) molho,)(da),

where hg = (0,x) and where we define for n € Ny

A™(n,y, h,t) = /0 t /A MA@ ™) (y. 1), @) 70 (h, 7)(da) dr.

Proof. According to definition/construction, we have
t -
P70 > ) = exp (~ [ A (@7(0,0.2,0. (0.0). 7)) dr ).
Applying the definitions of ®, A™ and A™, this becomes
t
P (0> ) = oo (- [ [ X@m 00y, 1), a) mo(ho, )(da) dr ) = exp(~A7(0.5. 1),

The density being the derivative % of the distribution function 1 — exp(—A™(0,y, ho,t)),
the result follows. O

Remark 1.36. Looking at this density and especially at the definition of A™, the necessity
of condition (1.8) becomes clear in order to guarantee that T,, T oo (n — o0) which
implicitly states T,, < co a.s. for alln € N.
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1.4 The initial optimization problem in continu-
ous time

In this section we state the initial continuous-time optimization problem of minimizing the
total expected discounted cost over lifetime of a PO-PDMP. This optimization problem,
characterization of its value function and the question of existence of optimal policies are
the core subjects of this thesis in the sequel. We end this section by briefly summarizing
the approach followed in order to prove existence of optimal policies for this optimization
problem.

1.4.1 The optimization problem

We will state the initial, time-continuous optimization problem for cost optimal control
of a PO-PDMP under history dependent relaxed piecewise open loop policies. Two main
criteria for cost optimal control are usually investigated: (i) Minimal average cost and
(ii) minimal discounted cost over lifetime. The focus of this thesis is only on minimal
discounted cost over lifetime.

We give the general formulation of our optimization problem for a time interval [0; T)
where T,, can represent either a deterministic time horizon in which case one has to
distinguish T, < oo from T, = oo or a stochastic time horizon given by a stopping time
Two. In this thesis, we will only be treating the cases T, = oo and the case of T, = T},
for any upfront selected n-th jump time. The case of a fixed finite time horizon will not
be covered by this thesis.

Definition 1.37 (Optimization Problem). Let 3 € R and ¢ : Ex x By x A —
R a measurable function. We call  Discount rate and c cost function. Let further
(St, X1, Y2)i>0 @ PO-PDMP. For m € TI¥ | we define the cost of policy 7 under an initial
observation x € Ex as

Two
J(z,7) = ET [ / o bt / o(XT, Y[, a) m(da) dt| | (1.9)
0 A

where we use the notation ET for the expectation under the probability measure PT. and
X7, Y™ denote the components for the observable and unobservable state of the derived
mw-controlled PO-PDMP.

The value function of the control model gives the minimal cost under an initial obser-
vation © € Ex and is defined as

J(x):= inf J(z,m) Vz€ FEx. (1.10)

rell?

The optimization problem is then to find, for x € Ex, a policy 7 € I such that we get
J(x) = J(x, 7).

1.4.2 The solution approach

In order to prove the existence of optimal policies for the above defined time-continuous
optimization problem under partial observation, we will follow a four steps approach:

Step 1: Reformulation of the time-continuous optimization problem into a time-discrete op-
timization problem, see Section 2.1
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Step 2: Reformulation of this time-discrete but only partially observable optimization prob-
lem into a completely observable time-discrete problem, see Section 2.2

Step 3: Restriction of the history dependent control policies to Markovian control policies
by proofing that this will not change the value of the value function J(z), see Section
2.2.4

Step 4: Proof of existence of optimal policies for the equivalent completely observable time-
discrete optimization problem under Markovian control policies, see Section 2.3

This approach is inspired from the general theory of optimal control of PDMPs under
complete observation (Step 1 and 4) as well as from the general theory of optimal control
of partially observed MDPs (Step 2 and 3). However, all of these steps had to be developed
properly for this concrete model of a controlled PO-PDMP. The general theory for com-
pletely observable PDMPs does not use the space of observable histories we introduced,
thus we had to adapt the approach used there for step 1 and step 4. The general theory for
MDPs under partial observation requires a filter for the unobservable state of the process
(step 2). This filter has to be developed for every concrete model and thus, we developed
an adequate filter for an POMDP coming from a PO-PDMP. The filter we developed is
largely inspired from the work of Brandejski et al. in [13]. Their approach, however, had
to be combined with the concept of history dependent relaxed piecewise open loop policies
and with a controlled PO-PDMP in general. Finally, we kept Brandejski’s assumption of a
finite set of post jump states in order to get a finite dimensional filter. For computational
purposes as well as in view of possible applications of the theory, this assumption seemed
most adequate to us.
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Chapter 1: The PO-PDMP model and the optimization problem to solve




Chapter 2

Reformulation of the problem and
existence of optimal policies

This Chapter is at the core of this thesis. Having defined the model for a controlled PO-
PDMP in the first Chapter, we will now approach the question of existence of optimal
policies for the optimization problem stated at the end of Chapter 1. The general approach
we will follow is quite standard for PDMPs: We will first reformulate the optimization
problem for a PO-PDMP, i.e. for a stochastic process in continuous time into an optimiza-
tion problem for a PO-MDP, that is for a partially observable Markov Decision Model,
thus for a stochastic process in discrete time. This idea of reducing the continuous time
problem to an MDP goes back to Yushkevich [61]. We will detail this step in Section 2.1.
Although this approach is standard for PDMPs, some measurability questions arise in the
case of a PO-PDMP where history dependent policies are used. One key result on this
way will be the correspondence between continuous time policies (for the PO-PDMP) and
discrete time policies (for the PO-MDP) as summarized in the Correspondence Theorem
2.11. We will fully develop all necessary steps up to an equivalent reformulation into a
PO-MDP.

The second step is to pass from partial observation to complete observation, thus
from a PO-MDP to a classical MDP. This step as such is also standard for PO-MDPs
and presented in Section 2.2. In the concrete case here, however, we have to develop a
so-called filter that is adapted to our concrete PO-PDMP model. Filtering is a classical
technique and subject of standard books such as, e.g. [3], [36] or for the special case of
Hidden Markov Models [31]. For the concrete case of our PO-PDMP model, however, we
cannot simply apply any standard filter!. We have to develop an adequate filter for our
concrete model. To do so, we follow the approach of Brandejski et al. [13]: In their paper,
they develop a filter for an uncontrolled PO-PDMP under the assumption of only having a
finite number of possible post-jump states. We now adapt their approach to the case of a
controlled PO-PDMP. To the best of our knowledge, this filter has not yet been developed
or published earlier and thus presents one of the main results of this thesis. Based on this
filter, we can define a so-called derived filtered process, a completely observable MDP. We
show equivalence of the corresponding optimization problem to the initial optimization
problem for the PO-PDMP.

The third step is then, to prove existence of optimal policies for the optimization prob-
lem formulated for the derived filtered process of step 2. As we showed the equivalence of
this optimization problem to the initial optimization problem for the PO-PDMP, existence
of optimal policies for the initial problem follow. We show existence of optimal policies

las it would be the case for a Hidden Markov Model with unknown jump intensity for example
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for both time horizons considered in this thesis: A finite time horizon up to the N-th
jump time of the PO-PDMP as well as for T, = oo, hence, for an infinite time horizon.
Again, the approach used is quite standard in terms of tools from stochastic dynamic
programming applied. Although, we have again to adapt earlier methodologies published
for PDMPs under complete observation to the concrete setting of a controlled PO-PDMP
with history dependent policies. The resulting existence results are new and have not been
published earlier. We derive these results under additional measurability and continuity
assumptions on the derived filtered process as summarized in Section 2.3.1. As these
are assumptions made on the derived filtered process, we discuss how these assumptions
translate into assumptions on the initial PO-PDMP. This discussion will be presented in
Chapter 3.

2.1 First reformulation: From continuous time to
discrete time

The goal of this section is to derive a formulation of a time-discrete optimization problem
that is equivalent to the initial time-continuous optimization problem of Definition 1.37.
More precisely, we aim to formulate a partially observable (PO) Markov Decision Process
(MDP) having a value function .J that satisfies J(x) = J(z) for all z € Ex, where J as
of (1.10). Such a reformulation would then allow to apply the full toolkit available from
earlier publications on PO-MDPs to solve the optimization problem, i.e. to determine an
optimal policy.

The theory of MDPs goes back to Bellmann [8] (for a reprint see [9]) and Howard
[43]. Shiryaev [58] and Hinderer [41] contributed essentially to a more rigorous treatment.
Bertsekas and Shreve [11] as well as Dynkin and Yushkevich [30] generalized the models
further and investigated the basic measurability questions that arose in the context of
this theory. More recent books providing a good introduction as well as overviews of the
most important recent results are the books of Bauerle and Rieder [6](with applications
to Finance), Puterman [53] and Feinberg [32] (with recent state-of-the-art contributions).

We will develop, in the course of the following sections, all intermediate results neces-
sary for the understanding of the proof of existence of optimal policies for our problem.
Thus, the reader is not required to be knowledgeable about PO-MDP theory.

A proper definition of a PO-MDP contains the definitions of the state space, the action
space, the set of admissible control actions, the transition kernel, the initial distribution of
the unobservable state and the reward or cost function. All these points will be properly
developed in this section, hence it is organized as follows: In Section 2.1.1, we motivate
the attempt of reformulating the optimization problem as PO-MDP. Inspired from the
fact that a PDMP can be described by its drift and its embedded time-discrete process,
we develop a representation of the cost of a policy m that only depends on the post
jump states (X7, Y7, )k>0, the inter jump times and the drift ™ of the m-controlled PO-
PDMP. This observation leads to an investigation of the transition law for the (essential
components of the) embedded time-discrete process of a m-controlled PO-PDMP in Section
2.1.2. In Section 2.1.3 we broach the issue, w.r.t. a proper reformulation as PO-MDP, of
the admissible control policies = € II' depending on a continuous-time argument: They
depend on the time since the last jump. This issue is resolved then in Section 2.1.4, where
we define a slightly modified version of the embedded process: we endow it with modified
admissible decision rules only depending on the observable parts of the discrete-time states
of the process. Finally, we prove the equivalence of the so-created PO-MDP to the initial
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optimization problem in Section 2.1.5.

2.1.1 Motivation and one period cost function

In Chapter 1, we explained how to describe a completely observable PDMP by its em-
bedded marked point process. Looking closer at the definition of the cost of a policy
7 as given in (1.9), one will recognize, that J(x, ) actually only depends on the time-
discrete, embedded process (Sk, X7, Y7, )k>0 of the m-controlled PO-PDMP as well as on
its probability distribution under the control policy .

We will develop this properly and start with the definition of the one-period cost
function:

Definition 2.1 (One period cost function). For © € Ex,y € Ey and [r] € R we
define the undiscounted one period cost function g as

g(z,y,7) :=EL [ Bt/Ac(m,@T(y,t),a) ri(da) dt| , (2.1)

and for t € RT we also define the discounted one period cost function G as

G(t,z,y,r) = e glz,y,7). (2.2)

Remark 2.2. As a policy m together with an initial observation x € Ex define a relaxed
control w((0,x),-) € R to be executed on [0,T1). We can thus use the notation P, and E!,
instead of P7. and ET in the previous definition.

Based on the one period cost function g, we can re-write the cost J(z,7) of policy 7 as
a function of the post-jump times 7}, as well as of the post-jump states X7, ,Yr, of the
m-controlled PO-PDMP.

Lemma 2.3 (Post-jump state representation for cost of a policy). Let T, = oc.
Then, for x € Ex and m € II¥, the cost J(x,7) of policy T can be written as

J(ZU, 7T) = E;r lz e_ﬁTkg(XTkvkaaﬂk(Hka ))] = ]Eg [Z G(Tk:> XTka YTk,ﬂ'k(Hk, ))
k=0 k=0

Proof. Based on the definition of the one period cost function we apply rules for iterated
conditional expectations and obtain:

J(z,m) =EF UOO e*ﬁt/ c( Xy, Yy, a) my(da) dt}

/ U [ X0 0) mida) dt} Qo(w; dy)

= /s EZ, [Ze Pl g( X, , Y, mi(He, - ))] Qo(z; dy)

=E7 [Z e e g( X7, , Yr,,, i (Hp, '))] .
k=0
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The third equality above is explained as follows, where we apply (1.6), and denote by Fr,
the full (observable and unobservable states) filtration up to time T}:

Egvy l:/(] €_ﬁt/140(Xt,Yt’a) Wt(da) dt:|

Tyt
[e.e]
=E7, > / e‘ﬁt/c(XTk,<I>7T’“(Hk")(YTk,t—Tk),a) o (Hy, t — Ty)(da) di
k=0 7, A
i Typy1—Tkg
—EL, | [ e [ o (X om0 0) m(H ) (da) dt
k=0 A
_OO Tpr1—Tx
—EL, (e hEr, | [ e [e (X, @m0 (v 1), 0) m(Hi ) (da)it P,
k=0 0 A
_ ]Eﬂ' & —6Tk ]Eﬁk(Hka') h —6t X (Pﬂ'k(Hka') Y t H t d dt
=B | e R ) ¢ [ e (o, (Yr ), a) mx(Hy,1)(da)
[ oo
=Kz, ZG_BT’“Q(XTk,YTk,Wk(Hk,'))]
Lk=0

Applying the definition of G leads to the result. O

In view of this last result, we are very close to the formulation of a PO-MDP having the
same value function as the initial optimization problem of Definition 1.37. Taking the one
period cost function g as cost function for a PO-MDP, the representation of J(x,7) of
Lemma 2.3 already looks very much like a typical ,,cost under policy 7* of a m-controlled
PO-MDP with time-discrete states (Xr,, Y7, )r>0. Thus, it looks like a PO-MDP with
non-uniform time steps (compare, e.g., equation (5.2) in [6]). In the following two section,
we will therefore shed a closer look on the transition law of as well as on admissible decision
rules for the controlled process (X7, , Y7, )k>0-

2.1.2 The embedded time-discrete process of a controlled
PO-PDMP

Given Definition 1.34 of a m-controlled PO-PDMP, its embedded process could be under-
stood as the process with states (k,0, Xr,,Yr,, Hy) at the k-th jump time. Note that
the second component must be 0 as right at the jump time T}, the time elapsed since
the last jump is 0. As we have seen in the previous section, the post-jump state rep-
resentation of the cost of policy m only depends on T}, X7,,Y7, and Hj. As further,
T, = Zf:o S; (k-th jump time is sum of previous inter-jump stimes), and, as Hy only
depends on? (Sp, Xo, ..., Sk, X1,), it is enough to further investigate the time-discrete
process (Sk, X1, Y1, )ken,- To simplify notations, we will write X}, and Y}, instead of X,
and Y7, in the sequel.

Lemma 2.4. Let n € Ny. The transition law to stage n+ 1, given the history up to stage
n, of the embedded time-discrete process (Sk, Xg, Yi)ken, of the m-controlled PO-PDMP

2see equation (1.6) and explanations thereafter
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(St, X1, Y1) 1er+ is given by
Qg’)ﬁY([O’t] X BX X BY ’ 50,20, Y0, - - - 73n737n7yn) =
t s’
/ exp (—/ / A (@™ ) (4 7)), a) T (b, 7)(da) dT)/ Qc(Bx — ()
0 0o Ja AJBy
S (q)”"(h"")(yn, s, a) Q4 (q)”"(h"")(yn, s, a; dy') Tn(hn, 8") (da) ds’,
where Bx € B(Ex) and By € B(Ey).

Proof. Knowing the full history of the states sg,xo,%0,---,Sn, Tn,yYn of the embedded
process allows to reconstruct the full path of all components of the m-controlled PO-
PDMP (N, St, X+, Y, Hi)o<t<T,. This is equivalent to knowing the full filtration Fr,, of
the m-controlled PO-PDMP. Thus, the transition law satisfies

Qg’g}}/([()?t] X BX X BY | SO)X()?}/OJ . 'JSn7X’fL7Yn) -
PR(N7,y =n+ 1,841 <t,Xpny1 € Bx,Ynt1 € By, Hyy1 € Hpgr | Fr,)-

The latter can be calculated using the conditional density f§ , (s" | Fr,) of the (n+1)-th
inter jump time S,4+1 given Fr, under policy 7 (see Definition 1.1 part (vii) and Lemma
1.35) as:

PI(N7,., =n+1,S,11 < t,Xp41 € Bx,Ynq1 € By, Hyp1 € Hng1 | Fr,)
= /Ot]P’;Ur (N1, =n+1,Xp41 € Bx,Ynq1 € By, Hpy1 € Hny1 | Fryy Sngr = 8') -+
o PT(Spy1 €ds’ | Fr,) ds’
= /Ot Q" ((n, 8, X, @) (Y, ), Hy)i {n+ 1} x {0} x Bx x By x Hpp1) -+
o[58  Fr,) ds’
= [ (-4 Yo Ho) [ [ @By —u() A (@™ (Y, ) )
QA ((P”"(H"")(Yn,s’),a; dy') 7n(Hy, s')(da) ds'
Applying the definition of A™ terminates the proof. O

Corollary 2.5. The transition laws Q3yy of the embedded process of the m-controlled
PO-PDMP only depend on the last post-jump state Y, of the unobservable process (Y;),
not on the full history of Yy,..., Yy, i.e.

w,n TN
SXY(’ o | S0, 20, Yo, - - 'ana'rnayn) = QSXY(' o | S0, L0, - - ‘7Sn—17xn—178n7xnayn)'

Proof. Follows directly from previous lemma as only ¥, intervenes in the formula for the
transition law. The full history of sg, xo, ..., Sn, Tn, however, is necessary to construct h,,
used in 7, (hy). O

The previous Corollary can be seen as the counterpart of Corollary 1.7: In the case of
an uncontrolled completely observable PDMP, we obtained a discrete-time Markov chain
as embedded process. Here, under partial observation, we do not obtain a Markovian
structure for the embedded process of a controlled PO-PDMP as the transition law depends
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on the selected relaxed control. The decision which relaxed control to execute from stage
n to n + 1 is taken according to m, which itself depends on the observable history up to
stage n.

The embedded m-controlled process (Sk, Xi, Y )ken, induces a probability measure on
(RT x Ex x Ey)>: According to Ionescu-Tulceas theorem, the transitions laws (¢gy )n>0
together with the initial observation x € Ex as well as with the initial conditional distri-
bution® Qq(x,-) of Yy define a probability measure on (R* x Ex x Ey ).

As long as the context is clear, we will denote this probability measure as well with
P? and the corresponding expectation with ET.

2.1.3 The principal reformulation issue

Although Lemma 2.3 provides a representation of the cost J(z, ) of policy 7 that looks
like a function of the embedded time-discrete process? investigated in Lemma 2.4, the
reformulation into an equivalent classical PO-MDP is slightly more difficult.

The principal issue is the following: For a classical PO-MDP, history dependent deci-
sion rules have to be measurable functions of the observable history #,, only. Our decision
rules for the control of the time-continuous PO-PDMP, however, have a time argument and
thus are measurable functions 7, on #H,, X [0, 00). Thus, to fully transform our problem into
a PO-MDP, we somehow have to ,,get rid“ of this time component as argument of the deci-
sion rule. The principal idea is to go from measurable mappings 7, : H, x RT — P(A4) to
measurable mappings TrTZL) : H, — R. Although this seems to be the ,,canonical“ approach,
it is not trivial as some measurability questions arise that have to be solved.

Hence, the outline of the next two sections is the following: We will define a PO-
MDP with suitable admissible decision rules in Section 2.1.4. Finally, we will prove
the equivalence of the resulting optimization problem for this PO-MDP and the initial
continuous-time optimization problem of our PO-PDMP in Section 2.1.5.

2.1.4 The pseudo-embedded 7”-controlled process

The goal of this section is to define a controlled time-discrete stochastic process as well
as a set of admissible decision rules forming together a PO-MDP. This PO-MDP shall
be our candidate for the formulation of an equivalent optimization problem in discrete
time. In order to satisfy this equivalence condition, it would seem at least promising (if
not necessary) if the probability distribution on (Rt x Ex x Fy)* induced by this PO-
MDP was the same as the probability distribution induced by the embedded time-discrete
process (Sk, X7, Y1, )ken, of an ,equivalently controlled® PO-PDMP. The meaning of
»equivalently controlled” will be detailed later.

We start with the definition of a pseudo-embedded R-controlled process, that is, a
time-discrete process on RT x Ex x Fy which is controlled by some [r] € R. In a next
step, we will then detail how the selection of such controls shall be executed based on
decision rules for each stage of the process.

The term ,pseudo-embedded“ will be explained in detail below. The basic idea is to
endow this process with a transition law that is ,,basically the same® as the transition law
of an embedded discrete time process of an [r]-controlled PO-PDMP.

Definition 2.6. For an initial observation x € Ex and an initial conditional distribu-
tion Qo(x,-) of Yy, a pseudo-embedded R-controlled process is a time-discrete stochastic

3note that by definition, we have Sy = 0 in our model, so to be correct, we shall also mention §y as
initial distribution for Sy
4remember T} = Zk S

n=0"~"
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process (Sk,Xk,ffk)ng on the state space Esxy = RT x Ex x Ey with the following
properties:

(i) The process starts in (0,z,Yy) where the distribution of Yy is given by Qo(z, -).

(ii) For a chosen relazed control action [r] € R, the transition law Qsxy of the process
s given by

QSXY ([Oat] X BX X BY | Snaxmyn[r]) =

/Ot exp (_ /05’/14)\14(@1”(%77)@) - (da) dT) /A/BY Qc (Bx = ¥(y))

A (D" (yn, §'), q) Q4 (D" (yn, 8'),a;dy’) re(da) ds,

where Bx € B(Ex) and By € B(Ey).

Lemma 2.7. The transition laws of the pseudo-embedded R-controlled process are well-
defined, i.e.
Qsxy ([0,t] X Bx X By | sn, Tn, Yn, [])

is independent from the choice of a representative of [r].

Proof. Follows from the fact that in the definition of Qgxy, the integral w.r.t. r(da)
appears within an integral w.r.t. dr and the integral w.r.t. ry(da) appears within an
integral w.r.t. ds’ as well as from the fact that ®" (y,,7) = ®" (yn, 7) for Al-almost all 7
for " € [r] (see definition of controlled drift). O

The question is now how to select, for each stage n of the process, a control [r] € R to
execute. In order to define a partially observable MDP that shall be the candidate for
an equivalent formulation of our initial optimization problem, we will use the following
decision rules:

Definition 2.8. A time-discrete history dependent relaxed control policy is a sequence

7D = (7P, 7P, ...) of time-discrete history dependent decision rules defined as follows:

(i) The spaces of observable histories remain defined as previously introduced as Hgy =
R* x Ex and forn > 1 we set Hy,, := Hp—1 x R x RT x Ex.

(ii) Forn >0, a time discrete history dependent decision rule at stage n is defined as a
measurable mapping

M, - R (2.3)

We write TIP for the set of all time discrete history dependent decision rules at stage n
and define the set of all time-discrete history dependent relazed control policies as IIP :=
anoﬂg.

An observable history at stage n is thus an H,-valued random vector

‘E[n = (goa X07 ROa s 7§n—l) Xn—la Rn—la S’nv Xn)

and under a given control policy 7, we define R, := n2(H,) for n > 0.
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Definition 2.9. For © € Ex and Qo(z,-) an initial conditional distribution of Yy, a
pseudo-embedded 7P-controlled process is a pseudo-embedded R-controlled process where
at each stage n of the process, the control [r] to execute is selected according to the decision
rule 72 . Its transition laws are thus given by

7Pomn

QSXY([O,H X Bx X By | 80,20, Y0, - - - s Sns Tns Yn) =
Qsxy ([U,t] X Bx X By | sn, Zn, Yn, [Wf(hn)]) :
Remark 2.10. As only sg,xo, - - -, Sn, Tn are necessary for the construction of h, under

7P, the transition laws of a pseudo-embedded 7P -controlled process at stage n do not

depend on Yo, ... Yn—1-

According to Ionescu-Tulcea’s theorem, the transition probabilities Qgi; together with
the initial distribution Qy(z, -) of Y define a probability measure IP’gD on (Rt x Ex x Ey )™
for any given initial observation x € Ex. We will denote the expectation w.r.t. this
probability measure by IEQD.

2.1.5 Equivalent time-discrete optimization problem under
partial observation

In this Section, we will prove that we can formulate an optimization problem for a pseudo-
embedded 7P-controlled process that is equivalent to the initial continous-time optimiza-
tion problem of Definition 1.37.

The first result is now crucial in two senses: First, it further explains why we call
the above defined process ,,pseudo-embedded” process and second, it is at the core of the
resolution of the earlier stated reformulation issue.

Theorem 2.11 (Correspondence theorem). Let n € Ng. For every nl € TIL there
exists 72 € Y such that

7L (hp, ) =72 (hp)()  Al—ae. on RT Vh, € H, (2.4)
and vice-versa.

Proof. Looks like a trivial statement but we need to prove measurability requirements
which we do in detail in the Annex, see proof of Theorem A.27. ]

With this correspondence theorem in mind, it becomes clear what we meant with ,,equiv-
alently controlled” process in the introduction to the previous section.

The Al-a.e. equality in the correspondence theorem basically states that ﬂf (hp,) =
D(h,)(-) as equality of A-equivalence classes in R. As previously shown in Lemma
2.7, the transition law §ggxy of the R-controlled pseudo-embedded process is independent
from the choice of a representative of the executed relaxed control [r] € R and thus,
the next result is an immediate consequence of this invariance and the definition of a
pseudo-embedded process.

T

Corollary 2.12. Let 7 the corresponding history dependent relazed piecewise open loop
policy to P according to the correspondence theorem. Then, for all n € Ny, for all
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(80,0, - - - 80, Tn) € (RT x Ex)" and y, € Ey, the following equality of transition laws
holds:

~ D
Qayy ([0,t] x Bx x By | 80,20, - - - Sny Tn, Yn)
TI'P’VL
- QSX:Y ([07t] X BX X BY ‘ S0, L0, - - -Snvxnyyn)-

With other words: the transition laws of the embedded process of the wF -controlled PO-
PDMP are the same as the transition laws of the pseudo-embedded 7P -controlled time-
discrete process.

Proof. Follows immediately from the correspondence theorem and Lemma 2.7: By the

correspondence theorem, we get 7¢ ((s0, 7o), ) = 7 (50, 0))(-) as equality in R and thus,

W = (50,70, 7§ ((50,%0), ), 51,@1) = (50,20, 78 ((50,20))(-), s1,21) = hT . A simple
induction shows that for all £ < n we have hZP = hZD. Consequently, we have w2’ (hT" ) =
7D (h7")(.) as equality in R and the result follows from Lemma 2.7. O

Corollary 2.13. On (RT x Ex x Ey), the probability measure induced by the embedded
process of the wF-controlled PO-PDMP coincides with the probability measure induced by
the pseud-embedded wP -controlled process, i.e.

Proof. Follows from previous corollary and Ionescu-Tulcea’s theorem. (Il

The definition of 7P-controlled pseudo-embedded time-discrete processes induced a prob-
ability measure IP’;FD on (Rt x Ex x Ey)®. The correspondence theorem then is at the
core of the fact that this probability measure actually coincides with the probability mea-
sure ]P’gp induced by the embedded process of the 7-controlled PO-PDMP. It is acutally
corollary 2.12 that illustrates why we have chosen the name "pseudo-embedded processes":
They have the same transition laws as embedded processes of with corresponding policies
controlled PO-PDMPs.

These are all ingredients we need for the complete reformulation into a classical time-
discrete optimal control problem under partial observation as known from the theory of
PO-MDPs. We will now first define an optimal control problem under partial observation
D_controlled pseudo-embedded process (gnanaYn)nZO- Then, we will prove the
equivalence of this problem to our initial optimal control problem for the 7-controlled
PO-PDMP where 7% is the corresponding policy to 7, in the sense of the correspondence
theorem.

for a w

Definition 2.14. For a policy 7P € IIP, an initial observation x € Ex together with
an initial conditional distribution Qo(x,-) and a 7P -controlled pseudo-embedded process
(Sn, Xn, Yn)n>0 we define the cost of policy 7P as

9] 9] k
T ) m B2 [ 3 e TS g (% Ve, W,g(gk»] g [z (S o Ko TP (1) |
k=0 k=0 n=0
where g and G are as of Definition 2.1 (remember Ty = Sy).
The value function of the time-discrete control model gives the minimal cost under an
initial observation x € Ex and is defined as

J(z):= inf J(z,7P) Ve Ex. (2.5)

P elP
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The time-discrete optimization problem is then to find, for x € Ex, a policy =*P € TIP
such that we get

The time-discrete optimization problem defined, we can now turn to the main result
of this section: The proof of the equivalence of the time-discrete optimization problem to
our initial, time-continuous optimization problem for the controlled PO-PDMP.

Proposition 2.15. Let € Ex an initial observation, 7° € I a history dependend re-
lazed piecewise open loop control policy for the PO-PDMP and ©° € IIP its corresponding
time-discrete policy according to the correspondence theorem. Then, it holds

J(z,7") = J(z, 7).

Proof. As shown in lemma 2.3 we can write the cost of policy n* as

o
P _
k=0

As g is independent from the choice of a representative of [7f (Hy,-)] € R, we can replace
7F (Hy,-) by w2 (H)(-) in the argument of g.

Further, we showed that IP’;;P = IP’;D on (Rt x Ex x Ey)™ and thus, we can replace
Egp by EgD while at the same time replacing T}, X1, , Y1, , H), (the states and the history
of the embedded process of the 7”-controlled PO-PDMP) by Ty, Xj, Y3, Hy, (the states of
the pseudo-embedded 7P-controlled process in discrete time).

Finally, applying T}, = Eﬁ:o S,, we get

[e.9] k - ~ - -
J(a,77) =BT |3 e 2nm0 S g(Xy, Vi, wf (Hy) (1))
k=0
= j(ajvﬂ—D)a

and the definition of G leads to the result. U

With this result and the correspondence theorem in mind, our solution strategy going
forward is now: Solve the optimal control problem for the pseudo-embedded m”-controlled
time-discrete process which shall provide an optimal control 7*P € II”. The corresponding
history dependent relaxed piecewise open loop policy 7*F € II” is then an optimal control
for the time-continuous optimization problem of the 7-controlled PO-PDMP.

Having this in mind, we can simplify notations from now on: we will only write J(z, 7)
and 7 instead of specifying by superscript P or D if we mean %" or the corresponding 7
together with J. The context shall always be clear such that the reader should know if we
talk about the embedded process of the controlled PO-PDMP or about the corresponding
pseudo-embedded controlled process.

The next step of our solution strategy is the reformulation of our optimization problem
into a fully observable time-discrete optimization problem, i.e. passing from a PO-MDP
to a MDP under complete observation.
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2.2 Second reformulation: From partial to com-
plete observation

This Section is dedicated to steps 2 and 3 of the approach outlined at the end of Chapter
1. The goal of these two steps is, to pass from an optimization problem for a PO-MDP (see
previous section) to one for an MDP. With other words, to pass from partial to complete
observation of the time-discrete stochastic process that is underlying to the optimization
problem formulated. Again, the aim is to get a resulting optimization problem still being
equivalent to the original optimization problem.

With respect to the general theory for PO-MDPs, this is a standard approach involving
filter techniques: One basically replaces the unobservable component of a state of the
process by the conditional distribution of the unobservable state given all information
observable up to the current stage. This conditional distribution is observable as it can be
calculated by an iterative process, involving, at every stage of the process, the previous
conditional distribution calculated as well as the new observable information obtained
at the current stage of the process. Important is that we apply the so-called separation
principle of estimation and control, i.e. we first observe the new observable information,
then calculate the new conditional distribution to finally select the control action to execute
based on this information.

Filtering is a classical technique and subject of standard books such as, e.g. [3], [36] or
for the special case of Hidden Markov Models [31]. For the concrete case of our PO-PDMP
model, however, we cannot simply apply any standard filter (as it would be the case for
a Hidden Markov Model with unknown jump intensity for example). We have to develop
an adequate filter and to do so, we follow the approach of Brandejski et al. [13]: In their
paper, they develop a filter for an uncontrolled PO-PDMP under the assumption of only
having a finite number of possible post-jump states. In view of possible applications, we
hold this assumption for meaningful®. In view of computational aspects, this assumption
is no significant limitation of the model. One would always have to pass by a discretization
of the filter in order to apply numerical methods for calculations of optimal policies. Thus,
we keep this assumption and will only investigate the resulting finite dimensional case in
the sequel. As Brandejski et al. have developped their filter only for an uncontrolled
PO-PDMP, we have to develop the adequate filter for our controlled model step by step,
although our approach will follow theirs in the great lines.

Once the filter is developed, we can pass to the definition of a so-called derived filtered
model and formulate the corresponding optimization problem. In order to apply standard
techniques to characterize the value function of the derived filtered model, we have to
restrict the admissible control policies to Markov policies, i.e. we no longer allow history
dependent policies. A fundamental result from Hinderer (1970) [41] finally shows that this
restriction will not prevent the resulting MDP under complete observation to be equivalent,
in terms of the optimization problem then formulated, to the original optimization problem
for the controlled PO-PDMP.

The outline of this Section is thus as follows: In Section 2.2.1 we will briefly state
the model assumptions for the finite dimensional case before we develop the filter under
these assumptions in Section 2.2.2. We then formulate the optimization problem for the
derived filtered process in Section 2.2.3 to finally show, in Section 2.2.4, how to restrict the
problem to Markov policies and at the same time still having an equivalent optimization
problem.

5see also Section 6.1.1 for a more detailed discussion of this aspect
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2.2.1 The finite dimensional case: Model assumptions

We will concentrate our investigations throughout the next sections on the so-called finite
dimensional case. That is a case, where the set of possible post-jump states of the unob-
servable process (ﬁ)tzo is of finite cardinality. Concretely, in addition to all previously
made model assumptions, we will assume the following whenever we refer to the finite
dimensional case:

Assumption 2.16 (Finite set of possible post-jump states). We assume the set ng
of possible post-jump states to be finite, i.e. dq € N : E?/ = {y',...,y9} C Ey and
QlA,(y, a;EY) =1 for ally € Ey,a € A. We further assume Yy € EY..

Remark 2.17. Note that in the sequel, we will denote elements of E)O/ by o', i.e. we will
make use of superscripts to emphasize that we talk about post-jump states in Eg)/. A state
at stage n will still be denoted by y, to emphasize that the point in time, hence stage, is
of major interest here. Very often, we will try to follow the convention to denote by y' a
current post-jump state and by y? the following post-jump state.

Definition 2.18 (Probability measures on EY). We denote by P(EY.) the set of prob-
ability measures on Eg/.

Assumption 2.19 (Initial conditional distribution of Yy). We assume the initial con-
ditional distribution of Yy given the observation of Xo = x to be given by some distribution

Qo(x;-) € P(EY,).

Remark 2.20 (Generalization of model in [13]). We shall remark here, that we have
chosen to work under a slightly more general model than the one of [13]. Brandejski et
al. assume perfect observation of the initial state yo, i.e. xo = ¥ (yo) with v a bijection.
Therefore, the initial observation of Xg = x leads directly to a Dirac distribution for the
initial conditional distribution of Yy given Xo = x, i.e. Qo(x,{y’}) = PT(Yy = ¢/) =
5¢_1(x0)(yj) independent of the initial unconditional distribution of Yy. As we do not
assume perfect observation of the initial state Yy, we need to work under an assumption
for the initial conditional distribution Qo as outlined previously.

2.2.2 The finite dimensional filter

The goal of this section is to develop a recursive formulation for the conditional distribution
of Y, given the observed history H,, where Y, is the unobservable state of a pseudo-
embedded w-controlled process (Sk,XmYk)kzo- This conditional distribution is called
filter and and we will develop the recursive formulation for the finite dimensional case
defined in the previous section.

Remember the definition of the random vector H,, = (50, Xo, Ro, ..., gn,f(n) where
R, = ﬂn(I:In) for a m-controlled process. We then define:

Definition 2.21 (Filter M,,). Let = € II” and (Sk,f(k,ffk)kzg a m-controlled pseudo-
embedded process with initial transition kernel Qg from Ex to P(Eg/). For an initial
observation * € Ex and n € Ny we define the filter MT%%0 as P(EY)-valued random
vector by

Vie{l,....q}: Mm@t = MIEPP({y'}) = B [L gy | o(Ha)).  (2.6)

To simplify notations, we will only write M3 instead of M™%R0 in the sequel, as long as
out of the context, it is clear which initial observation x and conditional distribution Qg
we refer to.
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Remark 2.22 (Initial Filter My). By definition of the filter and the previously outlined
construction of the probability measure P7, it is clear that the initial filter Mg’I’QO 18 given

forie{l,...,q} by
MT=9 B [y | oS0, %o)] = 0(S0) - QolKo. {y'). (27)

Remark 2.23 (Factorization of filter). The filter M being a o(H,)-measurable ran-
dom variable, there exists for all n € Ny a measurable function uT : H, — P(EY) such
that P7-a.s., we have M = ur o HJ.

The goal of this section is now to develop a recursive formula for M as a function of
M7, . Informally speaking, we will develop a recursive formula for P7 (Yn =yl | o(HF ))

The main idea of the proof for this recursive formula is roughly (and informally) speaking:

Use Bayes’ formula to write P7 (}7” =9y | J(ﬁn)> as

]P’”(S e ds, X, EdJ:Yn—yJ|U( n— 1))

Pg(Yn:yj|g(ﬁn)): IP)W(S GdSX 6dl’|0'( n— 1))

o then, in step 1, write P7 (5’ eds, X, €dz,Y, =y’ ] a(f[n_l)) as a function of f.
and P7 (S cds, Y, =1y | o(H,_ 1)) and

o in step 2, write P7 (S € ds, X, € dx | o(H,_ 1)) as a function of f. and
PT (S c€ds,Y, =1y | o(H,_ 1)) and,

o finally, in step 3, get a recursive formulation of PZ (S eds,Y, =y | o(H,_ 1))
making intervene P7 (f/n,1 =.|o(H,_ 1))

We formalize this by the following step-by-step results. The outlined approach has been
inspired by the work of Brandejski et al. in [13]. As they have been working on uncontrolled
PO-PDMPs, we adapted their approach to our concrete situation of a controlled PO-
PDMP, or more precisely, a controlled pseudo-embedded process. To simplify notations,
we introduce first:

Definition 2.24 (Joint conditional distribution of (S,,Y,)). Forn > 1, = € TP
and hn_1 € Hp—1 we define the joint conditional distribution of (Sn,Y) under m given
the observed history h,_1 by

Y (hn-1,{y’},ds) :== PT (Sn cds,Yy=1 | Hy 1 = hn—l) . (2.8)

Under the use of 7 we can explicitly describe how the density of the noise €, intervenes
in the conditional distribution of (Sn, Xn, Y, ) given an observed history hy,_1:

Lemma 2.25 (Step 1 - Intervention of noise density). Let n > 1. For m € II” and
hp—1 € Hn—1 we have the following equality of probability measures on R x Ex x EY.,

forallj€{1,...,q}:
P”(S €ds, X, €dz,Y, =y’ | H, _1=hp_1)
= (-1, {y’}, ds) fe(z =¥ (7)) v(dz). (2.9)
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Proof. Let h a bounded and measurable real-valued function on RT x Ex x EY.. We then
get

—

7 1S Xy Vo) | By = P

h(s,9(y) + € y) 5 (Sn € ds, e € de, Yy € dy | Hyy = hy 1)

// ) +ey ) fe(e) v(de) P7 (gn €ds, Yo =y | Hy1 = h"_1>

Il
M= 1= \

// 5, ?/ fe(fr—lb(yj)) v(dz) vy (hn-1,{y’}, ds)

where we use the definition of Xg in the first equality, the finite cardinality of Eg/ as well
as the independence of €, from (S,,,Y,,) and its density in equality 2 and finally the change
of variable x = ¥(y?) + € together with the definition of 47 in the last equality. O

Summation with respect to 37 in the previous lemma leads immediately to

Corollary 2.26 (Step 2 - Joint conditional distribution of (S,, X,,)). Let n > 1.
For m € I” and h,_1 € H,_1 we have the following equality of probability measures on
R+ X EX N

PT (Sn eds, X, €dz | Hyy = hn_l) = [Z VT (he, {47, ds) . (:c — w(yj))] v(dz).
j=1
(2.10)

In order to simplify notations, we introduce the following notation (compare Lemma 1.35
where notation A™ introduced):

Definition 2.27. Fory € Ey and s € R we define

:// M (@ (y, ), a) rs(da) dr. (2.11)
0 JA

In the next step, we express 7/ as a function of ul_;:

Lemma 2.28 (Step 3 - 47 as a function of pu™ ). Let = € II”, then for all n >
1,hpo1 € Hp—1 and j € {1,...,q} we have

Y (hn—1,{¢}, ds)
q . . .
=ty (hno1) exp (*AW"’l(h"’l)(yﬁs))/ A (@m0 5), )
i=1 A

Q* (o™ (yl 5), 4 {y'}) Tu1(hn1)(s)(da) ds. (212)

Proof. We define Fr, as the o-algebra modelling the full information available (observable
and non-observable) up to time T, by

Fr, := (S0, X0, Y0, Ro, - - -, Sn, Xn, Yn),



2.2 Second reformulation: From partial to complete observation 45

where Ry, = Wk(ﬁk) for Kk =0,1,...,n — 1. With this notation, and for a bounded and
measurable real-valued function h on R* x Eg,, we then can write:

EF (S, Ya) | Hoo1 = huot | = EF | BT [0(S0, Ya) | P,y | | Hoot = oo ]

Based on the transition laws for the pseudo-embedded m-controlled process as outlined in
Definition 2.9, the inner conditional expectation above can be written as

B [7(Sn, Vo) | Fr, ]
= /h<3ay) QE’}}}I(ds ®dy @ Ex | So, X0, Y0, - Sn—1, Xn—1, Yn1)
= /h(s,y) Qsxy(ds®dy @ Ex | Sp—1, Xp—1, Y1, Tn—1(Hn-1)).

Taking now on this expression the conditional expectation given H, 1= hyn_1, where h,_1
has the form h,—1 = (so, zo, m0(S0, Z0), - - - , Sn—1, Tn—1), we find

BT [1(Sn, Vo) | Hoe1 = hoc
_ET [/ h(s,y) Qsxy (ds ©dy @ Ex | St Kur, Vaor, mur (Haor))
| Hypo1 = hn—l}
://h(s,y) Qsxy (ds®dy @ Ex | $p—1,Zn—1,Yn—1, Tn—1(hn-1))
fn—1(hn—-1)(dyn—1)
=3 a4 [
Qsxy (ds ®dy ® Ex | $p—1,Tn-1,Y", 7Tn—1(hn—1)> ;

where the last equation holds because E. = {y!,...,y?} is of finite cardinality. Detailing
now ggxy according to Definition 2.6, we obtain

/h(&y) Qsxy(ds®dy ® Ex | sp—1,%n-1,9", Tn—1(hn-1))
oo 9
— j _ ﬂ—nfl(hnfl) % _ j
/0 ;h(s,yj)exp( A (y ,s)) /EX fe(x —(y?))v(dx)

/A M (@1t (' s),a) Q1 (871D (y s), a5 {y'}) no1(hn-1)(5)(da) ds.

Now the result follows as [ fe(z — Y(y?))v(dr) = 1. O

Looking closer at the statement of the previous lemma, the following dependence of v on
7 is clear.

Corollary 2.29 (v’s dependence on the control policy). Letr = (rg,r1,...) € R*®.
Then we have

IP)T(SV” S ds,ffn = yj ‘ ﬁn—l = hn—l) = ’Yn(hn—larn—la {yj}7 dS) (213)

where Yp(hn—1,7m—1,{y?},ds) is defined by replacing mp_1(hn—1) by rn—1 in the term of
the right hand side of equation (2.12) and " | (hn—1) is not explicitly dependent on r,
thus can be written as pin—1(hn—1) in the term of the right hand side of equation (2.12).
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Proof. The representation of 77 as a function of u_; as stated in equation (2.12) only
depends on 7 via 7,1 (hp—1), i.e. on the executed randomized control policy on the time
interval [T},—1,T},). Actually, u?_;(h,—1) does not depend on 7 for k > n — 1 and the
relevant information of 7 for k& < n — 2 is the executed randomized policy 7 (h) which

can be deducted from the observation h,—1 = (S0, Zo, 0(ho), - - -, Sn—1, Tn—1).
The proof of the previous lemma also holding for not history dependent, randomized
piecewise open loop policies, we conclude the statement of the corollary. ]

We can now prove the main result of this section, the recursive formulation of the filter
sequence (M )pen,-
Definition 2.30 (Filter equation). Let the filter function defined as x = (x',...,x9) :
P(EY) x Rt x Ex x R — P(EY.) where

. 1 L .
X (s, s,2,r) ==Y xl(w,s,2,7) for j=1,...,q and
=1

>

X (o5, 2,7) o= i exp (—A7 (3 9)) /AAA (27 (", 5),a) -+
QMY 8), 03 {'}) rolda) fela — ()

fori,j=1,...,q and
X = Z Z x{ for normalization.

Proposition 2.31 (Recursive formulation of filter). Let w € 1P, then the filter M
satisfies M7 = 60(S0) Qo(Xo,{v’}),7=1,...,q and for n > 1:

M™ = x(M™_y, S0, Xns 1 (o)) Pr—as.. (2.14)

Proof. For n = 0 see Remark 2.22. Forn > 1,let 7 € 1P, h,, 1 € H,_1andj € {1,...,q}.
First, Bayes’ formula yields

P™(S, € ds, X, €dx,Y, =y’ | H* | = hy_1)
=P (Vo= | H] = (hp1, 70 1(hn-1), 5,7))
x P2(S, € ds, X, € de | HY | = hy—1). (2.15)
Applying Lemma 2.25 and corollary 2.26 this becomes:
T (hn—1, Ay}, ds) fe(w — (y7) v (dx)
=P (Vo= | H] = (hp1, 70 1(hn-1), 5,7))

x [Z Vi (b1, {y*}, ds) fe(z — w(y’“))] v(dz). (2.16)

k=1
With respect to x, this shows the equality of two absolute continuous measures and we
can deduct the equality a.e. of the densities. Thus, for almost all z € Ex w.r.t. v,

’Yqur(hn—lv {yj}7 dS)f€($ - ¢(y]))
= Pg (Yn = yj | I;[:; = (hnflaﬂ-nfl(hnfl)vswr))

X lz T (hn—1, {y*}, ds) fe(a — w(yk))] - (2.17)
k=1
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This equality being an equality of two measures of the variable s, we have for all bounded,
measurable and real-valued functions F' on R™

P - (7)) (-1, {4’ }, ds)

= [ F(s) PL (Yo = ¢/ | H] = (hoo1,mne1 (), 5,))
R+

X lz fe(w — 7/J(yk))%7lr(hn—1, {yk},ds)] . (2.18)
k=1

In Lemma 2.28 we showed that 77 (hn,_1,{y’ }, ds) has a density f, with respect to the vari-
able s and in corollary 2.29 we argued that this density only depends on 7 via 7,1 (hp—1)
and we can write it

q
Py Tt (ham1) {y'} ) = 3 g (homr) exp (=A™ =1 (4 5))
i=1

AAA(¢”"*1(h"*1)(yi,S),a) Q@™ n-(y’, 5),a; {y’}) w1 (hn-1)(s)(da) (2.19)

Using this density, equation (2.18) implies that almost surely w.r.t. the Lebesgue measure
on R, we have

]P)Txr (?n = y] ‘ ﬁ;{,l = (hn—lyﬂ—n—1<hn—1)787x))

_ S i (ha1) {7} 8) fe(o — 0(y7)
%:1 fv(hn—lﬂrn—l( n-1), {y } s)fe(x — (yk))

From the equalities a.e. (2.17) and (2.20) we conclude that there exists a measurable set
N, C Ex with v(NV;) = 0 and a borel subset N; C RT negligible w.r.t. the Lebesgue
measure on R such that for all z € Fx \ NV, and all s € RT \ N

(2.20)

Ng(hnfla Tn-1(hn-1),s,7) = X(/‘Z—l(hnfl)a 5,2, Tpn—1(hn-1)). (2.21)

Further, PT(X,, € N,) < 2?21 Pg(qb(yj):i— en € Ny) = 0 because ¢, is absolute continPous
w.r.t. the measure v on Ex and P7(S, € N;) = 0 because the distribution of S, is
absolute continuous on R™. Thus, we conclude

/‘Z(ﬁlrf—la Wﬂfl(ﬁg—I% STL? Xn) = X(Hg_1(ﬁ;{_1)7 STL? Xn? anl(ﬁrf—l)) IP’Z—a.S.

(2.22)

and the statement of the proposition follows as
MT = ur(HF w1 (HF_1), 50, X)) P7—a.s. (2.23)
by the factorization of conditional expected values (see Remark 2.23). g

2.2.3 The derived filtered process and the corresponding
optimization problem

The main result of this section will be the formulation of a completely observable MDP
together with a corresponding optimization problem. This problem shall then be the candi-
date for the equivalent reformulation of the initial optimization problem for the PO-PDMP
into a time-discrete problem under complete observation. We will construct this completely
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observable MDP based on a pseudo-embedded mw-controlled process (Sk, Xy, f/k) keN, While
replacing the unobservable component Y}, by the previously developed filter M. Thus,
our goal is, to define a so-called derived filtered process (S’k,Xk, M) ken, with adequate
state spaces and transition laws. After explaining why we can allow II” as set of admis-
sible control policies for the derived filtered process, we finally will define an optimization
problem to solve for this process.

Definition of derived filtered model :
We start by defining the derived filtered model.

Definition 2.32 (Derived filtered model). Let (S;, X, f/k)kzo a pseudo-embedded pro
cess with transition law Gsxy and initial conditional distribution Qq. Let further x the
corresponding filter function. The derived filtered [r]-controlled model consists of a set of
data (E',qsx 9’5 G') with the following meaning:

o E':= Egx Ex xP(EY) is the state space. An element is denoted by (s, , p) where s
and x should be understood as the observable part of the state of the pseudo-embedded
Process (Sk, X5, Yk)kzo and p is the conditional distribution of the unobservable state.
We endow the space E' with the product topology and the corresponding Borel-o-
algebra, where Eg = R is endowed with the standard topology, Ex is endowed with
the topology coming from Ey wia ¢ and P(EY.) is endowed with the weak topology.

e Qsxps i a stochastic kernel which determines the distribution of the new states as
follows: For fized (s,z,p) € E' and [r] € R as well as for t € RT and Borel subsets
Bx C Ex,C C P(Eg,) we define

Qsxn([0,t] x Bx x C' | s,x,p,[r]) :=
q | |
Z/Ot]xB x(p,s' 2, 7)) Qsxy(ds' @ dr’ @ EY | s,z,v7,[r]) p({y’})

e ¢ is the undiscounted one step cost function defined by

q

(z,p,r Z z,y7,m)p({y’}) (2.24)

e (G is the discounted one step cost function defined by

G'(t,x,p,r)=e Pg(x,p,r). (2.25)

An initial state of this filtered process typically has the format (0,x,Qo(x;-)), where
Qo(z,-) is the initial conditional distribution of Yy as given in the model of the pseudo-
embedded process. We call the above process derived filtered model, because its transition
law is derived from the transition law of the underlying pseudo-embedded process and the
corresponding filter function.

We could look at the derived filtered process as a process where the states are realized
by an arbitrary random experience with transition law Q'y,,. What we will do in the
sequel, however, is fixing a concrete random experience to realize the stages of the derived
filtered process: we start in (0,z,Qo(x-)), select a relaxed control r € R and run the
underlying pseudo-embedded process with initial observation x and initial conditional
distribution ()¢ under this relaxed control. We then note the observed states s; and x1 of
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the pseudo-embedded process and get the stage one states of the derived filtered process by
keeping s; and x; as first two components and calculating p; as p1 = x(Qo(z, ), s1, 21, 7).
Selecting a new relaxed control we iterate this procedure.

With other words: we derive the states of the derived filtered process from the pseudo-
embedded process by running the pseudo-embedded process and, at the same time, cal-
culating after each observation, the current state of the filter p,. The (straight forward)
proof that this procedure is actually creating a process with transition law ¢’ is left to the
reader.

History dependent control policies for the derived filtered model :

The derived filtered process generating states (Sk>k20 and (Xk>k20 it also generates an
observable history Hj, = (Sp, Xo, Ro, . .., Sk, X3) for each k € Ny as long as the process
is controlled, at each stage k, by some relaxed control R;, € R. Having this in mind, we
simply can allow history dependent time-discrete relaxed control policies 72 € IIP for the
derived filtered process: at each stage k, we select the relaxed control Ry to be executed
by the decision rule Rj, = 7P (H},) as we also did it for the pseudo-embedded mP-controlld
processes.

Analogously to the pseudo-embedded process, we get a transition law Q'c% sy for the

mP-controlled derived filtered process. This transition law is given by

Q/S;Mn([()?t] X Bx x C ’ 8071'07 cee Sn;xnvpn) =
Z / X(pns ', 72 (hn))
Ot]XBX

QSXY(dS b2y dl‘ X EY | S0, L0y« ++3Sn; Tn, yj) pn({yj})

Analogously to the case of the pseudo embedded process, this transition law is explicitly
depending on 72, on the history of Sp, Xy, ..., Sn, X, as well as on the component p,
of the current state. It is not explicitly dependlng on the history pg,...,pn—1 of the
conditional distributions. Implicitly, however, these are coded in the current state p,,
which basically is calculated by iteration of y, and thus, contains the information about
the history of the conditional distributions.

An initial observation of a derived filtered process has always the form (0, z, Qo(z,-))
with z € Ex and Qo the initial transition kernel from Ex to P(EY) of the underlying
pseudo-embedded process. Thus, knowing x and (Jg, one knows the full initial observation.
For a given policy 7P € II”, the theorem of Ionescu-Tulcea implies that the transition
laws QS w2n together with = and Q)¢ of an initial observation determine a probablity
distribution IP)gQO on the space (Rt x Ex x P(EY))™. By restriction to (Rt x Ex)>
this probability distribution induces a probability distribution on (R* x Ex)>. As long
as the context is clear, we will again denote this probability distribution with P7, = by
slight abuse of notation.

Whenever we look at a pseudo-embedded process together with its derived filtered
process, the next result is as trivial as important for the sequel.

Lemma 2.33. Let (S’n, Xn, ?n)nZO a pseudo-embedded process with initial transition ker-
nel Qo and transition law Qgxy. Then, for 7P € IIP and an initial observation x € Ex,
the pseudo-embedded process as well as its derived filtered process induce probability mea-
sures on (RT x Ex)* denoted by IP”;D and ngo respectively and it holds

]P’ PxQo
on B(R") ® B(Ex).
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Proof. The existence of ]P’gD and ]P’gg , have been discussed when introducing the pseudo-
embedded process and its derived filtered process. Both processes induce an initial distri-
bution of §y ® d, under the initial observation x € Ex.

Let now n > 0 and (s, o, - - - , 8n, Tn) € (RT x Ex)""!. The pseudo-embedded process
induces now the following transition law:

D ~ ~ ~ ~
Pg (Sn—H S dS’Xn+1 €dx | So = 50, X0 = X0, ..., = 8p, X = xn)
_ZQSXY d3®dx®E1O/’307$07--~73n7$nayj)

D ~ .
P7 (Yn = yj ‘ H, = hn)v

T

where h,, denotes the observed history under 7" and (sg,z, ..., Sn,2,) and we clearly
make use of the slight abuse of notation when writing IP;D for distributions on (RT x Ex)>
and on (RT x Ex x Ey)™®

Making use of the factorization of the filter into M,, = u, o H,, the above now can be
written as

q
Z T (ds © dw @ BY [ 50,70, 5n s ) pin () ({7])

= QSXM(dS ®dr® P(Eg/) ‘ Sn, 'fnaﬂn(hn)vﬂ'r?(hn))
= Qg}Mn(ds ®dr ® P(EY) | S0, L0y -« + 5 Sny Tn, Un(hn))

= ]PDJ;QO(SnJrl S dS,Xn+1 € dx ’ SO = So,Xo = 29, .. .,Sn = Sn,Xn = :L‘n) O

Optimal control problem for derived filtered process :
We can now state the optimal control problem for a 7”-controlled derived filtered process.

Definition 2.34. Let (Sn,Xn, Y, n)n>0 a pseudo-embedded process with initial conditional
distribution Qg and (Sn, X, M, n)n>0 its derived filtered process. For an zmtml observation
(0,2, Qo(z,-)) of the derived filtered process, we define the cost of a policy m” € TI” by

J’ (aj,Qo(:v,-), ) —Eon

i e B0 Sng/ (Xk,Mk,WJ?(Hk))] ,
k=0

where ¢’ is as of Definition 2.32.
The value function of the derived filtered control model gives the minimal cost under
an initial observation (0,x,Qo(x,-)) and is defined for all x € Ex,Qo(x,-) € P(EY) as

J (2,Qo(z,-)) ;== inf J' (x,QO(:U, -),7rD> . (2.26)

D elP

The filtered optimization problem is then to find, for x € Ex,Qo(z,-) € P(EY), a policy
P e TP such that we get

(@, Qolx, ) = J' (2, Qolw, ), 7P .
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2.2.4 Equivalent time-discrete optimization problem under
complete observation

Having introduced the optimal control problem for a derived filtered model, we will now
prove that the latter optimization problem is equivalent to the optimal control problem
for the underlying pseudo-embedded process. With other words, we will show, that, every
policy 7*P that is optimal for a pseudo-embedded process is optimal for its derived filtered
process and vice-versa.

We will further show, that, for derived filtered processes, an optimal control policy
can already be found in the class of Markov policies. The latter one can be understood as
a subset of II” in a sense that we will specify. This is a classical result for MDPs under
complete observation.

As a consequence, solving the optimal control problem for the derived filtered process
in the class of its Markov policies provides a history dependent relaxed control policy 7*”
that is optimal for the underlying pseudo-embedded process.

Equivalence of optimization porblems for 7”-controlled processes :

We start with a lemma that will be crucial in the proof for the equivalence of the optimal
control problems for pseudo-embedded and corresponding derived processes.

Lemma 2.35. Letv:H, 1 Xx RxR" x Ex x Ey — R a measurable mapping. Then, in
the setting of a derived filtered process, for all hy_1 € Hn—1 and all 7P € TIP it holds:

ZH” 1 n 1 {y} /ng; ! d5n®dxn®dyn’507$0’---5n—1u1:n—17yi)
v (h’nflv Wf—l(hn*1)7 Sn,y LT, yn)

—Z,un 1 n 1 {y} /Qg){; ! d3n®dxn®Eg/ ’ 807‘T07"'Sn—17$n—1ayi)

i (tn-1 (1) s @, 1y (1)) ((71) 0 (Bt 78 (), s y?) - (2:27)

Proof. To simplify notations, we will write i/, (hy,) for g, (hy ) ({37}) and x*(-) for x(-) ({y*}).
Based on the transition law (jg)D(ﬁ ! the left hand side of (2.27) transforms into

éui_l(hn—l)/exp( AT () (i) Z/fe z — (7))

Rt JI= 1Ex

U(hnflaﬂ'q?_ﬂhnfl)aSnammyj)/)‘A ¢ﬂ£71(hn_1)(yia5n)va)
A

QY (o™ Myl 5., 03 {7} ) w1 (hnr)(sn)(da) v(day) ds,. (2:28)

For the right hand side of equation (2.27), we first recognize the sum w.r.t. index i together
with the integration w.r.t. ds,,dx, as an integration w.r.t. ds,,dz, given the observed
history h,,_1. With other words:

q
Z/‘;L—l(hnfl) /Pg (Sn € dsy, Xy € dry, | Snflvxnfl,yzvﬂ'g—l(hnfl))
=1

= /P;;(S‘n € dsp, Xp € dy | Hy1 = hy1)
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This observation together with the result of corollary 2.26 lead to a reformulation of the
right hand side of equation (2.27) of

oo [ 32 [ G 09 s st 000

zq: (,un 1(hp— 1),sn,mn,7r£_1(hn,1)) v(hn,l,ﬂ'r?_l(hn,l),sn,xn,yk) (2.29)

Now, applying the result of Lemma 2.28 and re-writing fy,’{D, we obtain

/ii exp< AT 'Efl(hn—l)(yi’sn)) £ (m — %Z)(yj))
=1i=1

Ex R+ 7

q
SN (a1 (1), 20, 71 (1)) W(hnt, 751 (), 8, 2, )
k=1

[ (@t ). a) @ (87100 (s, s 7))
A

72 (hn_1)(sn)(da) ds, v(dzy,). (2.30)
After inserting the definition of x* into equation (2.30 ), X cancels out and we obtain

q

[ ] 35 thsthusyesp (A0, 50)) il — w6

Rt By k=11=1

V(hn 1,71 (An 1), 50, 2, yF) / M (@m0 (ys,), a)
A

QM (o™ My 5), 0 {y"}) oy (hn1)(sn)(da) v(dy) dsn, (2.31)
which is equal to the left hand side of (2.27) as developped in equation (2.28). O

Based on this lemma we can now state and prove the main result of this section, the
equivalence of the optimal control problem on J to the optimal control problem on .J'.

Proposition 2.36. In the situation of Definition 2.3/, let j(:(:,wD) denote the cost of a
policy 7P € TP wunder initial observation x € Ex for the underlying pseudo-embedded
process. We then have for all x € Ex and for all 7P € TIP

j(xﬂﬂ-D) = J/(x,Qg(x,-),TrD), (2.32)
and for all x € Ex we have for the value functions
J(x) = J' (2, Qo(x, ). (2.33)

Proof. According to the definitions of J and J’, we have to show
i k& -~ -
T e Sng(XkaYk;WkD(Hk))]
k=0

- $Q0 [Ze ﬁz" Osn (kaMkﬂTk (Hi)| . (2.34)
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As the cost function ¢ is non-negative, the functions g and ¢’ are non-negative and we can
swap integration and summation. So, we need to show

e k& -~ -
S B [e—BZno S"g(Xk,Yk,W,?(Hk))}
k=0
= Z Egg |: 'an OS” (Xk,Mk,Trk (Hk)] (235)
k=0

This is done if we can show that, for £ > 0, we have

D

o[ _avk & Y~ . ok g -
EZ e ﬁz"—osng(XbYkﬂrl?(Hk))] =EZo, [6 52"—05"9/(Xk,Mk,7T1?(Hk)]- (2.36)

This result can be shown along the same lines as the proof of theorem 5.3.2 in
[6] but we give an adapted version of the proof here. It follows actually by induction from
Lemma 2.35 for v™ defined as:

" (Hk—h Wl?—l(Hk—l)a Sk‘v Xk’) Yk’) =
k & ~ ~ ~ ~
P 2anmo S g( Xy, Yooy w8 (Hymr, w1 (Hi—1), Sk, Xp))- (2.37)
With this definition and for k£ = 0, we get for the left hand side of equation (2.36):

By [e7%0g(Xo, Yo, nf (Ho)| = EF [1- (=, Yo, 8((0,2))))] (2.38)

=2 _g(a.y", 75 ((0,2))) - Qo(x, {y'})-

=0

On the other hand, we find for the right hand side of equation (2.36):

ggo {e*ﬁﬁog’(Xo,Mo,Tré)(Ho))} = xQo {1 d'(x,Qo(z"), W(?((ij)))} (2.39)
= Zg(w,yi,ﬂéj((ow))) - Qo(, {y'}).
=0

and equation (2.36) holds for k£ = 0.
Let now k > 1 and suppose, equation (2.36) holds for 0, ...,k — 1. Using the rule for
iterated expectations, the left hand side transforms into:

B e TS0 (X, Vi nf ()|
=" (B2 [ TS (R, Vi P () | i | (240)
We will now prove in two steps that the latter expression transforms into
T [B26, [ hes ! (0, My P (1) | | .1
which is equal to the the right hand side of (2.36) and the proof will be finished.

Step 1 is now, to explain how to get from Eg to IE’TQ for the outer expectation in
the iterated conditional expectation of (2.40).
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Under a fixed policy 7P, it is easy to see that a(jflk_l) = O'(S(),X(), .. .,Sk_l,Xk_l)

and we get
D D | _ k& ~ o~ - N
ET [E;r [e ﬁzn—osng(Xk,Yk,w,?(Hk))|0(Hk_1)”

— (R+XE )k P;rD (d(307w07"‘78k7171‘k71))
X

p[ _axk & o~ - ~ - ~
[6 Ym0 Sng( Xy, Vi, 7 (Hy,)) | So = 50, Xo = 20, - Sk—1 = Sp_1, Xp1 = T 1}

Applying Lemma 2.33, we can replace IPgD by ]P’gg , in the above integral and writing the

resulting expression using the E-operator we find

ExQo {E;TD [6_52:—0 S"Q(Xk,ffkﬂﬁ?(ﬁk)) \ U(ﬁkl)” -

For step 2, remains to show that, for all h;_; observable under 72, we have

k & ~ ~ ~ ~

e P Lm0 S g( Xy, Vioy ml (Hy)) | Ho1 = i
D _ kg - . -

— BT, | ® Ln=oSng! (Xy, My, wl (Hy) | Hy1 = hi—1| . (2.42)

Building the observed history h;_; according to the earlier introduced mechanism as
Sk—1,%k—1), the conditional expectation from the left hand

o D
hiy—1 := (s0, 20,7y (ho), ...,
side can be written as

bl a2k & .~
ET [e B2 im0 5ng( Ry, Vi, wP (Hy)) | Hyy = hye 1]

q
D, ~ L ~ D L_
=Y P (Vi1 =9 | Hpoy = hk—l)/QSX’é Ndsy ® day ® dy* | s0, 0, . ..
=1

. k—1
k-1, Th_1,y") € P Lnmo®n e Pokg (‘rkayk>7TkD(hk—177TkD—1(hk—l)aSkaxk))'

The latter expression can be written using the factorization p of the filter as well as using
the function v™ defined at the beginning of this proof and we get:

—Z,Uk; 1(hi—1 /st dsk®d$k®dy !80,$07---,8k71,$k71,yi)

D
v” (hk—la W]gD_l(hk—l)a Sky Lk yk)'

Applying Lemma 2.35 to the function v”D, this is equal to

q
Z 1(hk—1) /sty (dsk @ dwy ® Y. | 50,20, ..., Sk—1, Te—1,Y")

q
>N (Mkfl(hk:fl)aSkaxkﬂrkD—l(hkfl)) o™ (b, 7y (i), s 0,7
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Now applying the definitions of o™ as well as of g, this becomes

q
Z hk 1 /QSX dSk ®dl‘k & EY | S0, X0, - - ')Sk‘—lyxk—layz)

—52 e P gl (xk:aX(Mk—l(hk—l)aSkaJ3k7lecj—l(hk—ﬂ),Wl?(hk—l,ﬂ'ljcj—l(hk—l)a5k7$k)) .

Finally, applying the definition of the transition law for the derived filtered process, this
transforms into

= /Qig}Mk Ydsy, @ day, @ dpg | 50,20, - - -, Sk—15 Th1, k1 (hr—1))
k—1
=0 Lnzosn Py (%‘k,pk,W/?(hkq,W;?_l(hkq),Sk,xk))
D _ k & ~ ~ ~
= B1G, [ Theo g (R Ml (1) | s = i

This terminates the proof for the first statement of the proposition. The second statement
J(z) = J'(x,Qo(z,-)) is an immediate consequence of the first one when minimizing in
both cases over the class IT7. (]

Restriction to Markov policies for the derived filtered process :

With Proposition 2.36 we showed that solving the optimal control problem for the time-
discrete pseudo-embedded process (thus, for a PO-MDP) is equivalent to solving the con-
trol problem for the derived filtered process (thus, for an MDP) if for both, the class IT”
of history dependent relaxed piecewise open loop policies is admissible.

For completely observable MDPs, however, people usually only use Markov policies
as admissible policies. Markov policies are not composed of history dependent decision
rules but only of decision rules depending on the current state of the process. The reason
why people only look at Markov policies is a well-known result of Hinderer. He showed
that for fully observable time-discrete optimal control problems, the value function is not
improved if optimization is done over the class of history dependent policies instead of
Markov policies only.

Hence, we will introduce the class of Markov policies IIM for the derived filtered process
to then explain how to apply Hinderer’s result. Combining both, we can then conclude
that optimizing over the class of Markov policies I is enough for calculating the value
function J’ and an optimal policy, if existent, shall be found in IIM.

Definition 2.37. For a derived filtered model, we define:
(i) A state dependent decision rule for the derived filtered model is a measurable mapping
f:RT x Ex x P(EY) = R.
We write F' for the set of all decision rules.

(ii) A Markov policy for the derived filtered model is a sequence 7™ = (fo, f1,...) of
state dependent decision rules, where we apply decision rule f, at stage n of the
process. We denote the set of all Markov policies for the filtered model by TIM :=
F>° = x2,F.

(iii) A stationary policy for the derived filtered model is a constant sequence ®° =

(f, f,...) with f € F, i.e. we apply the same decision rule at every stage of the
process. We denote the set of all stationary policies by I1°.
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Based on this definition, we can now describe in what sense a Markov policy 7™ can be
understood as a special case of a history dependent policy and thus, we can understand
M as a subset of TI7.

Lemma 2.38. Let Q an initial transition kernel from Ex to P(EY.) for a pseudo-embedded
process, IIP the set of its history dependent relaxed control policies and IIM the set of
Markov policies for the corresponding derived filtered process. Then, the mapping

oM Bﬂ'M: (f(),fl,...) i—>7~TM = (7?(])\/[,7?{\/[,) EHD,
1s well-defined by setting, for alln >0,
ﬁ% : an — Ra hn = (307$07T07 R 73naxn) = fn(snvxn7ﬂn(hn))7

where we use the definition of the factorized filter po((so,x0)) := Qo(zo,-) and forn >1:
Mn(hn) = X(,Unfl(hnfl)a Sny T, Tnfl)-

Proof. We have to show that frﬁ/f : Hn, — R is measurbale for all n > 0. As f, is
measurable from RT x Ex x P(EY.) to R by definition, it is sufficient to show that the

mapping
Gyt Hy = RT x Ex P(EY), by = (50, 20,705 - - - » 51y Tn) > (810, Ty fin (Bi) )

is measurable for all n > 0.
For n = 0, this follows from i, ((s0,20)) = (50,0, Qo(zo,-)) by the measurability of
Qo as transition kernel. For n > 1, we get the measurability of

in (M) = (8ns Ty fin(hn)) = (S, oy X(Hn—1(hn—1), S, Tny Tn-1))
by induction as x is measurable. O

The next result shows that the set of Markov policies is large enough to find an optimal
policy for a time-discrete fully observable optimization problem as given, e.g. by the
derived filtered process.

Lemma 2.39. In the situation of Definition 2.34, it holds

WDirelgD J(x,Qo(x,-), 7)) = 7rMiIellfIM J'(z,Qo(x,-), 7). (2.43)
Proof. Follows from [41], Theorem 18.4. O

With this result in mind, a solution approach for our initial, time-continuous, partially
observable optimal control problem for the PO-PDMP (S, X4, Y;):>0 is the following: we
look at its embedded process (Sy, Xpn, Yn)nen, and construct the corresponding derived
filtered process (Sy, Xn, Mp)nen, based on the filter function x. We then try to find
an optimal policy 7™ e TIM for the derived filtered process and deduct the associated
history dependent policy 7*” by Lemma 2.38. According to Proposition 2.36, this policy
7P is also optimal for the control problem on the embedded process (S, X, Yo )nen, -
Finally, by Proposition 2.15, we know that 7*” has a corresponding policy 7*F € ITI¥ that
is optimal for our initial, time-continuous optimization problem as defined in Definition
1.37.
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2.3 Existence of optimal policies for (lower semi-)
continuous models

In this Section, we will prove the existence of optimal policies in the finite dimensional
case under additional measurability and continuity assumptions. The necessity of these
measurability and continuity assumptions, referred to as (MéC) in the sequel, lies in the
the proof of Lemma 2.45 where we show the existence of one step optimizers. As deci-
sion rules f € F are measurable mappings from E’ to R, finding an optimal policy will
always rely on some result of measurable selection of optimizers. The theory of stochastic
dynamic programming has brought up a diverse set of such kind of measurable selection
theorems for optimizers. Classical categories for these results are for exmaple (i) mea-
surable selection for lower semi-continuous functions, (ii) measurable selection for lower
semi-analytic functions and (iii) universally measurable selection. Results on all of these
three categories can be found in [11], chapter 7. In view of possible applications of the
theory we develop here, we focus on measurable selection for lower semi-continuous func-
tions. A more detailed overview on possible applications of these lower semi-continuous
models is given in Chapters 5 and 6.

The theory applied here as well as the step by step approach used is largely inspired
by [6] as well as, and probably even more, by [34]. However, our model does not fit
completely into the settings® used in both works, and thus, we will develop the theory
here in a version adapted to the setting of our model.

The outline of this section is thus the following: In Subsection 2.3.1 we state the
measurability and continuity assumptions (MéC) under which we will develop the rest of
the theory. We then introduce, in Subsection 2.3.2 the classical operators from stochastic
dynamic programming necessary to develop the further solution approach. After showing
their most important properties, we will as well proof the existence of one step optimizers.
This latter result is at the core of the subsequently following existence proofs for optimal
policies for two time horizons: The N-stage model, where we minimize expected discounted
cost up to the N-th jump time of the underlying PO-PDMP. Here, N is an upfront defined
integer and we discuss this case in Subsection 2.3.3. The second case, To, = 00, of an
infinite time horizon is developed in Subsection 2.3.4. Finally, we will close this Section by
discussing sufficient conditions for the model to satisfy the measurability and continuity
assumptions (MéC) in Subsection 3.

2.3.1 Lower semi-continuity assumptions

In view of possible applications of the theory we develop here, we focus on measurable
selection for lower semi-continuous functions. In order to be able to apply these results,
we need to take the following assumptions for our model, that we will refer to as (M&C),
standing for "Measurability and Continuity" assumptions. In Section 3 we will give suffi-
cient conditions for these assumptions to be satisfied.

Assumption 2.40 (Assumptions (Mé&C)). Let Ex endowed with a topology consis-
tent with the homeomorphism property of 1 (see Definition 1.8), let R endowed with the
Younyg topology and let P(EY.) endowed with the weak topology. Further, let Ex x P(EY.) x
R endowed with the corresponding product topology and the corresponding Borel-o-algebra.
We take the following measurability assumptions:

(M1) We assume Ex x P(EY) x R > (z,p,r) = ¢'(x,p,7) € R to be Borel-measurable.

%Biuerle and Rieder work under so-called structure assumptions for general partially observabale
Markov decision probblems and Forwick works on stationary problems for fully observable PDMPs
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(M2) We assume the transition law g5y, of the derived filtered process to be a Borel-
measurable transition kernel on E' given ' x R.

We further take the following lower semi-continuity and continuity assumption:

(LSC) We assume Ex x P(EY) x R > (z,p,7) = ¢'(x,p,7) to be lower semi-continuous
and non-negative.

(C) We assume

) e fE’ 67185/13(8/’1'/7p/) qiS'XM(dS/7dxladpl ’ Saxapvr)

.
¢(B(szp).r Tor P dsxar(ds',da,dgl | s,,p,1)

to be a continuous transition kernel w.r.t. the weak topology on P(E'). Note that
the constant in the denominator is finite, as Ty is Py, ,-a.s. finite (see desity of T1).

All these assumptions together, we will refer to as (M&C).

Even though the measurability assumptions would be satisfied if only (LSC) and (C) were
assumed, we list them separately here, in order to be able to better isolate in all following
proofs whether only measurability or (semi-) continuity are required.

2.3.2 Minimum cost operator and existence of one step op-
timizer

This section can be understood as introductory to the following two sections. We will in-
troduce the classical operators necessary for the standard approach derived from stochastic
dynamic programming that will be used throughout the next two sections. Once given
the definitions of these operators, we will list and prove important properties of them that
we will use for the existence proofs in both cases, Too = Ty as well as 7o, = co. Having
introduced these operators and their properties, we will prove the existence of one step
optimizers under assumptions (Mé&C) in the finite dimensional case.

We start with one important remark concerning the domain of definition of the opera-
tors we will need: Even though an initial state of the underlying optimal control problem
for our controlled PO-PDMP will always imply an initial state of the derived filtered
process of (0,z, p), that is, of initial inter-jump time sy = 0, the theory applied below re-
quires to generalize the model: In what follows, we will extend the derived filtered process
to a model where arbitrary initial states of the form (s,z,p) are allowed, that is, initial
inter-jump times of s # 0.

This generalization can be done easily, it basically means that the initial distribution
of the state (SO, Xo, Mp) is simply 6s® 0, ®0, instead of dp® I, ®J,. This basically leads to
a probability measure P{, ) instead of having a probability measure P, for the controlled
derived filtered process but one can verify very quickly, that the theory still works the
same way.

Important to notice is, that the one-step cost function ¢'(x, p,r) will not be affected
by this generalization of the model as by Definition 2.32, we have

q

"(@,p,7) =gz, r)p({y’}),

Jj=1

and from Definition 2.1, we get

T
g(z,y,r) =K, [/0 e’ﬂtAC(w,<I>’"(y,t),a) ri(da) dt|
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and thus, ¢’ is independent of s. Actually, Ef, [T1] = Ef,,[T1] as the density of the first
jump-time does not depend on s. In practice, later on, r is dependent on s as r = fy(s, x, p)
but this is only due to the way how we select the control r, it is not intrinsic to the definition
of ¢'.

The classical operators from stochastic dynamic programming operate on functions
defined on the full state space of the underlying stochastic process. Hence, in our case,

functions defined for a state (s,x, p). We therefore simply set

g (s,x,p,7) =g (z,p,7). (2.44)

We further define the cost of a policy m € IIM for a process started in (s, z, p) as

sTp

) e R AT 5 o
J(Sax7p7ﬂ-) =K Ze n=1 g(Sk,Xk,Mk,ﬂ'<Sk,Xk,Mk) B
k=0

as well as the value function for a process started in this point as

J'(s,x,p) = ﬂ»ie%fM J(s,x,p, ).
For s = 0, which would be the case where we look at an initial state coming from our
controlled PO-PDMP, these definitions fit to the earlier introduced definitons (Note that
we skip Sy in the discount factor above as there is no sense in having the first periode
discounted only because of a process start with s # 0).
We start with the following definition of two classes of functions that will be of par-
ticular importance for the existence proofs:

Definition 2.41. For the state space E' = RT x Ex x P(EY.), we define the following
classes of functions:

BH(E') :={w: E' — [0,00] | w is measurable}

Cl (E) :={w:FE —[0,00] | w is lower semi-continuous}.
The following operators are key for the existence proofs. In the case Ty, = oo, we will
actually show that .J’ is a fixed point for one of them, namely 7 below. In the case
Too = Ty for some N € N, we will show that the value function can be calculated by
iterating the operator T below.

Definition 2.42. For (s,z,p) € E', r € R,f € F and w € BT(E') we define:
(i) (Hw)((s,,p),r) := g'(s,2,p,7) + [ e P w(s' .2’ p') dsxpg(ds',da’, dp' | p, )
(it) (Trw)(s,z,p) := (Hw)((s,z,p), f(s,x,p))

(iti) (Tw)(s,x,p) := infrer (Hw)((s,z,p), ) = inf pe p (Tw) (s, z, p).

Remark 2.43. Writing gsxp(--- | p,7) in part (i) of the above definition is valid: A
closer look on Definition 2.32 shows that the transition law ¢y, of the derived filtered
process is actually only depending on p and r but not on s and x as one may recongnize
when analyzing the transition law Gsxy of the underlying pseudo-embedded process (see
Definition 2.6).

We start by highlighting all properties that are satisfied by the above defined operators
and that, at the same time, are crucial for the proofs of the existence of optimal policies.
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Lemma 2.44. The above defined operators H,T; and T satisfy the following properties
when applied to functions of BT (E') or C;f (E'):

(1) weBHE)= E' xR>((s,x,p),r)— (Hw)((s,z,p),r) € [0,00] is measurable.

we Cf (B) = E' xR > ((s,2,p),r) = (Hw)((s,2,p),7) € [0,00] is lower

low
semi-continuous.

(2) we BT (F') = TjweBH(F)VfecF.

(3) we Cf (F) = TweCf (F).
(4) w,w' € B+(E’) and w < w' = (Hw)((s,z,p),r) < (Hw')((s,z,p),r) ¥(s,x,p) €
E',reR.

(5) w,2w' € BH(E') and w < w' = Tpy - Tpow < Tpy - T’ Yo, ..., fr. € Fk € N.
(6) w,w' € BY(E') and w < w' = Tw < Tw'.
(7) w,w' € Cfgw(E’) and w < w' = Trw < TFw' Vk € N.

(8) we Cl (B = Trw<Tp- T ,wVk € NYfo, ..., fr_1 € F.
(9) (wp)nen C B*(E’) and w, Tw=— w € ]§+(E’) and (Hwy)((s,x,p),r) T
(Hw)((s,z,p),r) V(s,z,p) € E',r € R.

Proof. (1) The first statement follows under Assumption 2.40 directly from [11], Propo-
sition 7.29: As R*,Ex and Ey are complete separable and metrizable spaces,
E'=R*T x Ex x P(EY) is a Borel space and R is a Borel space as well (see Annex
A). Further, if w € B*(E'), then (s, x, p) — e P%w(s,z,p) is Borel-measurable as
well and thus,

((Sa x, p)v T) = e_/BS/ w(slv m,a 10/) q/s*XM(d5,7 dxla d,Ol | P T)
E‘/
is Borel-measurable according to [11], Proposition 7.29 under Assumption 2.40. Un-
der the latter assumption, we also have ¢’ measurable and thus, Hw is measurable.

For the second statement, notice that the sum of two lower semi-continuous func-
tions is again lower semi-continuous if both functions are bounded from below. By
Assumption 2.40 (LSC), we have ¢’ lower semi-continuous and bounded from below.
For the integral part in the definition of H, we can apply [11], Proposition 7.31 (a)
under Assumption 2.40 (C).

Finally, notice that (Hw)((s,x,p),r) € [0,00] as w > 0 and ¢’ > 0 according to
(LSC).

(2) Follows from first statement of part (1) as (s, z, p) — (Trw)(s, z, p) is a composition
of measurable mappings as f is measurable by definition of F.

(3) Lower semi-continuity follows from second statement of part (1) and [11], Proposition
7.32 as R is compact. Hw being bounded from below, this follows for Tw as well.

(4) Monotonicity of integral.
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(5) From (2), we see that Tyw € BT (E') for all f € F and all w € B(E'). As
consequence of (4), we get for f € F and w,w’ € BT (E') with w < w' : Tyw < Tuw'.
Now, the statement follows by induction.

(6) Follows from (4).
(7) Analogously to (5) taking into account (3) and (6).

(8) For k = 1, this is a consequence of the definition of the operator 7. If the statement
holds up to k£ — 1, then:

Trw="T (Tk_lw) <T (7}1 e '7}k—1w) < 7}07}1 T 7}k—1w’

where the first inequality holds because of (6) as by induction assumption, 7%~ 1w <
Tt -+ Tf._,w (on both sides we have functions of class BT (E’) by (3) and by (2)).
The second inequality holds by definition of 7.

(9) Direct consequence of monotone convergence theorem. ]

The next result is at the core of the proofs for the existence of optimal policies in
both cases, infinite time horizon as well as finite N-stage time horizon. We will now
prove the existence of a one step optimizer. It is this result as well, which requires our
assumptions (Mé&C') on lower semi-continuity of the model even though, we use them here
only indirectly via the semi-continuity property for H as stated in 2.44(1).

Finally, the following Lemma requires a first important result regarding the space R:
The space R is compact under the Young topology. Up to this point in this thesis, it was
enough to simply know that there is a special topology we use for the space R without
knowing further details on this topology. Now, to fully understand the following Lemma,
we refer to Annex A for an introduction to the Young topology and a proof of the fact
that R is compact and metrizable under the Young topology.

Lemma 2.45 (Existence of one step minimizers). For allw € C;i (E') there exists
f* € F such that

(7}*10) (S,J/‘,p) = (Tw) (s,x,p) V(SJC,P) €FE.

Proof. This follows from [11], Proposition 7.33. Actually, we have: E' = R x Ex x P(EY,)
is a metrizable space as product of metrizable spaces. The space R is compact and
metrizable according to Proposition A.26 and Lemma A.20. The function Hw : B/ x R —
R is lower semi-continuous for all w € C (E') according to 2.44(1). We further have
(Tw)(s,z,p) := inf.er(Hw)((s,z,p),r). The assumptions of [11], Proposition 7.33, are
thus fullfilled and so, there exists a Borel-measurable function f*: £’ — R such that

(Hw)((svxa P), f*(S,LE,p)) = (Tw)(s,:c,p).

Now the result follows by definition of 7. O

This closes the necessary pre-work and we can pass to the existence results for optimal
policies under assumptions (Mé&C). We will first investigate the N-stage model in the
following section before we pass to the infinite time horizon thereafter.
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2.3.3 Existence of optimal policies: Finite N-stage horizon

We will now investigate the IN-stage problem, that is, the initial optimization problem from
Definition 1.37 with T, = Ty for some N € N. With other words, we try to minimize the
total expected discounted cost up to the N-th jump time of the PO-PDMP, where N is
an upfront defined integer.

The approach used here for the existence proof is standard and well known under
yreward iteration“ for problems of reward maximization of MDPs. Cost iteration as used
below is simply the analogon of this technique. The main result of this section, Theorem
2.51 below, can be understood as an example for the so-called ,,Structure Theorem® of the
book of Béauerle and Rieder (Theorem 2.3.8 in [6]). We have chosen to develop the full
proof here in a version tailored to the situation of a derived filtered process.

Hence, we start by defining the N-stage problem for a controlled PO-PDMP to then
quickly explain why the equivalence to the presented N-stage problem for a derived filtered
process follows from all we have shown so far. We then give the definition of the value
function at time n < N for the remaining stages until /N before we prove the cost iteration
theorem. The existence result for an optimal policy in the N-stage model then closes this
section.

Definition 2.46. Let N € N a fixed number of process jumps in scope. Form € xfyz_ol Hf,
we define the N-stage cost of policy m under initial observation x € Ex as

N TR In —pt
JY (z,m) = EZ e (X4, Yi,a) m(da) dt|,
0 A

where ¢, B, X and Y; as in Definition 1.37.
The value function of the N -stage problem gives the minimal cost up to stage N under
an initial observation x € Ex and is defined as

IN(z) := inf  JV(x,7) V€ FEy.
TE Xﬁ:&ﬂﬁ
The optimization problem is then to find, for x € Ex, a policy n* € xffgol 2 such that
we get
IN(x) = IV (z, 7).

We take now a slight shortcut and define the N-stage optimization problem for a derived
filtered process without passing by the corresponding problem for the pseud-embedded
process.

Definition 2.47. Let N € N and (SmeMn)nzo the derived filtered process of a PO-
PDMP with initial conditional distribution Qo. For an initial observation (0,z,Qo(z,-))
of this process, we define the N-stage cost of a policy m € FN by

N-1 kg ~
IN (2, Qo(x, ), ) =Elg, | Y e Xm0 5n g (R, My, i (Hy,) |
k=0

where ¢’ is as of Definition 2.32.

The value function of the derived filtered N -stage model gives the minimal cost up to
stage N under an initial observation (0, x,Qo(z,-)) and is defined for allx € Ex,Qo(z,-) €
P(EY) as

JN(z,Qo(z,")) == inf J™N(z,Qo(x,-), ). (2.45)

TeFN
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The filtered optimization problem is then to find, for x € Ex,Qo(x,-) € P(EY), a policy
7 € FN such that we get

J,N(x7 QO(xa )) - J/N(xv Qo(.%', ')7 7T*).

The next result is a simple consequence of the fact that all proofs done so far for the case
T = oo are also valid or can be done analogously in the case of a finite N-stage time
horizon.

Proposition 2.48. For all N € N, all possible initial transition kernels Qo of a PO-
PDMP and all 7N = (fo,..., fn_1) € FN it holds

JN(QS,TFP’N) — J/N(QZ,Q()(:L‘, ~),7TM’N),

where 7PN = (7, ... ,7711\3,71) is the corresponding policy (in the sense of the correspon-
dence Theorem 2.11) of «PM = (2P ... 78 ) with 7P (h) = fr(sk, zk, p(hy)) for

k=0,...,N—1.
Furthermore, we have
JN(x) = TN (z,Qo(x,-)).

Proof. Follows from Proposition 2.36, Proposition 2.15 and Lemma 2.3. All three results
can actually be formulated and proven in the corresponding N-stage version. Sums will be
finite sums up to N — 1 instead of up to infinity, underlying state spaces will be N times
the Cartesian products instead of infinite Cartesian products and finally, Ionescu-Tulcea
in version for finite Cartesian products has to be applied at corresponding places in the
proofs when dealing with the probability measures on the state spaces. O

This Proposition in mind, it is enough, to prove existence of an optimal policy for the
N-stage problem of a derived filtered process. The classical backward induction approach
from stochastic dynamic programming requires the following Definition:

Definition 2.49. Let 7 = (fo,...,fn_1) € FY and consider a derived filtered process
with initial state (0,x0, Qo(xo,-)). For n € Ny and N € N with n < N we define the cost
of policy w from stage n to stage N, discounted to time T,,, given that the process state at
stage n is (s, x,p), as:

N-1 & - L L
TN (s,2,p) = B | 37 &7 Limnia St (Sk,Xk,Mk,fk(Sk,Xk,Mk))] ,
k=n

wizere we note by BZY the expectation w.r.t. the probability measure PZQo(:fc,-)(' | Sp =
s, Xp = x, My, = p).
The value function from stage n to stage N, discounted to time T}, is defined as

TN (s, @, p) = inf TN (s, 2, p).

The following result shows that the cost of an IN-stage policy can be determined by
backward induction with the help of the Ty-operators defined earlier. We will write 0
for a function being constant of value zero.

Proposition 2.50 (Cost iteration). Let N € N and # = (fo,..., fn_1) € FN an N-
stage policy. Forn=0,1,...,N — 1 it holds:
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b) J7/r],v 7}71 71'n+1
c) J;r],\afm = 7}1@ T 7}N71Q

Proof. Part a) is clear by definition of empty sum. Part c) follows from part b) by induction
while remembering Lemma 2.44 (2). For part b), we find:

T (s, @, p)

_ . o
=E;" [Z e P Lizni Syl (Sk>Xk7Mka fk(Ska,Mk))}
k=n

N-1
=g (s.2,p, fn<s,x,p>>+E§;;[ DR ’(sk,xk,Mk,fkwk,Xk,Mk))]
k=n+1

The latter expectation can now be written as:

Eﬂ'n

sxp

N-1 k . - - ~ ~
Z e_BZl:nle Slg/ (Sk,Xk,Mk7fk(Sk7Xk7Mk))]
k=n+1

_IE;CZ []ngz [ Z e 521 1 S0 g ( ‘ ol n+1,Xn+1,Mn+1)]]

k=n+1

= /Q'SXM (ds' ® da’ @ dp'|s, z, p, fn(s,z,p))

Sl i [ Z ¢ Timnsaligl (. -->]

k=n+1

:/QZS‘XM (d8I®d.’El®dp/|8,]I,p, fn(saxap))
—ﬁs J7r ;n+1 (Slvxlap,> 0

The next result follows directly from Theorem 2.3.8 of [6] as we have shown already that
the structure assumption (S Ay ) made in [6] is satisfied by our model: We have no terminal
cost, operator T applied to a function of class (A?;gw delivers a function of class Cngw and
we have shown the existence of one step optimizers for functions of class C;gw in Lemma,
2.45. Nonetheless, we will give, for the following main result of this section, a proof that
is adapted to our model.

Theorem 2.51. Let N € N and let assumptions (MEC) as well as the finite dimensional

case assumptions hold. Then, for the N-stage problem of a derived filtered process, it
holds:

a) J = JNy =0 for all m € FV.
b) For alln=0,1,...,N —1 we have

(i) There exists a minimizer f} € F such that TJN, = Tpe JIN,
(i) JIN =TJN, € C}F

low"

(¢) Every sequence of minimizers (f,..., fx_q) as ob b) determines an optimal policy
for the N-stage problem of the underlying derived filtered model.
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Proof. Part a) is clear by definition of empty sum. Part c) follows from part b): By
induction one can show J§¥ = 7V0 = 7}5 Tpp e T7:0. By definition, it holds JN = JN.

Part b), we prove by induction. For n = N — 1 part (i) follows from a) and Lemma
2.45, note that 0 € Cfow Part (ii) then follows from the definitions of 7" and J& , together
with Lemma 2.44 part (3).

Suppose now, that for N—1,N —2,...,n+1 part b) holds. Then, as J/Y, € C;gw, by
Lemma 2.45, there exists an optimizer f;; with 7J/Y, = T« J/ . By induction hypothesis
and cost iteration (see previous proposition), we then find

TJ’;L]'\(‘]. = 7}7*1‘]1/1]-\(-1 = 7}5 ) 7}7*14-1 o 7}1’{7—19 - J;"]?\Lfv”’

where we note by 7f the policy 7 = (ff,...,fx_1) € FNF. By definition of J/V it
follows
TIN, > TN (2.46)

On the other hand, for arbitrary m, = (fn,..., fnv_1) € F¥N~", it follows by cost iteration,
by monotonicity of 7 operator (Lemma 2.44) and by definition of J,’LJYH:

IN IN IN IN IN
‘]Trn,n = 7}n‘]7rn+1,n+1 > 7}an+1 > 7};{‘]n+1 = TJnJrl'

Taking the infimum over all policies 7, € F¥~" leads to J/V > TJT’L]L and together with
(2.46) part (ii) follows remembering Lemma 2.44 part(3). O

We showed the existence of an optimal policy for the N-stage problem of a derived
filtered model. By the equivalence shown between the N-stage problems for derived filtered
models and for the underlying PO-PDMP model, the main result of this section is a
Corollary of the previous result.

Corollary 2.52. Under assumptions (ME&C), an optimal policy mF € II¥ exists for the
N -stage problem of a PO-PDMP in the finite dimensional case. An optimal policy is given
by the corresponding policy (in the sense of the correspondance Theorem) to

P (i) = f7(8ks Ty e (P)),

where (f§,....fx_q1) € FN s an optimal policy for the derived filtered model and sy,
are the last two components of hy.

2.3.4 Existence of optimal policies: Infinite time horizon

We will now investigate the optimization problem for the infinite time horizon, i.e. for the
case Tpo = 00. The goal of this section is twofold: While aiming to prove the existence of
optimal policies for the derived filtered model, we will also give a characterization of the
value function as fixed point of the earlier defined operator 7. This characterization is not
only at the core of the existence of optimal stationary policies but also the key starting
point for further characterizations of the concrete form of an optimal policy as we will see
later in Chapter 5.

The approach followed in the sequel is a standard approach for MDPs under complete
observation and can be found, for example, in [6]. The presented approach is inspired
from the work of Forwick [34] who investigated existence of optimal policies for completely
observable PDMPs. Given the differences in the state spaces and especially in the class of
admissible policies (we use history dependent policies, in the case of completely observable
PDMPs Forwick uses Markov policies for the PDMP already), we develop all intermediate
results required to prove our main result.
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In what follows, we present now a sequence of important intermediate results that will
finally lead to the proof for the existence of optimal policies for the derived filtered model.
The key ingredients, however, will also be the properties of the operators 7 and Ty (see
Lemma 2.44), the existence of one step optimizers (see Lemma 2.45) and the cost iteration
Proposition 2.50. An immediate consequence of the latter is

Corollary 2.53. For all (s,x,p) € E' and ™ = (fo, f1,...) € IM we have for all n € N:
n—1 B B N _
(7}0 o ThoThy O ) (s,2,p) = E;rxp Z eiﬁTkg/(Skvka Mg, fr(Sk, X, Mk) | ,
k=0

where T}, = Zle S;. Furthermore, we get

J/(S,x,p,ﬂ) = nlggo (7}0 ) "7}n—27}n—1 0 ) (S,:E,p),
and J'(-,-,-,7) € BT(E").

Proof. Direct consequence of cost iteration Proposition 2.50. As ¢’ > 0 (because cost
function ¢ assumed non-negative), monotone convergence leads to

J'(s,x,p, 7T) = nh—%lo (7}07}1 o '7}71 0 ) (vaap)'

Furthermore, Lemma 2.44(2) implies that the function 7,77, - - - 77,0 lies in B*(E') for
all n € N and thus, the pointwise limit J'(-,-, -, 7) also lies in B+ (E’). O

Lemma 2.54. For w € C;} (E') we have
a) Trw<w= J(,-(f. f,...)) <w VfeF,

b) Tw<w=J <w.

Proof. a) Let Tyw < w. Let now k£ > 2 and suppose that 7}k_1w < w holds, then:
7}kw =T (Tfk_lw) < Trw < w,

where we use the induction assumption together with Lemma 2.44(2) and (5) for the
first inequality and the initial assumption for the second inequality. We conclude
that for all £ € N we have Tfkw < w and thus, we also have lim inf;_, 7}kw < w.

With Corollary 2.53, we then get
J'(yen (fo o)) = lim 770 = liminf 770 < liminf 7fw < w.
k—o0 k—o0 k—o0
b) For w € Cfgw (E') let f* the one step minimizer as of Lemma 2.45. Then, given the
assumption 7w < w, we have
Trow=Tw < w,
thus, a) holds for f* € F and we get:

JISJ,<-’-,-,(f*7f*’”,))S’LU
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Definition 2.55. For (s,x,p) € E' we define J>®(s,x,p) := limg_,00 (TkQ) (s,z,p).

Remark 2.56. J*° is well defined because ¢ > 0 implies TO > 0 and from this, we
conlcude with 2.44(7) that T*Q > T*=10 Vk. The sequence ((TkQ)(s,:L’,p))keN is thus

monotone and the pointwise limit is existing in [0, co].

Lemma 2.57. The following statements hold:

(1) J® e C (B,
(2) J° < J,
(3) TJ® > J®,

(4) TI® =J% = J==J.

Proof. (1) As 0 € C;f (E'), Lemma 2.44(3) implies 7%0 € C;} (E') for all k € N and

thus, J* € Cfgw(E’ ) as pointwise supremum of lower semi-continuous functions is

lower semi-continuous.

(2) Lemma 2.44(8) implies

T < Tp- Ty .0 Vk e NVfo,...,fro1 € F
:>k’ll)nolo7¢kQ = kli{lgonO?}k—lg VW:(f07f17,..)€HM

= J® < J(- 1) vr e IV

=J* < J.

(3) By definition J> > 7%0 Vk and thus (by monotonicity of 7~ according to 2.44(6)),
TJ> > T(T*0) = T*T'0 Vk and the statement follows by taking the limit for
k — oo.

(4) From (2) we get J°° < J’, thus we need to show the implication 7J>® = J* = J' <
J°°. This, however, follows from Lemma 2.54 b). ([

Theorem 2.58. The function J*° satisfies the following properties:
(1) TJ® =J* and
(2) J* =J.

Proof. Statement (2) follows from (1) and Lemma 2.57(4). To show (1), it is enough to
show TJ>® < J* (see Lemma 2.57(3)). With 0 € C;} (E’), we also have T*0 € C;} (E')

for all k € N (see Lemma 2.44(3)). Applying now Lemma 2.45 to T*0, there is, for each
k €N, a f; € I such that

(T(T*0)) (s.2.0) = T (T*0)(s,2,0)  W(s,p) € .

Fix now (s,z,p) € E' and define 7 := f}(s,z,p) € R. As R is compact, the sequence
(rk)ken has a convergent subsequence (7, )ieny With lim;_,o 75, = 700 € R.
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For [ € N it now holds:
J%(s,2,p) > (TH10) (5, 2,p) = (T(TH0)) (5,2, p)
= (T3, (T"0)) (s, 2. p) = (HT"0) (5,2, p), 7).

By monotonicity of H (see Lemma 2.44(4)), we further get for k < k;:

T*(s,2,p) = (HTH0) ((s,2,p)71) = (HTHQ) (s, p), 7).

Looking now at the limit for | — oo we find:
J>X(s,x,p) > lilminf (HT’“Q) ((s,x,p),rg,) > <HTkQ) ((s,2,p),To0) Vk € N,
—00

where the second inequality holds because of the lower semi-continuity of H (see Lemma
2.44(1), and for this classical property of lower semi-continuous functions see, e.g., [11],
Lemma 7.13).

Applying now monotone convergence for k — oo (see Lemma 2.44(9)), we get:

J=(s,x,p) 2 (HI®) ((s,3,p),700) = (TT) (5,2, p),
and the last inequality is simply the definition of 7. O
Theorem 2.59. The function J' : E' — [0,00] is lower semi-continuous and TJ = J'.

Proof. According to Theorem 2.58(2), we have J' = J° and from Lemma 2.57(1) we have
J® € Ct (E'). As J' = J*® and TJ® = J* according to Theorem 2.58, the second

low
statement follows. O

Having all these intermediate results in mind, we can now state and prove the second
main result of this section: The existence of optimal policies for the derived filtered model
for T, = oo and thus, according to the theory developed before, for our initial optimization
problem for a PO-PDMP under infinite time horizon.

Theorem 2.60. The following statements hold:
(1) Let f* € F, then it holds:
(Tg=J") (s,2,p) = (TJ) (s,x,p) V(s,x,p) € ' = 7% := (f*, f*,...) is optimal
(2) There exists an optimal stationary policy 7 € TIM, i.e.

J (s,z,p,7%) = wierﬁfM J (5,2, p,) V(s,z,p) € E

and ™ = (f*, f*,...) for a decision rule f* € F.

Proof. (1) If for f* € F we have T;+J' = TJ', then Theorem 2.59 implies Tf«J' = J'.
Now, applying Lemma 2.54(a) to J' € C (E') and to f* € F, we get

low
J/('7'7'7(f*)f*”")) S ‘]/
and thus, 7* = (f*, f*,...) € IM is optimal.

(2) According to Theorem 2.59 we have J' € C;; (E’). Lemma 2.45 then implies that

low

there exists f* € F such that 7y«J' = TJ' and now, part (1) implies that 7" =
(f*, f*,...) € IM is optimal. 0
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We now got the existence of optimal policies 7* € IIM for the derived filtered process.
We even learned that there is an optimal policy within the set of stationary policies. While
proving this existence, we implicitly got some more insights into the structure of such an
optimal stationary policy: An optimal stationary policy 7n* for the derived filtered model
does actually not depend on the inter-jump time s of a state (s, x, p) but only on z and p.

Theorem 2.61. An optimal stationary policy ™ = (f*, f*,...) € IM does not depend
on the observed inter-jump time s, i.e.

f*(sal'vp) :f*(o,l‘,p) \VI(S,ZE,[)) €F.

Furthermore, J'(s,2z,p) = J'(0,z,p) for all (s,x,p) € E', i.e. J' is not depending on the
observed inter-jump time.

Proof. According to Theorem 2.59, the value function J’ satisfies J' = TJ'. Writing this
equality using the definition of T we get for (s,z,p) € E':

J'(s,z,p) = (TJ') (s,z,p)
= inf (H.J') ((s,,p),7)

= inf { "(s,, p,7) +

reR

B efﬁle/(s/,x/,Pl) dsxar(ds’,da’, dp' | p’r)}
Applying now (2.44) together with the definition of ¢’ as well as the definition of g%y,
we get

it {zg () + ()

reR
/ J' (s 2! x(p.8',2', 1)) Qsxy(ds' @ da’ @ BY | yi’T)} '
[0,00] X Ex

Hence, J'(s,z,p) is not depending on s but only on = and p. As a consequence, the
optimizer f* is not depending on s. O

The last result should not be surprising as there is no meaning in observing an initial
inter-jump time other than zero, if not, this means, somebody forgot to set the time counter
to zero before starting the experience. Actually, the cost function c is only depending on
Xk and Yk, not on the inter-jump time Sk and we only observe the inter-jump time St
to calculate the filter Mj. All information observed is then contained in the filter M,
especially all information about observed inter-jump times.

In a sense, the last result ,brings back to normal“ the ,artificial“ extension we made
to the problem at the beginning of this section when allowing initial inter-jump times of
s # 0. This extension, however, made the definition of the operators H and 7 much more
consistent to standard dynamic programming operators and finally, the proof of the cost
iteration Proposition was possible. Without this extension, making appear Es oy ! would
not have been possible in that proof.

We summarize our main result in the following
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Corollary 2.62. Under assumptions (MEC), there exists an optimal policy mF € TI” for
the optimization problem stated for a PO-PDMP in the finite dimensional case. Such an

optimal policy is given by the corresponding policy (according to correspondance Theorem,)
to the policy 7P € TIP given by

TP (hi) = (e, e (he)),

where f* € F is a decision rule for the derived filtered model that defines an optimal
stationary policy to the latter and where xy, is the last component of hy € Hy.



Chapter 3

Sufficient conditions for (lower
semi-) continuity of the model

In the last Chapter, we proved the existence of optimal policies in the finite dimen-
sional case under assumptions (Mé&C) on measurability and (lower semi-) continuity of
the derived filtered model. The latter assumptions are assumptions made for the derived
filtered model, not for the initial PO-PDMP model. The important question we want to
investigate in this Chapter is thus: What (additional) assumptions do we need to take on
the initial PO-PDMP model in order to find the derived filtered model satisfy assumptions
(ME&C)?

For completely observable PDMPs, one directly obtains a completely observable MDP
when following the analogous version of our first reformulation of the problem. A version
of assumptions (MéC), adapted to this situation of complete observation, was given by
Forwick in [34]. Forwick could prove, under these assumptions, existence of optimal policies
for the MDP and thus for the underlying PDMP. In order to satisfy these assumptions,
he only needed an additional Lipschitz-continuity assumption on the vector field defining
the controlled drift via an ODE in his PDMP model.

Inspired by this result of Forwick, we will investigate the question whether in the
partially observable case, an additional condition on the drift is enough as well in order
to get existence of optimal policies.

As assumptions (M&C) are twofold by containing a lower semi-continuity condition on
the one step cost function ¢’ of the derived filtered model and a weak continuity condition
on the transition kernel ¢’, we will split our investigation in two separate streams: First, we
will investigate what conditions on the initial PO-PDMP are sufficient to get the derived
filtered model satisfy assumption (LSC). This is done is Section 3.1. Second, we will
provide a sufficient condition on the initial PO-PDMP in order to get the transition kernel
¢ satisfy assumption (C) of weak continuity. This is done in Section 3.2

It will turn out that we have to restrict our initial optimization problem to problems
where only the drift ® of the unobservable state of the PO-PDMP can be controlled by
the agent but not the jump rate A nor the transition kernel ). This is due to the filter
x not being continuous in the variable r which finally is linked back to properties of the
Young topology on R. We discuss this issue in detail in Section 3.2.2. In Chapter 4 we will
then show how to get a ,sufficiently continuous® filter (in a sense to be defined properly)
for models where the inter-jump time is not observable and thus, the filter not depending
on the inter-jump time.
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3.1 Lower semi-continuity of the one step cost
function

In this Section, we will show that the one step cost function ¢’ of the derived filtered
model is lower semi-continuous whenever the cost function of the PO-PDMP is lower
semi-continuous and the drift ® has a continuous dependence on the relaxed control r.
It will turn out, that the latter continuous dependence is assured for ODE defined drifts
under some Lipschitz condition on the vector field intervening in the ODE.

So far, we did not use any specific property of the Young topology on R except the
fact that the space R is compact under the Young topology. The latter fact was used in
the proof of the existence of one step optimizers. In order to prove now the lower semi-
continuity of ¢/, we will need some characterization of the convergence w.r.t. the Young
topology. We provide the necessary theory in Annex A, where Lemma A.21 is of special
interest for the main results of this Paragraph. The reader not familiar with convergence
w.r.t. the Young topology might want to read this Annex first. Remember as well, that,
for some metric space M we denote by C(M) the set of all continuous (w.r.t. the topology
induced by the metrics) and bounded functions from M to R.

We start by summarizing the two assumptions that are sufficient to take on the PO-
PDMP in order to get a derived filtered model with lower semi-continuous one step cost
function ¢’.

Assumption 3.1 (Continuous dependence of drift on relaxed control). We
assume the mapping r — ®"(y* 1) to be continuous for all y* € Eg/ and t > 0.

Assumption 3.2 (Lower semi-continuous cost function). We assume the cost func-
tion c: Ex x By x A — RT to be lower semi-continuous w.r.t. the product topology.

While assuming a lower semi-continuous cost function ¢ seems reasonable at first glance
(also in view of possible applications), the continuous dependence of the drift ® on the
relaxed control r might seem as a serious restriction to the model. Many applications,
however, are built on ODE defined drifts and in such cases, a Lipschitz continuity condition
on the vector field in the ODE is sufficient to guarantee the required continuous dependence
of ® on r. We summarize this in the following Theorem.

Theorem 3.3. Let By = R? for somed € N and let b : R4 x A — R? continuous. If there
is a constant L > 0 such that for all z,y € R% and for all a € A, we have

16(z,a) = by, a)|| < Lz —yll,

then, the initial value problem

—CI)T /b (®"(y,t),a) ri(da) " (y,0) =y

admits a unique solution for allr € R and y € R? and this solution ®"(y,-) : [0,00) — RY
satisfies Assumption 3.1.

Proof. Requires the Gronwall inequality. A full proof of this Theorem as well as of the
Gronwall inequality in the version required for the proof of the theorem can be found in
[34], Theorem 2.2.6 and Lemma 2.2.7. O
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We start now by deriving a representation of the one step cost function ¢’ that will
be helpful in the sequel. First, we need the following conditional density for inter jump
times.

Lemma 3.4. Let (S'k,f(k,f/k)keN a pseudo-embedded process with jump intensity A and
drift ®. Then, the probability distribution of S1 given Yo = y under relaxzed control r € R
has a density fgl(s | y) that is given by

75,05 19) = exp (=A"(0.5)) [ M (@(3.9).) 7s(da),

where we define

:/OS/A)\A (®"(y,7),a) rr(da) dr.

Proof. Follows directly from the definition of the transition law Qgxy (see Definition
2.6(ii)) of the pseudo-embedded process as

]P)gy(gl < t) = QSXy([O t] X EX X Ey | 0 T y,[ ])

— /exp( / /)\A O (y,7),a) ry(da) dT>/A)\A (®"(y,s),a) rs(da) ds.

To simplify notations, we define:

Definition 3.5. Let S the discount factor of the discounted cost function. We then define
ri k L o —_ A" k
n"(y",t) == exp (-t (y"t)),
where 7 € R,y* € E% andt € RT.

With this notation, we can represent the one step cost function as follows:

Lemma 3.6. The one step cost function g’ can be written as

"(x, p,r Zpk/ "( ,t)[qc(m,@r(yk,t),a) ri(da) dt,

where we use the notation py := p({y*}) for k € {1,...,q} and y* € EY.

Proof. By definition of ¢’ and g we obtain:
gl(l‘)pa T) = Zpk g(x,yk,r)
q T
= Yoo B | [ e [ o (.07 0).a) ri(da) b
=1 0 A

As Ty = S; and applying the density of S; we get

:kilpk/om f5 (s ] yk)/oseﬁt[qc(m,®r(yk,t),a) re(da) dt ds.
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Now applying Fubini, this becomes

= ;pk /0oo /too & (s 19" e*BtAc(x,@T(yk,t),a) r(da) ds dt.

Rearranging the terms and using that [ fgl(s | y*) ds = ngk(gl >t)=1- P;yk(gl <

t) = e NN we get
a o0 T (0K
= Zpk/ e_ﬁt/ c (az, (I)T(yk,t),a) re(da) e N WY gt
k=1 0 A

Appying now the definition of 7" (y*,t) the result follows. O

The next lemma will be crucial for the proof of the lower semi-continuity of g’. We actually
get a continuous dependence of A" on r whenever this is true for the controlled drift ®".

Lemma 3.7. Under Assumption 3.1, the mapping v — A" (y*,t) is continuous for all
ykeE% and t > 0.

Proof. Let y* € EY. and t > 0. Further, let (r") a sequence in R with 7 — r € R for
n — 0o. If now r +—+ ®"(y, t) is continuous, then ™" (yx,t) — ®" (yx,t) for n — oo.
By definition of A", we then get:

AT (R 8) = AT, )|
¢ A re k n _ ! A r(,k
A (<I> (y ,s),a) ro(da) ds A <<I> (y ,s),a) rs(da) ds
0 JA 0 JA
By adding zero and re-grouping of the terms, this expression satisfies
t
)\A @T" k" , o )\A " k:’ , n(d d
L[ (@7 0 s)a) =3 (970 5),0) | r2da) ds
¢ ¢
/ /)\A (@r(yk,s),a) re(da) ds—/ /)\A (@r(yk,s),a) rs(da) ds
0 JA 0 JA

Looking now at the first summand of the above sum, we find

/Ot/A {)\A ((I)T’"(ykjg),a> — )\A (‘I)T(yk,s),a)}r?(da) ds

< /Ot "AA(¢Tn(yk75)’ ) - )\A(‘I)T(yk,s), )Hoo s (”j)o) N

<

+ . (3.1)

The ||| ., norm is well defined because of the boundedness of A4 (see Definition 1.32) and
thus the integral exists. As A is continuous on Ey x A (see Definition 1.32), as Ey is
separable and metrizable and as A is a compact metric space, Lemma B.5 applies on A*.
Further, as r +— ®"(y*, s) is continuous we have ®"" (y*,s) — ®"(y*, s) and thus,

H)\A((I)T”(yk7 s),) — )\A(CI)T(yk7 s), )Hoo (njo)

By the boundedness of A4, dominated convergence leads to the convergence of the integral
towards zero.
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Now, looking at the second summand in (3.1), we find

t t
/ / A ((I)T(yky s), a) ry(da) ds — / / A (q)r(yk, s), a) rs(da) ds (n23) g, (3.2)
0 JA 0 JA
Actually, by continuity and boundedness of \?, we have
R 5 s 1 y(s) A (@7 (Y, 5),-) € C(A).

Further, by boundedness of A4, we also have

[ ot @t o) ds< [0 ds <.
0 oo 0 S

We therefore have s — 1o (s) A (®7(y*, s),-) € X = L'(R*, C(A)) and by Lemma A.21,
the convergence (3.2) follows. O

We now turn to the main result of this Section:

Theorem 3.8. Under Assumption 3.1 and Assumption 3.2, the one-step cost function
(x,p,r) = ¢ (x,p,r) of the derived filtered model is lower semi-continuous.

Proof. Assume 7 +— ®(y*,t) is continuous for all y* € EY. and all ¢ > 0.

We first show, that, if ¢ € C(Ex x Ey x A), then ¢ is continuous. We then show
that if ¢ is lower semi-continuous ¢’ is lower semi-continuous because in this case, ¢ can
be approximated from below by a sequence (¢x) C C(Ex x Ey x A) and we will see that
this then implies that ¢’ can be approximated from below by a sequence of continuous
functions (gj,) as well and thus, ¢’ is lower semi-continuous.

Let c € C(Ex x Ey x A) and ((z", p",r™)),,cn @ sequence in Ex x P(EY) x R with
(™, p™,r™) — (z, p,7) for n — oo w.r.t. the product topoloy. Based on the representation
of ¢’ of Lemma 3.6 we then get

q
|g/($n7pn’rn) _9/($7P,T)| < Z

o /0 7" (o 6) /A (@™, 8" (i, 1), a) ri(da) dt

k=1
— pk/o nr(yk,t)/Ac(x, @r(yk,t),a) r¢(da) dt|.

We will show that for k = 1,..., ¢ we have p — p;, and

Lo [ e e @ @ ) @ " [Tk [ @976, rda) .

The continuity of ¢’ then follows.

To show the first part, let & € {1,...,¢} and note, that, E?/ is a finite discrete space,
thus, the function EY > 3 — f(y') = 1,— is of type C(EY). Now, (2", p", ") — (2, p,7)
implies p" — p and this implies p}} — p; according to Lemma A.4 applied for the above

defined f.
To show now the second part, let k € {1,...,q} and consider

/0 Tk /A (2™, @ (y*,t),a) 1} (da) dt
_/000 Ur(yk7t)/46(x,®T(yk,t),a) r(da) dt‘

< ‘/OOO (n’“n(yk’t) _ nr(yk7t)) /Ac(x"’ (I)Tn(yk,t),a) r1(da) dt‘

+ ‘/OOO nr(yk’t) . {/Ac(ﬂcn,‘brn(yk,t),a) v (da) _/

[ (o2 0),0) rt(da)} dt‘. (3.3)
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Now, as ¢ is bounded (remember, in this first step we assume ¢ € C(Ex x Ey x A)), the
first summand satisfies

L7 (60 - wh) [ ela 7 6F 0,0) rida) de

oo
< el |

The convergence follows from dominated convergence where ™ (y*,t) — 0" (y*,t) is domi-
nated by 2 - e #* and

0 (yF 1) = exp(—Bt — A7 (yF, 1)) =3 exp(—pt — AT(y", 1) = 0" (4", )

because of Lemma 3.7.
The second summand of (3.3) can be dominated by adding zero to obtain

[Tt { ] @ 0 00 ritda) - [ (o0 0.0 nda) | di < 4+ B
0 A A
where we define

A /O‘”nr(yk,t) /A o™, @"" (4", 1), 0) = (2, @" (4, 1), a)| {'(da) dt

0 (yk,t) — nr(yk,t)’ dt "= 0.

and

B =

[Tt [ e 876k ), a) o) d
0 A
[T [ e, @70, rda) de].
0 A

We will show, that both, A and B converge to zero. First, as ¢ is continuous and
bounded, as E'x and Ey are separable and metrizable, as A is compact and metric and as
O™ (yx,t) — ®"(yx,t) by Assumption 3.1, Lemma B.5 implies

Hc(x", O™ (yF 1), ) — c(x, ®" (¥, 1), )HOO — 0 (n — 00).
We thus get
A< /0 0 WE ) [, @ W), ) — e, @R ), )| dt— 0 (0= o0),

by dominated convergence applied for dominating function ¢ — 2 - ||c[| . 7" (v*,t).
For B we get convergence to zero from Lemma A.21 as

ter ' (y" 1) - e(z, @7 (4", 1), )
lies in X = L'(R*, C(A)) because ¢ is continuous and bounded and because of
L @0 e @ @h | e < el [0 de < el [ e at < e

We showed that ¢’ is continuous if ¢ is continuous and bounded and we also get that
¢' is bounded in this case as

@) < 3

o0

Pk ; nr(yk,t)Ac(x,Qr(yk,t),a) ri(da) dt’

k=1
q o0 i
< Ylele [ | at
k=1 0
(o]
< gl [ e
0
q
< e, < oo
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Now, let ¢ lower semi-continuous (and non-negative, what we always assume for c),
then, there is a sequence (¢,,) C C(Ex x P(EY) x A) with ¢, 1 ¢ for m — oo (see [11],
Lemma 7.14).

We then define

q oo
g':n(xvpv T) = ZpkA T]T(yk7t)/Acm(ma(br(ykvt)aa) Tt(da’) dt.
k=1

We have shown before, that this is a continuous and bounded function. Furthermore, we
find

I, p,1) < g (2, p,7)

as cm(z, ®"(y*,t),a) < c(z,®"(y*,t),a) and by monotonicity of the integral. Finally,
monotone convergence gives g/, T ¢’ for m — oo. Thus, ¢’ can be approximated from
below by a sequence of continuous and bounded functions and by [11], Lemma 7.14, ¢’ is
lower semi-continuous. 0

3.2 Weak continuity of the transition kernel

3.2.1 Models with controlled drift but uncontrolled jump
rate and state transition

Having formulated two assumptions for the PO-PDMP sufficient for the lower semi-
continuity of the one step cost function of the derived filtered model to hold, we will
now turn to the investigation of the weak continuity of the transition kernel ¢’ of Assump-
tion 2.40 (C). Again, the task is to find sufficient conditions for the PO-PDMP in order
to find this latter assumption satisfied by the derived filtered model.

We will show that for models with controlled drift but uncontrolled jump intensity A
and uncontrolled transition kernel @) for the unobservable state, Assumption 2.40 (C) is
satisfied. We start by formalizing this assumption on the PO-PDMP:

Assumption 3.9 (Controlled drift only). We assume the jump intensity as well as
the transition kernel for the unobservable state of the PO-PDMP to be uncontrolled, i.e.
there exists ag € A such that for all a € A,y € ng, y € Ey:

My, a) = A (y, ao) and Q' y,a: {y'}) = Q4 y. a0: {y'}).

Remark 3.10. Note that instead of assuming the existence of ag € A with M (y,a) =
M(y,a0) for all a € Ay € Ey one could also assume N\ (y,a) = \y) for all a €
A,y € Ey, thus referring to the jump intensity of the uncontrolled PO-PDMP. As A
was only assumed to be a measurable mapping, we then need to add the assumption of A
being continuous and bounded as we assume for \*. Analogously, we could formulate the
assumption for Q and Q™.

Remember that the transition law Q' y,, of the derived filtered process does not depend
on the last observed inter-jump time s, neither on the last observed noisy measurement =,
i.e., for suitable borel sets Bx and Bj;

QgXM([O7t] X BX X BM ’ 3,.fC,p7T) = Q{S‘XM([()?t] X BX X BM | P77’)‘
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This property shall be clear when looking at Definition 2.32 (dependence of ¢y, on s
and x is only via sxy) and at Definition 2.6 (§sxy does not depend on s and z).
In order to prove now the weak continuity of the transition kernel

¢(B|pr):= Jossns € P 0B (s, ) dsxpr(ds’ da’, dpl | p,7) (3.4)
’ fESXM 6_68/ quXM(dS/7 d$,7 dp, ‘ P ’l”) ’

(n—00)

we show that for arbitrary f € C(RT x Ex x P(EY)) and for (pn,mn)  — (oo, Too) €
P(EY) x R, the following convergence of integrals holds:

/f(s,x,p)eiﬁs Q'sx p (ds@dz@dp | pp, ) (n:)>oo) /f(s,m,p)e*ﬁs Q'sx 1 (dsRdxRdp | Poos Too)-

Once we proved this convergence of integrals, the convergence of [ f(s,z,p) ¢ (ds,dz,dp |
pn, ) follows for f € C(RT x Ex x P(EY)) as 1gg,,, (s, 7, p) is of type C(RT x Ex x
P(EY)) and thus, also the denominator of (3.4) converges. By Proposition A.7, the weak
continuity of ¢’ then follows.

The main result of this section is thus the following:

(n—00)

Proposition 3.11. Let f € C(RYxEx xP(EY.)) and (pn,7n)  —  (PoosTeo) € P(EY) ¥
R, then the following convergence of integrals holds under Assumption 3.1 and Assumption
3.9:
—Bs (n—o0) —Bs Ay
f(s,2,p)e” " Qoxp(ds@dz@dp | pr,rn) = f(s,2,p)e” " Qox i (ds@dz@dp | poo,Too).

Proof. We start by applying the definition of ¢y, (see Definition 2.32) as well as the
definition of Ggxy (see Definition 2.6) and obtain:

[ Fs.0) € Qoxarlds @ do @ dp| prra)
def.q’ < i —Bs
= an f(S,.’E,X(pn,S,IE,Tn)) €

=1 [07OO)><EX
. QSXy(ds Qdr ® E?/ | yi, Tn)

def.q i ooe—ﬂs exp(—AT" is ! A(Frn iS a: j ArdHrn iS a)---

S| =A™ 05) [, 32 QMO0 5)as{yD) A ).
[ s o ss@ ) foe = 6() v(de) 7a(sida) ds

e P exp(—A" (3, 5)) AA(®™ (3, 5), ag) Z (@ (y', 5), a0; {¥'}) - -

g /E T Xm0 e =) vide) ds

Now, as by assumption p, — poo, we have p — pi . Remains to show that for all
t=1,...,q, the integral converges to

00 . z
| e exp(-Am (' 5) M@ (0 5), ) ) L QM@ o) aoi{y)

f(sa x?X(pom S, xyroo))fe(l' — ¢(y])) U(d$) ds.

Ex
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This convergence of integrals follows by dominated convergence as exp, A4, Q4 and f are
bounded by definition and thus, e - K is an integrable upper bound with K selected
accordingly. Further, we have convergence of A" — A" by Lemma 3.7, convergence of
P (y', 5) — ®"> (1, s) by Assumption 3.1 and A as well as Q4 are (weakly) continuous
in the argument y (see definitions). Remains to show that x(pn, s, z,7n) = X(Poo, S, T, Teo),
then with f € C(RT x Ex x P(EY.)) the result follows with DOM.

Looking at Definition 2.30 of the filter equation and applying Assumption 3.9, we have

Xi(ﬂm S, T, Tn) =

phexp (—A™ (', ) M (2 (', 8), a0) Q1 (7 (5", 8). ao: {y'}) felw = v(w))

and with the same continuity arguments as above, this converges to

phoexp (—A™ (') A (27 (', ), a0) Q1 (@7 (4", 8), aos {y}) folw — v (3))
= Xg(poo,s,x,roo) O

To conclude this Section, we like to remark the following: While in the case of completely
observable PDMPs,; Assumptions 3.1 and 3.2 are enough to guarantee the existence of
optimal policies (see [34]), here, in the case of a PO-PDMP, we need additional assumptions
to guarantee existence of optimal policies. So far, with Assumption 3.9, we presented one
sufficient condition for existence of optimal policies. However, the latter Assumption is
a serious restriction of the set of admissible models. For a huge variety of applications,
however, this assumptions is satisfied, as very often, the jump intensity A and the state
transition kernel @ of the unobservable state are external factors that the responsible agent
cannot control. Think of queues where you can control the service speed of the server but
not the intensity of arrivals and not the amount of arrivals in bulk arrival models. See
also Chapter 6 for more examples where Assumption 3.9 applies.

The reason why, for instance, we have to assume A\ and @ to be uncontrolled lies in
a missing continuity property of the filter equation x as we will now outline in the next
Section.

3.2.2 The continuity issue of the filter

One could ask why the restriction to models with ,,controlled drift only* was necessary in

the last Section. The answer shall be briefly illustrated here in this Section. It basically

comes back to the fact that the filter y is not continuous in the variable r in general. With

x not continuous in the variable r, Proposition 3.11 cannot be shown in the general case

where A and () can be controlled as well. Actually, the proof of Proposition 3.11 fails when

one cannot show that f(s,z, x(pn, s, z,m)) = f(s,2, X(Poo, S, T, Te0)) for n — oo.
Remember the definition of the filter equation for x as of Definition 2.30:

X{(M,S,JJ,T’) =
pexp (<27 8)) [ N (270 9).0) @ (7 (' 9). s {u}) rlda) fola = v(y))

The problem is to prove continuity of the mapping

T /A A (@T(yi, s), a) QA (@’"(yi, s), a; {yj}) rs(da).
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A standard approach would probably be: Let ™ — r (n — o0) in R, then:

(27 w9).) Q1 (87 (5,0 o)) ()

= [ 207 9).0) @ (70 ), i {y7}) ralda)| < (L) + (1)

where we define

(L) i= | [ M (07 9).a) @ (87 ('), iy} 2(da)
= [ M@ 9).a) @ (970 9). i {y')) ri(da)
and
() i= | [ M (275", 5),0) Q* (075", 9), s {y}) #2(da)

= [ 2 (@ 5),0) @ (970 9). s {u}) ralda)

As both, M and Q4 are bounded, we get
(La) < M (@7 (', 5),) Q1 (07 (0, 8), 3 {7}) = M (@7(' ), ) Q1 (@7 (y, ), 5 ('} ) ||
and as the function

kiR XA R, (ra) = k(ra) =M (07(y,5),0) Q1 (87 (¢, ), a; {y})

is continuous in (7, a), as the space R is separable and metrizable and as A is a compact
metric space, we can apply Lemma B.5 to find that

(12) "2 0,

Expression (Ip) unfortunately, does not converge to zero for n — oo in general. All
we know by the characterization of convergence in R (see Lemma A.21) is that, e.g., for
all intervals of type [, 5] C [0,00), we get

[ [ (@0 0).a) @ (77 500 7)) r2da)

(”jo) /(j /A A (‘I)T(yi, s), a) QA (@T(yi7 s), a; {yj}) rs(da) ds.

This, unfortunately, is not enough to deduct the convergence (for almost all s) of
[N (7 09),0) @ (25 5), iy} v (da)
A

(niio)/ A (@T(yi,s),a) Q4 (@T(yi,s),a; {yj}) rs(da).
A
The following example shows that for a sequence f, of measurable functions f, :

RT — RT with ff fn(s) ds ) ff f(s) ds for all [a, ] C [0,00) one cannot derive the

(

convergence fi(s) o) f(s) pointwise for almost all s € R*.
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Take for example

HOEDILES INENOES Tw O
k=0

that is the function which is constant 2 on the first half of every integer interval and that
is 1 on the second half of every integer interval. By defining k19 := 0 and k1 := Ky ;-1 +1
for every [ > 1, we simply can write f; as

2

f1(8) = 22 ' ]l[kl,z;kl,z-l-%)(s) + ]l[kl,l+l§k31,l+l)(s).
=0

We can now generalize this procedure for n > 2: We split into two halfs every interval
where f,_1 is constant and again setting the first half of such a newly defined interval on
constant function value 2 and the second half on constant function value 1. Precisely, this

means, we define the interval bounds for n > 1 by k0 := 0 and k,,; := k;, ;1 +2- (%)n for
[ > 1. With these new interval bounds we can define, for all n > 1 (and this is consistent
to the above definition of fi):

[e.e]
fn(S) = Z 2. ][[kn,len,l+(%)n)(s) —+ ]l[kn,l+(%)n§kn,l+1)(s)'
1=0
For this sequence of functions it holds:
e fp is measurable for all n > 1

o [ fa(s) ds = 3 for all @ € N (function value 2 and 1 is equally distributed on
every integer interval of the form [, + 1).

—
o I fals) ds "
But now consider the sequence g, of functions defined analogously to f,, with only
difference that the two possible function values of g, are not 2 and 1 as for f,, but are 3
and 0. Then, still it holds:

3. (B—a)forall [a,8) CRT

e ¢p is measurable for all n > 1

«
every integer interval of the form [, + 1).

o [*Thg(s) ds = 3 for all & € N (function value 3 and 0 is equally distributed on

o 12 ga(s) ds "Z5) 28 — a) for all [a, ) C R

Obviously, the two sequences of functions f,, and g, have the same limit property for
integrals taken over arbitrary subintervals of R™ but in no way one can say that for almost
all s € RT, f,(s) and g,(s) have the same pointwise limit for (n — 00).

For further examples of sequences of relaxed controls that do converge in the Young
topology but not in ,any of the usual senses“, see also [47], pages 87ff and equation (6.5)
with corresponding remark.

The discontinuity of x in the variable r is a serious problem for the existence of optimal
policies for the cost optimal control of a PO-PDMP model as presented in Chapter 1.
This is an example for a PO-MDP where (weak) continuity of the filter cannot be shown
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and thus, weak continuity of the transition kernel for the states of the derived filtered
completely observable MDP cannot be derived.

However, having reformulated our initial optimization problem into an equivalent op-
timization problem for a PO-MDP in Section 2.1, we can apply recent results from the
domain of research on PO-MDPs in order to further investigate the question of suffi-
cient conditions for the existence of optimal policies. This is what we will do in the next
Chapter.



Chapter 4

Models with unobservable
inter-jump time

At the end of the last Chapter, we pointed out that the filter x is not continuous in its
argument r € R. As a consequence, we had to restrict our investigations to models with
uncontrolled intensity A and uncontrolled transition law Q. For these models, we could
show that assumption (C) holds even though the filter x was not continuous.

In this Chapter, we will present another class of models where we will obtain existence
of optimal policies while allowing to control the intensity A and the transition law Q.
The principal idea is to apply a different filter that is sufficiently continuous in order to
get assumption (C) satisfied. In view of Lemma A.21 (characterization of convergence in
Young topology), this filter should not depend on the inter-jump time as we will explain
in detail in Section 4.1 below. Two classes of models could bring up such a filter: (i)
models with noisy measurement of the inter-jump time and (ii) models with unobservable
inter-jump time. In this Chapter, we will focus on the latter class of models and leverage
a recent result of Feinberg [33] from 2016. Feinberg’s result can be seen as an important
contribution to the general theory of partially observable Markov Decision Processes (PO-
MDP):

In principle, the approach for solving a total discounted cost problem for a PO-MDP
is clear. One needs to reduce the PO-MDP to a CO-MDP by the help of a filter as we did
in Section 2.2. A large variety of literature exists on reducing PO-MDPs to CO-MDPs.
Sawarigi and Yoshikawa [56] worked on filtering PO-MDPs with countable state spaces.
Bertsekas and Shreve [11] as well as Yushkevich [63], Rhenius [54] and Hérnandez-Lerma
[38] worked on the same problem for Borel state spaces. The topic of existence of optimal
policies for CO-MDPs with total (discounted) expected cost problems was investigated by,
e.g., Sondik [59] for finite state and action spaces or, e.g., by Hérnandez-Lerma [38] and
Hérnandez-Lerma and Romera [39] for situations where the filter is weakly continuous.

All these works, however, do not deal with the problem we faced in the last Section,
namely, having a filter that is not (weakly) continuous. However, this situation can be
faced in concrete applications as we saw. Feinberg’s result now helps to ,weaken* this
problem: While Hérnandez-Lerma still needs weakly continuous filters in [38] to prove
existence of optimal policies for PO-MDPs, Feinberg et al. achieve to show existence of
optimal policies for PO-MDPs in situations where the filter is not weakly continuous.

Actually, Feinberg achieves to show weak continuity of the transition kernel of the
CO-MDP already if the filter only converges (weakly) for a suitable subsequence of a
converging sequence of arguments of the filter. With other words, and in the notations of
this thesis, Feinberg does not need x(--- ,7,) to converge to x(--- ,r) for r, — ro but
convergence of x(--- ,ry,,) for a suitable subsequence (4, ) of (1) is enough.
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Feinberg et al. also provide a sufficient condition on the ,transition kernel for the
unobservable state“ of the PO-MDP and on the ,observation kernel'“ of the observable
state of the PO-MDP. If this condition is satisfied, a filter satisfying their convergence
condition exists and thus, existence of optimal policies can be shown.

However, the results of Feinberg cannot be applied directly to our optimization prob-
lem for the pseudo-embedded process: The observation kernel for the pseudo-embedded
process does not satisfy the sufficient condition of Feinberg. This is mainly due to the
perfect observation of the inter-jump time. For models with unobservable inter-jump time,
however, Feinberg’s results and ideas can be applied and transferred to the corresponding
pseudo-embedded process.

The outline of this Chapter is thus the following: We first give a motivation why
models with unobservable or not perfectly observed inter-jump time are good candidates
for getting filters with sufficient continuity properties (Section 4.1). As Feinberg only
considers models where the cost function is only depending on the unobservable component
of a state, we discuss the restriction to models with cost function ¢ not depending on the
noisy measurement x of a post-jump state y in Section 4.2. The consequences arising from
the fact that the inter-jump time cannot be observed in this new model are discussed in
Section 4.3. Based on Feinberg’s approach, we then show existence of a filter with suitable
properties for us in Section 4.4. Finally, we can show that the model with unobservable
inter-jump time and running cost that does not depend on the observable component of
a state of the process satisfies assumptions (LSC) and (C). Hence, existence of one-step
optimizers can be shown and thus existence of optimal policies follows. This is discussed
in Section 4.5.

4.1 Motivation

In Section 3.2.2, we highlighted the issue of the filter x not being continuous in its argu-
ment 7 € R. Remember Lemma A.21, where convergence w.r.t. the Young topology is
characterized by

e /0°°/A¢(t,a) rr(da) dt =3 /OWA¢(t,a) ri(da) dt Vi € X,

thus by convergence of a double integral where the integral w.r.t. r,(da) appears within
an integral w.r.t. dt. Comparing this characterization to the definition of the filter (see
Definition 2.30), where

X{(;L,S,SL‘,T) =
pexp (<A s)) [ N (@70 9).0) @ (7 (' 9). i {u'}) rlda) ol = v())

we find an integral w.r.t. r5(da) that is not contained in an integral w.r.t. ds. This is the
principal reason for y not being continuous in the argument r € R.

In order to get a filter that is continuous in its argument r, one should make appear,
in a suitable way, an integral w.r.t. ds in the definition of the filter. This, however, would
mean that the inter-jump time s cannot be observed correctly if the filter is ,averaging*
over this inter-jump time by he help of some integral w.r.t. ds. Situations where this
could apply are, e.g.:

Lconditional distribution of the observable state given the unobservable state and the last executed
control action
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(i) Noisy measurements of the inter-jump time
(ii) Unobservable inter-jump times.

In the first situation, a noisy measurement of the inter-jump time could be modeled anal-
ogously to the noisy measurement of the post-jump state as we did in our model: One
could introduce a denisty fg of measurement noise for the inter-jump time. This would
make appear an integral of type

/0 fa(s" —s)ds

in the filter. Our model with perfect observation of the inter-jump time could then be
approximated by models with noisy measurement of the inter-jump time where the support
of the noise density is more and more concentrated around zero.

In the second situation, where the inter-jump time is unobservable, the filter for the
post-jump state shall contain an integral [;°...ds. Actually, given the observation z and
control r the conditional probability of having a post-jump state 3’ is the joint conditional
distribution of (Y =47, s € RT) given z and .

In view of possible applications for models of these two situations, situation (i) seems
a very realistic setting as one could always assume a whatever ,small®, i.e. concentrated
around zero, measurement noise for the inter-jump time observation. One has to measure
time and measurements are always noisy in real life. In situation (ii), only the inter-
jump time, i.e. the time since the last jump up to the current jump is assumed to be
unobservable. This does not mean that the point in time when a jump occurs is not
observable. This might be - and also shall be - the case as an agent has to know when to
apply the n-th decision rule of a policy. The agent simply has no watch to measure time
elapsed between two points in time.

For the rest of this Chapter, we will focus on situation (ii) of models with unobservable
inter-jump time.

4.2 Restriction to running cost only depending on
unobservable state

For the rest of this Chapter we will take the following assumption on the running cost
function c:

Assumption 4.1. We assume the running cost function c to be a lower semi-continuous
(w.r.t the product topology) function c¢: By x A — RT.

In view of Assumption 3.2, this is a restriction to running cost functions that are not
depending on the observable component x € Ex of a state of the PO-PDMP. As we have
developed the theory for running cost functions ¢ : Ex x Ey x A — R*, the full theory
still holds for this restricted set of admissible running cost functions.

In particular, we like to emphasize that the definition of the one period cost function
g (compare Definition 2.1) then becomes:

g(y,r) =E, [/{)Tl @*ﬁt/Ac(cI)T(y,t),a) r¢(da) dt| . (4.1)
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Note that we can write Ej instead of Ej , as of Definition 2.1. Actually, as ¢ does not
depend on z and as the density of the distribution of T} does not depend on x but only
on y (see Lemma 3.4) the probability measure to apply only depends on y and on r.

The one-step cost function ¢’ for the derived filtered model (compare equation (2.24))
then becomes, for p € P(EY.):

r) = ig (yl}r) P’
=1

The equivalence of the initial optimization problem and the optimization problem for
the derived pseudo-embedded process (S’k, X5, V%) k>0 still holds (see Proposition 2.15) as
we proved it for functions ¢ and g depending on x and y. Thus, under restriction to
functions ¢ and g no longer depending on z these results are still valid. Note that the
value function for the optimization problem for the pseudo-embedded process will still
depend on the initial observation x € E, i.e.

J(z) = min J(z,7P),
rellP

as we will still have the cost of a policy 7° € II” depend on z, i.e.

©0 E o= - -
T, m7P) =B |3 e P Lo Sng(Vi, wP (Hy))
k=0

(see Definition 2.14). This is because the initial distribution of Yy depends on the initial
observation x € Ex as this initial distribution is given by Qo(z, -).

As a summary to this Section we conclude that the whole theory developed in this
thesis is also valid for running cost functions ¢ that only depend on the unobservable
component of a state instead of being a function of both, observable and unobservable
component of a state of the PO-PDMP.

4.3 Consequences of unobservable inter-jump time

Assuming the inter-jump time to be unobservable has consequences on the space of ob-
servable histories. This is what we will discuss in this Section.

First, a short comment on what we mean by ,unobservable“ inter-jump time. We
basically want to develop a filtered model where the filter does not depend on the inter-
jump time. Thus, one could say we consider models where the inter-jump time is observable
but we do not use this available information as input for the filter. In view of Lemma, 2.38,
where we explained how a Markov policy for the filtered model can be understood as a
history dependent policy, we have to consider the inter-jump time as unobservable as long
as the filter does not use this information as input. Actually, in Lemma 2.38, we interpret
a component p of a state of the filtered process as p = p,(hy,), where h, stands for the
observed history up to the n-th jump time. We then argue that f, (-, un(hy)) is thus
depending on the full observed history up to the n-th jump time. If now, however, the filter
is not depending on the inter-jump time, then g, (h,) is not depending on (s, $1,. .., Sn),
the history of observed inter-jump times. As long as we do not restrict the observable
histories to observations of (X'o,f(l, ...) only, we thus cannot reason any longer that a
Markov policy for the filtered model can be understood as history dependent policy.

For a model with unobservable inter-jump time we thus define the space of observable
histories by recursion as: # := Ex and for n > 1, we define = Hp1 x R x Ex.
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A history dependent decision rule at stage n is then defined accordingly as a measurable
mapping 77 : #,, — R. With this slight modification, the theory developed in this thesis
still holds for the resulting model with this adapted definition of observable histories.
Actually, the principal properties of the underlying spaces are not affected and thus, even
the correspondence theorem still holds.

4.4 A filter with suitable properties

In this Section, we will show the existence of a filter with properties that will turn out to
be sufficient in order to prove existence of optimal policies for the derived filtered problem.
The reasoning in this Section is based on Feinberg’s publication [33] of 2016. As Feinberg
is considering a PO-MDP with two components, one observable and one unobservable,
we suggest to start from the pseudo-embedded process (Sk, Xy, }7;.3) k>0 with transition law
dsxy and only consider the process (Xk,}}k)kzo. This is a process with one observable
and one unobservable component.

We thus ignore the component Sj, of the pseudo-embedded process. As the running
cost function ¢ as well as the one period cost function g do not take the inter-jump time
as argument of the respective function, ignoring this component of the pseudo-embedded
process is no issue for the following theory. The only moment where the concrete realization
of the inter-jump time becomes important is for the discounting. However, we can separate,
in our reasoning, the discounting from the one step cost function as such.

Throughout this Chapter we will keep Assumption 2.16 on finitely many possible post-
jump states, i.e. Y} € EY. almost surely for all & > 0. The next result follows directly
from the definition of a pseudo-embedded process and its transition law.

Corollary 4.2. Under Assumption 2.16, the transition law of the process (X'k,ffk)kzo is
given by

Qxv (Bx x {y'} | 2,5',7) = Qoxy (RY x Bx x {y'} | y'.7), (4.2)
where Bx € B(Ex),r € R and y',y’ € EY..

In view of Feinberg’s approach, we ,separate® the transition law §xy into

e a transition kernel for the unobservable state, denoted by P (f’k =9 | Yio1 =1, 7“)
and

e an observation kernel, i.e. a transition kernel for the observable component of a state
given the unobservable component and the last executed control action, denoted by
Q% (Bx | y’,r) for Bx € B(Ex).

In our conrete model, the transition kernel for the unobservable state and the observation
kernel have the following form:

Lemma 4.3. For y',y/ € EY and r € R, the transition kernel for the unobservable state
s given by

P(?k:yj‘?k—lzin) =

/OOO exp (—Ar(yi, s)) /A A (@T(yi, s), a) QA (@T(yi, s), a; {y]}) rs(da) ds. (4.3)
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For Bx € B(Ex),y’ € EY. and r € R, the observation kernel is given by

Q@ (Bx 1vr) = [ g (2= 00")) ), (4.4)

Proof. Follows directly from the definition of gxy, see Definition 2.6. Actually, under
Assumption 2.16 (finite dimensional case), the transition law ggxy is given by

Qsxv ([0,8] x Bx x {y’} | Y, = y',r) =
/Ot exp (—Ar(yi, 5’)) /A A (‘IDT(y", s, a) QA (@T(yi, s, a; {yj}) ry(da) ds'
[, fe (= vh) vian),

where Bx € B(Ex) and 3%,y € E?/. Now, the results follow by setting t = oo in the

above, i.e. S,11 < 00. O

In what follows, we strictly follow the approach of Feinberg in [33], pages 7ff. We also try
to stick to Feinberg’s notation whenever this is possible given the notation we used so far
in this thesis. But note that Feinberg denotes the observable state with y while we use
this notation for the unobservable state. In terms of the meaning of z and y will will stick
to our notation of this thesis, for the rest of Feinberg’s notation we try to stay as close to
[33] as possible in order to make as transparent as possible how Feinberg’s model fits to
our concrete model here.

Given a posterior distribution p of Y} at stage k, denote by R(Bx x {37} | p,7) the
joint probability that at stage k + 1, the observable state belongs to Bx € B(Ex) and the
unobservable state is y/ € EY.. We then get

q
R(Bx x {y'} | p,r) = > Q" (Bx | v/,r) P ({y'} | ¢',7) .
i=1
R is a stochastic kernel on Ex x EY given P(EY.) x R, see [11], Section 10.3.
The probability that observation « € Ex at stage k+1 belongs to Bx € B(Ex), given
that at stage k the posterior state probability for Yj is p and relaxed control r € R is
executed is then

R (Bx | p,r ii@"bs (Bx 1y7.r) P (1w} 1) o' (4.5)

i=1j=1

Observe that R’ is a stochastic kernel on Ex given P(EY) x R. By [11], Proposition 7.27,
there exists a stochastic kernel ¥ on EY- given P(EY) x R x Ex such that

RBx < ('} [ 1) = [ % (W) |oro) B dr | 7). (4.6)

The stochastic kernel (- | p,7, ) defines a measurable mapping ¥ : P(EY) x R x Ex —
P(EY), where X(p,7,2)(-) = X(- | p,7, 7). For each pair (p,7) € P(EY) x R, the mapping
LUp,r,+) : Ex — P(EY) is defined R/(- | p,r)-almost surely uniquely in z € Ex (see [11],
Corollary 7.27.1).

For a posterior distribution py € P(EY), a relaxed control r € R and an observation
Tg11, the posterior distribution px1 € P(EY) is then

Pr+1 = X(Prs T, Tig1)-
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However, when passing from the PO-MDP model (Xk,ffk)kzo to the CO-MDP model
(pk) k>0 where we only have the (observable) posterior distributions, the observation zj.;
is not available, and therefore, z1 is a random variable with the distribution R'(- | px,r).

Thus, pg41 is a random variable with values in P(EY.) whose distribution is defined
uniquely by the stochastic kernel

iD [ p1) = [ Vgrareny R (o | pir), (4.7)
X

where D € B(P(EY)),p € P(EY.),r € R (see [38], page 87).
From Feinberg’s publication [33], we now get the following results:

Theorem 4.4 (Feinberg, Theorem 3.7 in [33]). If the stochastic kernel P(dy | y,r)
is weakly continuous and if the observation kernel Q°*(dx | y,r) is continuous in total
variation, then R’ is setwise continuous and Assumption (H) below holds.

Assumption 4.5 (Feinberg, Assumption (H) in [33]). There exists a stochastic ker-
nel { on EY given P(EY) x R satisfying (4.6) such that: if a sequence (p,) C P(EY) con-
verges weakly to p € P(EY) and a sequence (r") C R converges (in the Young topology) to
r € R as n — oo, then there exists a subsequence (py, ™) of (pn, ™) and a measurable
set Bx € B(Ex) with R'(Bx | p,7) =1 and for all x € Bx we have the weak convergence:

R (Prg, 7™ ) =5 X (p, 7, ).

We will now show that under the following Assumption on , boundedness away from zero*
for A4, the requirements of Feinberg’s Theorem 3.7, which is Theorem 4.4 above, are
satisfied by the process (X, Y).

Assumption 4.6. We assume that there exists N\g > 0 such that M (y,a) > \o for all
y € By,a € A.

Lemma 4.7. The stochastic kernel P(- | y,r) is weakly continuous if Assumption 4.6
holds.

Proof. As E?/ is of finite cardinality, we have to show that for each y/ € E',O/ ={y',..., ¥},
we have convergence of P({y’} | yn,7") — P({y’} | ¥*,7) as n — oo for an arbitrary
sequence (Yn, ™) with (yn,r™) — (y%,7) as n — oo. As EY is of finite cardinality, conver-
gence of 3, — y* means that there exists N € N such that for all n > N : y, = y*. Hence,
we have to show convergence of P({y/} | y',r") — P({y’} | v*,7) as N <n — oo. Thus,
consider:

Py} ') = Py} | o)
| exn (<87 9) [ X (27 9. a) @4 (07 (4 9). i (0} 12 (da) ds
— /OOO exp (—Ar(yi, s)) /A A (@T(yi, s), a) QA (@T(yi, s), a; {yj}) rs(da) ds

Now, the latter expression converges to zero as n — oo. The proof for this convergence is
analogous to the proof of Theorem 3.8. One only needs to remember that Q@4 is bounded
as it is a probability measure. Further, we defined Q“ to be a weakly continuous tran-
sition kernel in Definition 1.33. Hence, as EY is of finite cardinality, QA {y}) is
continuous. Further, we defined A as a bounded and continuous function (see Definition
1.32). Remembering these facts about Q4 and M\, the product of both has the same
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properties as those used of function ¢ in the proof of Theorem 3.8. The same reasoning
thus applies with the exception that dominated convergence here requires the intensity
M to be bounded away from zero what we assume in Assumption 4.6. Note that in The-
orem 3.8 we did not need this assumption as there, we not only had exp (—Ar(yi, s)) but
n"(y', s) = exp (—A"(y’, s) — Bs) and we got an integrable upper bound by exp(—@3s). O

Lemma 4.8. The observation kernel Q°(- | y,r) is continuous in total variation.

Proof. Trivial as Q°*(dx | y,7) = f.(x—(y))v(dz) does not depend on 7 and convergence
in Eg)/ is convergence in discrete topology. Hence, if 3, — y in Eg/, then there exists N € N
such that for all n > N : y,, = y and thus Q°**(dx | yn,7) = Q°**(dx | y,r) forn > N. O

The last two results combined with Theorem 4.4 now showed that R’ is setwise continuous
and that there exists a filter Y satisfying Assumption (H). In preparation of the next
section we point out the following two results.

Corollary 4.9. The transition kernel R’ is given by

9 49

Ri(de | p.r) =3 Y pfe (2= v)) vido) [~ oo (-4 ,5))
i=17=1
/A A (‘br(yi, s), a) Q4 (‘br(yi, s), a; {yj}) rs(da) ds. (4.8)
Proof. Follows directly from (4.3), (4.4) and (4.5). O

The next result will be important for the proof of the main result of this Chapter.
When combining one-step cost and discounting, a factor e #* will appear. Hence, in
preparation for the following we state the next result.

Lemma 4.10. Let 8 the discount factor of the initial optimization problem. Adding the
factor e=P% to R' in order to define

q9 49

R(dx | pr) =33 p'fe (z - v(y))) V(dx)/o

=1 j=1

oo

exp(—Bs) exp (—A"(',))
/A)\A (@T(yi, s),a) QA (CIDT(yi, s), a; {yj}) rs(da) ds

leads to R’ being a setwise continuous measure that can be normalized, for each pair (p,r),
to a probability measure. Furthermore, R'(dx | p,7) and R'(dx | p,r) have the same null
sets.

Proof. Inserting the factor exp(—fs) does not change the value of the integral [;°---ds
to zero where this integral was not zero without this factor and vice versa. Hence, the
null sets are not changed by inserting this factor. In order to prove setwise convergence,
one would investigate separately every summand for i,5 € {1,...,q}. Here, convergence
of [y°---ds still holds by the same reasoning as in Lemma 4.7. U
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4.5 Existence of optimal policies

Based on the filter x satisfying Assumption (H) as developed in the previous Section, we
can now define a filtered model derived from the pseudo-embedded process (S'k, X5, ffk).
Analogously to Definition 2.32 while simply replacing x by ¥, we obtain a transition law
for this derived filtered process (Sg, Xy, My) defined for Bx € B(Ex) and C € B(P(EY))
by

Qsxar ([0,t] x Bx x C' | p_y,7) =

g t ~ - . .
S [ ] Vit smmreey Qsxy (ds e By | T =y'r) phoye (49)
=1 X

Now, as we restricted our model to running cost functions that do not depend on the
observable state x € Ex, we got one-setp cost functions g and ¢’ that do not depend on
z, see Section 4.2. This finally leads to a value function J’ not depending on the initial
observation z € Ex but only on the initial conditional distribution of ffo, which in our
model is given by Qo(x;) where z is the initial observation of Xo. Hence, implicitely, J’
still depends on x but this is only due to the way how we determine an initial distribution
of Yy in our model.

With this in mind and in view of Definition 2.41, the adequate classes of functions B*
and C;gw for the model where ¢ is not depending on the observable state are:

Definition 4.11. For the state space P(Elo/), we define the following classes of functions:
BH(P(EY)) := {w: P(EY) = [0,00] | w is measurable}
é+

P P(EY)) :={w:P(EY) — [0,00] | w is lower semi-continuous}.

As the inter-jump time is not observable in this model, we have to define decision rules
that do not depend on the inter-jump time, see also Section 4.3. We thus define (compare
Definition 2.37):

Definition 4.12. For a derived filtered model with unobservable inter-jump time and cost
not depending on the observable state, we define:

(i) A state dependent decision rule for the derived filtered model with unobservable inter-
jump time is a measurable mapping

f:P(EY) = R.
We write E' for the set of all decision rules.

(ii) A Markov policy for the derived filtered model with unobservable inter-jump time
is a sequence M = (fo,fl, ...) of state dependent decision rules, where we apply
decision rule fn at stage n of the process. We denote the set of all Markov policies
for the filtered model by M .= foo = Xz‘?ioﬁ.

Based on the above introduced classes of functions and decision rules, the operators
H, T; and T take the following form (compare Definition 2.42):

Definition 4.13. For p e P(EY), r € R, f € F' and w € BT (P(EY)) we define:

(i) (Hw)(p,r) = ¢'(p,7) + formny wlp) 57 e [ Qsxar(ds’ @ da’ @ dpf | p,r)
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(it) (Tyw)(p) = (Hw)(p, f(p))
(iii) (Tw)(p) := infrer (Hw)(p),r) = inf ;. x(Tyw)(p).
A closer look on the definition of operator H above brings up:

Lemma 4.14. For the integral part of the definition of operator H, it holds:
Loowh) [T [ Quntds wdd wdgl o) = [ (o) Qe | o).
P(EY) 0 Ex P(EY)
where for D € B(P(EY.)), we define (compare also (4.7)):

QDo) = [ AsgprmenyRide | pr). (410
X

Proof. Based on (4.9) we obtain:
L) [T [ Qnlds' i’ 9.dd' | pir)
P(EY) 0 Ex

0o P .
— w (X(p, 7, 2")) / e Ps Zpl Qsxy (ds’ ®dr ® Eg)/ | 4", r) .
Ex 0 i=1

Now applying the definition of Gsxy, see Definition 2.6, the latter expression becomes:
=33 [ wlera) fe (o = v)) vde') [T exp(=ps) exp (<070 )
1 X

[ X (750, ) @4 (7 ('), ai {y}) r(da) s
A
and by definition of R'(dz | p,r) (see Lemma 4.10) the result follows. O

As ¢'(p,r) is lower semi-continuous in (p,r) by Theorem 3.8 (that was shown for ¢’ even
depending on z) as long as Assumption 3.1 and Assumption 3.2 hold, our model with
running cost not depending on the observable state satisfies Assumption (LSC). In order
to prove existence of one-step optimizers (see Lemma 2.45), we need Hw to be lower
semi-continuous for w € (Ajfgw (P(EY)). As we showed in Lemma 2.44 (i), this property is
satisfied if we can show that ¢'(- | p,7) is a weakly continuous measure. In that sense, the
next result is the main result of this Chapter as with the next result, existence of one-step
optimizers follows. With the existence of one-step optimizers, all results of Sections 2.3.3

and 2.3.4 hold in adapted version.

Theorem 4.15. The transition kernel Q'(- | p,r) is weakly continuous.

The proof we present here for the above Theorem follows the ideas of Feinberg’s proof for
his Theorem 3.5 in [33]. However, we added the idea of replacing Feinberg’s R’ by our R
which still makes the proof possible because of Lemma 4.10. We need the following result
on a generalized version of Fatou’s Lemma:

Lemma 4.16. Let S an arbitrary metric space, (fn)n>0 a sequence in P(S) and (fn)n>0
a sequence of measurable nonnegative R-valued functions on S. If p, converges setwise to
p € P(S) for n — oo, then

liminf f,(s)u(ds) < I%nl}g.}f/gfn(s)un(ds). (4.11)

S n—o0
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Proof. For a proof, see [55], page 231. O

With this result we can now give the proof of Theorem 4.15:

Proof (of Theorem 4.15). According to Parthasarathy ([51], Theorem 6.1, p.40), Billings-
ley ([12], Theorem 2.1), the stochastic kernel Q’(dp’ | p,r) from P(EY) x R to P(EY) is
weakly continuous if and only if Q'(D | p,r) is lower semi-continuous in (p,r) € P(E%) xR
for every open set D C P(EY.), that is,

liminf Q'(D | pu,1™) = Q'(D | p, 1), (4.12)

for all sequences (pn, 7™)n>0 € P(EY) x R with p, — p € P(EY.) weakly and 7" —r € R
in Young topology as n — co. We show (4.12) by contradiction, thus, suppose that for
some sequence (pp, 7™)n>0 € P(EY) x R with the required convergence properties we have

liminf Q'(D | pn, ") < Q'(D | p,7).

n—oo

Then, there exists e > 0 and a subsequence (pp, , 7" )g>0 of (pn, 7"")n>0 such that
Q'(D | pn, ™) < Q' (D | p,7) — €, k=1,2,.... (4.13)

Now by Theorem 4.4 together with Lemma 4.7 and Lemma 4.8, there exists a subsequence
(P, » 7" )10 Of (pp,,7"*) such that ¥ (pnkl,r”kZ,a:> — X (p,r,x) weakly as | — oo, R'(- |
p,r)-almost surely in z € Ex. By Lemma 4.10, the latter convergence is as well /(- | p, 7)-

almost surely in x € E.
Since D is open in P(EY), we thus get

l—00 X

lim inf 1 > 1y R (- -almost ly i Ex. (4.14
im in { (pnkl,rn’“l,w>€D} > g (pra)eny, R(-]p,r)-almost surely inz € Ex. (4.14)

Now apply Lemma 4.16 to the setwise converging sequence (see Lemma 4.10) R (-]
Pny,»T"*1) to obtain

lim inf

D/ n
1, - R (dz | pn,,, ™)
l—oo JEx X\ P, lx)eD

Z /EX lllril)(lélf I{X(pnkl ,rnkl ,ac) 6D}Rl(d$ ’ P 7"). (415)

By (4.10), we recognize the lefthand side of (4.15) as liminf; . ¢ (D | P, 7y ) Apply-

ing (4.14), monotonicity of integrals and (4.10) to the righthand side of (4.15) we finally
get

lim inf Q' (D | pry ,7“”’“1) >Q (D |p,r),
l—o0 t

which contradicts (4.13). Hence, (4.12) holds. O
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Chapter 5

Application: Models with convex
cost function

Throughout the last Chapters, we developed a PO-PDMP control model and showed
existence of optimal policies for the resulting optimization problem of minimizing total
discounted cost over lifetime. However, we only showed that an optimal policy exists. We
did neither address the question of uniqueness of an optimal policy, nor characterize an
optimal policy further.

The goal of this Chapter is thus twofold: We will provide a concrete example for the
PO-PDMP control theory developed. We restrict our investigations to one concrete model
here, further domains of application of the theory will be discussed in Chapter 6. For this
concrete model, we will then address the question of uniqueness of an optimal policy. It
will turn out, that for the running cost function being strictly convex, in this model, there
will exist a unique optimal policy. We will even be able to characterize this optimal policy
as being deterministic and of ,bang-bang® type, i.e. the agent will always try to achieve
as quickly as possible a certain system state.

As characterization of optimal policies is not the topic of many publications, even for
completely observable PDMP control problems, we will analyze the concrete application
example in both situations: under complete as well as under partial observation. We will
also link both versions of the example by showing that the completely observable version
is contained as a special case in our partially observable model developed.

The outline of this chapter is thus the following: In Section 5.1, we will motivate
very briefly the concrete application model we will study in detail in this chapter. The
mathematical model with constant jump intensity and uncontrolled jump transition kernel
is then introduced in Section 5.2. Once the mathematical model introduced, we will show
how the completely observable version of the example can be understood as a special case
of the PO-PDMP model, see Section 5.3. We then proceed to the characterization of an
optimal policy for the completely observable model in Section 5.4 and for the partially
observable model in Section 5.5.

5.1 Motivation: Optimal control of production
lines

In the next Section, we will present a concrete mathematical example of an optimal control
problem for PO-PDMPs with convex (and uncontrolled) running cost function ¢, constant
intensity A and uncontrolled transition kernel ). We will further assume that the running
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cost will only depend on the unobservable component of the PO-PDMP. The goal of
this present Section is to motivate the mathematical model by some examples of optimal
control of production processes.

Imagine a production process where one requires a tank to be filled up to, e.g. half
of its capacity throughout the whole production process. Omne could think of plastics-
processing industries, where a tank for plastics granulate is feeding the production line.
One could also think of a production process in chemicals industries where a fluid (e.g., a
solution of some crystal) has to be of a given concentration in a tank feeding the production
process. Or, as a third example, think of a production process where air temperature ( or
even, analogously, humidity in the air) has to be of a given temperature (concentration).
Assume further, that, in all these examples, final products of perfect quality are produced
as long as fill levels of tanks, concentration of solutions in tanks, temperatures etc. are
kept at the required levels.

Imagine now, in the case of chemicals production (others analogously), that the fol-
lowing happens: At random points in time, goverened by intensity A, the concentration of
the chemicals solution in the tank jumps to higher or lower values, goverend by the jump
transition kernel ). This is happening due to technical issues, machine break downs, etc.,
that cannot be influenced by the agents. When running the production process with other
concentrations than required in the tank, however, quality issues arise in the final products
of the production process. Customers will recognize these quality issues and pay less for
the products. Thus, penalty cost in terms of foregone profit occure in that case. In many
cases, quality issues arise in both cases: too high and too low concentration in the tank.
Very often, arising penalty cost is thus symmetric for too high and too low concentration
in the tank. Also, penalty cost grow faster the more the optimal concentration in the tank
is missed. Hence, one can assume convex (and very often even symmetric) cost functions
to model these penalty cost.

An agent can control the concentration in the tank via two mechanisms: (Noisy)
Measurements of the concentration right after a jump of concentration and by adding,
say water (to lower concentration) or more of the crystal (to increase concentration). The
latter is done by pumping in water or crystals, while there is an upper bound for quantity
pumped in by minute. The optimization problem for the agent is thus to find, at every
point in time, the right pumping rate, in order to keep the concentration in the tank on a
level that minimizes discounted penalty cost over lifetime.

The resulting optimization problem is not trivial, as the policy to always keep the
concentration as close as possible to the required concentration for perfect product quality
is not necessarily the optimal policy. All actually depends heavily on the nature of the
jump transition kernel. If this kernel is such that, a jump would almost surely lead
to the highest concentration possible if the concentration right before the jump was at
this required concentration for perfect product quality, then the following policy might
be better: Try to keep concentration on a level close to the required concentration but
such that occurring jumps do not lead to concentrations very different from the required
concentration. We will formalize this properly during the following Sections.

5.2 Mathematical Model

We will now present the detailed mathematical model we want to investigate throughout
the rest of this Chapter. Assume a controlled PO-PDMP as defined in Section 1.3, where
we specify the following:



5.2 Mathematical Model 97

Definition 5.1. We consider a controlled PO-PDMP as in Definition 1.34, where the
underlying spaces are defined as follows:

(i) The state spaces are Ey := R and Ex := R and in view of Assumption 2.16, let
q € 2N and y',...,y? € R with y* < y?> < --- < y9 points on the real line forming
EY = {y',..., 49} the space of possible post jump states.

(ii) The action space is defined as A := [—agec, Qine) fOT Qgec, Qine > 0.
The noisy observation of the post-jump state is modeled as follows:

(i) The observation process is defined as in Definitions 1.8, 1.9 and 1.11, where we
define here: ¢ : By = R — R = Ex,y — ¥(y) = y. We further keep Assumption
1.13, i.e. we assume to have a bounded density f. of measurement noise, where fe
is the Lebesque density of the measurement noise.

The characteristics of the underlying PDMP (Y;) are defined as follows:

(iii) Let A > 0 a constant jump intensity. We further assume X to be uncontrolled, i.e.
M(y,a) := X for ally € Ey,a € A.

(iv) Let Q : By — P(EY) a weakly continuous transition kernel. We assume Q to be
uncontrolled, i.e. Q(y,a;-) = Q(y;-) for ally € Ey and a € A.

(v) Let the controlled drift ®" defined by the following initial value problem:

d

acI>7"(y,t) = /Aa r¢(da), " (y,0) = y.

Remark 5.2. The above definition of the controlled drift satisfies the requirements of
Theorem 3.3 with b(y,a) := a. Hence, Assumption 3.1 of continuous dependence of the
drift on the relazed control r € R is satisfied. Further, one can reduce the set of admissible
controls to the set of deterministic controls U of measurable mappings u : Rt — A.
Actually, uy == [, a r¢(da) is of class U forr € R.

The above defined controlled PO-PDMP can be understood as a mathematical model
for the chemicals production example of the previous Section. The interpretation is the
following;:

A state y € Fy is the current, unobservable concentration of the crystal solution in
the tank. Note that for a problem of concentrations!, one could pass to the state space
Ey = [0,1] instead of Fy = R. However, as there is a homeomorphism between both
spaces, we decided to keep Ey = R here in order to make references to earlier results
easier.

The agent gets a noisy measurement z € Ex of the form x = ¢ + y if the post-
jump state is y. Here, € is the measurement noise with density f.. The agent can thus
observe the inter-jump time s as well as the noisy measurement x for all jump times 7T,
of the process (Y;). A (deterministic) decision rule at stage n is a measurable mapping
7 M’y x RT — A. We further define the set of deterministic policies by TI4 := x2° (T4,
where H;‘l‘ is the set of measurable mappings Wf : H, x RT — A. Note that according to
the remark above, we can restrict our investigations to the set of deterministic controls.
In fact, the theory will later deliver existence of an optimal relaxed control policy. The

Lwhich are typically percentage values between 0% and 100%



98 Chapter 5: Application: Models with convex cost function

previous remark, however, shows that at each point in time ¢, the only property of interest
of this optimal relaxed control r is its expectation (as distribution on A) at time ¢.

The control an agent can execute is thus changing the concentration in the tank by
pumping in water (leading to decreasing concentration, thus modeled by values of u; €
[—@dec, 0)) or by pumping in more of the crystal (leading to increasing concentration, thus
modeled by values of u; € (0, ainc|).

We assume, that the optimal concentration (where no quality issues arise for the final
prod}llct pqroduced) in the tank is given by the arithmetic mean of yg and y%H, hence,
by Lf“ Penalty cost shall be minimal for this concentration. We thus define the
running cost function as follows:

Definition 5.3. The running cost function c : By — R is assumed to be strictly convex
g a4

with global minimum at y* := %

Remark 5.4. Note that a convex function on R is continuous, hence ¢ is continuous.

This running cost function is thus uncontrolled and only dependent on the unobserv-
able state of the PO-PDMP. As typically, for this kind of problems in production processes,
penalty cost grows (proportionally) the more the concentration in the tank deviates from
the optimal concentration, we assume strict convexity of this cost function.

The optimization problem is thus, to minimize over lifetime, the total penalty cost aris-
ing from quality issues due to concentration levels in the tank different from y*, discounted
at a constant discount factor § > 0. This problem is formally defined as:

Definition 5.5. Let 3 > 0 a discount factor, x € Ex and II the set of history dependent
relaxed piecewise open loop policies as defined in Definition 1.27. We define the cost of a
policy m € TI¥ as

J(x,m) :=ET {/ e Ple(vy) dt} .
0
The value function of our problem is defined for all x € Ex as

J(z) = inf J(z,7),

TellP
and the optimization problem to solve is: For all x € Ex, find 7* € II¥ such that

J(z, 1) = J(z). (5.1)

When comparing the above optimization problem to the general optimization problem in
Definition 1.37, one will note that the principal difference between both is the fact that
here, the running cost function is not depending on (X;) and not on a € A. However,
the general theory developed in Chapters 1 to 3 still holds under this restriction of the
running cost function. We summarize this by the following

Theorem 5.6. For each x € Ex, there exists 7 € II” such that (5.1) holds.

Proof. Follows from Theorem 2.60 (existence of optimal policies for the infinite time hori-
zon problem), as all assumptions taken for the proof of Theorem 2.60 are satisfied by the
model defined here in this section. The assumptions to check are summarized in Annex
C. With the notations of Annex C, we find the following assumptions clearly satisfied by
the here discussed model: (SP), (SF), (OS), (ON), (A), (IC), (IL), (QC).



5.2 Mathematical Model 99

Some comments on the following assumptions: (D) is satisfied, as here, we have an
ODE defined drift, see Definition 5.1 (v) above. Further, (DC) is satisfied as explained in
Remark 5.2. The lower semi-continuity (CC) is satisfied as ¢ is not depending on x and a
but assumed to be strictly convex in y, see also Remark 5.4. Finally, (IQ) is satisfied as
we assume here uncontrolled jump intensity and uncontrolled jump transition kernel. [

As one can understand A as a subset of P(A) by a — ., we immediately get the following

Corollary 5.7. For each x € Ex, there exists an optimal deterministic policy 74 € T4
such that J(x,m™4) = J(x).

Proof. Clear from Theorem 5.6, the above mentioned inclusion of A into P(A) and from
Remark 5.2 together with the Correpondence Theorem 2.11. O

In preparation for the following Sections, we end this Section by developing a representa-
tion of the value function J’ of the derived filtered model of the present concrete PO-PDMP
model. This representation will be key for all further investigations.

Actually, as developed in Chapter 2, existence of optimal policies is shown by a re-
formulation of the initial problem into an equivalent derived filtered problem. For the
latter, we showed existence of optimal Markov Policies and explained how these can be
understood as history dependent policies for the pseudo-embedded problem. The Cor-
respondence Theorem finally explained the correspondence between a history dependent
policy for the pseudo-embedded problem and a history dependent policy for the initial
PO-PDMP control problem.

Hence, trying to understand the nature or characteristics of an optimal policy for the
initial control problem for the PO-PDMP passes by a study of the optimal policies of its
derived filtered control problem. For the latter, the value function J’ is a fixed point of
the 7 operator as shown in Theorem 2.59. Based on this property of the value function,
we obtain

Lemma 5.8. For the PO-PDMP model defined in Definition 5.1 and the associated opti-
mization problem of Definition 5.5, the value function J' of the derived filtered problem is
given by

o0

J(s,x,p) = =;g7g{i / (s [c(@%y%s’))+Ai@(<br<yas’>;{yﬂ‘})
j=1

/f€ (x’—w(yj)) J (x(p,2',8',1)) dl"] ds/}- (5.2)
R

In Particular, J' is only a function of the initial conditional distribution of the unobservable
component, it is not depending on the initial noisy measurement x of Yy, neither on the
initial inter-jump time.

Proof. By Theorem 2.59 and by the definition of operators T" and H in Definition 2.42,
we have:

J'(s,z,p) = (TJ) (s,z,p)
— inf {(H) (5,200}

= inf { "(s,2,p,7) +

6_65,’]/(5,’ xlv p,) q,/S'XM (dslv d'rla dp/ ‘ P 7")} :
reR

El
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Now, by (2.44) and Lemma 3.6 (remember that X is constant in this application here), we

obtain:
q

g (s,z,p.1) = g'(z,p,7 Zpl/ FELe (07(y', ') ds'

0

By Definition 2.32 of g5y, we get:
/E/ 6_68/‘]/(8/’:6/7#) qu‘XM <d8/7dx/7 dp/ ’ P 7”)

=Zp2// 541 (o ! x(p o)) sy (ds' e, Y € BY | yfr).

=1 0 EX

Applying Definition 2.32 of §sxy to this expression leads to:

=Y/ / e (BTN ) zq: Q (e (', {v'})
i=1 J=1

/fe (« —w@)) I (52 x(p,a, s, 1)) v(da') ds’
Ex

Now, the result follows by linearity of integrals and applying that Fx = R endowed with
the Lebesgue measure. O

5.3 Completely observable model as special case
of partially observable model

The goal of this Section is to show that the PO-PDMP model presented includes the case
of a completely observable PDMP model. Perfect observation means no measurement
noise, which can be modeled by f. = Jg, i.e. almost surely the measurement noise is zero.
Perfect observation also means, that the initial state of the process is known, which can
be modeled by Qo(y;-) = d,, where y is the initial observation under f. = do.

We will show, that under these two assumptions for the measurement noise and the
initial conditional distribution, the value function J’ of the derived filtered model is ac-
tually the same as the value function of the corresponding completely observable PDMP
control problem. We will show this property for the application example of this Chapter
but the result also holds for the general model with analogous proofs.

In [34], Forwick studied the question of existence of optimal policies for completely
observable PDMP control problems. We cannot develop the full theory for completely
observable PDMP control problems here, but based on the first two Chapters of this
thesis, the general approach shall be clear: Where we had to do two reformulations,
only one reformulation of the initial problem is required in the completely observable
case. Passing from the initial problem to the problem for the pseudo-embedded process
leads to a completely observable MDP. Thus, Forwick does this first reformulation and
introduces thereafter operators H, 7y and 7T for the resulting optimization problem of the
pseudo-embedded process. As we already introduced operators with these names, we will
call the operators for the completely observable PDMP problem of Forwick K, L; and L
respectively, compare Definition 2.3.1 in [34]. Further, we will denote the value function
of the completely observable PDMP control problem by v. Analogously to our results,
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Forwick shows that v is a fixed point of the operator £, i.e. v(y) = (Lv) (y). Based on
Forwick’s results and under the assumption of only having finitely many post jump states,
having a constant intensity A and constant discount factor 5 as well as an uncontrolled
jump transition kernel, the value function for the completely observable PDMP control
problem satisfies for y* € EY-:

o0 q
T —(B+M)t (0 (0 Wi J
v(y') —;g;z{/e [ (27(v'.1)) +Ajzlc2(¢ (v, 8); {'}) v(y )] dt}. (5.3)
5 -
The analogy of (5.3) to (5.2) is clear, but still, a proper proof is required to show that

J'(6) = v(y¥) for k =1,...,qif f. = 6. This will be the main result of this Section, but
we first need the following

Lemma 5.9. If fo = g in the model of Definition 5.1, then fori,j € {1,...,q} it holds:

X(5Z~,yj,t,r):(5j Vt>0VreR.

Proof. First, note that under the assumption f. = dg, an observation x almost surely has
the form 2 = (/) +0 and with 1 the identity in the application example of this Chapter,
an observation has thus the form x =y’ for some j € 1,...,q.

Now, based on the definition of the filter equation in Definition 2.30, we obtain for the
model of Definition 5.1, for 4,5, k,l € {1,...,q}:

Xk (017, 7) = Gike MAQ (87 (0 0: {u'}) £ — o) = Gade MAQ (7 (05, 1) {0

Hence) for [ 7& ja we have Xl(5i7 y]) tu T) = % Z%:l ng((sh ij t’ T) =0.

For | = .] we obtain XJ((SH yja t? T) = % Zz;:l X‘]]{;((SZ? ij ta T) = %X{(au yja t? T)'
Finally, with X(6;, 7, t,7) = > 1_, S0 x4 (65,97, t,7) = X{(éi, v/, t,7) we obtain

X](52>ijt>r) =1
|

With this result in mind, that starting from a precise observation and having no measure-
ment noise, the filter will deliver a new conditional distribution that is concentrated in a
point, we can formulate the main result of this Section:

Theorem 5.10. Let f. = g in the model defined in Definition 5.1, then fori € {1,..., q},
it holds:

Proof. Let i € {1,...,q} and f. = d9. We proceed by induction to show (7™0) (d;) =
(L£™0) (y*) for all m € N.
By definition of 7 and ¢, we obtain

I
(?\H
L1=8
——
\8
D
L
=
+
>
=
o
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o
Z
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~
—_———



102 Chapter 5: Application: Models with convex cost function

where the last equation holds by definition of £, see Forwick [34].
Let now for fix m >0 and all k € {1,...,q}: (T™0) () = (£™0) (v*). Then:

(7’m+1Q) ()

=T (T™0) (3)
o0 ' q

~ inf { [ e (0765, 0) + A3 Q (7t i i}) (T <x<5k7yﬂ‘,t,r>>] dt}
0 L =1

= inf { / e~ (BN c(qf(y’ﬂt))+Aic2(q>r<yk,t>;{yf}) (T™0) (6;)| dt
0 =t

2327%{ [t (97 5.0) 2300 (076,01 1)) (£70) () dt}
0 =1

= L(£"0) (v*)
_ (£m+lg) (yk)
Thus, we have for all m > 0 and all k& € {1,...,q} : (T™0) (6x) = (£L™0) (y*). With

Theorem 2.58 and the corresponding result for the operator £, see [34] Theorem 2.3.9, we
finally obtain:

J'(0r) (770) (%) (L™0) (4*) = v(y") Vke{l,....q}

This completes the proof. O

= lim = lim
m—00 m—00

5.4 Optimal policies in completely observable case

The goal of this Section is to characterize optimal policies for the completely observable
version of the application example we introduced in the first Section of this Chapter. The
guiding question here will be the question of existence of optimal policies of so-called
,bang-bang* type.

The reason why we start by studying the completely observable case first is twofold:
First, the completely observable model is easier to handle than the partially observable
model. Hence, ideas and approaches can be motivated and introduced, before we then
try to extend them to the case of a partially observable version of the model. Second,
while a broad range of publications regarding existence of optimal policies for completely
observable PDMP control problems exist, there is no general result on the characteristics
or properties of an optimal policy. To the best of our knowledge, we do not know about
any result delivering a criteria for the existence of , e.g., ,,bang-bang* type optimal policies
in general. In well known publications like Davis [23], Yushkevich [64] and [62], Dempster
[26] and [27] or Forwick et. al [35] - to only cite a few of this broad range of literature
- the authors focused essentially on necessary and sufficient conditions for the existence
of optimal policies and the question if optimal deterministic, i.e. non-relaxed, controls
exist. They did not try to characterize these optimal policies in general. Some authors,
like Davis, did such characterizations for very concrete application examples, e.g., for the
capacity expansion problem where he also could characterize the optimal policy to be of
,bang-bang® type, see [23], equation (42.19), page 143 or even [24].

The approach we present now in order to characterize an optimal policy is inspired by
some techniques coming from the theory of Stochastic Fluid Programs (SFP). We will not
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need the full theory of SFPs as one can find it, e.g., in the works of Bauerle [4] or [5]. Some
ideas of these works however, have recently been used in a thesis of Chernysh [17] where
an optimality equation appeared that is very similar to (5.3). Hence, we will present, in
the following, an approach inspired from techniques of SFPs together with some ideas of
Chernysh. As (5.3) does not fully fit into the setting of Chernysh, we will develop all ideas
and intermediate results step by step. Finally, we can even weaken the original convexity
requirement of Chernysh to a condition of monotonicity together with existence of a global
minimum.

The major difference between a typical optimality equation coming from an SFP and
(5.3) lies in the fact that in (5.3), the jump transition kernel @) depends on the current
state of the process via ®"(y%,t). In a typical optimality equation for an SFP, there would
not be such a dependence on the current process state at this place of the equation. Hence,
we split our investigations into two separate streams: First, we study the case of having
Q not depending on ®"(y,t). Second, we allow Q to depend on ®(y%,t) and still try to
extract sufficient conditions for an optimal policy to be of ,,bang-bang* type.

Finally, one remark on admissible policies for the completely observable PDMP: By
the same reasoning as for the filtered model (which is a completely observable MDP) of
the PO-PDMP, optimal policies can already be found in the class of Markov policies for
the pseudo-embedded process of a completely observable PDMP. Hence, we do not need
history dependent policies for the completely observable PDMP and combined with the
earlier discussed fact that for the present application example, deterministic controls are
sufficient, we get the following class of admissible policies:

Definition 5.11. The class of admissible policies for the PDMP control problem arising
of Definition 5.1 with fo = & and Qo(y;-) = 0, Yy € Ey is the class 1I° of measurable
mappings ™ : By x RT — A.

Remark 5.12. Note that an adapted version of the Correspondence Theorem holds (see,
e.g., Forwick [34], Theorem 2.2.14) and thus, there exists a correspondence between policies
70 for the completely observable PDMP and policies for its pseudo-embedded MDP, denoted
by 7P B — U = {u: [0,00) — A | u measurable} such that

™(y,-) = 7P (y) () M —ae onRT Yy € Ey.

5.4.1 Models with state-independent jump transition kernel

As developed earlier, the optimality equation for the value function of our application
example under complete observation is given by (5.3). A closer look on this equation
repeated below makes appear two summands (I) and (IT) with the following interpretation:

v(y') = inf 0/ e (4 c(@*(yi,w)+A§Q(@T<y%t>;{yﬂ'})v<w> dey.  (5.4)
()

(11)

Optimizing (I) means optimizing the expected discounted cost up to the next jump of the
PDMP whereas optimizing (II) means optimizing the total expected discounted cost from
right after the next jump of the PDMP until the end of the project life time (precisely
until infinity). Unfortunately, there is a link between (I) and (II) which is the dependence
of Q on the pre-jump state ®"(y*,t). Concretely, this means that controlling the process
such that the process runs cost optimal up to the next jump, hence optimal for (I), is not
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necessarily optimal for the total expected discounted cost over life time. In our example,
given the nature of ¢ (see Definition 5.3), optimizing (I) might mean staying always as
close to y* as possible. In case Q(y*;{y?}) = 1 this would lead, however, to the highest
cost possible right after the next jump.

The nature and properties of ( are thus mainly influencing, besides the shape of ¢, the
characteristics of an optimal policy. In this Section, we will therefore start by assuming
the following;:

Assumption 5.13. We assume that there exist Q*,..., Q7 > 0 with Z?Zl Q' =1 and
Qy;{y/'}) =@’ forally€ Ey andj =1,...,q.

The latter assumption thus models a case where the jump transition does not depend
on the current pre-jump state of the process. In many applications this is a suitable
assumption. In case of the chemicals production example introduced earlier, this might
be a suitable assumption whenever jumps in the concentration of the crystal solution in
the tank are due to some machine break downs that do not depend on (meaning occure
in function of) the current concentration of the crystal solution in the tank.

Under this assumption, we can write (5.3) as

oo oo q
v(y') = 1117fz /e*(5+>‘)tc(<l>r(y",t)> dt —i—/e*(ﬁJr)‘)t)\Zij(yj) dt. (5.5)
re 0 N 5 j=1

(1)

We recognize that minimization is only done over the integral containing (I). The integral
containing (II) can not be influenced by a control decision of the agent. Clearly, in this
situation, an optimal policy only tries to minimize one-period cost up to the next jump of
the PDMP as the jump transition does not depend on the current pre-jump state of the
process. Whatever the agent does, he cannot influence the total expected discounted cost
from the next jump onwards. He only can influence the current running cost up to the
next jump. Hence, if ¢ has a global minimum point, the policy trying to steer the process
state towards this global minimum point as quickly as possible seems to be an optimal
policy. It turns out that this intuition is true:

Proposition 5.14. For the PO-PDMP model of Definition 5.1 with fe = dg and Qo(y;-) =
0y Yy € By and under Assumption 5.13 it holds:

a) For cost functions ¢ as of Definition 5.3, there exists a unique optimal policy of
,bang-bang“ type.

b) If the cost function c is not strictly conver but having a global minimum in y* and c
growing on (y*,00) and ¢ decreasing on (—oo,y*) (both not necessarily strictly) then
there exists an optimal policy (not necessarily unique) of ,,bang-bang“ type.

In both cases, the optimal policy mentioned is deterministic and given by
Wo*(y,t) = ]l{ygy*} : ]l{t<y**y} " Qinc — ]l{y>y*} ) ]l{t< y—yry Qdec-
= Aine — Aec

Remark 5.15. The optimal policy mentioned in the above Proposition is thus a policy,
where the agent is acting the following way:
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e If the post-jump state y is greater than y*, hence if the concentration in the tank
after a jump of the process is greater than the required level of y*, then, the agent is
pumping in water in order to decrease the concentration. The agent selects to pump
in water at highest pumping rate possible age. until the required concentration y* is
achieved again. Once y* achieved, the agent stops all pumping of water or crystal.
If a new jump of the process occurs before y* is achieved, the agent re-evaluates how
to act depending on whether y > y* or not after the jump.

e If the post-jump state y is less than y*, by the analogous reasoning, the agent is
pumping in more crystal at highest possible pump rate a;n. in order to increase the
concentration until y* is achieved. If a new jump of the process occurs before y* is
achieved, the agent re-evaluates how to act depending on whether y > y* or not after
the jump.

In order to prove Proposition 5.14, we need the following result which is inspired by Lemma
3.3.2 in [17]. In our version below, however, we skip the convexity requirement for the
function f and weaken this to the monotonicity conditions mentioned below. We start
with the following Definition:

Definition 5.16. Let B,U > 0 two positive constants. We then define the class Xpy of
measurable functions X : RT — R by:

X e€Xpy ©V6>0Vt>0:—B5 < X(t+6)— X(t) <US.

Lemma 5.17. Let f: R — R lower semi-continuous and satisfy

(i) Iyo €R: fy) = f(yo) Yy # yo
(ii) f is increasing on (yg, 00)
(iii) f is decreasing on (—oo,yo).

Further, let P a probability measure on RT, absolutely continuous w.r.t. the Lebesque
measure on RY and B,U > 0. Then, for xq € R, the optimization problem

L(X(1); a0) = /0 T X)) Pd) —  min (5.6)

XeXpy,X(0)=m0
has a solution X*(t) := k(zo, yo,t), where we define
k(20,90,t) = Lyzo<yoy min(zo + Ut;90) + Ly} max(xo — Bt;yo). (5.7)
In case f is strictly monotone in (i) and (iii), this solution is unique.

Proof. W.l.o.g. let xg < yo (use oppsite monotonicity properties of f otherwise). Let
X*(t) = k(z0, yo,t) = min(xo + Ut; yo). We show (a) a path X (¢) reaching a point y > yo
is not better than X* and (b) a path X (¢) tending slower towards yo than X*(¢) does (and
wslower® includes also tending away from 7)) is not better than X*. With (a) and (b) X*
turns out to be optimal.

For (a) let X € Xpy with X(0) = zp and X(¢) > yo for some ¢t > 0. Define then
X1(t) :== min(X (t);y0). As f is lower semi-continuous and by definition of Xpy, we find
the following subset of RT with positive measure:

{t e RT | f(Xa(t) < f(X (1)} (5:8)
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Hence, (a) follows as now
L(X1(t), zo) < L(X(1); o). (5.9)

For (b) let Xo, X3 € Xy with XQ(O) = X3(0) = xp and Xg(t) < X3(t) < yo for all t > 0,

then by monotonicity of integrals
L(Xs(t);20) < L(Xa(t); 20). (5.10)

In case f is strictly monotone in (ii) and (iii), we obtain strict inequalities in (5.8), (5.10),
(5.10) and we obtain a unique optimal solution to (5.6). O

Proof (of Proposition 5.14). Under the assumptions of the Proposition, the value function
v takes the form (5.5). As the action space is A = [—agec, Ginc] and by definition of the
controlled Drift ®", we have ®"(y',t) € Xa, .a;,. With ®"(y%,0) = y’. Now, c satisfies
the requirements on f of the previous lemma and as X, 3 > 0, the measure e~ (#+tNtdt on
R* can be normalized to a probability measure that is then absolutely continuous to the
Lebesgue measure on RT.

From the previous Lemma we thus get an optimal Drift of ®"(y*,t) = k(y*, y*,t) and
by taking the derivative w.r.t. the time parameter, we obtain the result. O

5.4.2 Models with state-dependent jump transition kernel

The goal of this Section is to provide a sufficient condition for the existence of optimal
,bang-bang“ type policies in the case of state-dependent jump transition kernels. As
outlined before, the connection between (I) and (II) in (5.4) is the current pre-jump
position. We saw, that if Q) is such that, very close to the optimum y* of ¢, jumps will lead
to states far away from y* but if, on the other hand, jumps will lead to positions near y*
for pre-jump positions not far away from y*, trying to be always as close to y* as possible
is not necessarily the best policy.

The idea of this Section is thus to provide a sufficient condition on @ such that still,
the optimal policy is to always try to stay as close to y* as possible. In a way, the following
assumption can be understood as the following property of @): The further away from y*
the pre-jump state of the process lies, the higher is the probability of getting post-jump
states even further away from y*. Meaning: controlling the process ,,away from y*“ is not
only bad for the one period cost portion (I) in (5.4) but also for (II). The hope is thus, that
it turns out to be optimal to try to get as close to y* as possible under this assumption.

Assumption 5.18. We assume Q to be a weakly continuous transition kernel from Ey
to P(EY.) satisfying the following property: For each function w : EY — RY with w

increasing on {y%Jrl, ..., y?} and w decreasing on {y',... 7y%}, the function

q
Fou: By 5 Ry = > Qi {/Hw(y’)
=1

has the following properties:
(1) Fou is increasing on (y*,00) and

(it) Fqu is decreasing on (—oo,y*).
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Remark 5.19. Ezamples of such transition kernels QQ are, e.g., kernels of the following
form: Take Q(y*,-) the uniform distribution on EY-, hence Q(y*;{y’}) = % for all j =
1,...,q9. Now, as y increases from y*, keep the distribution on {yl,...,y%} constant

at probability mass % on each of those points. For the distribution on {y%H, co Yyl we

transfer probability mass more and more on y? as y increases. Meaning, for y* <y < y%“
we get

o jef{t,...,u{d+2,...,q-1}
q
; 1, y2t'— ;
Quity'}) =3 ¢ g J=8+1
L1, _y—wyx -
TR g3ty J=4

This means, we take more and more probability mass away from y%H and put it on top
of the probability mass of y2. One can now extend this definition of Q analogously to
intervals (y*,y* 1] for k = 341,...,9—1 and by the analogous reasoning of then shifting
mass to y' one can define Q fory < y*.

Now what we presented can be generalized to transition kernels where one does not
simply shift probability mass to the extrem points y' and y¢ but in principal, shifting to
any point further away from y* than y is adequate.

Such types of transition kernels can appear in applications very often. Imagine that in
our chemicals production example, machine break downs causing an increase of the con-
centration in the tank get more and more likely as the concentration in the tank increases.

Under the above assumption, we thus get the following result:

Proposition 5.20. For the PO-PDMP model of Definition 5.1 with fe = do and Qo(y;-) =
0y Yy € By and under Assumption 5.18 it holds:

a) For cost functions c¢ as of Definition 5.3, there exists a unique optimal policy of
»bang-bang“ type.

b) If the cost function c is not strictly conver but having a global minimum in y* and c
growing on (y*,00) and ¢ decreasing on (—oo,y*) (both not necessarily strictly) then
there exists an optimal policy (not necessarily unique) of ,,bang-bang“ type.

In both cases, the optimal policy mentioned is deterministic and given by

ﬂ-o*(y’t) = ]L{yﬁy*} ' ]l{t<y*;y} * Qine — ]l{y>y*} ’ ]L{tg%} " Qdec-

— %nc

Proof. We will prove this result following a five steps approach. Remember that we de-
note the analogous operators to 7,7, and H by £, Ly and K in the completely observable
model, see introduction to Section 5.3. The five steps then are:

(i) We show that L0 is decreasing on {y!,..., y%} and increasing on {y%H, oyt

q

(ii) We show that if w as of Assumption 5.18, then Lw is decreasing on {y!,...,y2}
and increasing on {y%H, oo ylt

(iii) By induction, we then get Vk > 1 : £F0 is decreasing on {y, ... ,y%} and increas-
ing on {y%‘H, oLyt
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(iv) By pointwise convergence of £¥0 (see Theorem 2.58 and for adapted version to
completely observable PDMP problems, see Forwick [34], Theorem 2.3.9), we get

v = lim £F0
k—o0
is decreasing on {y!,... ,y%} and increasing on {y%H, o ylt

(v) Finally, from (5.4) with its parts (I) and (II) we get the result by applying Lemma
5.17: Actually, the function

yHC(y)JrAzq:Q(y;{yj})v(yj)

j=1

is decreasing on (—oo;y*) and increasing on (y*;o00) as this property is true for ¢ as
assumed in the statement of the proposition and as the same property is true for y +—
A Z‘;:l Q (v; {y’}) v(y?) because v satisfies the requirements of Assumption 5.18 because
of (iv).

The result now follows by the same reasoning as at the end of proof of Proposition
5.14. Remains to show (i) and (ii).

For (i), we get by definition of £ for y* € EY:

e}
7 — inf / —(B+M)t " % t dth .
() () = int { [ e e (97, )
No:v by Lemma 5.17, we get an optimal Drift oquIﬂ"* (v',t) = k(y', y*,t). Now let y™, y" ! €
{y2Tt, ... ¥} (the case y",y" ! € {y',...,y2} analogously). By definition, k(y",y*,t)
is tending towards y* with maximum allowed ,speed“ age., same is true for k(y"*1 y* t).
But as y"*! is further away from 3", it will always hold k(y" 1, y*, t) —y* > k(y™, y*,t) —y*
and hence

c (k‘(y"“,y*,t)) > c(k(y™, y*,t)) Vvt >0.

By monotonicity of integrals, we thus get (i).

For (ii) we apply the same reasoning as in (v) (here, w plays the role of v in (v))
to derive from Lemma 5.17 the existence of an optimal Drift. Now apply the analogous
reasoning as for (i) to the integrand y — ¢ (y) + AX7_; Q (y; {¥'}) w(y?). O

5.5 Optimal policies in partially observable case

In this Section we come back to the partially observable version of the application example
introduced at the beginning of this Chapter. We thus assume a noise density fe that is
not concentrated to one point and we also assume an initial conditional distribution of Yj
that is not necessarily a point mass. Hence, we get a value function of the derived filter
model as developed in (5.2) and again, we recognize two summands (I) and (II):

T(p) = inf {(1)+ (I}, (5.11)
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where
(1) = / e~ (PN ipzc (o7(v', ) ds'
0 =1
(D) =2 [0S i (47, 1)) [ fe (- v)
0 j=1i=1 R

J (x(p,a', s r))da'ds'.

The difference to the completely observable case is obvious: We get a sum over the current
conditional distribution p, more precisely over its components p’. For (I) this is not so
much of a difference compared to the completely observable case as we will see in the next
Section. For (IT), besides the sum over p’, we also get a dependence of x on r which makes
the treatment of (I7) more complex as in the completely observable case where r only
appeared in the argument of () via ®".

The plan for this Section is thus to first analyze partially observable models with state-
independent jump transition kernel in 5.5.1. Thereafter, we turn to the general case of
models with state-dependent jump transition kernel in 5.5.2.

5.5.1 Models with state-independent jump transition kernel

We start by analyzing models with state-independent jump transition kernels, hence we
take again Assumption 5.13. The first observation is that the filter x does no longer
depend on the relaxed control r under Assumption 5.13.

Corollary 5.21. Under Assumption 5.13 we have

Xl(p,x,5,7) = X1 (pyw,8) = ple MAQ7 fe(z — y),

) ] —uNOI
XJ (07% S, 7’) = Xj(x) - szi(gkff(a)fi yk)’

meaning that X{ does not depend on r € R and that x?, hence x, does only depend on the
noisy measurement .

Proof. The statement about Xg follows directly from Definition 2.30 as we assume \ con-
stant in this application. For x’, remember the definition of ¥ as

q 9 4 q
X(p,@,5,7) 1= ZZX ptysr) =y D peAQ ez — ) = A Q' fe(w — o),
k=11=1 k=11=1 =1

k _
where we used that ZZ:I p¥ =1
By definition of x’, we then obtain:

] 1 q ) e—)\s)\ije(x _ yj) {1_1 pi
X (p,x,8,1) = ———< > xi(p,x,8,71) = — =,
X(p,SC,S,T) Zz::l ! € As)‘zzzl Qkfe(liiyl)
and the result follows as, again, > 7_, pl=1. O

Based on the previous Corollary, one recognizes immediately that (II) in (5.11) does not
depend on r € R under Assumption 5.13. The optimality equation for J’ under Assump-
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tion 5.13 thus becomes:

o0

q
J'(p) = inf / "N e (@7 (y, ') ds’

o0 q
#A [y Q[ 1 (o = i) I (@) d
0 =l R

We find again a situation where the agent can only try to minimize one period cost up to
the next jump. This time, however, we get a convex combination of convex functions as
the sum over p appears in the integrand. In preparation for the final result of this Section,
we need the following;:

Lemma 5.22. For cost functions ¢ as of Definition 5.3 it holds: Let p € P(EY.) and
y' € Eg/ fori=1,...,q, then the function

q
RByHszc(y’—ky)GI[@'

i=1
is strictly convexr and has a unique global minimum y*™* € (y% —y9, y%H —yh).

Proof. As c is strictly convex and p' > 0 foralli =1,...,q with >, p' = 1, the function
y — 2L ple(y’ + y) is strictly convex. Further, as the strictly convex function ¢ has
— y% + y%Jr1
= 2

its global minimum in y* : , we know that ¢ is decreasing on (—o0,y*) D

(—o0,y%) and increasing on (y*,00) D (y2t! 00). Hence, y — c(y' + y) is decreasing
on (—oco,y? — y?) and increasing on (y3t! — y! 00) for all i = 1,...,q. Now, by strict
convexity of y — Y7, ple(yt +17), the existence of a unique global minimum in the stated
interval follows. 0

Corollary 5.23. If ¢ is only convex but not strictly conver and has a global minimum
q a4

mny* = %, the statement of the previous lemma still holds but y** is not unique

then.

With this results, we can now apply the analogous reasoning as for the completely observ-
able case to prove the main result of this Section:

Proposition 5.24. For the PO-PDMP model of Definition 5.1 under Assumption 5.13 it
holds:

a) For cost functions ¢ as of Definition 5.3, there exists a unique optimal policy of
,bang-bang“ type.

b) If the cost function c is not strictly conver but having a global minimum in y* and c
growing on (y*,00) and ¢ decreasing on (—oo,y*) (both not necessarily strictly) then
there exists an optimal policy (not necessarily unique) of ,,bang-bang* type.

In both cases, the optimal policy mentioned is deterministic and given by

ﬂ-:b(hn’ t) = l{Ogy**(hn)} ’ ]l{t<4y**(hn)} " Gine — ]1{0>y**(hn)} ) ]l{t< *y**(hn)} " Qdec,
—  %nc —  9ec
where y**(hy,) is the global minimum mentioned in Lemma 5.22 (for a)) resp. in Corollary
5.28 (for b)) for p = pn(hy), i.e. p the conditional distribution calculated by iterating x
based on the observed history h,.
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Proof. By the definition of ®" in Definition 5.1(v) it holds: ®"(y*,t) = y*+ ®"(0,¢) for all
t > 0. Thus, we get

q

Z ple (@T(yi, t)) = Eq:pic (yz + o"(0, t)) .
i=1

i=1 =

Now, based on Lemma 5.22 and Corollary 5.23, we can apply Lemma 5.17 and get an
optimal drift of
®7(0,t) = k(0,5 (p), t)-

Taking the time derivative of this optimal drift leads to the result. Strictly speaking, this
leads first to an optimal decision rule for the derived filtered problem of

F(P) () = Lgogy (o1 - Lpc vy Gine = Losy ()}~ Ly core)y + e

inc —  %dec

then by Lemma 2.38 we get

T (hn) (1) = £* (i (hn)) (1),

as optimal policy for the pseudo-embedded process and, finally by the Correspondence
Theorem 2.11 , we finally get

s (s ) = 22 (h) (1)
as optimal policy for the PO-PDMP. O

With the latter result, we also get existence of an optimal policy of ,bang-bang“ type
in the partially observable case whenever () is not state-dependent. However, note that
the optimal policy is depending on the conditional distribution p as y** is a function of
p. Hence, the point towards which an optimal policy is steering is different for different
observations of p. This is a difference to the completely observable case where an optimal
policy will always steer towards the global minimum g* of the running cost function c.

5.5.2 Models with state-dependent jump transition kernel

We turn now to the case of state-dependent jump transition kernels. We start with the
discussion of a very concrete application example where we can achieve a characterization
of an optimal policy of bang-bang type. A deeper analysis of properties of the filter is
required to solve this problem. In a second step, we then provide an outlook on how
to characterize and find optimal policies for a general PO-PDMP problem with state-
dependent jump transition kernel.

5.5.2.1 A three states example

In this Paragraph, we illustrate an approach how to determine an optimal policy for a
partially observable PDMP control problem. To do so, we assume the following model for
the rest of this Paragraph:

Assumption 5.25. We consider a model as of Definition 5.1 where we specify the fol-
lowing:

(i) The action space is assumed to be A := [—1;1], i.e. we set Agec ‘= Ainc = 1 in
Definition 5.1.
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c(y)
110
% ‘ ‘ % y
—2 —15 0 1.5 2
yt y? y?
Qy;-) =6,1() Qy;) =6,2(") Qy;) = 6,3(")

Figure 5.1: Cost function and transition kernel in concrete application example

(i) The set of possible post jump states is assumed to be EY. := {—2,0,2} and we set
y' = —2,9% := 0 and y> := 2. This is a slight modification of the model of Definition
5.1 where an even number of possible post-jump states was assumed. However, this
does not influence the following results.

(iii) We set A := [ :=1.

(iv) The jump transition kernel Q is specified as follows (see also Figure 5.1):

Gy1 (), y < -2
%_;y.(gyl(.)Jr?Jr?y.ng(.), —2<y< -3
Qy;-) = 6,2(), -3<y<3
2?3” 5y2(-)+y§-5y3(), S<y<2
dy3(+); 2<y

(v) The cost function is no longer assumed to be strictly convex. We assume the following
cost function throughout this example (see also Figure 5.1):

10, y < —2
10-20(y+2), —2<y<-3
c(y) =1 0, -3<y<3
20(y — 3), S<y<2
10, y>2

The main result of this Paragraph is the following characterization of an optimal
,bang-bang“-type policy for the optimization problem defined in Definition 5.5:

Theorem 5.26. For a PO-PDMP control model as defined in Definition 5.1 and un-
der the precisions of the model made in Assumption 5.25, an optimal policy for the
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optimization problem of Definition 5.5 is given by the following ,bang-bang“-type policy
7 = (mg,m1,...) € IF, where we set, forn € N and h,, € Hp:

TPy £) = Mgt o)z ()} * ety — Moskha) < v} La<ty: (512)

We use here the earlier introduced notation ui (hy) for un(hn)({y'}), d.e. the conditional
probability of seeing a post-jump state y* at the n-th jump of the process given the ob-
served history h,. Remember that py,(hy) is the recursively, via iteration of x, calculated
conditional distribution on P(EY.).

In order to prove this theorem, we will follow the approach outlined as follows:

1) We give an optimal policy for the one-step problem of the derived filtered process,
i.e. we present such a policy and prove that it is optimal.

2) We prove that the one-step-minimal-cost-function 70 : P(EY) — RT has a set of
important properties.

3) We show by induction that the value function J’ of the above mentioned optimization
problem has the same properties as found for 70 in step 2).

Based on the fixed point equation 7.J' = J’, we can then prove Theorem 5.26 leveraging
the properties of J’ found in step 3).

Step 1: Finding an optimal policy for the one-step optimization problem:
The minimal cost for the one-step problem was derived, for p = (p', p?, p®) € P(EY), as

(T0) (p) = inf { /0 - e*%fj pic (27(4.1)) dt}, (5.13)

reER i1

see also Cost Iteration in Proposition 2.50, Corollary 2.53 and Lemma 3.6. Note further,
that here, we have A = g = 1.

As in the previous Sections of this Chapter, we will now first analyze the sum of cost
functions appearing in the above integral:

Definition 5.27. For p = (p',p?, p3) € P(EY), with p' = P({y'}) for i = 1,2,3, we
define

3
Coly) :==>_plely +v), y € Ey.
i=1
In order to simplify notations, we denote by I[(z1,y1); (22, y2)] () := y1 - =% + yg - =11

To—T1 To—T
the linear function describing the shortest path between the points (z1,y1) and (x2,y2) of

the real plane.
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Cp(?J)
10

Figure 5.2: Graph of function C, for p = (%, %, %), i.e. for case p! > p3.

Lemma 5.28. Let p € P(EY), then it holds (see also Figure 5.2):

10a Yy S —4
[(=4,100;(=5,1000" + 92| (), —4<y<-]
10(p" + p?), —I<y<-2
L[(=2,10(0" + p2)); (=3, 100)| (), —2<y < -3
10p17 _% g Yy S _%
] [(=3,1001);(0,10(0" + p*)] (), —3 <y <0
o\Y) =
l [(0, 10(p" + p*)); (3 1003)} (), 0<y<s3
10p°, ;<y<3
1[(3.100%):(2,10(0 + p%))] (v), f<y<2
10(p* + p%), 2<y<1?
13,1006 + p%)); (4,10)] (), T<y<d
10, y > 4.

Proof. Follows directly from the definition of the cost function c¢ in this example, see
Assumption 5.25, part (v). O

Remark 5.29. In Figure 5.2, the graph of C,(y) is illustrated for the case pt > pd.

Having understood the function C,, we can now give an optimal policy for the one-step
optimization problem of the derived filtered process in our example:
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Proposition 5.30. The one-step minimal cost for p € P(EY.) is given by

T0() = [~ e ple (v’ + 9 0.0)) a,
i=1

where an optimal deterministic policy u* € U (see also Remark 5.12 to recap the Definition
of a deterministic policy) is given by

u*(t) = ]l{p12p3} . ]l{tgé} — ]l{p1<p3} . ]l{tgé}'
This is not a unique optimal policy as one may recognize when looking at the graph of C,,.

Proof. Assume, w.l.o.g., p! > p?, otherwise analogous reasoning by symmetry of the cost
function and as |y!| = |y3|.

For p' > p3, the function C), has a global minimum in y* := % (follows from previous
Lemma, see also Figure 5.2). Furthermore, C), has a local minimum in ¢’ := —%. However,
as p' > p3 it follows C,(y') > C,(y*) and hence, as |y*| = |y/| and as agec = @ine, there is
no benefit in conidering the ,left branch® of the graph of C), for y < 0.

Now considering the ,right branch® of the graph of C, for y > 0, we find: C, is
monotone decreasing on [0, 1) and monotone increasing on (3,00). By (an adapted ver-
sion of) Lemma 5.17, an optimal drift, realizing the minimal one-step cost, is given by
O (v, t) = y* + k(0, %, t), where we use the definition also presented in Lemma 5.17:

1 ) 1 1 _ 1
k(0, i’t) = l{ogé} min(0 + ¢; 5) + ]1{0>%} max(xg — t; 5) = min(¢; 5)
Differentiation w.r.t. the time parameter leads to the result for the case p! > p?. Anal-
ogous reasoning for the case p! < p3, where we then get k(0, —%,t) = ]l{0<_%} min(0 +

t7_%)+]l-{0>_%} max(xo—t;_%). -

This completes step 1) of our approach and we now turn to the analysis of properties of
70 as a function defined on P(EY.).

Step 2: Analyzing the properties of the one-step minimal cost function 70:
Knowing an optimal policy for the one-step optimization problem, a few Corollaries can
be shown:

Corollary 5.31. For p € P(EY.) it holds:

(T0) (p) = /Oé e 2t {]l{plzpiS} : [pl c(t —2)+ 10p3} + Lpprepsy {pg’ c(2—1t)+ 10p1]} dt

o —2t 3 1
+/l e {1{p12p3}'10'p +]l{p1<p3}'10'p } dt.
2

Proof. Follows from previous Proposition: Applying the optimal policy stated in previous
proposition leads to a drift of ®*(y?,t) = y* + k(0, %,t) in the case of p! > p? and to a
drift of " (y%,t) = y' + k(0, —%,t) if p! < p3. Now, as c(y) = 0 for y € [~1.5,1.5] we get
c(y? +k(0,5*,t)) = 0 for both cases, y* = % and y* = —%. The result then follows putting

in y! = —2 and y? = 2 according to their definitions. (]

Corollary 5.32. Writing 6, for the point mass in point y € Ey and setting po := %6y1 +
%%2 € P(EY), we get the following results:
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(1) (TQ) (dy2) =0

(i) (T0) (3,) = (T0) (8,5) > 0
(iii) (T0) (po) > (T0) (6,1) ,Information inequality”
Proof. (i) is clear from previous lemma as p? does not appear in the term for (70) (p)
there. Part (ii) is clear by symmetrie of ¢ (for the equality) and by strict positiveness of

the second integral. Part (iii) clear as second integral is zero for p = d,1 but not for p = pg
and in first integral we have Sc(t —2) + 1 - 10 > ¢(t — 2) for all ¢ € [0, 1]. O

As p', p? and p? only appear in first order in the expression for (70) (p) in Corollary 5.31,
knowing (i),(ii) and (iii) of the previous Corollary is enough to draft the graph of 70. All
has to be linear and we have the significant points and know about the relation of the
function values of 70 in these points. But we can also express 70 as a function of only
two variables as it holds p! + p? + p3 =1 for all p € P(EY.).

Corollary 5.33. For p = (p', p%, p?) € P(EY.), it holds:
(T0) (p) = F(p", ),

where we define the function F by

1
2 _
F(p',p*) = /0 e {l{plz(l—pl—/ﬂ)} ’ [Pl c(t —2)+10(1 — p' — ,02)}
Fliptci—pr—p2)} - {(1 —p' = p%) c2—1t)+ 10/01” dt

+A e 2t {1{p12(1—p1—p2)} -10- (1 — pl — p2) + 1{p1<(1—p1—p2)} -10 - pl} dt.
2

Proof. Follows from Corollary 5.31 by setting p? = 1 — p! — p?. O

Remark 5.34. A plot of the graph of F' on the domain p' € [0;1], p? € [0;1— p'] is given
in Figure 5.3. As p* + p* + p3 = 1 this domain covers all p € P(EY.). The probability
mass p> is given by p> =1 — pt — p2.

Lemma 5.35. For p = (p',p?,p®) € P(EY) and p = (p', p?, p°) € P(EY) it holds:

(720 ' =0) v (7 2 p* 11° = 0) = (T0) (§) < (TO) (o).

Proof. Follows from a technical proof analyzing the gradient field of the function F. This
proof is known to the author but omitted here as it is very technical and lengthy. However,
from our findings in Corollary 5.32 and by the remark thereafter, one can construct the
graph of F. A visualization of the graph is provided in Figure 5.3. From this graph, the
statement follows. O

The two important properties of 70 to remember from this step of our approach are thus:
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Figure 5.3: Graph of function F' from Corollary 5.33, plotted for p! € [0;1], p? € [0;1— p!]

Step 3: Analyzing the properties of the value function J':
We turn now to the analysis of properties of the value function J’ and the main result of
this step of our approach is:

Proposition 5.36. The value function J' satisfies:
a) J'(8,2) =0
and for p, p € P(EY.) we have
b) (*=p* NPt =0)V(7* > p* ApP =0) = J'(p) < J(p).
For the proof of this Proposition, we need to better understand the filter equation for .
The important result here is the following:
Lemma 5.37. For p' > p? and under the optimal policy w* of Proposition 5.30, we get
forx € R and s > %:
X' (py,5,u*) =0
(o' +p?) fe(z — 4?)
(o' + p?) fe(x — y?) + PP fe(z — y?)
P’ fe (z — yg)
(P + p*) fe(x = y?) + pP fe(x — 47

An analogous result (by symmetry) follows for the case p' < p®. Furthermore, again for
pt > p3, and under policy u® defined by u) = 0 € A, i.e. the executed control action is
zero at every point in time, we get for s > 0 and z € R:

X2(p,x,s,u*)::

X(p,x,8,u*) =

1 0y _ pfe(z —y")
) = o e )
2 0y _ p*fe(x —y?)
) = - )

o2, 5,u0) = LI V)

S pifelr—yl)
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An analogous result (by symmetry) follows for the case p' < p3.

Proof. Follows from the definition of 'y, see Definition 2.30 and the Defintion of the jump
transition kernel @) here in this example. Note that we have )\ constant. By the same
reasoning as in Corollary 5.21, x/ does not depend on A. Furthermore, remember that
under u* for s > %, we have already moved the probability mass that initially was in y* into
the area where Q leads to a jump to y? almost surely. Under control u", probability masses
are transferred from v’ to y* as such is Q but then, according to the filter equation, the
noise modeled by fe has to be considered. This leads to the expressions for x(p, z, s, u")
above. g

Corollary 5.38. For s > X and for v* and u° as in previous Lemma, it holds for all

2
r e R:
X2(p7 x? S? u*) Z X2(p7 x? 87 uo)

Proof. Follows from previous Lemma as
X2(p7 z,s, U*> - X2(p7 xz,s, uO)

(p' =+ p?) fe(x — ) P fe(x —y?)

(P! + ) fe(x —y?) + PP fe(z — y3) ?:1 P fe(z —y")

_ M=) [0+ ) felw —y) + P fe(a — )]
S8 pifele = )] (0 + p2) felw — 92) + pP el — o))

Now the result follows as there are only sums and products of non-negative expressions.
From Lemma 5.37 we further get another immediate consequence: ([l

Corollary 5.39. X2(5y27 x,s,u*) = X2(5yz,a:, s,u’) = dy2.

We can now prove the main result of this step of our approach:

Proof (proof of Proposition 5.36). We will follow the analogous approach as for the proof
of Proposition 5.20 for the completely observable case. The three steps here are now:

() We show that for w : P(EY) — RT with w satisfies properties a) and b) of Proposi-
tion 5.36 we have again T w satisfying properties a) and b).

(ii) By induction it follows that 7%0 satisfies properties a) and b) for all k£ > 0.

(iii) As J’ = limy_ o 70 (pointwise limit) we also have J’ satisfying properties a) and
b).

We only have to show (i). Hence, let w as in (i). We first determine an optimal policy
for w, i.e. some u* € U with (Hw)(p,u*) = Tw (remember: we know that an optimal
policy can be found in the set of deterministic policies). Consider u* of Proposition 5.30
and assume w.l.o.g. p' > p3. We get

(Hw)(p, u”)

oo 3.3 . . . .
= (TO) ()2 [T Y0 W0 w)) [ w o t)) fele = y)da dt.

i=1j=1
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Now, under ©* and for ¢t > %, the sum in the integrand becomes:

o' / w (x(p, 2, t,u")) fe(w — y*)dw + p? / w (x(p,x, t,u")) fe(z — y*)da
R R
+p3/ w(X<P7fU7taU*>)fe($—y3)da:
R

By Lemma 5.37, we have now x!(p, z,t,u*) = 0 and by Corollary 5.38 we get x%(p, z, s, u*) >
X2(p,z,s,u"). As w satisfies property b), we thus get w(x(p,z,s,u*)) < w(x(p,z,s,u"))
for all € R. Policy u* is thus better than policy u° for the integral above. Now as u* is
optimal for the one-step problem and as steering longer to the right would not improve the
one-step cost problem neither the integral above and as steering to the left would worsten
both parts as well, u* is optimal for w. Hence, (Hw)(p,u*) = (Tw)(p).

Now, to show property a) for 7w, remember that (70) (9,2) = 0. Further, by Corollary
5.39, we have x(d,2,,s,u*) = d,2 and as w satisfies property a), we have for all s > 0
and all z € R : w(x(6,2,z,s,u*)) = 0. Hence, (Tw) (4,2) = 0.

To show property b) for Tw let p, p € P(EY) and assume w.l.o.g. 5° =0 and p? > p°.
By Lemma 5.37, we get for ¢ > % then x(p, z,t,u*) = d,2. This is the best distribution
one can get for the integral above, as then, as we saw, w(x(p, z,t,u*)) = 0 as w satisfies
property a). Furthermore, we have (70) (p) < (70) (p) as (70) satisfies property a). We
conclude Tw satisfies property a).

Steps (ii) and (iii) are clear. O

With this result about properties of J' we can now prove the main result of this
Paragraph:

Proof (of Theorem 5.26). As we have J' satisfying properties a) and b) of Proposition
5.36, the result follows. We actually showed during the proof of Proposition 5.36, that
for a function w satisfying properties a) and b) an optimal policy is given by u* as of
Proposition 5.30. Now the result follows by the Correspondence Theorem. Il

5.5.2.2 Outlook: The general case

In the last Paragraph we discussed a very concrete example of an optimization problem
for a controlled PO-PDMP. We could derive a characterization of an optimal policy. This
discussion required a deeper analysis of of the filter and its response to a control policy.
We were finally able to show that the stated policy is optimal because we were able
to prove that the policy being optimal for the one-step problem is also optimal for the
infinite horizon problem,too. This was possible because the jump transition kernel had
good properties: Jumps from the state optimal for the cost function do not go to ,bad“
starting positions for a relaunched optimization problem.

In the case of a completely observable problem, we were able to give a concrete sufficient
condition for the existence of optimal bang-bang policies. This condition involved the jump
transition kernel and somehow required exactly this property that jumps occuring from
states near the optimum of the cost function do not lead to states with very high cost.

Such a relatively simple sufficient condition for the existence of optimal bang-bang type
policies cannot be given in the general model under partial observation. The principal
issue is that the control policy intervenes at two points in summand (II) of (5.11): In
the argument of the jump transition kernel via ®” and in the argument of the filter x.
Remember: In the completely observable case, the control policy only intervenes in the
argument of the jump transition kernel.

A deeper analysis of the concrete kernel properties arising from the concretely selected
model paramters is required as we did here in the example. No simple convexity condition
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can be applied as far as we understand by now. The topic of deriving an adequate sufficient
condition on the transition kernel remains an active research topic.

However, the value of the fixed point equation we derived in this thesis for the value
function J’ can be best illustrated by the following: As we know that 7.J' = J’, we can
apply numerical approximation methods such as Howard’s policy iteration, see [43] or [6].
This algorithm needs a good initial guess of an optimal policy. For problems with convex
cost function, we highly recommend to always initialize the algorithm with the optimal
policy for the one-step problem. As we saw, this one-step problem is still an easy problem
where the techniques for convex cost functions apply as detailed in this Chapter.



Chapter 6

Further applications and outlook

Having developed a theory for optimal control of PO-PDMPs under a set of important
model assumptions, we end this thesis with a brief discussion of the main assumptions
taken in order to derive existence of optimal policies. While some assumptions taken
were of technical relevance (e.g., uncontrolled jump intensity), others were a free choice
(e.g., how to model partial observation). The question on practical relevance of these
assumptions in concrete applications of the theory thus arises. Therefore, we aim to end
this thesis by a discussion that is twofold:

First, we highlight the main assumptions taken and discuss them in view of concrete
applications. Three questions will guide our discussion in Section 6.1:

(i) What restriction does this assumption have on possible applications?
(ii) For what kind of applications, this assumption would not present any restriction?

(iii) Would there be alternative ways to model a PO-PDMP control problem leading to
a different set of model assumptions?

From this discussion, we then derive, in a second step, a perspective on possible refine-
ments and extensions of the PO-PDMP control theory developed in this thesis. This final
discussion is presented in Section 6.2. We highlight, were the PO-PDMP control theory
presented could be refined or even extended. By a refinement, we understand the attempt
to get either more precise results under the same set of assumptions or the same kind of
results under less restrictive assumptions. Extensions of the theory are the attempt to
cover an even broader range of possible applications. This might lead to an even more
general model or different models that, however, are similar to ours in many aspects.

6.1 Model assumptions in view of concrete appli-
cations

The range of possible applications of the general PDMP control theory is broad. There
are applications in finance [57], communication networks [15] or [40], neurosciences [50]
and biochemics [49] to only list a very short overview that hopefully illustrates the huge
variety of domains of application for optimal control problems for PDMPs.

Many of them bear the potential of becoming applications of the PO-PDMP control
theory presented in this thesis. As soon as there arises a situation where, for one of these
applications, the post-jump state can only be observed by a noisy measurement and the
underlying process is unobservable, we enter the context of our model. For applications of
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Biology, Chemistry or Neurosciences, such applications can arise whenever an MRI!, an
X-ray or other imaging tool is required to measure the system state. In order to apply our
PO-PDMP theory, a set of further assumptions has to be satisfied by the model arising
from the application. We summarized these assumptions in Annex C.

The assumptions bearing the highest potential of presenting a restriction to possible
applications shall be discussed in the following sections while always having in mind the
three guiding questions introduced in the introduction to this chapter. We try to enrich
our discussion by always presenting concrete applications where these assumptions are
satisfied.

6.1.1 The finite dimensional case

The assumption of only having finitely many possible post-jump states (see Assumption
2.16) might seems as the most restrictive assumption taken throughout this thesis. How-
ever, in view of many possible applications as well as in view of numerical approaches to
determine a concrete optimal policy, this assumption is meaningful.

In many applications, the ,noisy measurement“ of the post-jump state might actually
be an ,estimation“ of a certain quantity. Think of examples in queueing theory, where
the workload waiting to be processed has to be estimated. First, for many examples in
queueing theory, one might assume a maximum length of the queue. This maximum length
might be very long but assume a cash desk in a supermarket: There is certainly a length
that, if achieved, will lead to no new customer even entering the supermarket. Hence,
assuming a bounded state space makes sense in many applications.

Now, having only a discrete set of possible post-jump states might make sense in
a lot of examples from queueing theory as well. Think of queues in production lines,
were randomly positioned spare parts have to be processed. Depending on the concrete
position of a spare part that is the next to be processed, a robot has to perform the
following: Correct positioning of the part, first, followed by adding the spare part to, say
the car produced. Often, the set of possible positions of the spare part right before being
processed is finite and we enter the context of our model.

In view of numerical approaches the power of our model is the following: We saw that
to determine a concrete optimal policy one has to study the fixed point equation of the
value function. We studied this equation in the case of convex running cost functions.
For more general cases with less regularity properties of the running cost function, an
analytic approach becomes arbitrarily complex. In many cases, however, one can use
numerical approximation to determine an optimal policy. Howard’s policy iteration is one
of the adequate approaches here, see [6], Theorem 7.2.1 or [43]. However, one has to pass
by a discretization of the filter for this numerical approach and we deliver an adequate
discretization with our theory.

6.1.2 Uncontrolled jump intensity and jump transition ker-
nel

The assumption of having an uncontrolled jump intensity and uncontrolled jump transition
kernel (see Assumption 3.9) might as well seem as a serious restriction of the model in
view of possible applications. However, we still allow for both to be state dependent, hence
they do not have to be constant. State dependent but uncontrolled jump intensities and
jump transition kernels is what one can find in many applications. Very often, these two
characteristics are out of the sphere of influence of an agent. Think of the queue at the

'Magnetic Resonance Imaging
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cash desk of a grocery store again. Here, certainly A is state dependent as for very long
queues, less and less new customers will enter the queue.

To remain with an example from queueing theory: Controlling A and ) would mean
to control how often new work load is arriving to the queue and, in case of bulk arrivals,
controlling () would mean to control the amount of new workload arriving. In many
applications this is not possible.

There are cases, however, where one could assume to have these characteristics con-
trolled. Assume a logistics provider or even an online retailer watching its workload in its
logistics queue. By means of advertisement, e.g., special offers, the online retailer could in-
crease the jump intensity as more of the very price sensitive customers would start buying
its products. Hence, jumps occur more often. By only positioning advertisements for large
products that need more work steps in the logistics chain, the retailer could also control
(@ in a way to get jumps leading to greater bulks of work load arriving to the queue.

Very often, controlling A or () goes along with higher cost. In the example above,
positioning advertisements is expensive. This leads to a running cost function ¢ depending
on the control action a € A executed.

6.1.3 Noisy measurement of post-jump state

The way how to model the noisy observation of the underlying PDMP is a free choice when
setting up the model. Depending on the concrete application in mind, different ways how
to model this observation might be adequate:

One could assume, what we did, to only get some kind of ,triggered” information
whenever a jump occurs. We assume to get a noisy measurement of the post-jump state
of the process right at the jump time of the process. This makes perfect sense in many
applications such as break downs in production lines or communication networks, natural
catastrophes, medical diagnostics and many more.

For some applications in queueing theory, it might also make sense to assume to get
a noisy measurement of the jump height, i.e. of the quantity of new work load arriving
to the queue. Actually, this might make sense as often, there is no good reason why to
estimate or measure again the full length of the queue as knowing the estimate of arriving
work loads and knowing the processing speed is enough to estimate the full length of the
queue. This way of observing the underlying PDMP, however, would lead to a slightly
different model than the one presented in this thesis while major parts of the theory would
work analogously.

Another way to model partial observation of the underlying PDMP would be to assume
noisy measurements of the current process state at deterministic, perhaps equi-distant,
points in time. Hence, more measurements of the unobservable state could lead to a more
precise filtered process and thus, to better optimal policies. Again, this would lead to
a different model and in addition, one could raise the question if, in this case, feedback
controls would be more appropriate in combination with these recurring measurements of
the process state.

Finally, in order to get the best estimate possible of the state of the underlying process,
one could even imagine to perform measurements in continuous time. For many applica-
tions, however, this is not possible, either because of technical restrictions or, because cost
of continuous time measurements is so high that possible gains in total discounted cost
over life time, compared to our model, are netted out by these high measurement cost.
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6.1.4 Observation of inter-jump time

Initially, we assumed perfect observation of the inter-jump time. It turned out that we
had to restrict our model to the case of uncontrolled jump intensities and jump transition
kernels in order to prove existence of optimal policies. In Chapter 4, we then showed
existence of optimal policies for models with unobservable inter-jump time. As discussed
in Chapter 4, even assuming a small, concentrated measurement noise for te inter-jump
time would lead to the existence of optimal policies even for models with controlled jump
intensity and controlled jump transition kernel.

In view of possible applications, the assumption of having a noisy measurement of the
inter-jump time is completely meaningful. Time has to be measured in some way and
assuming measurement noise is absolutely adequate. We come back to this point in the
outlook discussion for possible refinements of the theory.

6.1.5 Behavior at the border

Many classical PDMP models assume initiated jumps when the process reaches the border
of the state space. Hence, a jump occurs either triggered by the intensity A and is of
random nature or, occurs at the border of the state space and is of deterministic nature.
In many applications, this assumption makes perfect sense. Think again of queues at cash
desks of grocery stores: Whenever the queue at cash desk number 1 achieves a pre-defined
maximum length, cash desk number 2 is openend and half of the customers is transferred
to cash desk number 2. Hence, when reaching the border of the state space, the process
jumps to half of the maximum length.

In our model, we did not include these jumps at the border, mainly because we work
under the assumption of finitely many possible post-jump states together with the limit
property for the jump intensity: The intensity A satisfies the following limit property:

Vn eN,m, € I h, € H,,y € By :

t
lim / A (@™ ) (y$), a) T (i, 8)(da) ds = oc.
0 JA

t—00

Almost surely, there is a jump after finite time, bringing back the process to a state in
EY.

6.2 Outlook: Possible refinements and extensions
of PO-PDMP control theory

Looking at the PO-PDMP control model we developed in this thesis as well as at the exis-
tence results for and characterizations of optimal policies we derived, further refinements
and extensions of the PO-PDMP control theory presented seem possible.

Whereas our initial optimization problem of Definition 1.37 is a classical optimization
problem for total discounted cost, a second class of optimization problems for PDMPs and
MDPs is very common: Minimum average cost problems. Various authors have published
results on average cost problems for PDMPs, e.g., [20], [19] or [42], as well as for MDPs
(e.g., [2]) or for problems close to SFPs (e.g., [16]). An average cost theory for PO-PDMPs
could be inspired by the approaches of these and other works.

Staying in the context of total dicounted cost problems, the presented PO-PDMP
control model could be refined under the following three aspects:
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First, as we already indicated in Chapter 4 and Section 6.1.4, one could pass to a
model where the inter-jump time is not or only under noisy measurement observed. We
treated the case of unobservable inter-jump times in Chapter 4 but the model under noisy
observation of the inter-jump time could be developed along the lines of the present model.
A filter could be determined analogously to our presented filter equation for x. Basically,
an additional integral w.r.t. the noise density of the measured inter-jump time would
appear in the filter.

Second, the question of existence of optimal policies in the class U of deterministic
controls could be addressed in a general theory, not only in the case of concrete applications
as we did in Chapter 5. A possible approach could be oriented on the work of Forwick
[35], where additional convexity requirements as well as a separation of the drift into
a controlled part and an uncontrolled part are necessary to derive existence of optimal
deterministic controls.

Third, the assumption of having finitely many possible post-jump states could be
skipped. This would lead to a filter where summation w.r.t. to last observed conditional
distribution is replaced by an adequate integral. Additional integrability properties are
then required and one has to investigate what this implies on necessary conditions on the
underlying PO-PDMP. However, as determination of concrete optimal policies will very
often pass by numerical approximation (see also below), a discretization or quantization
of the filter will be required again. Hence, we hold our approach of a ,finite dimensional
case“ for adequate.

In terms of extensions of the model presented in this thesis, the following four points
seem reasonable to be addressed as next steps:

First, a more general theory for the characterization of an optimal policy, also covering
the case of not convex running cost functions could be developed. Here, not only the case of
,bang-bang“ policies should be covered. Also, approximation of optimal policies by, e.g.,
Howard’s policy iteration algorithm (see [6], Theorem 7.2.1 or [43]) or other numerical
methods, see, e.g., [47], could be addressed.

Second, existence of optimal policies was shown for lower semi-continuous running cost
functions. The theory could be extended to other classes of running cost functions. Here,
one has to keep in mind what results on selection of measurable optimizers exist as these
results are at the core of the existence proof for one-step optimizers. An overview of such
selection theorems offers, e.g., [11].

Third, the PO-PDMP theory developed here could be extended to other models of
partial observation. We discussed in Section 6.1.3 how these models could look like.
Especially the case of using feedback controls coupled with repeating noisy measurements
of the unobservable state of the underlying PDMP seems promising. An extension of the
PO-PDMP theory to the use of feedback controls could be based on Forwick’s work [35]
for completely observable PDMPs.

Finally, the theory could also be extended to the case of partial observation modeled
by unknown parameters such as, e.g., unknown jump intensity A. This extension could
also contain the case of so-called hidden Markov models, see also [6], Example 5.1.2.
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Appendix A

The Young topology on the space
of relaxed controls

In this appendix, we develop all results related to the Young topology on R we use in
the main part of this thesis. We define the space R and and the Young topology on this
space. We develop the most important properties of this topological space and finally
show its compactness. We further proof the correspondance Theorem required for the
first reformulation of the initial optimization problem.

This annex is largely inspired by the great work Forwick did in [34], but as we work
with the space of observable histories up to time 7;,, we had to adapt the theory slightly,
especially for the proof of the correspondence theorem. This annex is not intended to
deliver all necessary basics of measure theory, probability theory or stochastic dynamic
programming. We tried to present the most important results of these domains in a version
adapted to the concrete situations where we will apply these results in the main part of
this thesis. For a more rigorous treatment and a complete overview of foundations of
probability theory we refer to the excellent book of Kallenberg [45]. For more background
on the investigated measurability questions and on foundations of stochastic dynamic
programming we refer to the book of Bertsekas and Shreve [11].

A.1 The action space A and the relaxed action
space P(A)

We assume the action space A to be a compact metric space and denote by d 4 its metric.
Let T[d4] denote the topology on A induced by the metric d4. The following notations
will be used throughout the rest of this work: The couple (A, 7[d4]) will refer to the
topological space and the couple (A, Ba) will refer to the measurable space endowed with
the Borel-o-algebra B4 generated by the open sets of the topology 7T [d4].

Lemma A.1. A is a compact Polish space with fized metric da.

Proof. The completeness and separability of A follow directly from the assumed compact-
ness of the metric space A. (See, e.g., Corollary 7.6.2 of [11]). O
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A.1.1 The space C(A)

We denote by C(A) the set of continuous and bounded functions from (A, 7T[d4]) to
(R,7r). For f € C(A), we define the usual norm

1fllo == sup |f(a)|r-
acA

This norm induces a metric on C(A) and we will denote the topology induced by this
metric by T|||| -

Lemma A.2. The space (C(A), T|||-||.]) s separable.

Proof. For a proof see, e.g., [11], Proposition 7.7. O

A.1.2 The space P(A)

We will now turn into a short introduction of the weak topology on P(A). There is a lot
more details about this "standard" topology for spaces of probability measures in books
like, e.g., [11]. As the space P(A) is at the core of "relaxed control strategies", however,
we will present here at least the definition and some basic properties of the weak topology
on P(A).

Remember the definition of P(A) to be the space of all probability measures on the
measurable space (A, B4) as introduced above.

Definition A.3 (Weak topology on P(A)). The weak topology on P(A) is T[C(A)],
where we define for a subset D C C(A) the topology T[D] to be the topology with subbase

V(D) :={Ve(p,f):e>0,peP(A), f € D} (A.1)

where we use for € > 0 and f € D the notation
Vo, 1) = {a e P | [ fag— [ pap| <<}, (A.2)

In a sense, one can understand V(p, f) as a "from f induced e-neighborhood of p €
P(A)" and the subbase V(D) is then the "collection of all e-neighborhoods induced by an
f € D around all p € P(A)".

An example of a probability measure ¢ € V¢(p, f) would be a ¢ that only differs from p
outside of the support of f. Generally speaking, Vi(p, f) contains all ¢ € P(A) such that
the " f-weighted" probability mass of ¢ does not differ too much (i.e. less than €) from the
" f-weighted" probability mass of p.

An important property of the so-defined weak topology on P(A) is that, for all f €
C(A), the mapping

Hf:P(A)—>R,p»—>/fdp

is continuous w.r.t. the standard topology on R and 7[C(A)] on P(A), as shown by the
next lemma.

Lemma A.4. Let A a metrizable space and D C C(A). Let further {po} a net in P(A)
and p € P(A). Then p, — p relative to the topology T[D] if and only if [ fdpo, — [ fdp
for every f € D.
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Proof. If p, — p relative to T[D] then, for every open neighborhood U of p we find /8 such
that for all & > B we have p, € U. Thus, for all ¢ > 0 and f € D, there exists 8 such
that for all « > 3, we have p, € Vi(p, f). As pa € Ve(p, f) implies | [ fdps — [ fdp| < €
we conclude [ fdp, — [ fdp.

If [ fdpo — [ fdp for all f € D, we know that for e > 0 and f € D we can find a
such that for all a > 8 we have | [ fdp, — [ fdp| < €. Let now U € T[D] with p € U.
As V(D) is a subbase of T[D], p is contained in some basic open set N}_, V¢, (p, fr) C U
where ¢, > 0 and f € D for k = 1,...,n. Choose § such that for all @« > 8 we have
| [ fxdpa — [ frdp| < ex,k =1,...,n. Then p, € U for a > ( and thus, p, — p realtive
to T[D]. O

The weak topology still being rather "abstract" in how it is defined and the space C(A)
being too large to be manipulated easily, some further results re. the weak topology shall
be cited here to illustrate how to make this topology more "tangible" and finally, how to
work with convergent sequences rather than with convergent nets.

The first result shows that already a countable set is sufficient to generate 7T [C(A)].
We denote by Uy(A) the subset of C(A) of all uniformly continuous functions w.r.t a
metric d on A.

Lemma A.5. Let A a separable and metrizable space. There is a metric d on A consistent
with its topology and a countable dense subset D C Ug(A) such that T[D] is the weak
topology T[C(A)] on P(A).

Proof. The full proof can be found in [11], Proposition 7.19. The major incredients of the
proof are the fact the functions f € C(A) can be approximated from below and from above
by functions gy, h, € Ug(A), see Lemma 7.7 in [11]. By the help of such approximating
functions, one can show that 7[C(A)] = T[U4(A)], see Lemma 7.8 in [11]. For a dense
subset D of Ui(A) it is then easy to show, that T [D] = T [Ug(A)], see Lemma 7.9 in [11].
The existence of such a dense set D C Uy(A) follows then from the fact that the separable
metrizable space A has a totally bounded metrization d and from the fact that Ug(A) is
separable if (A, d) is totally bounded as metric space, see Corollary 7.6.1 and Proposition
7.9 of [11]. O

In a sense, P(A) inherits separability and metrizability from A:

Lemma A.6. If A is separable and metrizable, then P(A) is separable and metrizable.

Proof. The proof is mainly based on the previous result that T[C(A)] = T[D] for a dense
subset D of Uj(A). See Proposition 7.20 of [11] for further details. O

This last result guarantees that, in our setting of the controlled PO-PDMP, where the
action space A is a separable and metrizable space, the weak topology on P(A) can be
characterized in terms of convergent sequences rather than nets.

Proposition A.7. Let A be a separable metrizable space and let d a metric on A consis-
tent with its topology. Let {p,} a sequence in P(A) and p € P(A). Then, the following
statements are equivalent:

(a) pn — p;
(b) [ fdpn, — [ fdp for every f € C(A);
(c) [ gdpn, — [ gdp for every g € Uy(A);
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(d) limsup,, . pn(F) < p(F) for every closed set F C A;
(e) liminf, o pn(G) > p(G) for every open set G C A.

Proof. The equivalence of (a), (b) and (c) follows from Lemma A.4 (a sequence is a net)
and from the fact that T[C(A)] = T[Ua(A)]. Equivalence of (d) and (e) follows by
complementation. For the rest see Proposition 7.21 of [11]. O

The main result of this section states that P(A) is inheriting all good properties from
the action space A we selected for our controlled PO-PDMP model:

Proposition A.8. The space P(A) of probability measures on the compact metric action
space A endowed with the Borel-o-algebra B4 as introduced above is a compact Polish
space.

Proof. As A is compact and metric, compactness of P(A) follows from Proposition 7.22 of
[11]. According to Lemma A.6, P(A) is separable and metrizable. As A is complete and
separable (see Lemma A.1), this properties follow for P(A) as shown in Proposition 7.23
of [11]. O

A.2 The space R of relaxed controls

Definition A.9. We define the space R of relaxed controls as
R:={[r]|r:[0,00) = P(A),r measurable},
where [r] denotes the \' equivalence class of r. To simplify notations we will write r
instead of r(t).
Some remarks regarding this definition:

o We use A! equivalence classes in this definition, that means 7 € [r] & 7 = r for
A1-almost all ¢ € [0, 00).

o 7 shall be measurable w.r.t. the Borel-o-algebras B([0, 00)) and Bric(a)(P(4)), i.e.
1 (Ve(p. f)) € B([0,00)) Ve >0, f € C(A),p € P(4).

(Remind that P(A) is separable and metrizable and thus Byc(a)(P(A)) =
o(V(C(A))).)

A.3 Definition of the Young Topology on R

The definition of the Young topology on R is a rather abstract definition involving an L'
function space and its dual space. We first introduce these two spaces before we turn to
the definition of the Young topology.

Definition A.10. Let B(C(A)) the Borel-o-algebra on C(A) induced by the ||-||,, norm
on C(A). We then define

X := L([0, 00), C(A)) (4.3)
as the space of \-equivalence classes of (B(]0,00)), B(C(A)))-measurable functions such
that

Wl = [ (e ldt <00 Vs €X. (A4
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It is easy to see, that (X, ||-||x) is a normed linear space. Thus, the norm ||-||x induces
a topology T1||-||x] on X.

Remark A.11. According to lemma B.2, the measurability requirement for b € X is
equivalent to the measurability of t — (t,a) for fiz a € A.

Definition A.12. We define the dual space X* of X as
X*:={F :X = R | F linear and continuous}, (A.5)

and endow this dual space with the weak-x-topology, i.e. the topology induced by the family
of mappings
{Eyp : X* >R, F— F¥) | ¢ eX}. (A.6)

Definition A.13. The Young topology on R is the topology induced by the mapping i :
R — X*, where we define for ¢ € X:

i(r) () = /0 - /A O(t, a)re(da) dt, (A7)

and X* is endowed with the above defined weak-x-topology.

Remark A.14. Two remarks on this definition of the Young topology:

e The mapping i is well-defined with regard to its dependence on the selection of a
representative of [r], as one can easily see when rather writing f[o o0y -+ AL (dt) instead

of [5° ... dt in the definition of i(r)(v)) above.

e The Young topology is induced from the standard topology on R in two steps:

R iy xr Pl g (A.8)

step 1 induces the weak-x-topology T [(Ey)pex] on X* and step 2 induces the Young
topology Ti] on R.

A.4 Properties of the Young Topology on R

We will list and prove here some important properties of the Young topology on R. We
will need these properties to prove the compactness of R under the Young topology and
for continuity and measurability investigations. The latter ones will be important for the
existence of optimal relaxed control strategies for our PO-PDMP.

As the Young topology is deduced form the weak-+-topology on X* by some mapping
1: R — X*, we will first have a closer look on X* and the mapping .

Definition A.15. Let By denote the closed unit ball in X* w.r.t. the operator norm on
X*, i.e.
By :={F e X" |F||x. <1}, (A.9)

where the operator norm on X* is defined for all F € X* as

| F'||xs := sup { E()lz cpeX y # 0} . (A.10)
1¥llx
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This unit ball of the dual space X* plays an important role in the proof for the weak-*-
compactness of R. That’s why we will present here separately two results regarding this
unit ball B;. We will need both results for the compactness proof of R later.

Before we give these results, however, the reader should note that X* becomes a normed
vector space by the operator norm || - ||x+ used in Definition A.15. Under this norm, X*
is clearly a metric space. However, we are not interested in this metric topology coming
from the operator norm in our investigations regarding the Young topology. As stated
before, we look at X* as topological space endowed with the weak-x-topology. It is a well-
known result that in general, X* is not metrizable under this topology. If X is a separable
Banach space, however, one can show that B is metrizable and even separable under the
weak-x-topology. This is what the following two results show.

We start with a classic result of functional analysis, called Alaoglu’s theorem:

Proposition A.16 (Alaoglu’s Theorem). For any normed linear space X, the closed
unit ball (w.r.t. the operator norm) By of the dual X* is compact under the weak-x-
topology.

Proof. For a proof see, e.g. [28], chapter II, The weak-x-topology, Alaoglu’s Theorem.
The proof relies on Tychonoff’s theorem and thus on the axiom of choice. O

The next result tells us that at least the closed unit ball By of X* is metrizable under the
relative weak-x-topology whenever X is separable.

Lemma A.17. If X is a separable normed space then the closed unit ball (w.r.t. the
operator norm) By of the dual X* is metrizable under the relative weak-x-topology.

Proof. As X is separable, there is a countable dense subset D = {x,, | n € N} of the open
unit ball in X. For F, G € X*, define (using the duality pairing < -, >)

F_ n
dFG) =Y L= 2?36 > (A.11)
neN

One can show that D is dense in the closed unit ball of X, that d is a metric on B, that
the topology generated by d is a subset of the relative weak-x-topology on B; and that
the relative weak-x-topology on Bj is included in the topology generated by d. All these
steps are well known to the author but we omit the lengthy proof here.

The reader might also refer to [28], chapter III, Exercise 2(i) as well as to page 226 of
[28], where this result can also be found. O

The important result for us is now the combination of the latter two results, namely that
B is separable and metrizable under the weak-x-topology if X is separable.

Lemma A.18. If X is a separable Banach space, then the closed unit ball (w.r.t. the
operator norm) By of the dual X* is compact, separable and metrizable under the relative
weak-x-topology.

Proof. Compactness (under the relative weak-x-topology) of B follows without separa-
bility of X from Alaoglu’s Theorem, theorem A.16. Metrizability (under the relative
weak-*-topology) of B; follows from lemma A.17 as X is supposed to be separable. For a
metric space, compactness implies separability. O

Lemma A.19. The mapping i : R — X* is injective with i(R) C Bi. In particular, i(R)
is homeomorphic to R w.r.t. the relative weak-x-topology (restriction of weak-x-topology
on X* to i(R)).
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Proof. We first show i(R) C Bi. Let r € R, then ||i(r)|x. <1 as for ¢ € X we get:

r)()] =

vltarda)d] < [ [ ot a)iridapde < [ it )l de = 0]
0o Ja 0 Ja 0

(A.12)
To show that ¢ is injective, let 7" € R with i(r) = i(r'). By definition of i we then get:

ir) (W) =i(r) () VY eX
<:>/ /Q,Z)tartdadt //wtartdadt Vi € X

If f € L'([0,00)) and ¢ € C(A) then [0,00) >t + f(t)-c(-) € C(A) belongs (as mapping)
to the space X and thus

— /OO £(t) {/ c(ayry(da) — /Ac(a)r;(da)}dt =0 VfeLY([0,00)),ce C(4)
:>/ a)ri(da) /Ac(a)rz(da) M—ae. Ve e C(A)

By lemma A.2, the space C(A) is separable and we can choose a dense subset C' C C(A).
With this, we find (second step of the following uses the fact that a countable union of \!
null sets is still a A! null set):

:>/ a)ri(da) / cla)ri(da) N—a.e. Vee O
A

= / a)ri(da) / cla)ri(da) VYee C' AM-a.e
A

:>/ a)ry(da) / cla)ri(da) Ve e C(A) N—a.e.
A

— =7, MN-ae
= [r] = [r]. O

Lemma A.20. The (topological) spaces P(A), By (endowed withe the weak-x-topology)
and R are separable and metrizable.

Proof. According to lemma A.1, A is separable and metrizable and thus, P(A) is separable
and metrizable (see Proposition A.6).

If we show that X is a separable Banach space, then Bj is separable and metrizable
under the weak-x-topology according to lemma A.18.

With Bj, we then have as well i(R) and R separable and metrizable according to
lemma A.19.

We end by proving that X = L([0, o), C(A)) is a separable Banach space. It is clearly
a normed vector space and completeness follows from [29], Theorem IIL.6.6.

To show separability of X, we start with the spaces L!([0,T],C(A4)). As C(A) is a
separable Banach space (lemma A.2), [0,7] is a compact metric space and A a positive
Radon measure on B([0,T]), we can apply [60], Theorem 1.5.18, and L'([0,T], C(A)) is
separable for all 7 > 0. Thus, let M* a countable dense subset of L([0, k], C(A)), then
the set

M=) M*
keN
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is still countable and dense in L!([0, 0o], C(A)). Note, that one can extend every mapping
[0,k] — C(A) to a mapping [0,00) — C(A) by mapping (k,o0) 3 ¢t — 0, where 0 € C(A)
is the mapping A > a— 0 € R. O

Having shown that R is separable, we can use sequences rather than nets to characterize
the young Topology on R.

Lemma A.21 (Characterization of Young Topology). Let (r"),en a sequence in R
and r € R. We then have the following equivalence of convergence in R resp. R:

R e — /OOO/Alﬁ(t,a) rr(da) dt "% /OMA¢(t7a) re(da) dt Vlﬂ(AE i)

Proof. We have the following equivalences:

r™ — r (convergence in R) <= i(r") — i(r) (convergence in X*)
— i(r")(¢¥) — i(r)(¢) Vb € X (convergence in R),

where we used that the mapping i : R — i(R) is a homeomorphism (first equivalence) and
that the mappings Ey, : X* — R, F' — Ey(F') := F (1) generating the weak-x-topology on
X* are continuous (second equivalence). O

Corollary A.22 (Generating functions for Young Topology). The Young Topology
on R is generated by the mappings R — R,r — [ [4¥(t, a)ri(da) dt for ¢ € X.

Corollary A.23 (measurability criteria). The following equivalences for measurabil-
ity hold:
(1) r:]0,00) = P(A) is measurable <=
[0,00) 2t — [, c(a) ri(da) € R is measurable Ve € C(A)

(2) 7 : Hy — R is measurable <=
Hi D hy = [5° [40(t, @) Tn(hn, t;da) dt € R is measurable Vi) € X.

Proof. With P(A) and R being separable and metrizable according to lemma A.20, we
can apply lemma B.3 to show these equivalences:

(1) Choose the index set to be C(A), X. =R for all ¢ € C(A) and X = P(A). Choose
further g to be r and thus, Y to be [0,00). We then can apply lemma B.3 with

[0,00) & P(A) I R,t +— ry — [4c(a) ri(da) to obtain the result. Note that
the weak topology on P(A) is indeed the topology generated by the mappings f :
P(A) = R,p+— [, cdp for c € C(A) (see Proposition A.7 (b))

(2) We are looking at the composition of mappings H, =% 72 % R where ¢ € X and
by = n(hy) =[5 [4 ¥(t, @) mp(hn, t; da) dt. We apply lemma B.3 for the index set
X and note that the Young topology on R is generated by the mappings { fy, ¢ € X}
(see corollary A.22). O

We end this section by giving a characterization of the Young topology and the cor-
responding o-algebra based on families of functions that generate the topology or the
o-algebra respectively. We need the following definition:
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Definition A.24. The set of Charatheodory-functions on R* x A is the set

Car (]R+ X A) = {g €B (R“‘ X A) ‘ g(t,-) continuous Va € A} :

Theorem A.25 (Characterization Theorem). The following families of functions gen-
erate the Young topology and the corresponding o-algebra respectively:

(1) The Young topology is generated by either one of the following families of functions:

(i) RSTH/OOO/AQ,Z)(LCL) ri(da) dt € R, b e X = LR, C(A))
(i) R>res /Ooo et /Ag(t, a) ri(da) dt € R, g € Car(R" x A).
(2) The corresponding o-algebra is generated by either one of the following families of
functions:
(i) RBTH/OOO/Aw(t,a) ri(da) dt € R, ¥ € X = L\(RY, C(A))
(i) Rar+— /OOO e*t/Ag(t,a) ri(da) dt € R, g € Car(RT x A)

oo
(tit) Ror— / / Y(t,a) ri(da) dt € R, ¥ : RT x A — R measurable,
0o Ja

/sup|¢(t,a)| dt < oo

a€A

() Ror— / e_t/ g(t,a) r(da) dt € R, g € B(RT x A).
0 A

Proof. To proof part (1), note that the functions in (1)(7) generate the Young topology
according to corollary A.22. Now, (i) = (i7) is obvious as

{(t,a) — e 'g(t,a) | g € Car (R+ X A)} e X

We show (ii) = (i):
First, for all ¢ € X such that there is some K > 0 with

qu/}tHoo S K €—t7 vt Z 07

the function g(¢, a) := €' (¢, a) satisfies |g(¢,a)| < €' ||[¢y]|, < K and thus, g € B(RT x A).
By definition of X, we have 9(t,-) € C(A) and thus, g(t,-) = el (t,-) is continuous for all
a € A. This means, we can write

Y(t,a) =e ' g(t,a) Vt>0,a€A,

with g € Car(R" x A) and according to (ii), functions of this type are continuous w.r.t.
the Young topology.
For arbitrary v € X, we define the following approximating sequence ¢¥™ by

P (t,a) == Li<p ((—n) V(t,a) An) Vt > 0,a € A.

Then, for n € N and K, := ne”, the above defined function 9™ belongs to the previously
considered subset of X as it satisfies

7] < Kne™* vt > 0.
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Furthermore, for n > ||¢4|| ., and a € A, we get

’w(ta a) - wn(tv a)’ = WJ(t’a) - ltSnlﬁ(taG)\ = ]lt>n ‘w(t? a)‘ < ]lt>n H¢tHoo’

and as a was arbitrary, this inequality also holds when transitioning to the supremum,
thus

19t = ¥ oo < Lesn [Pl -

For n — oo, the right hand side is converging to zero pointwise in ¢ > 0. With dominated
convergence (take t — ||| ), the integral [°[|¢y — o], dt is converging to zero and
thus,

Y™ "= ) in X,

This, however, implies the uniform convergence of the mappings
[o¢]
r '—>/ V" (t,a) ri(da) dt,
0

and thus, the mappings in (i) are continuous.

To proof part (2), note that the functions in (2)(i) generate B(R): According to part
(1), they generate the Young topology on R, thus, define a subbase for this topology. As
R is separable and metrizable (see lemma A.20), every subbase of the Young topology
generates B(R). We now show (i) = (it) = (iv) = (4ii) = (7).

Implication (i) = (i7) is obvious as {(t,a) — e g(t,a) | g € Car(R" x A)} C X, im-
plication (i7i) = (i) is obvious as X C {9 | ¢ measurable, [sup,c4|¥(t,a)| dt < oo}.
The proof for (iv) = (iii) follows the same lines as the proof of (1)(ii) = (1)(7).

Implication (#i) = (iv) follows from the equivalence (b) < (c¢) of theorem B.4. To see
this, define a stochastic kernel p : R — P(RT x A) by setting p := Exp(1) ® r, i.e., for
g € B(RT x A), we get:

/g dp(r;-) = /Ooo eft/Ag(t,a) r¢(da) dt.

Assuming that (iz) holds, the mappings
e / g dp(r;-)

are measurable for all g € Car(R* x A) and thus, as well for all g € C(RT x A). Now,
(tv) follows from theorem B.4, (c¢) as R is separable and metrizable according to lemma
A.20 U

A.5 Compactness of R under Young Topology

Base for all our investigations regarding existence of optimal relaxed control strategies for
our PO-PDMP will be the following result, stating that the space R of relaxed control
strategies is compact w.r.t. the Young topology.

This compactness result, together with some (semi-) continuity conditions we’ll estab-
lish later on in this work, will actually guarantee the existence of such optimal relaxed
control strategies.

Proposition A.26. The space R of relazed controls is compact w.r.t. the Young topology.

Proof. For a proof of this result see [23], Proposition 43.3 together with Definition 43.4
and Comment thereafter. O
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A.6 Correspondence Theorem

We give here the proof of the correspondence theorem 2.11 that we repeat here:

Theorem A.27 (Correspondence Theorem). Let n € Ny. For every it € TIZ there
exists 72 € TIY such that

7 (hp, ) =72 (hp)()  Al—ae. on RY Vh, € H, (A.14)
and vice-versa.

For the proof of this theorem we need the following;:

Lemma A.28. The space of observable histories H, is a Borel-space for all n € Ny.

Proof. The spaces RT and Ex are complete, separable and metrizable spaces, thus Borel
spaces. The space R is separable and metrizable (see lemma A.20) and compact (see
Proposition A.26), thus R is complete and therefore a Borel space. Finite products of
Borel spaces are again Borel spaces (see [11], proposition 7.13) w.r.t. the product topology
and the Borel o-algebra of the product space coincides with the product o-algebras and
S0,

Ho = R x Ex and Hn:(R+xEXxR)an+xEX,n21

are Borel spaces. [l
We now give the proof of the correspondence theorem

Proof. (Correspondence Theorem). We first show that every 7!’ has a corresponding
7P: Let n € Ng and 7f : H,, x [0,00) — P(A) measurable.
By lemma A.28, H,, and thus, H,, x [0, 00) is a Borel space. The compact metric space
A is a Borel space as well and thus, we can apply [11], proposition 7.29 and get

Ay Ha % [0,00) = E, Ay (s ) ::/g(hn,t,a) 7P (h, 1) (da),
A

is measurable for g(hy,t,a) := g(t,a), where g € B(RT x A).
With A\; measurable, we also have the measurability of

(i, ) >—>/ / (t,a) 7F (b, £)(da) dt,

and this implies measurability of

H > I 3 M / /gta P (b, t)(da) dt.

With the notation R, : H, — R,hn +— 75 (h,,-) and for ¢ € B(RT x A) defining
Ij: R = Ryre [Ce [,9(t a) ri(da) dt, we get

Ny =Iyo Ry i Hy B5R LR VgeBR" x A).

As ), is measurable for all g € B(R* x A) and the family of mappings (Ig)geB®+x A)
is generating the Borel-c-algebra on R (see theorem A.25, (2)(iv)), the measurability of
R, follows and we can simply select, as corresponding time-discrete history dependent
decision rule,

72 (hy) == Rp(hyn) = w8 (R, ).

n
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To show that every 72 has a corresponding 77, let n € Ny and 72 : H,, = R
measurable. We define a stochastic kernel

p:Hy = PR x A), p(hy;-) :=Exp(l) @ 72 (h,),

with other words,

/gt a) dp(hy;d(t,a) / /gt a) hy)(t)(da) dt Vg € B(RT x A).
The measurability of p follows here from theorem B.4, (¢) = (d) as follows: For all
g € B(RT x A), the mapping

B = /g dp(hn; -) (A.15)
O
can be written as

by = (Ig o0 erz))(hn)’

where I; as defined in the first part of the proof. Now, I, (generating the o-algebra on R)
and 72 are measureable and so is the concatenation of both. The measurability of (A.15)
for all g € B(RT x A) implies the measurability of

p:H, — P(RT x A)

according to theorem B.4.
Now applying [11], Corollary 7.27.1 to p and to the Borel spaces H,,, R and A, there
exist Borel-measurable mappings

7 M, x [0,00) = P(A) and o:H, = PR,
such that we have
p(hn: By X By) = /B 7 (i, 1)(Ba) () (dt) ¥ By € B(R"), By € B(A).
1
Here, o(hy)(+) is the marginal distribution of p, i.e.,
o (hn)(B1) = p(hn; By x A) = /31 et dt VB, € B(RT).
This disaggregation of p combined with the initial definition of p leads to

/ et wl(h)(t)(By) dt = / et 7l (hy,,t)(Bs) dt VY By € B(R"), By € B(A)
B By

= e ' mP(h)t)(By) = et 7l (hy,t)(By) A —almos all t > 0,V By € B(A)

= 72(h,)(t)(Bs) = w8 (hn,t)(Bs) A —almos all t > 0,V By € B(A)

As A is separable and metrizable, there exists a countable base S for the topology 7 [d4] on
A (see [11], Proposition 7.1). Thus, every open set in T [d4] can be written as a countable
union of elements of S which means B(A) = B(T[d4]) = o(S) and therefore

= 72(h,)(t)(By) = ¥ (hp, t)(Bo) V By € S, A\! — almos all t > 0.

We can assume, w.l.o.g., S to be closed under finite intersections (see remark A.29), and
therefore the theorem for uniqueness of probability measures can be applied to deduct

= 72(h)(t)(B2) = 7L (hn,t)(B2) ¥ By € B(A),\! —almos all t > 0,

= Wr?(hn)(') = erj(hn, ) Al — almos all ¢ > 0.
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Remark A.29. In case, S is not closed under finite intersections, we can take S as
subbase, i.e. take the following set as a base for the topology:

5/::{(]53

JCN,|J| <o0yp.
jed

Clearly, 8’ is stable under finite intersections and S’ is still countable, as its cardinality

is the cardinality of {J C N‘ || < oo} which is the same as the cardinality of

U,

keN

and this is a countable union of countable sets, thus countable.
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Appendix B

Basics and useful results from
various mathematical disciplines

In this Annex, we summarize and (partly) give proofs of all results from measurability
theory, functional analysis as well as from some other domains of mathematics if these
results go beyond basic knowledge in these domains.

B.1 Useful measurability results

Lemma B.1. Let X a compact metric space endowed with the corresponding Borel-o-
algebra B(X). For every n € N, we can then find a finite partition

X=> X7 (B.1)
=1

of Borel subsets X' € B(X), X # 0 with diam(X") < = for 1 <i < k(n).

3=

Proof. Let n € N arbitrary but fix. For z € X we define the open ball around = with
radius 5~ by B(z, ). Thus, the set {B(m, =) |z € X} is an open coverage of X. As X
is compact metric, we can extract a finite open coverage {Bz" |1<i< l;:(n)} To get the
finite partition of X, we define )N(Z” = B"\ U;-;llB;?. We re-enumerate after eliminating
all such empty sets XZ” and get the requested result. O

Lemma B.2. Let (A,d) a compact metric space and ¢ : [0,00) X A — R a mapping such
that ¢y :=(t,-) € C(A) ¥t > 0. Then, the following properties are equivalent:

(1) ¢ is product-measurable,

(2) the mapping [0,00) — R, ¢ — (t,a) is measurable Va € A,

(3) the mapping [0,00) — C(A),t — 1y is measurable.
Proof. (3) = (2): For a € A define §, : C(A) — R by 0,(f) := f(a) Vf € C(A). We first
show that for all a € A this mapping §, is continuous and thus measurable. With f, — f

in C(A) we have convergence of || f, — f||,, = 0 and thus, fu(a) = f(a) Va € A. With
this, continuity of §, follows from 6,(fn) = fn(a) = f(a) = du(f).
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This property of ¢, together with property (3) lead to the measurability of the com-
position of mappings

t s P 23 (a) = (¢, a) (B.2)
for all a € A.

(2) = (1): We show the product measurability of 1) by defining product measurable
functions ¢™ converging (pointwise) to ¥. According to lemma B.1, we can find, for every
n € N, a finite partition A = Zfiq) A?'. For every 1 < i < k(n), we chose a fix element

al € A? and define

(n)
Y™ (t,a) = Z Lar(a)y(t,a;’) Vt > 0,a € A. (B.3)
i=1

By property (2) and the measurability of indicator functions of Borel subsets, this ¢ is
clearly product measurable.

Let now a € A fix and (i,,) a sequence of indices such that a € A7 for all n € N. We
then have

(i) ¥"(t,a) = Y(t,af ) Vn €N,
(ii) af — a(n — oo0) because d(a,af ) < diam(A} ) < L

1

Bringing this together with the continuity of ¥(¢,-) in the second component (remember
Y € C(A) Vt > 0), we finally get the pointwise convergence of 1™ to i by

Y"(t,a) = Y(t,ai ) = Y(t,a) (n— o). (B.4)

(1) = (3): According to lemma A.1 A is separable, thus a countable dense subset
A’ C A exists. Let’s further choose fo € C(A) and € > 0. It is then enough to show that
g
Y7 (B(fo, €)) is measurable for

B(fo,€) = {f € C(A) | If = follx <€}

This follows from

{t=01]v(t-) € B(fo,€)} = {t > 0| sup [¢(t, a) — fo(a)] < e}

acA

{t >0 sup |i(t.a) ~ fola)| < }
= N (@)~ fola)] < e} .

acA’

Lemma B.3. Let I an arbitrary index set and (X, T ) as well as (X;,T;) topological spaces
where T = T|fi,i € I] is the topology generated by the mappings f; : X — X;,i € I.
Denote by ox and ox, the Borel-o-algebras on X and X; respectively.

If X is separable metrizable, then, for every measurable space (Y, oy) and every map-
ping g: Y — X, it holds:

g is oy —ox — measurable & f;0gis oy — ox, — measurable Vi € | (B.5)
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Proof. "=": By definition of T as topology generated by {f;;i € I'}, every f; : X — X, is
T-Ti-continuous and thus ox-ox,-measurable. By composition with ¢ the result follows.

"«<": By definition of T being the topology generated by {f;;i € I}, the following set
is a base of T

{ﬂﬂkszEN%eu%eT} (B.6)

As X is separable metrizable, every base for 7 contains a countable subcollection that is
also a base for 7 (see [11], Proposition 7.1). Thus, every open set O C X can be written

as
oo Ny

0= N £ 10, (B.7)

j=1k=1
where n; € N,ijr € I and O;,, € T, . As a consequence, we can write g YO) as

oo Ny

97 H0)=UJ N (i 097 (0s;,)- (B.8)

j=1k=1

By assumption, f;., og are all measurable and 7;,, C 0Xi,, and thus, ¢g71(0O) € oy which
means ¢~ 1(7) C oy and thus, g (ox) C oy. O

Theorem B.4. Let (X,0x) a measurable space and Y a separable and metrizable space
with Borel-o-algebra B(Y'). Then, the following measurability statements are equivalent:

(a) p: X = P(Y) is a ox-measurable stochastic kernel,
(b) z+— [ f dp(x,-) is ox-measurable Vf € C(Y),
(c) x+— [ f dp(x;-) is ox-measurable Vf € B(Y),

(d) x — p(z; B) is ox-measurable VB € B(Y).

Proof. We show (d) = (a) = (b) = (¢) = (d).

(d) = (a) follows from [11], proposition 7.26. As Y is separable and metrizable,
so is P(Y) (see, e.g., [11], proposition 7.20), and thus, (a) < (b) follows from theorem
B.3. Having this equivalence between (a) and (b), the implication (b) = (c) is shown,
if (a) = (c) holds. This latter implication follows from [11], proposition 7.29. Finally,
(¢) = (d) is obvious.

Looking closer and the cited propositions of [11], one will notice that these proposi-
tions are formulated for Borel spaces. For our implications though, we do not need the
completeness of the spaces, thus, separable and metrizable spaces are sufficient. ([l

B.2 Other useful technical results

Lemma B.5. Let X a separable and metrizable space, Y a compact metric space and
f: X xY — R continuous. Then, the following continuity property holds:

Ty — & = sup |f(2n,y) — f(x,9)| = 0 (n — o0).
yey
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Proof. Let x,, — = and assume there is € > 0 and a subsequence (zy, ) of (z,) such that

sup | f(n,,y) — f(z,y)| > € Vk € N.
yey

This implies, that for all £ € N, one can find y; € Y with
’f(xnk7yk) - f(xayk)| >eVkeN.

By compactness of Y, there exists a convergent subsequence (y,) of (yx) with yr, — Yoo €
Y (I — o0). By continuity of f we then get

€ < |f@ny, Uk) — f(@um)| = 1F(2,Ys0) — f(@,¥00)| = 0,

which is a contradiction to € > 0. O



Appendix C

Summary of model assumptions

The following Assumptions and Definitions were made throughout the development of
the general PO-PDMP theory and are sufficient for Theorem 2.51 (existence of optimal
policies for the N-stage problem) and Theorem 2.60 (existence of optimal policies for the
infinite time horizon problem) to hold:

(SP) Polish state space: (see Definition 1.1)
The state space EFy is assumed to be a Polish space.
(SF) Finite set of post-jump states: (see Assumption 2.16)

We assume the set Eg), of possible post-jump states to be finite, i.e. d¢ € N :
EY = {y1,...,y,} C By and Q¢ (y,a; EY) = 1 for all y € Fy,a € A. We
further assume Yy € Eg)/.

(OS) Observation space: (see Definition 1.8)

Let (Ex,+,0x) a Polish space endowed with a commutative group structure
with neutral element Ox and v : Fy — Ex a homeomorphism of topological
spaces. We call Egy := RT x Ex the observation space.

(ON) Observation noise: (see Definition 1.9 and Assumption 1.13)

(i) Let (en)n>0 @ sequence of Ex-valued i.i.d. random variables €, : 2 — Ex, that
are independent from (Sy, Zy,)n>0. We call €, observation noise and denote its
distribution by Q..

(ii) We assume the distribution Q. of the noise €, to have a bounded density func-
tion fe : Ex — R with respect to some o-finite measure v on (Ex,B(Ex)), i.e.

Qc(B) = [5 fe(z)v(dx) for all B € B(Ex).
(A) Action space: (see Definition 1.20)

Let A a compact metric space.
(D) Drift: (see Definition 1.29)

Let [r] € R an arbitrary relaxed control. We assume that the drift ®" of the
controlled PDMP (Y;") is a continuous mapping ®" : Fy x R™ — FEy and
satisfies:

(i) The mapping ¢t — ®"(+,t) is a semi-group, i.e. for all y € Ey :

D" (y,s +t)=D"(P"(y, s),1t).



146 Chapter C: Summary of model assumptions

(ii) The controlled drift ®" is A'-a.e. independent of the choice of a representative
of [r], i.e., for all ¥’ € [r] and all y € Ey:

D" (y,t) = ®" (y,t) for \'—almost all ¢ € [0, c0).

(DC) Continuous dependence of drift on relaxed control: (see Assumption 3.1)

We assume that R 3 r + ®"(y,t) € Ey is continuous for all y € EY and all
t > 0.

(IC) Continuous and bounded intensity: (see Definition 1.52)

Let A : By x A — (0,00) a continuous and bounded function.
(IL) Limit property of intensity: (see Definition 1.32)

The intensity A\? satisfies the following limit property:

Vn €N, m, € IIZ h, € H,,y € By :

t
lim / / A (@™ ) (y $), a) T (i, ) (da) ds = oc.
t—=oo Jo JA
(QC) Weak continuity of transition kernel: (see Definition 1.33)

Let Q1 : By x A — P(EY) a weakly continuous transition kernel.

(CC) Lower semi-continuity of cost function: (see Assumption 3.2)

We assume the cost function ¢ : Ex x Fy x A — R™ to be lower semi-continuous
w.r.t. the product topology.

(IQ) Uncontrolled intensity and transition kernel: (see Assumption 3.9)

We assume the jump intensity as well as the transition kernel for the unobserv-
able state of the PO-PDMP to be uncontrolled, i.e. there exists ag € A such
that for all a € A,y’ € EY.,y € Ey:

My, a) = M (y, ao) and Q(y,a: {y'}) = QM y. ao; {y'}).









Frequently used notations

Integers and real numbers

N
Np
R
R+
R

Set of positive integers

Set of positive integers including zero
Set of real numbers

Set of non negative real numbers

R U {00}

State spaces, action spaces, observable histories

Ex
Ey
EY
P(EY)
Esxy

State space of observable component, see Definition 1.8
State space of unobservable component, see Definition 1.1
Space of possible post-jump states, see Assumption 2.16
Space of probability measures on EY., see Definition 2.18
State space of pseudo-embedded process, see Definition 2.6
State space of derived filtered process, see Definition 2.32
Action space, see Definition 1.20

Relaxed action space, see Definition 1.21

Space of relaxed controls, see Definition 1.25

Space of deterministic controls, see Remark 5.2

Space of observable histories up to n-th jump time, see Defini-
tion 1.27

Function spaces and operators

Space of continuous and bounded functions from A to R, see
Section A.1.1

Space L!([0, 00), C(A)), see Definition A.10

Space of non negative measurable functions on E’, see Defini-
tion 2.41

Space of lower semi-continuous functions on E’, see Definition
2.41

Cost operator, partially observable model, see Definition 2.42

Cost operator of decision rule f, partially observable model, see
Definition 2.42

Minimum cost operator, partially observable model, see Defi-
nition 2.42

Cost operator, completely observable model

Cost operator of decision rule f, completely observable model
Minimum cost operator, completely observable model

11
11
97
10
10

15
10
42
42
37
48
21
21
23
97
24

128

130
99

99

99
99

99

100

100
100



Policies and controls

e, s
T

e,

reR
ueld

Characteristics

P
o™, P
A4

A’I’
Q,Q"

Qo
Qe fe

I (] y)

n"(y,t)

Transition laws
Qsxy
Qsxy

/

QSXM
/

QSXM

Set of history dependent relaxed piecewise open loop policies
for PO-PDMP (for period [T},;Ty+1)), see Definition 1.27
Decision rule for PO-PDMP for period period [T,;Ty+1), see
Definition 1.27

Set of history dependent relaxed piecewise open loop policies
for pseudo-embedded process (for at stage n), see Definition 2.8
Decision rule for pseudo-embedded process at stage n, see Def-
inition 2.8

Set of (stationary) decision rules for deterministic controls, see
Definition 5.11

Decision rule (stationary) for deterministic controls, see Defi-
nition 5.11

Relaxed control, see Definition 1.25
Deterministic control, see Remark 5.2

and parameters of PO-PDMP

Drift of underlying PDMP, see Definition 1.1
Controlled drift, see Assumption 1.29

Jump intensity (uncontrolled and controlled), see Definitions
1.1 and 1.32

Abbreviation, cumulative intensity

Jump transition kernel (uncontrolled and controlled), see Defi-
nitions 1.1 and 1.33

Initial conditional distribution of unobservable state, see As-
sumption 1.19

Distribution and density of measurement noise, see Assumption
1.13

A o-finite measure on Ex, see Assumption 1.13
Cardinality of EY, see Assumption 2.16
Density of first jump-time given Yy = y, see Lemma 1.35

Probability measure on (€2, F) given Yy = y, see Definition 1.1
= e Bt=A"(y:t)

and process states

Transition law of embedded process of PO-PDMP, see Lemma
2.4

Transition law of pseudo-embedded process, see Definition 2.6
Transition law of derived filtered process, see Definition 2.32

Transition law of derived filtered process under filter x, see
(4.9)

24

24

37

37

103

103

23
97

10
24
26

73
26

18

17

17
42
27
10
73

35

37
48
91



STZ? XTL7 Y’I’L
S’VL? mnsy n
M,

I

yi

X

X

pin (hp)

Components of embedded process of PO-PDMP

Components of pseudo-embedded process, see Definition 2.6
Filter, see Definition 2.21

Observable history up to stage n

Possible post-jump state, element of E?/, see Assumption 2.16
Filter equation, see Definition 2.30

Filter equation for unobservable inter-jump time, see Assump-
tion 4.5

Factorization of filter, see Remark 2.23

Value functions and parameters of optimization problems

~

Q@

Value function of initial optimization problem
Value function for pseudo-embedded process
Value function for derived filtered process

Value function up to stage N

Value function up to stage N if current state is n
As above for derived filtered process

Value function for completely observable PDMP control prob-
lem

Running cost function

One period cost function for PO-PDMP

Discounted one period cost function for PO-PDMP

One step cost function for derived filtered process
Discounted one step cost function for derived filtered process
Discount factor

28
40
50
62
63
63
101

28
33
33
48
48
28






Index

Action space, 21

Closed loop control, 19
Correspondence theorem, 38
Cost function, 28
one period cost function, 33
one step cost function derived filtered
model, 48
Cost iteration, 63
Cost of policy
derived filtered model, 50
discrete time model, 39
PO-PDMP model, 28
Cost operator, 59

Decision rule, 24
state dependent, 55
Derived filtered model, 48
one step cost function, 48
state space, 48
transition law, 48
Discount rate, 28
Drift, 10
controlled, 25
ODE controlled, 25
ODE defined, 11

Embedded process, 12
transition law, 13

Filter, 42
continuity issue, 79
factorization, 43
filter equation, 46
initial, 43
recursive formulation, 46
Filtered model, 48

Impulse control, 19
Initial conditional distribution, 18
Intensity, 10

Jump rate, 10
controlled, 26

Markov policy, 55

MDP, 10
Markov Decision Process, 10
partially observable MDP, 31

PO-MDP, 31
Minimum cost operator, 59
for decision rule f, 59
Model assumption
bounded density of observation noise,
17
continuity of drift, 72
controlled drift only, 77
finite set of post-jump states, 42
initial conditional distribution, 42
lower semi-continuity, 57
lower semi-continuity of cost function,
72
weak continuity, 57

Observable history, 24
at stage n, 37
Observation noise, 15
bounded density, 17
Observation process, 15
Observation space, 15
Open loop control, 19
Optimization problem
derived filtered model, 50
discrete time model, 40
initial problem, 28

PDMP, 10
controlled jump rate, 26
controlled transition kernel, 26
decision rule, 24
drift, 10
intensity, 10
jump rate, 10
local characteristics, 10
observable history, 24
Piecewise Deterministic Markov Process,
10
transition kernel, 10
uncontrolled, 10
Piecewise Deterministic Markov Process, 10
Piecewise open loop policy
history dependent, 24
relaxed, 24
PO-PDMP
controlled PO-PDMP, 26
embedded process, 34
Policy
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Markov, 55
piecewise open loop, 24
relaxed, 24
stationary, 55
Polish space, 10
Pseudo-embedded process, 36
7P-controlled, 38
transition law, 37

Relaxed action space, 21
Relaxed control, 23

Stationary policy, 55

Transition kernel
unobservable state, 10

Transition law
derived filtered model, 48
embedded process of PO-PDMP, 34
pseudo-embedded process, 37

Value function
derived filtered model, 50
discrete time model, 40
PO-PDMP model, 28
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