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Kurzfassung

Kohisive Sedimente spielen eine wichtige Rolle im Bereich der Morphodynamik. Okologische Prob-
leme resultieren aus der Adsorption von Schadstoffen, wirtschaftliche Probleme entstehen durch hohe
Sedimentationsraten kohésiver Sedimente in stromungsberuhigten Bereichen. Die Vorhersage des Schweb-
stofftransports erfordert numerische Modelle, welche die dominierenden physikalisch-chemischen Prozesse
feiner Sedimente nachbilden kénnen. Besonders im Hinblick auf die Modellierung mikro-skaliger Prozesse,
spielen Flockungsprozesse kohésiver Feinsedimente, d.h. die Aggregation und Disaggregation (Zerbrechen)
der Feinstpartikel, eine besondere Rolle, da diese den Transport und das Absetzen der Feinstpartikel
beeinflussen. Die numerische Modellierung kohésiver Flockungsprozesse stellt gegenwértig aufgrund
der vielschichtigen Eigenschaften kohésiver Sedimente, der verschiedenen physikalisch-chemischen Ein-
flussfaktoren und nicht zuletzt aufgrund noch bestehender Wissensliicken im Prozessverstdndnis eine
grofle Herausforderung fiir ingenieurpraktische Fragestellungen, sowie fiir das Forschungsumfeld des

Sedimenttransports dar.

Das Ziel dieser Arbeit war es daher das Versténdnis von Flockungsprozessen und ihrer verschiedenen
Einflussfaktoren durch die Anwendung von hydrodynamischen, numerischen Sedimenttransportmodellen
zu verbessern. Zu diesem Zweck wurde das dreidimensionale Sedimenttransportmodell SSIIM durch die
Implementierung eines physikalisch basierten Flockungsmodells basierend auf dem Ansatz nach McAnally
(2000) erweitert. Der Flockungsalgorithmus wurde auf ein physikalisches Modell im offenen Kreisgerinne,

als auch auf eine Fallstudie an der Stauhaltung Iffezheim am Rhein angewandt.

Die Ergebnisse der Flockungsmodellierung zeigen eine erfolgreiche Umsetzung der Modellimplementierung
in SSIIM fiir beide Fallstudien. Zur Untersuchung des Einflusses unbekannter ParametergroBen, Anfangs-
und Randbedingungen auf die Modellergebnisse wurden im Kreisgerinne Sensitivitdtsstudien durchgefiihrt.
Die numerischen Analysen haben gezeigt, dass die berechneten Flockengroéfien sensitiv gegeniiber allen
untersuchten Faktoren sind. Die héchste Sensitivitdt wurde gegeniiber der fraktalen Dimension und dem
Koeffizienten zur Berechnung der Partikelfestigkeit identifiziert. Des Weiteren wurde die Disaggregation
der Flocken aufgrund turbulenzinduzierter Scherspannungen als ein signifikanter Mechanismus hinsichtlich
der modellierten zeitlichen Flockengrolenentwicklung identifiziert. Die Berechnungen haben auflerdem
gezeigt, dass der implementierte Flockungsalgorithmus, im Gegensatz zu vereinfachten Modellen, die
Flockungsprozesse explizit ausschlielen, physikalisch plausiblere Flockengréfien und eine wesentlich bessere

Ubereinstimmung mit gemessenen Aggregatgrofien liefert.

Die Anwendung des Flockungsmodells auf die Stauhaltung Iffezheim hat gezeigt, dass die modellierten
Flockengroflen in einem physikalisch belastbaren Rahmen liegen. Ebenso wurde eine rdumliche Variabil-
itdt der simulierten Flockengréfien aufgrund unterschiedlicher Turbulenzintensitdten in der Stauhaltung
realistisch berechnet. Die numerischen Analysen haben auch in dieser Fallstudie hervorgehoben, dass
Unsicherheiten beziiglich der fraktalen Dimension und des Partikelfestigkeitskoeffizienten die model-
lierten Flockengrofien mafigeblich beeinflussen konnen. Dariiber hinaus konnen unrealistische Annahmen
hinsichtlich der Primérpartikelgréfen und der Partikelgréffen-Zuflussrandbedingung am Modellrand zu

physikalisch ungenauen oder inkorrekt berechneten Flockengroflen fithren.

Insgesamt verdeutlichen beide Fallstudien die Herausforderungen hinsichtlich einer physikalisch exakten und
quantitativen Flockungsmodellierung aufgrund von Unsicherheiten in der Spezifikation der verschiedenen
empirischen Parameter und der hohen Komplexitét der Feinsedimentdynamik. Dies wiederum unterstreicht

die Notwendigkeit von zuverldssigen Messdaten zu Flockeneigenschaften fiir zukiinftige Anwendungen des



implementierten Flockungsalgorithmus. Die Ergebnisse dieser Arbeit dienen somit als Grundlage fiir ein
besseres Verstédndnis und eine genauere Prognose von Flockungsprozessen und kénnen zukiinftig fiir die

Optimierung und Weiterentwicklung des implementierten Flockungsalgorithmus herangezogen werden.
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Abstract

Cohesive sediments play an important role in the field of river morphodynamics. Environmental risks
are related to the adsorption of contaminants, economic problems arise from high deposition rates of
cohesive sediments during low flow conditions. The prediction of cohesive sediment transport requires
numerical models which include the dominant physico-chemical processes of fine sediments. Mainly in
terms of simulating small-scale processes, flocculation of cohesive sediment, i.e. the aggregation and
disaggregation (break-up) mechanisms of the fine sediment particles, play an important role since they
affect the transport and settling of fine-grained particles. Due to the multilayered particle properties, the
various physico-chemical influencing factors and not least because of the still existing knowledge gaps, the
numerical modeling of flocculation processes is nowadays a crucial challenge in the science of cohesive

sediments and civil engineering.

The objective of this work was therefore to gain a better understanding of the flocculation processes and
its different involving mechanisms and impact factors by applying computational fluid dynamics (CFD)
sediment transport models. For this purpose, the three-dimensional sediment transport software SSIIM
was extended by implementing a physics-based flocculation model derived by McAnally (2000). The
flocculation algorithm was applied on a physical model in the open annular flume and on a real case study

in the Iffezheim reservoir, Germany.

The flocculation modeling results show a successful realization of the model implementation for both
applications. Sensitivity studies in the annular flume were carried out to investigate the impact of unknown
parameter values and initial/boundary conditions on the flocculation modeling results. It was found
that the simulated floc sizes in the annular flume are sensitive towards all tested factors. However, the
highest sensitivity of the model results was identified towards the fractal dimension and the particle
yield strength coefficient. Furthermore, the floc break-up mechanism due to turbulence-induced shear
stresses was evaluated as a significant process in terms of the temporal floc size evolution. The flocculation
modeling results were compared with simplified models by excluding the flocculation algorithm. It was
shown that the implemented flocculation model provides physically more realistic floc sizes and a much
better correspondence with measured aggregate sizes than the simplified models which exclude flocculation

processes.

The flocculation model application on the Iffezheim reservoir has shown that modeled floc sizes were
reasonable predicted in terms of both their value range and spatial variability due to varying turbulences in
the reservoir. The numerical studies again pointed out that uncertainties about the fractal dimension and
the particle yield strength coefficient may imply a major impact on the modeled floc sizes. Furthermore,
unrealistic assumptions in terms of the primary and the inflow particle sizes at the model boundary may

lead to physically imprecise or incorrect modeled floc sizes.

In conclusion, both case studies demonstrated the difficulty of a physically precise and quantitative
flocculation modeling due to uncertainties in the specification of the various empirical parameter values
and the complexity of fine sediments. This in turn highlights the need for reliable measurement data of
the floc characteristics for future applications of the implemented flocculation algorithm. The findings
from this work provide a basis to better understand and predict the interactions of flocculation processes

and can be used to improve and further develop the flocculation algorithm.
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1 Introduction

1.1 Issue and Relevance

River systems represent a natural transport system for sediments. The processes of sediment erosion,
transport and deposition are the key components of river morphodynamics. Depending on the size of
the sediments and the flow conditions, sediment transport traditionally can be divided in bed load and
suspended load transport. As bed load, the coarser portion of the sediment saltates, rolls and slides close
to the river bed. As suspended load, the fine sediment particles are carried in suspension by the fluid

turbulence. This work focuses on the suspended sediment dynamics.

Human intervention by engineering measures affects the sediment transport in natural river systems
in different ways. River regulations concerning flood protection and land reclamation as well as the
use of rivers as navigable waterways and for the production of electrical energy involve changes in the
sediment regime. For example, the construction of dams and barrages interrupts the continuity of sediment
transport through river systems causing suspended sediments to deposit upstream of the barrages where
flow velocities and turbulence are low, while downstream sediment erosion takes place. Deposition of
fine-grained sediment is one of the major problems with respect to the sustainable use of zero-emission
hydropower worldwide, since it leads to a decrease of the reservoir volume and to a threatened dam
stability over time. The World Bank estimates that around 1% of the volume of the water reservoirs in
the world are lost per year due to sedimentation (Mahmood, 1987). Walling and Fang (2003) identified
reservoir construction as probably the most important influence on land-ocean sediment fluxes. The
construction of groynes to ensure navigable waterways is accompanied by sediment deposition in the groyne
fields as well. Furthermore, many ports suffer from sedimentation of their berthing and manoeuvring
areas. To ensure flood protection and required water depths regular extensive maintenance dredging
operations are necessary. In Germany, for example, approximately 46 million m?3 of sediment need to be
dredged annually, which is very costly for the responsible authorities (Bundesministerium fiir Verkehr,

Bau- und Wohnungswesen, 2004).

In addition to the economic problems, suspended sediments may also cause an environmental risk in terms
of the ecological water quality of the rivers. Fine sediments consist of inorganic minerals (such as clay and
silt) and organic matter (e.g. plants and animal parts, leafy matter, biopolymers, bacteria, etc.). High
suspended sediment loads increase turbidity which can restrict the penetration of sunlight and decrease
food availability, thus affecting aquatic life (e.g. Davies-Colley et al., 1992). High suspended sediment
loads may also imply deleterious effects on riverine habitats (e.g. Carling and McCahon, 1987). Wood
and Armitage (1997) summarize that in extreme cases fine sediments may change the river morphology,
kill aquatic flora, clog the interstices between substrate clasts and reduce the available habitat for benthic

organisms.
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Fine sediments not only have an impact on flora and fauna, they are also able to adsorb other substances
due to their high specific surface area. These substances can be anthropogenic contaminants such as
heavy metals, which deposit with the fine sediments, becoming resuspended during flood events and
thus are transported again downstream. For example, the deposited sediments in the barrages of the
Upper Rhine river in Germany are highly contaminated with hexachlorobenzene (HCB) due to historic
industrial emissions of particle-bound micropollutants into the Rhine (Pohlert et al., 2011). The mean
HCB-concentration at the Iffezheim barrage in 2009 was 207 ug per kg suspended matter (Breitung, 2009),
at the Marckolsheim barrage a mean HCB-concentrations of 609 ug per kg suspended matter was measured
in 2001 (International Commission for the Protection of the River Rhine (ICPR), 2009). Since these
HCB-concentrations exceed the values that allow a relocation of the dredged sediments, the contaminated
material needs to be disposed.! It gets obvious that in case of contaminated sediments, cohesive sediments

may pose even more serious ecological problems and greater maintenance costs.

Due to the environmental and economic problems associated with suspended sediments, the objective of
the responsible authorities is to find solutions for a long-term ecologically and economically optimized,
sustainable sediment management. To this end, knowledge about the relevant processes that influence the

transport and deposition behavior of fine sediments and particle-bound contaminants is essential.

A key process in fine sediment dynamics is the flocculation process which arises from cohesion of fine-
grained sediments due to electrochemical surface charge of fine particles. Flocculation implies both
aggregation into larger, less dense aggregates or flocs and disaggregation (floc break-up) due to fluid
shear stresses and particle-collision induced stresses. Flocculation induces changes in the properties of
fine-grained sediments in terms of both the effective particle size and the particle density/floc structure
of the growing flocs or aggregates. Therefore, flocculation processes of cohesive sediments have a major
impact on the transport and settling of the suspended sediment flocs. Since flocculation processes change
the particle size distribution of the suspended sediment, the distribution of particle-bound contaminants
on the individual particle size fractions is also exposed to continuous change. Hence, flocculation alters

the processes of particle-bound contaminants as well.

In natural river systems, flocculation is a complex phenomenon which is affected by numerous parameters:
physico-chemical factors (e.g. particle properties, particle concentration, salt content, pH-value, tempera-
ture), biological (e.g. organic matter) and flow-dependent factors (e.g. turbulence intensity). Due to the
various involving influencing factors and the complex processes interactions, flocculation processes are
not fully understood yet. In order to improve the understanding of flocculation processes, experimental
methods in laboratory and field campaigns are applied, which have been increasingly complemented by
computational fluid dynamics (CFD) sediment transport models over the recent years due to improved
numerical techniques and an increase in computing power capacity. CFD sediment transport models are
used for both applications in cohesive sediment engineering and for research studies on sediment dynamics.
The advantage of numerical models is that they close spatial and temporal gaps between experimental
data. Additionally, they can be used for making long term predictions of cohesive sediment processes or
for conducting sensitivity studies in order to better assess the impact of different influencing factors on

cohesive sediment processes in general, and flocculation processes in particular.

In this work, the three-dimensional CFD sediment transport model SSIIM (Olsen, 2014) was used to gain

insight into the flocculation processes and its process complexity. For this purpose, the SSIIM software

!The environmental objective for HCB, that was introduced by the International Commission for the Protection
of the River Rhine (ICPR), is 40 ug per kg suspended matter.
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was extended by a flocculation algorithm derived by McAnally (2000). The implemented flocculation
algorithm was applied for two cases studies: in a physical model in the open annular flume and for a real
case study in the Iffezheim reservoir, located at the Upper Rhine river in Germany. The objective of the
numerical investigations was to improve the understanding of aggregation and disaggregation mechanisms
and to better assess the impact of the influencing factors on flocculation processes. The findings from
this work contribute to a better prediction of flocculation processes in future numerical cohesive sediment

studies.

1.2 Structure of the Work

Figure 1.1 gives an overview of the structure of the work, which consists of two main parts: Based on the
fundamental chapter on cohesive sediment processes, the first main part focuses on the mathematical
formulations for modeling flocculation processes and the SSIIM model extension by the implementation of
an existing flocculation algorithm. The second main part describes the application of the implemented
algorithm for modeling flocculation in turbulent flows within two case studies, the open annular flume

and the Iffezheim reservoir at the Upper Rhine river in Germany.

7o) ) Fundamentals of Cohesive Sediment Processes in Fluid Dynamics (ch. 2)

l

CFD Modeling of Flocculation Processes (ch. 3)

/ = Mathematical Formulations for = Comparison & Evaluation of
Aggregation & Disaggregation Mechanisms  Different Flocculation Models

0
¥y

Implementation of a Flocculation Algorithm in SSIIM 3D (ch. 4)

= Numerical Model SSIIM 3D = Implemented Flocculation Algorithm

Part I: Model Extension

= Sensititivity Studies & = Consequences for
Comparison with Simplified Models Natural Systems

|
»

= Open Annular Flume:
Hydraulic & Experiments

Part I1: Case Studies

= 3D-Computation Grid &
Hydraulics

|

Conclusion & Outlook (ch. 7)

= Study Area & Issue = Modeled Floc Sizes

Figure 1.1: Overview of the structure of the work.
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Chapter 2 describes the main physical characteristics of the transport and deposition behavior of cohesive
sediments in fluid flows, whereby the focus in particular is placed on the description of the key micro-scale
flocculation processes. After a brief overview of hydrodynamic processes in fluid dynamic and its relevance
for cohesive sediment processes, fine sediments are described in the context of their chemical characteristics.
Afterwards flocculation processes are presented in detail, with particular focus on the description of the
floc structure and the impact of turbulence. The chapter closes with a description of the deposition

behavior of fine sediments including formulations for calculating the floc settling velocity.

In chapter 3, a review on numerical modeling of flocculation from literature is illustrated. It contains
the presentation of the mathematical formulations and model approaches for simulating aggregation and
disaggregation mechanisms. Furthermore, a comparative study of several existing flocculation models
is presented. The models are evaluated with regard to their ability for a physical close reproduction
of flocculation processes and a suitable implementation in SSIIM. Based on the comparative study, the

flocculation algorithm derived by McAnally (2000) was chosen for the implementation in SSIIM.

In the first part of chapter 4 a brief overview of the used CFD software SSIIM is given including its
main theoretical principles for modeling hydraulics and sediment transport. In the second part, the
implemented flocculation algorithm based on McAnally (2000) is described by its main mathematical

terms and physical descriptions.

In chapter 5, the flocculation modeling results of the first case study in the open annular flume are
presented. The implemented flocculation algorithm was used for simulating floc sizes and suspended
sediment concentrations of kaolinite. The first aim of this application was the testing and validation of the
implemented flocculation algorithm in SSIIM. The second aim was to evaluate uncertainties of different
parameters and initial/boundary conditions on the flocculation modeling results. To this end, several
numerical sensitivity studies in the annular flume were conducted. In this chapter, firstly the open annular
flume is described, followed by a characterization of the flow field by comparing measurement data with
numerical simulation. In the next part, experimental techniques and methods as well as the measurement
results of the cohesive sediment studies in the annular flume are presented. The focus of this chapter lies
on the presentation and discussion of the sensitivity analyses for the numerical modeling of flocculation
and deposition in the annular flume. To investigate the issue to which degree the observed processes in
the laboratory can be simulated physically correctly by excluding the implemented flocculation algorithm
from the computation, the flocculation computations were compared with simplified models which exclude
the flocculation algorithm. The chapter closes with an evaluation of the numerical sensitivity studies with
respect to the consequences of the application of the implemented flocculation algorithm for natural river

systems.

Chapter 6 contains the flocculation modeling results of the second case study in the Iffezheim reservoir. The
objective of the flocculation algorithm application was firstly the validation of the implemented algorithm
in terms of a physcially reasonable reproduction of flocculation processes for a natural system. Secondly,
it was investigated which influencing factors and parameters are relevant and need to be considered when
using the implemented algorithm for future flocculation computations in the Iffezheim reservoir. In the
first part of the chapter, the Iffezheim reservoir and the problems which occur with sedimentation of
contaminated sediments upstream of the reservoir are described. In the second part, the established
3D-computation grid in SSIIM is characterized and hydraulics in the reservoir are analyzed. The third

part contains the presentation and discussion of the flocculation modeling results.
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The work concludes in chapter 7 with a summary of the main findings and an outlook for future research

investigations on flocculation.






2 Fundamentals of the Interaction of Cohesive
Sediment Processes and Fluid Dynamics

In this chapter the main physical characteristics of the transport and deposition of cohesive sediments
in fluid flows are illustrated. The focus lies in particular on flocculation processes, i.e. the aggregation
and disaggregation of flocs and particles. The chapter first presents a brief overview of the relevant
hydrodynamic processes which stand in complex interaction with the fine sediment processes. Based on the
knowledge of the hydraulic forces, fundamentals in cohesive sediment transport and deposition processes
are given. This implies first the definition of fine sediments and their chemical characteristics. Afterwards
flocculation processes are described in detail, with respect to their major physical characteristics. The
chapter closes with formulations for the settling velocity and a description of the deposition behavior of

cohesive sediments.

The objective of this chapter is to give an understanding of the small-scale processes of cohesive sediment
dynamics, i.e. the formation and break-up of flocs, with the overall objective to link these phenomena with

the large-scale sediment processes in fluid dynamics such as sediment transport and sediment deposition.

2.1 Fluid Dynamics Background

Cohesive sediment transport and deposition are significantly affected by the properties of the fluid flow.
In order to get an overall understanding of the interactions between cohesive sediments and water flow
dynamics, knowledge about the hydraulic fluid forces is essential. In the following a brief overview of

hydrodynamic processes in fluid dynamic and its relevance for cohesive sediment processes is given.

2.1.1 Navier-Stokes Equations

In fluid dynamics the three-dimensional Navier-Stokes equations are used to describe the water motion in

fluid flows. They are solved in order to obtain the flow velocities and pressure field. The Navier-Stokes
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equations are derived from two fundamental equations of fluid dynamics, the continuity and momentum

equation. For non-compressible and constant density flow the Navier-Stokes equations are given as:

ou Ov Ow

ou Ou Ou ou oP 0?u  u  *u
Pw oy + Putim + pwva—y + Put = ==t <8m2 + 2 + 822) (2.1b)
o v v v oP 0%v  0%v 9%
pwaerwu%erwva—y +pwwa = o <8m2+8y?+822> (2.1c)
Ow Ow ow ow oP Pw  *w  Pw
Pw gy + Putig + pwva—y + Pol o = =5 +u <8x2 + 7 + 5.2 > + Pwg: (2.1d)
where
x,y,z  coordinate system [m]
u,v,w fluid velocity components in x-, y-, z-direction  [m/s]
P fluid density [ke/m3]
t time [s]
P pressure [N/m?]
I dynamic viscosity of fluid [ke/ms]
g acceleration of gravity [m/s?]

The first equation expresses the three-dimensional continuity equation representing the conservation of
mass in a non-compressible fluid. It is derived by the balance of mass fluxes into and out of a physically
infinitesimally, small control volume. Equations (2.1b) to (2.1d) represent the momentum equations for
each flow direction z, y and z. The momentum equations are derived by balancing the sum of all applied
forces on the control volume according to Newton’s second law (F = ma). The law relates the sum of the
forces acting on a fluid element to its rate of momentum change. There are five different types of forces

acting on the fluid in a control volume:

o Transient forces due to the time rate of change following a moving fluid element (first term on the

left side of the equations).

o Convective forces due to the movement of the fluid element from one location to another where the

flow properties are spatially different (the remaining three terms on the left side of the equations).

e Pressure forces act directly on the surface of the fluid element caused by the fluid surrounding the

control volume (first term on the right side of the equations).

o Stress (viscous) forces act on the surface of the fluid. They are imposed by the outside fluid by

means of friction (second term on the right side of the equations).

o Gravity forces act directly on the volumetric mass of the fluid element (third term on the right side

of the equations).

Using the non-dimensional form of the incompressible Navier-Stokes equations, different dimensionless fluid

variables can be derived. The Reynolds number is an essential dimensionless number in fluid mechanics
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which characterizes and quantifies the state of the flow, i.e. whether the flow is laminar (viscous) or

turbulent. The Reynolds number Re (—) is defined as the ratio of inertial forces F to viscous forces Fy:

B UL _

7 o — Re (2.2)

where

Re  Reynolds number

[
F;  inertial forces [kem/s?)
Fy  viscous forces [kg-m/s2]
U  characteristic flow velocity — [m/s]
L characteristic length [m]
v kinematic viscosity of fluid — [m*/s]

Reynolds numbers with Re < 500 refer to laminar flow, which is smooth and mostly stationary. Under
conditions of laminar flow, the flow behavior is determined primarily by the fluid viscosity (or low flow
velocities). Reynolds numbers greater than Re > 2000 usually characterize a fully turbulent flow, which is
always transient with considerable mixing and high flow velocities.! An intermediate condition that is partly
laminar and partly turbulent is referred to as transitional flow with Reynolds numbers of 500 < Re < 2000.
In most natural rivers the Reynolds number is usually large in the order of Re = 10° — 105 (Dingman,
1984). Thus, for many natural river systems and for practical purposes fluid flow can be assumed as
highly turbulent. In terms of the interaction between cohesive sediment particles and fluid flow dynamics,
turbulence represents an important phenomenon. Therefore, in the next chapter a brief description of
turbulent flows is presented based on turbulence theory for high Reynolds numbers (e. g. Tennekes and
Lumley, 1972, Pope, 2000).

2.1.2 Turbulence

Fluid flow which is unsteady, irregular, seemingly random, and chaotic is called turbulent. Turbulent flow
is characterized by a temporally and spatially fluctuating velocity field which is described in statistical
terms. The instantaneous values of the flow velocity components in z-, y- and z-direction can be divided
in each location and time into a mean component of flow velocity (@, v, @), plus a velocity fluctuation

component (u/, v, w'). The velocity u in z-direction comprises the following equation (see figure 2.1):
u=1u+u (2.3)

where

u  mean component of flow velocity in z-direction [m/s]

u' velocity fluctuation component of flow velocity in z-direction — [m/s]

! A turbulent flow can, however, be statistically stationary (Pope, 2000).
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Figure 2.1: Time series of velocity u at a given location in a stationary, turbulent flow. The velocity u is
divided into a mean component = plus a velocity fluctuation component w .

An important quantity when estimating the rate at which fine sediments are suspended by turbulent flow
is the turbulent kinetic energy per unit mass of fluid. The turbulent kinetic energy TKF is obtained
from the root-mean-square (rms) velocity fluctuations for each direction and is defined as (Tennekes and
Lumley, 1972):

1 _ R PR
TKE = 5 - (w?+ 7 + ) (2.4)
where
TKE turbulent kinetic energy [m?/s2]
w?, v'?, w'?  mean-square velocity fluctuations in x-, y-, z-direction ~ [m?/s?]

Turbulence causes the formation of eddies of various scales. Most of the kinetic energy of the turbulent
motion is obtained from the mean flow field by the largest eddies. Via an energy cascade, the large
macro-scale eddies are stretched by local velocity gradients into smaller, micro-scale eddies. This process
creates a hierarchy of eddies and is continuing until the dimensions of the eddies are so small that molecular
diffusion becomes important and the contained energy of the smallest eddies will be dissipated by the
fluid viscosity into heat and sound. The fluid viscosity prevents the creation of infinitely small scale
eddies. Thus, the smallest length scale of a turbulent flow will automatically adjust to the value of the
viscosity. For a turbulent flow in natural rivers, the maximum size of the macro-scale eddies will be in the
size of the flow field (water depth or river width). The smallest energy-dissipating eddies do not depend
on the motion of the larger eddies and the flow field geometry. Their scale only depends on the energy
dissipation rate and the fluid viscosity. Based on these two parameters, the size of the smallest eddies,

which is defined as the Kolmogorov micro-scale 7, can be calculated as follows:
3\ 1/4
1=(%) (25)

n  Kolmogorov micro-scale of turbulence [m)]

where

€ turbulent dissipation rate [m? /s3]

Based on the dissipation rate and the kinematic fluid viscosity another turbulent parameter can be

formulated. It is often used to describe the interaction between cohesive sediment particles and turbulence:
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the absolute turbulent velocity gradient Gy. It is a shear parameter defined by Camp and Stein (1943) as

the square root of the energy dissipation at a point divided by the kinematic fluid viscosity:
€

Gt - \/7 -
v

G: velocity gradient in turbulent flow  [1/s]

(2.6)

Bw‘ N

where

In chapter 2.3.5 it is described how the various length scales of turbulence influence the interaction between
cohesive sediment particles and turbulent flow. In particular, the smallest eddies of the Kolmogorov

micro-scale play an important role, since they influence the size of the largest sediment aggregates/flocs.

2.2 Classification and Physico-Chemical Characteristics of Cohesive
Sediments

2.2.1 Classification and Composition

In natural rivers a huge amount of solid particles is transported, eroded or deposited with the water flow.

A commonly used classification of these sediment particles is based on the parameter term grain size. As

illustrated in table 2.1 there is a distinction between clay and silt (fine grained particles) and between

sand, gravel, stones and blocks (coarse grained particles).

Table 2.1: Grain size by DIN EN 14688-1 and DIN 4022-1 (Schmidt, 2006).

Description Symbol (DIN EN 14688) | Diameter (mm)
Blocks Bo > 200
Stones Co > 63 - 200
Gravel Gr (Gravel) > 2.0- 63
- Coarse gravel CGr > 20 - 63
- Middle gravel MGr > 6.3 - 20
Coarse grains | - Fine gravel FGr > 2.0-6.3
Sand Sa (Sand) > 0.063 - 2.0
- Coarse sand CSa > 0.6-2.0
- Middle sand MSa >0.2-0.6
- Fine sand FSa > 0.063 - 0.2
Silt Si (Silt) > 0.002 - 0.063
- Coarse silt CSi > 0.02 - 0.063
Fine grains | - Middle silt MSi > 0.006 - 0.02
- Fine silt FSi > 0.002 - 0.006
Clay Cl (Clay) < 0.002
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Coarse grains are almost exclusively composed of mineral material, while fine grains consist of inorganic
minerals (clay, silt, (fine) sand) and organic matter. Organic matter includes macro-organisms (plants and
animal parts) as well as micro-organisms (leafy matter, spores, fecal pellets, worm tubes, biopolymers,

bacteria, etc.).

According to the classification, particles smaller than 0.063 mm (< 63 pm) are classified as fine grains, and
particles greater than 0.063 mm as coarse grains. Clay has a grain size smaller than 0.002 mm (< 2 ym).
The finest sediment particles are characteristically taken to be 0.1 um (Mehta, 2014). A suspension of
particles smaller than 1 um is called a sol or colloidal suspension. The particles of the colloidal fraction
typically do not settle in water due to Brownian motion.? Therefore sol particles, particularly those
smaller than 0.1 um, are not classified as constituents of sediment, even though they are present in water
as a solid phase (Mehta, 2014). They are often denoted as dissolved matter (Winterwerp and van Kesteren,
2004).

Organic Matter

Besides the mineral amount, also the organic matter plays a role in terms of its effect on the physical
properties of sediment flocs in suspension and in the river bed. Organic matter in mud exists in two
entities: particulate organic matter (POM) and dissolved matter (DOC). In literature, little quantitative
information with regard to natural environment or engineering science is available on this topic (Mehta,
2014). Basically, organic matter consists primarily of organic polymers which occur as charged or as
neutral particles (Winterwerp and van Kesteren, 2004). From an environmental point of view the neutral
particles are important, since non-ionic polymers which are produced by bacteria, algae, etc. can be
adsorbed by clay particles. These polymers in turn can reinforce the physico-chemical bonds holding
particles together (Kranck, 1986, Spork, 1997, Luettich et al., 1993, Mehta, 2014). Several studies have
shown that biological processes, in particular micro-organisms, lead to a strengthening and biogenic
stabilization of the bed sediment particles, i.e. contribute to an increase in erosion resistance (e.g. Kranck
and Milligan, 1980, Mehta, 1991, Tolhurst et al., 2006). Contrary, some studies also indicate that biota
may also act as bio-destabilizers and cause an increase in erodibility (e.g. Hydrobia ulvae, Corophium
volutator) (Andersen et al., 2002, Widdows et al., 2006). However, the majority of the studies have
demonstrated that organic matter modify the erosion threshold in terms of an increased sediment stability.
For a detailed description of the different biogenic stabilization mechanisms the reader is referred to Spork
(1997).

It has to be noted that the organic/non-organic composition of natural sediments is also inherently linked
to temperature. Therefore, fine-grained sediments can have a strong seasonal component as well as a
spatially variation. Accounting for temporal and spatial variability is an additional challenge in fine

sediment dynamics.

Particle Size and Cohesion

Separating fine sediments solely according to their grain size is insufficient. From soil mechanics, it is
known that a sediment mixture will show a behavior strongly influenced by clay with only a clay fraction
of 5% to 10% (Spork, 1997, Raudkivi, 1998). Hence, sediment mixtures of fine grained particles are
not merely described according to their grain sizes, but also with respect to their soil characteristics
(Moller, 2001). A crucial property in fine sediment dynamics which is related to the grain size is the degree
of electrochemical cohesion. Intermolecular forces are the reason why fine grains, contrary to coarser

sediment sizes, exist in aggregates of several single grains. Whereas the transport of non-cohesive sediments

2The process Brownian motion is explained further below in chapter 2.3.2.
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is influenced mainly by flow, gravity forces and fluid viscosity, the transport of cohesive sediments is
characterized additionally by several physico-chemical and biological factors. The possibility of primary,
individual fine particles to form larger aggregates or flocs which are composed of many small individual
particles, is called aggregation. Aggregation on the one hand depends on the collision probability of the
sediment particles (discussed in detail in chapter 2.3.2) and on the other hand on the particles cohesion.
The degree of cohesion of fine sediments is related to the sediment size due to their electro-chemical

properties. Table 2.2 shows the relationship of sediment size to its degree of cohesion qualitatively.

Table 2.2: Relationship of sediment size to its cohesion (based on observations by Mehta and Lee (1994)).

Size range (um) ‘ Classification ‘ Qualitative degree of cohesion
> 63 Coarse Cohesionless
63 to 40 Coarse silt Practically cohesionless
40 to 20 Coarse silt Cohesion increasingly important
20 to 2 Medium and fine silts Cohesion important
2 t0 0.1 Coarse, medium and fine clays Cohesion very important

According to table 2.2, Mehta and Lee (1994) propose the 20 pm size to be the transition size differentiating
cohesive and cohesionless sediment transport behaviors. For particle sizes between 20 pm — 40 pym cohesion
is not highly important. For sediment sizes between 20 um and 2 pm the effect of cohesion increases with
decreasing sediment size and plays a significant role especially for sediment sizes smaller than 2 ym. This
effect is caused by an increasing specific surface area as the particles get smaller. This in turn means that
electrochemical surface forces dominate over particle weight, and therefore cohesion increases governing
the sediment transport behavior in water. Similar observations concerning a limit value between very
cohesive and cohesionless particles were made by Stevens (1991). Stevens (1991) suggests from laboratory
experiments with quartz and feldspar a 16 ym boundary to separate roughly cohesive and cohesionless
sediment. The observations show that there is no clear boundary between cohesive and non-cohesive
sediment, the definition is usually site-specific. In general, clays (< 2 um) are considered to be cohesive
sediment. Silt (2 um — 63 pm) is considered to be between cohesive and non-cohesive sediment. In fact,
the cohesive properties of silt are primarily caused by the existence of clay. Thus, aggregation is most
important in the fine silt and clay fraction, whereas coarse silts and larger grains are little or not affected

by aggregation processes.

2.2.2 Clay Structural Units and Electric Charge

Clay minerals with particles less than 2 ym are formed either anew from remnants of chemical weathering
or by ions replacing other ions, which have been dissolved from existing minerals (ismorphous substitution).
Clay minerals are assigned to the layer silicates. Depending on their crystalline structure, they are
categorized into two-layer, three-layer or four-layer clay minerals, which are typically composed of plate-
like particles. Typical clay minerals are kaolinite (two-layer), illite (three-layer) and montmorillonite

(three-layer), shown in figure 2.2. A typical four-layer clay mineral is chlorite.
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Figure 2.2: Photos of typical clay minerals: kaolinite, illite, montmorillonite (Blogs of the European
Geosciences Union, http://blogs.egu.eu/divisions/sss/tag/clay-2/).

The surface area of the basal planes of clay minerals is many times larger than the surface area of
their edges. Because of the layered structure and its plate-like shape, clay minerals have a high specific
surface area (m?/g), making it possible to adsorb pollutants. The layered structure of clay minerals is
typically composed of two types of sheets: the silicon-oxygen sheet (Si=silicon, O=oxygen), which is
characterized by a tetrahedral structure, and the aluminium-, iron- or magnesium-oxygen-hydroxide sheet
(Al=aluminium, Fe=iron, Mg=magnesium, OH=hydroxide), which shows an octahedral structure. Figure
2.3 shows the structural unit of a single kaolinite plate which has a two layer structure made up of an
aluminium octahedral sheet with a superposed tetrahedral sheet (AI(OH)g and SiO4 sheets). Single
mineral plates are built up as stacks of such tetrahedral and octahedral sheets. Crystalline flake-like
particles exhibit a thickness of about 100 nm with plate diameters of 2 um. Stacks of crystalline flakes can

extend to large particle sizes up 100 um or more (Winterwerp and van Kesteren, 2004).

® OH
@ Al Fe, Mg
e Si

Figure 2.3: Layered structure of clay minerals composed of plate-like particles (left). Structural unit
of a single mineral plate of kaolinite (enlarged view). It is a two-layer clay mineral, composed of a
T=tetrahedron and a O=octahedron sheet (modified from Lagaly et al., 1997).

The cohesive properties of clay minerals are the result of the interactions between clay minerals and water.
The electric charge on the phase boundary of the particle clay minerals and the ion or cation content of
the water are responsible for cohesion. The two main causes for charged clay particles are isomorphous
replacements within the clay crystal lattice and pH-affected charge. The flat face of crystalline particles
consists of substantial negative charges as a result of higher quality central cations being replaced by other
less valuable cations inside the structure of the mineral (isomorphous replacements). For kaolinite, e. g. as
one of the most occurring clay minerals, isomorphous replacement of higher quality Si(IV) atoms by less
valuable Al(III) atoms leads to a negatively charged lattice, causing ion exchange on these surfaces. The
negative charge of the surface area is termed as permanent, since it is not dependent on the pH-value
or the ion content of the water. The second type of surface charge is at the edge of the clay particles.

This charge depends on the pH-value and can either be positive if protons are adsorbed, or negative if

14



2 Fundamentals of the Interaction of Cohesive Sediment Processes and Fluid Dynamics

desorption of the protons occurs. Since the charges of the edges depend on the pH-value and the ionic
strength and therefore consequently can be either positive or negative, the term wvariable on the clay edges
can be used. Because of this, clay minerals can have both negative and positive charges on the surface.
Figure 2.4 shows a clay particle with a permanent negative charge on the basal planes and a variable
charge on the edges in an aqueous ionic solution. The pH-value where the net total particle charge is zero,
i.e. where positive and negative charge are in balance, is called the point of zero charge (PZC). The point
of zero charge is an important parameter, since it means that electrophoretic mobility is zero. This point

defines the maximal degree of aggregation, since no repulsion between the particles takes place.

Basal planes: ®
permanent charge %G)ﬁ

1
4

Edges: &
variable charge

®
®

o=

@ Dpositively charged cation
polar water molecule
- negative charge on the particle surface

Figure 2.4: Clay particle with a permanent charge on the basal planes and a variable charge on the edges
(modified from Dunn et al., 1980).

Figure 2.5 shows the effect of the pH-value of the water on the surface charge density (C/m?) for different
minerals. Each charge density curve is a result of a superposition of the constant pH-independent charge
and the variable pH-dependent charge. As shown in the figure, in the neutral pH range (pH=7) most
suspended solids, which are typically encountered in natural waters, are negatively charged. However,
it must be noted that the illustrated curves are derived from several studies using different measuring
methods. Schroth and Sposito (1997) for example, have shown that a significant variability exists among
published experimental studies of the surface charge behavior of kaolinite. The pH-value at which the
electrophoretic mobility is zero, ranges between 3.0 and 5.0 for kaolinite. Therefore, the curves in figure

2.5 are to be considered qualitatively.

0.2

2 4 6 8 10 12 pH

Figure 2.5: Effect of pH on surface charge (C/m?). In the neutral pH range most suspended solids,
typically encountered in natural waters, are negatively charged (Stumm, 1992).
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The electric surface charge density can be estimated through experimental measurements of the adsorption
of protons from an electrolyte solution. This is termed as the cation exchange capacity (CEC) being
expressed in milliequivalents (meq) per 100 g of clay (McAnally, 2000, Sigg and Stumm, 2011). However,
it must be noted, that the experimentally determined CEC depends on the pH-value and the electrolytes
used. The term CEC is often used to characterize the degree of cohesion of the sediment. Table 2.3 lists
the characteristic size, the CEC, and the critical salinity to aggregation for the three most common clay
minerals (the impact of salt content is described further below). It can be seen that kaolinite exhibits
significantly less cohesion than montmorillonite. It has a sediment cation exchange capacity which is
1/27 to 1/10 less than the CEC of montmorillonite and individual grains that are about 12 times larger

compared to montmorillonite.

Table 2.3: Common clay minerals and their typical characteristics: grain size, CEC and salinity (modified
from McAnally (2000)).

Clay mineral Grain size | Cation exchange capacity | Critical salinity for aggregation
(pm) (med/100g) (ppt or %)

Kaolinite 0.1-1 3—15 0.6

Illite 0.01 — 0.3 10 — 40 1.1

Montmorillonite | 0.001 — 0.1 80 — 150 2.4

The above mentioned electric charges on the clay particles are responsible for the cohesion and interactions
between clay particles in an ionic solution leading to aggregation of cohesive sediments. Derjaguin, Landau,
Vervey, and Overbeek (DLVO) developed a theory of colloidal stability, which currently represents the
cornerstone of the understanding of interactions between colloidal particles and their aggregation behavior
(Russel et al., 1989). Attraction forces lead to particle coagulation as a result of overcoming the repelling
forces. Attractions occur because of van-der-Waals forces, that are pH-independent and become weaker
with an increased distance from the particle surface. The electrically repulsion of two particles is caused
by the Born’s repulsion and by their evenly negatively charged surfaces. The repulsion also decreases with
an increased distance from the particle surface. Hence, the interaction between two particles is governed
by the resulting force (cohesive force) between two particles. If the particles distance is small, attracting

forces are pitted against repelling forces.

The ionic strength of the surrounding water plays also a role in terms of the degree of sediment cohesion.
The negatively charged surface of a particle is surrounded by a cloud of cations (see figure 2.6), where a
high cation concentration is immediately adjacent to the negatively charged particle surface (stern layer).
In the outer layer (diffuse layer) the cation concentration is reduced to the surrounding water, while the
concentration of the anions is increasing. The composition of the stern layer and the diffuse layer is called
diffuse double layer (DDL). If the negative charge of two clay particles decreases, the concentration of
cations gets smaller. In this case the thickness of the two double layers decreases, so that the repulsive
forces are reduced and particle aggregation dominates. Furthermore, organic matter can also strengthen
the bonds of particles in an aggregate (see chapter 2.2.1).
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Figure 2.6: Left: diffuse double layer (DDL) composed of a stern layer and a diffuse layer at a negatively
charged surface of a clay particle, right: variation in concentration of cations and anions with distance
from clay surface (modified from Maggi (2005)).

In summary, the most important sediment specific properties with regard to their qualitative impact on

cohesion are the following;:

¢ Organic matter: Organic polymers charged as neutral particles, usually reinforce the physico-
chemical bonds, holding particles together and lead to a strengthening and biogenic stabilization of

the particles.

« Particle size: As the particles get smaller the specific surface increases. For this reason the

van-der-Waal forces gain more impact, causing cohesion to increase.

o Cation exchange capacity (CEC): The CEC is linked with the particle size distribution. With
decreasing particle size, the pH dependent CEC is increasing. The term CEC is often used to take

into account the degree of cohesion of the sediment.

Water properties influence the thickness of the double layer and therefore the cohesion in the following
ways (Spork, 1997, Raudkivi, 1998, McAnally, 2000, Maggi, 2005 or Schweim, 2005):

« Ionic strength of the water/salt content: The double layer becomes thinner with an increasing
ionic strength of the water, causing a higher degree of cohesion. With an increase of the salt content
in the water, the ions are pushed closer to the boundary surface so that the thickness of the double
layer decreases. Hence, the repulsive force reduces and the attraction forces dominate causing
coagulation to occur. The critical ion concentration (in ppt or %o) at which minerals cohesion
begins to increase and allows aggregation, varies with the different clay minerals. Whereas Drake
(1976) proposes an average salinity content of 2 %o as point for aggregation (discussed in Maggi
(2005)), van Leussen (1994) and McAnally (2000) suggest different salt concentrations for different
minerals, such as 0.6 %o for kaolinite, 1.1 %o for illite and 2.4 %o for montmorillonite (see table 2.3).
The cohesion increases up to these critical concentrations and then is constant for higher values of

salt concentration.

o Sodium-Adsorption-Ratio (SAR): The effect of salts has been expressed in terms of the SAR.

The SAR is defined as the ratio of the concentration of monovalent sodium cations Nat to the
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divalent calcium Ca** and magnesium Mg'™ cations in water. A high ratio of monovalent ions
compared to the divalent ions (i.e. an increasing SAR) increases the thickness of the diffuse double

layer and leads to a lower degree of cohesion.

e pH-value: The pH-value effects the ionisation of the silicon compounds and hence the thickness of
the double layer. For most clay minerals, a higher pH-value results in a reduction of cohesion, since

the diffuse double layer thickness increases.

e Temperature: In literature the reasons for the temperature effect are discussed controversially.
On the one hand, cohesion is decreasing with increasing temperature. On the other hand, the
molecular motion of the particles increases with increasing temperature and decreasing viscosity.
When particles collide the thickness of the double layer can be overcome. However, within the
temperature ranges of natural rivers, the effect is usually considered to be small and may be

dominated by biogenic or salinity effects.

Summarizing the above, it can be said that the degree of sediment cohesion, i.e. the possibility to form
aggregates or flocs of many small individual particles, depends on both the pH-dependent surface charge
of the particles and on the thickness of the diffusive double layer. When two particles collide, it is essential

to overcome the repelling charges to form aggregates.

2.3 Flocculation Processes

2.3.1 Flocculation within the ETDC-Cycle

Fine sediment dynamics consist of a series of different individual processes which are governed by the
properties of the cohesive sediments, the water flow and the fluid properties. These processes are acting
together on different time scales, for example the time scale of vertical mixing, the time scale of settling
and the time scale for aggregation and disaggregation. In this regard, a mere physical observation is
insufficient since both chemical and biological factors have also an impact on the sediment processes and
their interactions. This results in a complex water-sediment system. To illustrate these interdependencies,
an overview of the different fine sediment processes, the interactions between the processes and the

involving influence factors are given in figure 2.7.

In general, fine sediment processes can be described with a cycle of erosion, transport, deposition and
consolidation, also known as the ETDC-cycle (Maggi, 2005). Within this cycle, cohesive sediments such as
clay and silt particles are transported in the water column in suspension, since the fine sediment particles
are easily suspended by water currents. Alternatively, non-cohesive sediments, such as coarser sand and
gravel, are usually transported along the bottom by rolling, sliding and saltation. The suspended matter
comes into the water column either with the upstream water flow or by erosion of deposited sediments due
to high shear stresses.® During the transportation of sediments with the water flow, flocculation processes
take place. On the one hand, cohesive clay particles can coagulate into larger, less dense aggregates or flocs
(aggregation), consisting of numerous individual particles. On the other hand, flocculation implies also the

break-up of aggregates (disaggregation) due to fluid shear stresses and particle-collision induced stresses.

3The portion of suspended load which is transported in the river with no interaction with the river bed is defined
as wash load. It is governed by the upstream supply rate and not by the composition and properties of the bed
material.
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Figure 2.7: Water-sediment system described with a cycle of erosion, transport, deposition and consoli-
dation (macro-scale processes), involved in particle aggregation/disaggregation and sorption/adsorption
of contaminants (micro-scale processes). Below the scheme, the corresponding influence factors and the
respective properties are presented.

Hence, in this work the term flocculation processes implies both, aggregation and disaggregation of flocs
or particles. The term flocs is used for the resulting sedimentary units, i.e. for the larger aggregates
composed of primary fine-grained cohesive sediments. The term particle describes both individual sediment

grains and flocs.

With growing sediment size the particles are more likely to settle towards the bed than smaller particles.
Thereby they enter a layer of high sediment concentration and high turbulence stresses. If the floc strength
is strong enough to resist the high bed shear stresses, the particles will deposit to the bed. If the bed
shear stress is sufficiently intense, the weaker settling aggregates are broken into smaller particles, picked
up by the water flow and re-participate in the flocculation process. High bed shear stresses may also
lead to erosion of already deposited aggregates. For cohesive sediments, four erosion modes can occur:

entrainment, floc erosion, surface erosion and mass erosion (Winterwerp and van Kesteren, 2004).

Consolidation takes place when the accumulated cohesive sediments (deposited flocs or particles) are
compressed under the influence of their own weight (self-weight consolidation). As a result pore water is
expelled and the particles are forced to be closer to each other. This leads to a stabilization of the bed. In
the ETDC-cycle, particles or aggregates which do not deposit on the bed will be carried out by the water

flow. For a detailed overview of the processes erosion and consolidation of fine sediments, the following
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literature is proposed: Parchure and Mehta (1985), Sills and Elder (1986), Winterwerp and van Kesteren
(2004), Schweim (2005), Mehta (2014).

The above mentioned processes are on the one hand strongly marked by the specific sediment characteristics,
e.g. the grain size distribution, the amount of organic matter and the degree of cohesion. Additionally,
also the sediment concentration plays an important role. At low shear stresses, an increase in sediment
concentration results in an increase of floc size due to the higher collision probability with higher
concentrations. When the concentration is further increasing, the floc size decreases again as the flocs

start to hinder each other while settling (see chapter 2.4.2).

On the other hand, the water flow characteristics have a major impact on the sediment behavior. The
hydraulic boundary conditions, which are for example represented by the mean flow velocity and the
turbulence intensity, influence the sediment transport velocity as well as the fluid shear stresses acting on

the sediment particles.

In addition, the fluid properties, i.e. the salt content, the pH-value, the temperature and thus the viscosity
play a role in terms of the sediment cohesion degree. Since cohesion is an important factor for undergoing

aggregation (see chapter 2.2.1), these factors also affect the possibility to form larger sediment particles.

The complexity of fine sediment dynamics increases by the fact that clay minerals are able to adsorb
contaminants (e.g. hexachlorobenzene (HCB)) due to their high specific surface area. Contaminants
can be present in water, in both dissolved and particle-bound form. The adsorption and desorption of
persistent contaminants are reversible processes and depend on numerous factors, such as the partition
coefficient (ratio of particle-bound to dissolved contaminant concentration at equilibrium), the content of
organic matter in the suspended sediment, the content of colloids in the water, the water chemistry and
the particle size distribution. Since flocculation processes can change the grain size distribution of the
suspended sediment constantly, the distribution of contaminants on the individual grain size fractions is

also exposed to continuous change.

It is obvious that fine sediment dynamics is a complex research field, even as a closed system with constant
boundary conditions. Additional temporal and spatial variability of the hydraulic and hydrological
conditions lead to changes of the external forces making the system even more difficult to understand.
Within the above mentioned sediment processes, the main focus of this work lies on the key small-scale
processes of flocculation, i.e. the aggregation and disaggregation (break-up) of particles and flocs. The
objective of the next sections is therefore to provide an understanding of these small-scale processes of fine
sediment dynamics and to create a conjunction to the large-scale processes such as sediment transport

and sediment deposition.

2.3.2 Transport and Collision Mechanisms
Primary particles or flocs are transported in suspension at approximately the velocity of flow by three

transport mechanisms: advection, diffusion and dispersion. In the following, these three processes are
described.
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Advection is the transport by the mean fluid flow. In rivers, sediment transport by advection is the

dominant process. The mass flux due to advection, Jugpec, by the flow velocity u in x-direction is defined

as:
Jodvee = u - C (2.7)
where
Jadvee advective mass flux in x-direction [k&/m?.s]
c suspended sediment concentration (SCC)  [k8/m?]

Diffusion can be differentiated into molecular and turbulent diffusion. Molecular diffusion is the thermal
motion of molecules induced by concentration gradients at temperatures above absolute zero. The particles
move smoothly and systematically from a region of higher concentration to one of lower concentration.
Once an equilibrium concentration is reached the particles continue to move, but the process of molecular
diffusion is then governed by the random walk of particles (self-diffusion). The result of the molecular
diffusion is a gradual mixing of material with the effect that the distribution of particles will become
uniform. The molecular diffusion can be described mathematically by Fick’s law which relates the mass
flux due to molecular diffusion, Jgig mor, With the concentration gradient. The proportionality factor
D 4if is the diffusion coefficient (diffusivity) which depends on the properties of the fluid. In one spatial
dimension (e. g. z-direction), the Fick’s law is defined as:

oC
Jdiff,mot = —Daifr - 5r (2.8)

where

Jaiff mor  molecular diffusion mass flux in a-direction  [k&/m?s]

Dy diffusion coefficient [m? /3]
9 gradient of the concentration in z-direction  [kg/m?]

The turbulent diffusion is the transport of particles by the random and chaotic eddies in a turbulent flow,
which leads to a mixing of the particles within the fluid. Whereas the molecular diffusion allows mixing by
the motion of particles, turbulent diffusion is characterized by the random motion of the fluid. In analogy
to the molecular diffusion, turbulent diffusion follows the Fick’s law by the use of a turbulent diffusion
coefficient (eddy diffusion coefficient). This coefficient describes the properties of the turbulent fluid flow.
The mass flux due to turbulent diffusion, Jug turs in 2-direction is defined as:

oC
Jdifj‘,turb = _Dturb,x ' E (29)

where

Jaif turs  turbulent diffusion mass flux in z-direction  [k&/m?.s)

Diurbz turbulent diffusion coefficient [m?/s]
Turbulent diffusion occurs much more rapidly than molecular diffusion. Therefore, in consequence of the
much longer time scales, molecular diffusion is often negligible.

Dispersion is a diffusion-like process, which causes the particles to mix as a result of velocity gradients.
Due to the different flow velocities, initially directly adjacent particles are moving apart with the effect

that concentration gradients are compensated. By analogy with the diffusion process, the mathematical
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description of the dispersion process is given with a dispersion coefficient K4;5p. The sediment mass flux

due to dispersion, Jy;s, in z-direction is defined as:

oC

5 (2.10)

Jdisp = _Kdisp .

where

Jaisp  dispersion mass flux in z-direction  [k&/m?.s]

Kgisp dispersion coefficient [m?/s]

The compensation of the concentration gradients occurs to a large extent in lateral flow direction, whereas
a small part of the compensation proceeds in vertical direction. Simultaneously, turbulent diffusion
contributes to a further flattening. Since both processes can not be separated, the sum of dispersion and
turbulent diffusion is often described as a hydrodynamic dispersion with a combined anisotropic diffusion
or dispersion tensor. In areas with very low flow velocities (e.g. in reservoirs), turbulent diffusion and

concentration gradients are the dominating sediment transport mechanisms.

Apart from the three transport mechanisms mentioned above, a further mass flux of sediments due to the
self-weight of the particles has to be considered. Contrary to an ideal tracer which follows the fluid flow,
particles settle down under the influence of gravity. The mass flux Jseir1ing as a result of gravitational

forces is defined in relation to the settling velocity:
Jsettling =w,-C (211)

where

Jsettiing  vertical mass flux due to self-weight of particles — [kg/m?.s]

Ws settling velocity [m/s]

During the transport of suspended sediments, flocculation processes occur. The small particles collide
with each other as they move and cohesion determines if the collision causes them to adhere to each other
and form larger aggregates. Whether colliding particles stick to each other depends on the fact whether
attractive forces dominate repulsion forces. With an increasing suspended sediment concentration, i.e.
with an increasing number of particles in the fluid, the probability that two particles collide increases.
This results in enhanced flocculation processes. Hence, both collision frequency and the degree of cohesion
are essential to flocculation processes. Collisions of particles, which result in potential formation of flocs,

are caused by three processes:

1. Brownian motion: this is a process which is influenced by the thermal energy of the fluid. It implies

the random motion of suspended particles in a fluid that results in collisions of particles.

2. Differential settling velocities: large particles with a large settling velocity will cause collisions with

smaller, slower-settling particles.

3. Turbulent stresses: due to chaotic and rapid variations of pressure and flow velocity, turbulent

stresses cause particles to collide.

The rates at which particles collide due to the corresponding collision mechanisms are relatively well

understood. Quantitative expressions for these collision frequency rates are reported in several reviews
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(e.g. in McCave (1984), Lick and Lick (1988), Winterwerp (1998) and Lick (2009)). They are all based on
the early theories of collision frequencies developed by Smoluchowski (1916). In the context of this work,

an overview of these different mathematical-physical equations is given in chapter 3.2.1.

From the literature it can be concluded that in the natural environment turbulence and differential settling
are the predominant mechanisms for interparticle collision, while Brownian motion can be considered as a
negligible factor (Maggi, 2005). Brownian motion becomes important only when concentrations are higher
than approximately 108/1 (Burt, 1986) and for very small particles with sizes less than 1 ym (Winterwerp,
2002). Thus, Brownian motion has to be taken into account only in the very early stages of flocculation
processes. Inter-particle collisions caused by turbulent stresses are cited to be the most important collision
mechanism (Maggi, 2005). In particular, in high-turbulence regions the effect of fluid shear is significant.
Concerning the effect of differential settling, Stolzenbach and Elimelich (1994) carried out experimental
studies in a settling column. They showed that for particles which are moved by turbulence, the effect of
differential settling is small. The probability that large, but less dense particles with a higher settling
velocity will collide with small, but denser, slower-settling ones is rather low due to the deflection of the
trajectory of the smaller particles around the larger ones. From the studies above it can be concluded that
turbulent motions are assumed to be the dominant collision mechanism for further undergoing flocculation

processes.

2.3.3 Modes of Particle Interactions

Apart from their size, aggregates or flocs can be characterized by their structure formation. Plate-like
kaolinite particles (see figure 2.2) can form different structures after collision. Due to their permanent
negative charge on their faces and the variable pH-dependent charge on their edges (see chapter 2.2.2)
different modes of particle interactions in clay suspensions are possible. Depending on both the pH-value

and the ionic strength of the water, Lagaly et al. (1997) mention three modes of particle interactions:
o Edge to Edge (EE)
o Edge to Face (EF)
o Face to Face (FF)

In a deflocculated dispersion, different types of interaction form sediments with different structures (see
figure 2.8). The EF particle association mode shows a so called card-house structure due to negative
charges on the faces and positive charges on the edges leading to electrostatic attraction between the
edges and faces. A stairstep structure is formed by the overlap of particles when FF associations occur.
In this case the electrical double layers are compressed and coagulation is promoted. Chain-like structures

are formed as a result of EE interactions.

The EF and EE formation lead to an open, loose and easily disrupted structure with low density aggregates
of large volumes. The stairstep FF structure however gives small and compact aggregates of higher
densities than for the card-house or chain-like structure. Thus, the yield strength of aggregates caused
by FF interactions is higher and therefore more resistant towards flow forces than the yield strength of
aggregates caused by EF or EE interactions. The different modes of particle interaction depend on the

pH-value and the ionic strength of the water.
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a) dispersed

c) edge to face (EF) d) edge to edge (EE)

Figure 2.8: Modes of particle structures in clay suspensions: a) dispersed, b) face to face, c) edge to face,
d) edge to edge (Unalan et al., 2014).

2.3.4 Floc Structure

Flocculation processes alter the properties of fine-grained sediments in terms of both the effective particle
size and the structure of the growing flocs or aggregates. For the mathematically description of the irregular
aggregate structure, numerous flocculation models make use of the concept of fractal geometry /fractal
dimension. The fractal theory is based on the self-similarity of a structure, i.e. the fact that a growing
entity shows the same structure as at its initial state (Mandelbrot, 1982). Figure 2.9 shows a two-
dimensional object which illustrates the concept of self-similarity. At multiple scales of the object, the
same pattern can be identified as at its initial observation: a triplet made of spherical particles of equal
size. Due to the self-similarity of the structure growing fractals are treated as scale-invariant objects
(Viesek, 1992).

Figure 2.9: Two-dimensional object of a self-similar aggregate structure (Gregory, 1997).

Several flocculation models use the approach of fractal structures in order to model the complex and
variable structure of cohesive sediment aggregates. The fractal dimension of flocs can mathematically be
defined by considering a simple cube of size a., which represents a zero-order aggregate (see figure 2.10).
The combination of 8 such primary units results in a cubic aggregate of size ay = 2a.. A further rise of 8

of such cubic aggregates (ay = 4a.) would lead to a cubic aggregate-aggregate of 64 primary units and so
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on (Mehta, 2014). Based on this model concept, the number N of particles in a fractal aggregate of size
ay is defined by the following equation (Mehta, 2014):

Ny = <“f>nf (2.12)

Qc

where

Ny number of particles in a fractal aggregate [-]
ay  size of the aggregate m]
a.  size of the cube m]

[
[
[
-

ny  fractal dimension

On this basis the fractal dimension ny can be expressed by:

log (N
nfzig(af) (2.13)

log (i)
/
]

qf= 4a,
L.sz 2a,
Primary unit Aggregate Aggregate-aggregate

Figure 2.10: Cubic fractal structures formed from a primary cube (modified from Mehta, 2014).

The fractal dimension can take values from ny = 3, indicating a compact and dense structure, to ny =1
for an irregular, open and porous structure. The smaller the fractal dimension is, the smaller is the density.
For example, in figure 2.10 the fractal dimension remains constant with increasing size, exhibiting the
maximum value of ny = 3. The density is equal to the one of the primary particles for all cubic sizes.
The fractal dimension would decrease if some of the primary units would be removed whereas the overall

aggregate size remains constant.

Figure 2.11 shows two-dimensional projections of typical three-dimensional aggregates with different
fractal dimensions ranging from ny = 1.2 to ny = 2.5. For example, if the flocs are connected on one line,
the fractal dimension is about 1 (linear self-similarity), while if they are on a flat plane, the dimension is 2
(areal self-similarity). And a snowflake with equal distribution in all three spatial directions would be a

value of about 3 (volumetric self-similarity).

Within flocculation models, the fractal dimension is applied either as a constant particle size independent
value or as a variable fractal dimension which depends on the particle size. Numerical models including the
fractal dimension often consider an overall constant fractal dimension for the whole floc size spectrum (e. g.

Kranenburg, 1999, Xu et al., 2008). Typical values within estuaries and coastal waters vary from ny = 1.7

25



2 Fundamentals of the Interaction of Cohesive Sediment Processes and Fluid Dynamics

n=12

Figure 2.11: Two-dimensional projections of typical three-dimensional aggregates with different fractal
dimensions ny= 1.2 to 2.5 (from Thouy and Jullien, 1996).

to ny = 2.2 (Winterwerp and van Kesteren, 2004). Thus, these models often assume an average value
for the fractal dimension such as ny = 2.0 for each particle size. The use of a constant fractal dimension
for all particle sizes treats the aggregates as idealized and real fractal aggregates over the whole particle
size spectrum. However, several previous studies proposed the concept of a variable fractal dimension
since they showed improvements in predicting the floc size distribution and the floc settling velocity (e. g.
Chakraborti et al., 2003, Khelifa and Hill, 2006, Maggi, 2007, Maggi et al., 2007, Son and Hsu, 2008).
For three-dimensional flocs/aggregates, a variable fractal dimension decreases from the value of ny =3
for small and compact particles with particle sizes close to the primary particles to about ny = 1.0 for
large and irregular flocs with an open and porous structure. The suggestion to include a variable fractal
dimension is based on the idea that there is a transition during the growth from the smaller Euclidean
primary particles to larger real fractal aggregates. This leads to a decrease of the fractal dimensions as
floc sizes are increasing (Maggi, 2007). According to this theory, primary particles should have a value of
ns = 3.0, whereas large flocs should have fractal dimensions of about ny = 2.0 and smaller. Once the flocs
have reached a certain size, they can be treated as real fractals. In this case, the value of their fractal

dimension is constant and depends only on the flow conditions or the particle concentration.

Two ranges of behavior were observed in terms of the fractal dimension of flocs at a constant turbulent
shear rate by Kumar et al. (2010). In the first region, for floc sizes less than 200 um, a variable fractal
dimension was needed to describe the submerged specific gravity as a function of floc size. In the second
region, for floc sizes greater than 200 um, a constant fractal dimension was found to suffice for the
description of the submerged specific gravity. The constant fractal dimension for this second region was

ny = 2.3 for fresh water flocs and ny = 1.95 for salt water flocs.

Khelifa and Hill (2006) propose a power law function of the floc diameter for describing the variable

fractal dimension. Their formulation is based on 26 different data sets of settling velocity with floc sizes
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ranging between 1.4 ym and 25,500 um. According to Khelifa and Hill (2006) the fractal dimension ny
depends on the floc size Dy, the primary particle size D, and the exponent Sy, :

D ﬁfc
ny=3: <Df) (2.14)
g
with
B0 = log(nyge/3) (2.15)
© log(Dye/Dy)
where
D;  diameter of the aggregate/floc  [m]
D,  diameter of the grain particle [m]
nye  characteristic fractal dimension [-]
Dy, characteristic floc size [m]

Khelifa and Hill (2006) recommend the typical values for ny. and Dy, to be ny. = 2.0 and Dy, = 2000 pm,
if they are not measured or calculated. However, they also showed that the predicted floc density is
very sensitive to the parameter n¢.. For example, if a characteristic floc size Dy, was measured, but no
information about the corresponding floc structure in terms of the characteristic fractal dimension n . is
available, this fractal dimension has to be determined.

When estimating the floc structure it has to be considered that the magnitude of the fractal dimension
depends on the mechanism by which aggregates grow. Flocs produced by particle-cluster aggregation
have higher fractal dimensions than those formed by cluster-cluster aggregation, even if they are of the
same size (see figure 2.12). In the case of particle-cluster aggregation, a particle is able to penetrate into a
cluster before encountering and sticking with another particle. In an encounter of two clusters the first
contact is likely to occur before the clusters have inter-penetrated to a significant content, which leads to
a much more open structure (Gregory, 1997). Thus, in case of uncertainty regarding the characteristic

value ny., the range of ny. has to be considered when calculating the exponent By..

Particle-Cluster Cluster-Cluster

o

nf =2.6 nf =1.8

Figure 2.12: Schematic diagram of particle-cluster (left) and cluster-cluster (right) aggregation with the
corresponding fractal dimensions n; (modified from Gregory (1997)).

The fractal self-similar structure of flocs has the crucial consequence that the floc density decreases with
increasing floc size. Whereas the density of non-fractal objects (ny = 3.0) is independent of aggregate size,
large fractal aggregates can exhibit very small densities. Mineral grains exhibit typical densities of about
2650 ks/m®. However, large porous aggregates show typical densities in the range of 1060 to 1300 k&/m?,
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very close to that of water (McAnally, 2000). The density p; of an aggregate of size D; and with a fractal

dimension ny can be described by the following semi-empirical equation (Kranenburg, 1994):

D 3—ny
) T pu (2.16)

pr = (pg = puw) (Df

where

py  density of the aggregate/floc  [k8/m?
pg  density of the grain particle  [kg/m?]
pw  density of the fluid [k&/m?]

2.3.5 Impact of Turbulence

In chapter 2.1 it was shown that turbulent flow is a complex phenomenon in fluid dynamics due to its
chaotic behaviour. In terms of aggregation and disaggregation, the turbulent structure of flow is important
in two opposing ways: turbulence increases the number of collisions between suspended particles, thereby
increasing the probability of floc growth and floc size. However, at the same time, it decreases the
floc size by the break-up process with high turbulent shear stresses. Many studies have been carried
out on the effect of turbulence on the flocculation process, mainly in the field of sanitary and chemical
engineering. Argaman and Kaufmann (1970) were one of the first authors who studied the simultaneous
effect of turbulence on aggregation and floc-break-up. In order to describe the collision mechanism
between suspended particles in a turbulent flow, the authors developed complex mechanistic flocculation
models. These models are characterized by various numerical parameters which have to be determined by
flocculation tests, difficult floc size measurements and turbulence measurements. Dyer (1989) proposed a
conceptual model of floc size which builds on the assumption that flocculation is mostly determined by
concentration and turbulence shear stresses. In figure 2.13 the ambivalent effect of shear stress on floc size
is qualitatively illustrated based on the work of Dyer (1989).

Floc
Size

\\Concentration
\

Stress

Figure 2.13: Conceptual flocculation diagram showing the relationship between floc size, suspended
sediment concentration and shear stress (Dyer, 1989).
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With increasing shear stresses the floc diameter initially increases due to a higher collision frequency,
resulting in an increase of the settling velocity at low turbulent stresses. This is the case until floc breakup
because of fluid shear becomes more important and floc sizes decrease again. The figure also shows an
increase in floc size with sediment concentration at low shear stresses due to the higher occurrence of
collisions with higher concentrations. The floc size then decreases as hindered settling becomes important
(see chapter 2.4.2). At high shear stresses the impact of concentration decreases and disaggregation of
flocs dominates. Based on the complex flocculation model of Argaman and Kaufmann (1970), van Leussen

(1994) developed a heuristic formula for the settling velocity ws, which describes the ambivalent effect of

turbulence:
Wy = wWp - LGGQ (2.17)
1+ bG,
where
ws,o reference settling velocity [m/s]
G;  velocity gradient in turbulent flow  [1/s]

a,b  empirical coefficients [

The units of the parameters in equation 2.17 clarify that the formula is dimensionally incorrect demonstrat-
ing the empirical relationships between the variables. This has to be taken into account when comparing
different settling velocity formulas. In equation 2.17, the effect of turbulence is captured by the absolute
velocity gradient G; (see chapter 2.1.2). The equation describes the dominance of aggregation effects
at small shear stresses, while floc break-up dominates at larger shear stresses. The simple formula by
van Leussen (1994) has been successfully applied in numerical studies for the simulation of suspended
sediment concentration (e.g. Malcherek (1994), Weilbeer (2005)).

In terms of the interactions between flocs and turbulence, the various length scales of a turbulence
spectrum influence the floc dynamics differently. Whereas the largest eddies primarily induce the mixing
and dispersion of the sediment particles in the water column, the smallest eddies will be of utmost
importance concerning the turbulent interaction between the sediment particles and the fluid flow.
Collisions between particles are promoted by eddies of a size similar to those of the colliding particles. In
literature, both laboratory experiments and field measurements have demonstrated that the Kolmogorov
micro-scale of turbulence (see chapter 2.1.2) is an adequate reference for the maximum size of the fragile
macro-flocs (van Leussen, 1997). For flocs larger than the Kolmogorov micro-scale, deformation or fracture
occur as a result of the turbulent shear stresses. According to Winterwerp (1998), typical values of the
Kolmogorov micro-scale in estuaries range from 100 — 1000 ym depending on the water depth and the

flow velocity.

In natural flows, different turbulent intensities should be differentiated over the water depth with relatively
high and low turbulence kinetic energy (see figure 2.14). In a zone close to the bed, the strongest turbulence
intensity can be found, associated with highest velocity gradients and the highest energy dissipation.
Hence, according to equation 2.5, the Kolmogorov micro-scale also varies over the water depth, resulting in
the smallest micro-scale eddies near the bed, where the maximum shear forces act on the particles and flocs.
Flocs which are strong enough to resist this bottom shear stresses will settle to the bed. Flocs of lower
strength will be broken up into smaller units and be re-entrained into suspension by the hydrodynamic lift
forces. In lower turbulence zones, the broken aggregates will again participate in the aggregation process.
This continuous process of aggregation and disaggregation is presented on the right side in figure 2.14.

The different levels of turbulent shear stresses over the water depth lead to a vertical gradient in floc size
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Figure 2.14: a) Logarithmic mean velocity profile over water depth, b) vertical distribution of the turbulent
kinetic energy TKE in a differential turbulence column (modified from Kiithn (2007), ¢) schematic picture
of continuous process of aggregation and breakup of flocs in a turbulent flow (modified from van Leussen
(1997)).

at equilibrium stage, i.e. when aggregation and disaggregation processes are in balance. Kiithn (2007)
conducted floc size measurements over the water depth in a differential turbulence column reproducing a
natural turbulence profile in rivers. It was shown that at equilibrium, the vertical floc size distribution
can be approximated by a linear decrease in floc size towards the bottom. In regions of higher turbulence
intensity, i.e. in a zone close to the bottom, smaller particle sizes were measured than in the upper part
of the water column, since the strong turbulent shear stresses led to an enhanced disaggregation of the
aggregates. It has to be noted that the vertical gradient in floc size, as indicated in figure 2.14, can only
occur if the flocculation time is smaller than the settling and mixing time of the sediments. This will be

ensured when the residence time of the flocs in the upper part of the water column is large enough.

A quasi-equilibrium situation for the floc size distribution is reached when floc growth is equal to floc
break up. The equilibrium floc size depends on the turbulence intensity and on the ratio between the
residence time of the flocs in the water column (e.g. the water depth) and the flocculation time. Figure
2.15 shows the floc size as a function of the shear rate (velocity gradient G;) and the water depth. At a
water depth of 4, 2 and 1 metre (solid lines) the floc diameter is increasing with the shear rate parameter
G at small Gy, followed by a decrease in floc size at larger G;. Figure 2.15 is qualitatively similar to
the diagram in figure 2.13. The dashed line represents the equilibrium floc size diameter, i.e. when a
balance between particle aggregation and disaggregation is reached. However, at small shear stresses, flocs
typically can not reach the equilibrium, because the bottom of the settling column will be reached before
the equilibrium size is reached. Winterwerp (1998) attributes the effect to the significantly increased floc
size at low shear stresses which in turn results in an increase of the settling velocity. The effect will be
greater with a smaller water depth, as the residence time will be lower. Therefore, the residence time of
the flocs in the column becomes the limiting factor. At high shear stresses, the flocs do not get very large
as they tend to break-up. For this case, their residence time in the water column is large enough to reach

equilibrium size.
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Figure 2.15: Effect of limited residence time on the relation between floc size Dy and the velocity gradient
Gt (modified from Winterwerp (1998)).

2.4 Settling and Deposition

In the previous chapter it was shown that turbulence plays a major role in terms of aggregation and
disaggregation mechanisms. It was also pointed out that the largest scales of turbulence induce the
mixing and dispersion of the sediment particles. Both facts get relevant when describing the essential
investigation parameters in sediment engineering - the settling and deposition behavior of fine sediment
particles. The floc settling is governed by the level of turbulence and the transport by the mean fluid
flow, i.e. advection. If the turbulence intensity and the fluid flow velocity are decreasing, the sediment
flocs and particles deposit and sedimentation takes place. Except the hydraulic forces, also the floc
properties are significant when estimating the deposition of flocs. The floc size, its shape and the floc
structure have an impact on the settling of individual fragile flocs as well. These properties are affected by
aggregation and disaggregation processes, which in turn are to a major degree influenced by turbulence.
Further, the properties of the primary particles play an important role in terms of the rheological sediment
characterization. Attributes of the sediment mixture, as the suspended sediment concentration, the
sediment cohesion or the amount of organic matter, present further influencing factors for the sediment

deposition.

To describe the deposition behavior of fine sediments the parameter settling velocity is usually used.
The various numbers of impact factors imply that the settling velocity can be expressed theoretically by
different parameters. As a consequence, it is difficult to define a unique definition for the settling velocity.
Nevertheless, it is possible to derive a specific approach or modeling technique for a particular problem,
for example in the sector of water quality or within siltation studies. This leads to specific settling velocity

formulas for the respective applications.

Even laboratory measurements of the settling velocity of samples taken from suspensions in situ may
not necessarily yield the accurate value for the characteristic settling velocity of this suspension. As
sediment flocs can be destroyed by sampling and/or transport to the laboratory, even under well-controlled
conditions in the laboratory the particle size distribution may vary compared to in situ floc sizes. However,

the use of in situ instruments yields data pertaining to a certain location and time frame, thereby limiting
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the scope of in situ measurements. Nevertheless, both laboratory studies and in situ measurements are

essential for a better understanding of the cohesive sediment dynamics.

In this section, first the settling velocity of an individual grain particle in still water is described theoretically
according to Stokes law. Based on this, the settling velocity of individual fractal flocs in still water at
low suspended sediment concentration is presented. For high-concentrated suspensions, when hindered
settling takes place, an empirically based expression depending on the suspended sediment concentration
is described. The last part of this chapter presents a theoretical formula and description for the calculation

of the deposition rate of cohesive sediments in still water.

2.4.1 Settling Velocity in Still Water

Grain Particle

The settling of individual particles in suspensions depends on different particle characteristics like the size,
the shape and the particle density, as well as on the water viscosity. The settling velocity of an idealized,
spherical particle in still water can be derived by a force balance between the particles submerged gravity
force Fg/ and the drag force Fy (Raudkivi, 1998):

7r
Fy' = (pg=pu)-9- 5Dy’ (2.18)
2 T 2
Fa= 5 pu-wsg" Cp- oDy (2.19)
where
Fg' submerged gravity force kgm/g2]
Fy drag force kgm/s?]

[

[
ws,g  settling velocity of the grain particle —[m/s]
Cp  drag coefficient [

-]

For an idealized, spherical particle, the settling velocity becomes:

Pg — Pw 1 4
ww_\/g 9 gDy (2.20)

The drag coefficient Cp is a function of the particle shape, the surface texture and the particles Reynolds
number Re, = ws 4 - Dg/v. For spherical particles in the Stokes’ regime (i.e. Re, < 1), Stokes’ solution
for the drag coefficient yields (Stokes, 1850):

24

Op=——
D Rega

Rey < 1 (2.21)

where

Re, particle Reynolds number [

For higher Reynolds numbers Re, > 1, different approaches and theoretical treatments to predict the

drag coefficient can be found in literature (Roberson and Crowe, 1993).
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Equation 2.20 in combination with equation 2.21 yields the well-known Stokes’ settling velocity for
spherical particles in still water:
$,9 18y Pu ’ g .
Equation 2.22 is based on the sphericity of the particles. The particle shape is considered on the one hand
by the definition of the volume in equations 2.18 and 2.19, and on the other hand by the drag coefficient.
However, in natural rivers the particles exhibit grain shapes which may differ strongly from an idealized
spherical shape. To take into account deviations from this spherical shape, McNown and Malaika (1950)
introduced the shape factor FF, which depends on the longest, the middle and shortest axis of a sediment
particle. For natural sediments, the median shape factor is proposed to be FF = 0.7. Taking into account
this shape factor in the definition of the drag coefficient, for Reynolds numbers Re, < 2-10°, Cp becomes
(McNown and Malaika, 1950):
24

Cp = —— +2.7—23FF; Re, < 2-10° (2.23)
Rey

where

FF  form factor of a sediment particle []

Thus, the settling velocity for natural and con-cohesive particles with a median shape factor FF = 0.7, for
Reynolds numbers Re, < 210, results in (Zanke, 1982):

11y pg— pw gDy’
s = — 140.01-% . 9 _1]; 2-10° 2.24
Wy, D, \/ +0.0 o —~ : Re, < 0 (2.24)

Another form of the drag coeflicient, which includes the influence of higher Re,, is based on empirical
data and is expressed by Schiller and Naumann (1933):
24

Cp = T (1+0.15Re)%%7) ; Re, < 800 (2.25)
g

Fractal Floc

Assuming that the fluid flows around and not through the flocs, the above mentioned equations for
individual grain particles can also be applied for flocs of cohesive sediments. This assumption is not
trivial. Johnson et al. (1996) studied the flow through flocs by experiments with latex micro-spheres
and by numerical simulations. Flocs were treated as self-similar fractal entities showing an increased
permeability, thus an increased flow through the floc with increasing floc size due to larger pore sizes.
From their studies they concluded that the settling velocity of porous permeable flocs is slightly larger
compared to impermeable flocs. However, the explanation for these observations remains unclear. With
increasing permeability one would expect lower settling velocities due to an increase in the friction
affected floc surface. Gregory (1997) refers to the permeability in the context of the fractal dimension.
Fractal aggregates with a fractal dimension greater than n; = 2 show a slight permeability, whereas with

decreasing fractal dimensions the permeability rapidly increases. On the contrary, studies conducted by
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Moudgil and Vasudevan (1988) and Stolzenbach and Elimelich (1994) show that flow through flocs will

not be of significant importance.

For the determination of the settling velocity, it can be concluded that flocs can be treated as porous, but
effectively impermeable entities. Based on this approximation and using equation 2.20, an implicit formula
for the settling velocity of an individual spherical fractal floc in still water can be expressed (Winterwerp,
1998):

— Py ) D, (=D
(pg=pw) 9 @np. Dy (2.26)

Wy f = L2 Il
I po 18 7 1+ 0.15Re 0657

where

we r  settling velocity of the floc  [m/s]
Re; floc Reynolds number -

Equation 2.26 is derived from equation 2.20 by the substitution of the particle grain diameter D, by
the floc diameter Dy, and the substitution of the particle grain density p, by the floc density p; (and
using equation 2.16). Furthermore, in equation 2.26 it is assumed that the drag coefficient for single grain
particles defined in equation 2.25 is also valid for flocs, because the drag coefficient of a fragile floc is
difficult to predict and therefore no data on drag coefficients for falling flocs are available. By considering
the Stokes’ solution for the drag coefficient (equation 2.21) and applying this drag coefficient also for flocs,
the settling velocity of a spherical fractal floc becomes:

(3—ny)
(Pg —Pw) g 2 [ Dy
Ws.f Puw 18 7 Dy ( )

For solid Euclidean particles, i.e. for ny = 3.0, equation 2.27 is reduced back to the standard Stokes’
settling relation in equation 2.22, which does not consider the fractal dimension and thereby does not not

take into account a decreased floc density with increasing floc size.

Summarizing the above, the settling velocity of a spherical fractal floc in equation 2.27 is calculated in
still water depending on the following sediment parameters: the floc size Dy, the size of the primary
particles Dy, the primary particle density p, (= 2650ke/m?) and the fractal dimension ny (= 1.0 — 3.0).
In addition, the density of the water p,, (often set to p, = 1000ks/m?), the kinematic viscosity v (often
set to v = 1.25- 1076 m%/5) as well as the acceleration of gravity g (= 9.81m/s2) are included in the settling
velocity formula. Again it has to be noted that the settling velocity formula based on equation 2.27 is
valid when assuming spherical and impermeable flocs. Settling velocity formulas which also consider these

two factors can be found for instance in Strom and Keyvani (2011).

Figure 2.16 illustrates modeled settling velocities based on equation 2.26 by the use of different constant
fractal dimension ny=1.7, 2.0 and 2.3, together with several measured data on settling velocity and
floc size (Winterwerp, 1999). Figure 2.16 shows that equation 2.26 adequately fits the measured data.
For particles up to a few 100 um, the best agreement was found for a fractal dimension ny = 2.0. For
floc diameters larger than 1000 ym, the impact of the floc Reynolds number Rey is increasing, thus the
deviation to a simple power law behavior gets higher as well. For this purpose, Winterwerp (1999) refers
to the limited validity of equation 2.26 beyond a few mm. The figure also shows that for a given floc size

a decrease in fractal dimension results in lower settling velocities, since the floc density decreases with
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Figure 2.16: Relation between settling velocity and floc diameter (Winterwerp, 1999).

lower values for the fractal dimension. Adopting ny = 3.0 would fit the standard Stokes’ settling solution

(dashed line) and thereby estimating too high settling velocities compared to measured values.

2.4.2 Influence of Sediment Concentration on Settling Velocity

The presented settling velocity in equation 2.26 was derived for the free settling of an individual fractal
floc in still water. However, the equation has limitations with respect to the volumetric concentration of
the cohesive sediment suspension. When the concentration is increasing, interactions between the particles
and flocs in the fluid modify the settling behavior, since the flocs start to hinder each other while settling.
Hence, equation 2.26 is valid only for low suspended sediment concentrations. Another limiting factor of
this equation is the difficult prediction of the essential floc parameters in order to calculate a correct floc
settling velocity. On the one hand the floc size, which depends on several factors, like cohesion, turbulence
and concentration has to be known. On the other hand, the floc structure has to be determined by the
value definition for the fractal dimension. As a consequence of the difficult prediction of these parameters,
the settling velocity for a given material is often determined by measurements (Burt, 1986, Raudkivi,
1998).

An alternative empirical based solution which is widely used to simulate cohesive sediment deposition
implies the correlation between the measured settling velocity in the laboratory and the suspended
sediment concentration. For relatively low concentrations, the following power function can be applied
(Raudkivi, 1998):

wg = mC" (2.28)

where
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m,n empirical coefficients [

w, represents a median settling velocity corresponding to 50 % of solids by weight settled out. m and n

are empirical coefficients which have to be determined from laboratory data.

At higher concentrations, when hindered settling takes place, the influence of particle concentration on

the effective fall velocity can be expressed by the following power function (Raudkivi, 1998):
ws = wo (1 — kC)P7e (2.29)

where

wo  settling velocity of an individual floc or particle — [m/s]
k parameter depending on sediment composition [

Bre function of the particles Reynolds number []

wy is the settling velocity of an individual floc or particle, k£ depends on the sediment composition and [re
is a function of the particles Reynolds number (2.5 < 8. < 5.5). Figure 2.17 illustrates the dependency
of the settling velocity on the sediment concentration by data obtained in laboratory using a sediment
mixture from Severn Estuary mud. The reported limits of the onset of hindered settling vary widely,
depending on the sediment composition, from about 38/1 to 15&/1 (Raudkivi, 1998). Up to a concentration
of 38/1 the settling velocity is increasing with increasing sediment concentration. This effect can be
attributed to two factors: with increasing suspended sediment concentration the collision probability of
the particles and flocs is increasing. This results in enhanced flocculation processes and larger aggregates,
which imply higher settling velocities. However, increasing flow velocities can lead to erosion of larger
particles from the bed. These particles are then mobilised in suspension and thereby leading to a change
in sediment sizes towards larger particle and floc sizes, which imply higher settling velocities. Hence, it is
not necessarily aggregation processes that cause the increase in settling velocity with increasing suspended
sediment concentration (Winterwerp and van Kesteren, 2004). At higher concentrations, at the onset of
hindered settling, the effective settling velocity decreases due to the upflow of the water as it is displaced
by the descending particles. With respect to the application of these equations it is important to note
that the coefficients m, n, k and Sre are determined on the basis of field or laboratory measurements and

are representative for a certain sediment mixture and for specific hydraulic boundary conditions.

In chapter 2.3.5, an approach (equation 2.17) was presented to relate the settling velocity to a turbulent
shear parameter, expressed by the velocity gradient G¢, and to a reference settling velocity ws . The
reference velocity ws o is often linked to equation 2.28 or 2.29 (Weilbeer, 2005, Baugh and Manning, 2007,
Manning, 2008a):

ws =mC" - LGGE (2.30)
1+ bG,
and . G
wy = wp (1 — kC)Pre . 2195 (2.31)

1+ bG,?

As previously mentioned at the beginning of this chapter, there is no unique formula for the settling

velocity of flocs, since it is affected by various factors. As a result, existing approaches consider merely
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Figure 2.17: Median settling velocity wy as a function of the sediment concentration C', based on data
from Severn Estuary (UK) mud with m = 0.513, n = 1.29, k = 0.008, Sre = 4.65 and wy = 2.6 mm/s
(Raudkivi, 1998).

certain aspects among the many influencing factors. In this work, two general approaches for calculating
the floc settling velocity were presented. One approach is a theoretically based formulation depending on
the particle and floc diameter while taking into account the fractal structure of flocs. The other approach
uses an empirically based equation depending on the sediment concentration. In literature various other
settling velocity approaches can be found. In general, they can be differentiated with respect whether they
describe w; as a function of the particle diameter (e.g. Lick et al., 1992, Cheng, 1997) or by the suspended
sediment concentration (e.g. Rasmussen and Larsen, 1996, Reuter et al., 2003). They also vary in their

complexity. An overview of further selected settling velocity formulas can be found in Hillebrand (2008).

2.4.3 Deposition Rate

In order to simulate large-scale processes as cohesive sediment transport and deposition, the settling
velocity of the falling particles and flocs is one important parameter. Based on the settling velocity, the
deposition rate, i.e. the settling flux towards the bottom, can be calculated. The deposition rate, which is
expressed by the change of mass of suspended sediment per unit area with time, can be calculated by
using the deposition formula based on Krone (1962):

dhC

yr = —Dyep = —Ws,charCh (1 — Tb) for m, < 74 (2.32)

Td

where
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h water depth [m]

C depth-averaged concentration [ke/m?]
t time [s]
Dep deposition rate [k&/m?.s]
Ws char  Characteristic settling velocity [m/s]

Cy near-bed concentration [k&/m?]
Th bed shear stress [N/m?]
Td critical shear stress for deposition  [N/m?]

Assuming that the vertical gradient in suspended sediment concentration is small due to very small
settling velocities, the near-bed concentration Cj in Krone’s equation is often set equal to a depth-averaged
concentration C. The Krone equation was derived for low concentrations of suspended sediment using mud
from the San Francisco Bay in a laboratory flume. It is a popular formula in cohesive sediment transport
models for low sediment concentrations. Under low sediment concentration conditions, it can be assumed
that the flocculation time of cohesive sediment particles is large. In the case that the flocculation time T’
is larger than the settling time Ts (Ty/Ts > 1), vertical gradients in floc size are not expected to occur
extensively. The floc size is mainly determined by the near-bed turbulent flow conditions. Therefore, for
low sediment concentrations, variations in flocculation over the water depth with time are not significant
(Hill et al., 2001). Hence, the settling velocity in equation 2.32 is often set to a constant, characteristic
value in both time and space. In contrast, for high sediment concentrations the flocculation time gets
smaller than the settling time (7;/Ts < 1), thus aggregation can result in larger floc sizes in the upper
part of the water column compared to floc sizes near the bed. This results in a vertical gradient in floc

size, as it was indicated in figure 2.14 in chapter 2.3.5.

The product w;Cj represents the flux of suspended particles to the bed surface, whereas the product
(1 —74/7q) is interpreted as the probability that an arriving aggregate would be retained on the bed. It is
often referred to as the fraction of flocs whose yield strengths are too weak to withstand the large shear
stresses near the bed and therefore will be broken and resuspended. According to Krone (1962) a critical
shear stress for deposition 74 exists. If the bed shear stress 7, is below this value (7, < 74) all sediment
will eventually deposit, while at at higher values (7, > 74) no sediment is able to deposit. The critical
shear stress for deposition depends on the sediment composition and the shear strengths of depositing
aggregates and has to be determined. From experimental measurements Krone (1962) defines values for
T4 to be in the range of 0.060 to 0.078 N/m?.

Based on sedimentation experiments in a rotating annular flume, it could be shown in many studies,
that contrary to Krone’s experiments, not all sediment deposited when 7, < 74 and an equilibrium
concentration was found (e.g. Mehta and Partheniades, 1975, Lau, 1994, Haralampides et al., 2003,
Stone and Krishnappan, 2003, Krishnappan, 2007, Hillebrand, 2008). Figure 2.18 shows the resulting
concentration versus time for four different bed shear stresses based on sedimentation experiments in a

rotating circular flume by Stone and Krishnappan (2003).

For all cases, the data show that, after 20 minutes of full mixing of the sediment and the subsequent
lowering of the flume speed to a constant bed shear stress, the sediment concentration decreases suddenly in
the beginning and then decreases gradually towards a steady-state value, i.e. an equilibrium concentration.
This value was found to be a function of the applied shear stress in the flume. The distribution in floc
size is the cause of the observed decrease in sediment concentration: for a given bed shear stress, first

the larger particles of the suspension implying higher settling velocities settled from the water column
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Figure 2.18: Results of depositional experiments: Concentration of suspended sediments vs. time as a
function of bed shear stress (Stone and Krishnappan, 2003).

leaving only the finer particles in suspension. This results in a decrease of the median diameter with time.
Smaller particles with lower settling velocities exhibit smaller critical shear stresses for deposition and
can therefore be transported in suspension more easily. As a consequence, the sediment concentration
decreases very slowly. Choosing the same sediment type and the same initial sediment concentration while
decreasing the bed shear stress, the deposition rate would increase according to equation 2.32. This effect

results in lower values for the equilibrium concentration with decreasing bed shear stresses.

Several experiments were carried out to analyze the question if sedimentation and erosion can occur
simultaneously for cohesive sediments. Measured data from some studies suggest the idea that erosion
and deposition can occur at the same time. Contrary, other laboratory studies indicate that erosion does
not occur simultaneously with deposition. This paradigm in cohesive sediment dynamics was studied by
Partheniades (1965, 1968) who carried out three experiments in a rotating circular flume. Two of the
three experiments indicated that erosion does not occur during deposition, whereas one experiment could
only be explained by the fact that a certain part of the fine fraction was eroded. The latter assumption is
supported by observations from Krone which are based on deposition experiments in a straight flume (1962,
1993). Field measurements analyzed by Sanford and Halka (1993) indicate that the paradigm of mutually
exclusive erosion and deposition is valid under laboratory conditions, but not for field observations.

On the basis of the observations reviewed in this chapter, it can be concluded that physical processes in
cohesive sediment dynamics, in particular flocculation processes, are not fully understood yet. The results
obtained from different researchers vary partly, sometimes even are contradictory. The discrepancies may
be caused by different experimental conditions and measurement techniques, nevertheless also indicate

the significant processes’ complexity accompanied by limitations for cohesive sediment engineering.
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3 Computational Fluid Dynamics Modeling of
Flocculation Processes

The chapter above illustrated that aggregation and floc break-up processes strongly influence the transport
and settling of cohesive sediment particles and flocs involving changes in particle properties. It was also
shown that flocculation is a multi-layered process which is affected by several physical, biological and
chemical factors. Due to the complex physical phenomena associated with cohesive sediments, flocculation
processes are not fully understood yet. A better understanding of these mechanisms is a prerequisite
to predict the transport and fate of fine-grained sediments accurately or to evaluate the risk regarding

particle-bound contaminants.

In order to make long term predictions of cohesive sediment deposition or to quantify the impact of particle-
bound contaminants, and for the purpose of studying complex fine sediment mechanisms, computational
fluid dynamics (CFD) sediment transport models are increasingly used as simulation and research tools.
The CFD sediment transport models are typically applied to enable the calculation of the macro-scale
sediment processes like sediment transport and deposition physically as accurate as possible. A realistic
and precise sediment transport modeling means that also the key sediment processes at micro-scale have
to be taken into account and included in the model. In that regard, and in particular when the model
focus lies on the small-scale processes, flocculation plays a major role. Hence, the inclusion of an explicit
treatment of flocculation processes in numerical sediment transport models is essential in order to provide
relevant knowledge for the understanding of the physico-chemical and biological coherences related to fine

sediment dynamics.

Currently, due to its complexity and still existing research gaps, numerical modeling of flocculation
processes represents a major challenge in morphodynamics and sediment engineering. Both empirically
and mathematically /physically based flocculation algorithms used in numerical models exhibit different
degrees of complexity depending on the number of influencing factors that are taken into account.
All flocculation models are based on and calibrated by the use of measurement data from laboratory
experiments and/or field studies. A good agreement between the simulation results and the measured
data is a prerequisite for further application of the flocculation model in a 1D, 2D or 3D hydrodynamic

sediment transport model.

The aim of this work was to gain insight into flocculation processes and its process complexity. For this
purpose, the 3D sediment transport model SSIIM (Olsen, 2014) was used and should be extended by the
implementation of a flocculation algorithm which enables the simulation of aggregation and disaggregation
processes of cohesive sediments. In future, the implemented flocculation model is expected to serve as a
research tool for the simulation of aggregation and floc break-up processes at micro-scale. Additionally,
it is supposed to be applied for the modeling of sediment processes at macro-scale where the cohesive

properties of the fine sediments influence the model results. Within this work, the objective was on the one
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hand to apply the algorithm for analyzing and modeling flocculation processes in a physical model in the
annular flume (see chapter 5). Finally, on the other hand the flocculation model was used for applications
in sediment engineering where the cohesive properties of sediments are relevant for the sediment transport.
In this work, the Iffezheim hydropower reservoir in Germany was used as a real test case for the practical

application of the flocculation algorithm (see chapter 6).

In this chapter a review on numerical modeling of flocculation is given from literature. In the first part
it is described how flocculation models are currently coupled within CFD sediment transport models.
Subsequently, fundamental mathematical formulations and descriptions of aggregation and disaggregation
mechanisms are presented. Due to the lack of understanding in flocculation processes in general, and floc
break-up mechanisms in particular, different approaches for modeling disaggregation are described. The
chapter closes with a comparative study of several existing flocculation models. The aim of this study was
to choose a flocculation algorithm which considers the most relevant physico-chemical influential factors

and which is also suitable for the implementation in SSITM.

3.1 Coupling of Flocculation Models within CFD Sediment
Transport Models

Flocculation models are commonly implemented within CFD sediment transport models. The coupling of
both models aims on the simulation of cohesive sediment transport by advection and turbulent diffusion,
and sediment deposition or erosion while simultaneously aggregation and disaggregation mechanisms are
considered. The interaction of flocculation and sediment transport/vertical settling is currently modeled
on the basis of two approaches: the transport and settling stage is calculated by the three-dimensional,
unsteady advection-diffusion equation, while a flocculation model is used for predicting the particle size
and concentration distribution due to aggregation and disaggregation. For a particle size distribution
which is characterized mathematically by multiple particle size classes, the advection-diffusion equation

for each sediment size class i is given by:

U, si—— = =— | Diurb—=— 3.1
ot + J@xj+w’ 0z 013( ‘ bamj) (3:-1)
where
C suspended sediment concentration (SCC)  [k8/m?]
t time [s]
U, flow velocity in j-direction [m/s]
Wy settling velocity [m/s]
[

Dyyrp  turbulent diffusion coefficient

Equation 3.1 describes the change in concentration of individual sediment size classes over time due to
mass fluxes by advection, turbulent diffusion and settling (see chapter 2.3.2). For the one-dimensional case
in the vertical z-direction and by neglecting mass fluxes due to advection, the equation can be simplified

to:
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aC; 0 oC;
ot - E (Dturbaz - ws,zcz> (32)

According to equation 3.2, the concentration is not changing in time if there is a balance between the
rate of upward turbulent diffusion and the settling rate. For solving the advection-diffusion equation
initial and boundary conditions are necessary. Initial conditions at time ¢t = 0 imply the specification of
the concentration of each sediment size class as a function of the vertical z-direction. The corresponding

boundary conditions are the zero net sediment flux at the water surface, z = 0 (top boundary):

oC;
Dturbai; - ws,ici =0 -0 (33)
whereas at the bed, z = h, a depositional flux is equated to the difference between the deposition flux

Fep, caused by particle settling and the erosion flux F¢, due to turbulent diffusion:

oC; .
Fdep — Fe = ws7iC'i — Dtu?.baizz = Ci o (34)

where

Fiep  deposition flux  [kg/m?.s]

F, erosion flux [k&/m?.s]

In the case that the bed shear stress 7, exceeds the critical value of bed shear stress for erosion T ;,
particle or floc erosion would occur. However, the erosion flux F, is often assumed to be zero in numerical
deposition models of fine sediments, in agreement with the postulation that cohesive sediments do not
undergo simultaneous deposition and erosion (see chapter 2.4.3). In this case, the net rate Fy., at which

particles of size class i are deposited to the bed (z = h) is given by:

0 Ty > Td,i
(3.5)
Ws,;C,i (1 - L’)

Fiep(z=h) =
o Ty < Td,i
No depositional flux of size class ¢ at the bed will occur when the bed shear stress 7, exceeds the critical
shear stress for deposition 74,. In the case that the bed shear stress is below the critical shear stress for
deposition (7, < 74,;), the depositional flux is calculated by using equation 2.32 according to Krone (1962)
(see chapter 2.4.3).

The sediment concentration C; and the settling velocity ws ; of each sediment size class are the linking
parameters between the advection-diffusion equation and a separate flocculation model. CFD cohesive
sediment transport models of multiple size classes ¢, that include a separate flocculation model, are usually
solved in two steps within each time step and for each computational cell. In figure 3.1, the flowchart
demonstrates a possible calculation process in such models. Its sequence is not representative of all CFD

models, but is a prime example for the SSIIM model which was used within this work.

For a specific time step t,,, first the concentration in each sediment size class from the previous time step
t,—1 is used to calculate a new concentration C;(t,) as a result from advection, turbulent diffusion and

deposition or erosion. The first (time-dependent) term in the advection-diffusion equation is computed on
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Figure 3.1: Flowchart representing a possible sequence of the calculation processes in a CFD cohesive
sediment transport model of multiple size classes i including a flocculation model.

the basis of known values from the previous time step ¢,_o and from values of time step t,_1. Secondly,
the flocculation model is used to update the new concentration C;(t,) in each sediment size class due to
class-by-class sediment mass changes caused by aggregation and disaggregation. Additionally, the settling
velocity of each sediment size class w;; is typically calculated within the flocculation computation. The
settling velocity can be calculated either as a variable parameter which changes with the time-dependent
sediment concentration (e.g. according to equation 2.28 or 2.29) or as a steady, time-independent value
that is a function only of predefined and non changing values for the respective particle sizes Dy ; and
the fractal dimension ny (e.g. according to equation 2.26). In the case of a time-dependent settling
velocity, the settling velocity values have to be recalculated for each time step and each grid cell. Using a
time-independent settling velocity, no recalculation is required and the values remain constant for the
whole simulation time. The above described computation process is repeated for the next time step t,1,
in which again the calculated sediment concentrations from the time steps t¢,_1 and ¢,, serve as input
data. The flow field characteristics, i.e. the flow velocities and turbulence parameters influence both,
the transport/settling and the flocculation processes. These parameters are obtained from solving the
Navier-Stokes-equations (see chapter 2.1.1) and by the use of the applied turbulence model (see chapter
4.1.2) within the water flow modeling. The water flow parameters are functions of space and time and

serve as a continuous data input for the cohesive sediment transport calculation.
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3.2 Flocculation Models

3.2.1 Mathematical Formulations for Aggregation

A complete flocculation model should include the calculation of both aggregation and disaggregation
mechanisms. Within the modeling of flocculation processes a number of empirical and mathematical
algorithms have been developed, which can be differentiated whether they simulate aggregation only, or
both aggregation and disaggregation. Nearly all flocculation models, which simulate aggregation solely,
are based on one fundamental coagulation equation derived originally by Smoluchowski (1916). The
Smoluchowski equation describes the kinetics of aggregation in a diffusion field theoretically in terms of

binary collisions:

% = ;sz::z g ik BikMing — Mg ;aa,ilﬁimi (3.6)
where
n;, ng, n;  number concentration for particles of size ¢, k, [ per unit volume [1/m?]
Qg iks Qi1 aggregation factor between two particles of size ¢ and k, and size i and [ [-]
Biks Bl collision frequency function between two particles of size i and k, and  [m®/s]
size ¢ and [

Equation 3.6 expresses the change rate of the number of particles of discrete particle size [ per unit fluid
volume as a result of particle collisions. The first term on the right hand side describes the increase in
particles of size [ due to aggregation of two particles of size ¢ and k, whose total volume is equal to the
volume of a particle of size I. The factor 1/2 in front of this term ensures that over the summation the
same collision is not counted twice. The second term on the right hand side defines the loss of particles of
size | by aggregation of these particles with all other particle sizes ranging from the smallest particles in

size class 1 = 1 to the largest particles in size class i = s.

The aggregation factor a,, which is often cited as collision efficiency, takes values from zero to one
(0 < ag <1). It represents the probability of cohesion after collision of two particles. «, is usually used
to account for the effect of particle cohesiveness, i.e. for physico-chemical forces and electrochemical
properties of the sediment-water mixture and other coagulative mechanisms such as chemical and/or
organic coatings on sediment particles. The aggregation factor can therefore be expressed as the weight
fraction of suspended sediment that is strongly cohesive (e. g. particle sizes with elemental grain diameters
less than 20 ym (see table 2.2)). Since «, is influenced by many factors and due to the lack of effective
methods to determine this factor, the aggregation coefficient is usually expressed as an empirical coefficient.
However, in this context Maggi (2005) refers to work from Friedlander (1957) and Pruppacher and
Klett (1978), who both investigated collision efficiency by generic mathematical formulations. Based on
Friedlander (1957) the collision efficiency o, ;i for two particles of sizes D, and Dy, is given by:

3 1
- +
2(1+ Di/Dx)  2(1+ D;/Dy)3

Qg ik = 1 (3.7)

Pruppacher and Klett (1978) derived a similar equation:
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(Di/Dy)?

0t = 30+ D/ D) (38)

The original formulation by Friedlander (1957) is deduced from theoretical considerations regarding the
prediction of rates of heat and mass transfer from single spheres and cylinders to fluids in laminar motion.
Based on the model of Friedlander (1957), Pruppacher and Klett (1978) described a simpler formulation
for the collision efficiency, which shows an increase of oy, with increasing ratio Pi/p,. However, in
most published studies, due to the lack of information about the physico-chemical properties of the used
sediment, the aggregation factor is set as a constant value which does not depend on floc size. It is usually

used as a calibration parameter, in combination with the collision frequency function.

In equation 3.6, the collision frequency functions S;; and f;; express the measure of probability that
two particles collide with each other in unit time. The classical Smoluchowski expression takes only
Brownian motion as the relevant collision mechanism between two particles into account. Enhancements
of the Smoluchowski equation were done by involving also fluid shear and differential settling as collision
mechanisms. The collision frequency functions, given for the three different collision mechanisms Brownian
motion, fluid shear and differential settling, take on the following functional forms (e.g. Saffman and
Turner, 1956, McCave, 1984, Tsai et al., 1987, McAnally, 2000, Maggi, 2005):

BB,k = (?@ZT) (DiDj:D’ijV Brownian motion (3.9)
Bs.ik = %(Di + Dy)? Fluid shear (3.10)
Bp.ik = Z(Di + Dy)?- |ws,; — ws k] Differential settling (3.11)
where
BB,ik collision frequency function between two particles of size i  [m®/s]
and k due to Brownian motion
Bs.ik collision frequency function between two particles of size i [m®/s]
and k due to fluid shear
BD,ik collision frequency function between two particles of size i [m?/s]
and k due to differential settling
KB Boltzmann constant [1.3806488-10~2% J /K|
T absolute Temperature K]
L dynamic viscosity of fluid [ke/m.s|
D;, Dy, diameter of colliding particles of size ¢ and k [m]
G velocity gradient [1/s]
[

Wsi, Wep  settling velocity of particles of size ¢ and k

The velocity gradient is either G; = dv/a- for laminar fluid shear, or G; = /¢/v for turbulent fluid shear
according to Camp and Stein (1943) (see equation 2.6). The total collision frequency Bsym,ir can be

expressed as a linear superposition of the aforementioned terms:

Bsum.ik = BB.ik + Bs,ik + BD,ik (3.12)
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Smoluchowski (1916) proposed six simplifying assumptions in order to solve the equations, describing the

aggregation process more manageably. Thomas et al. (1999) gave an overview of these assumptions:
e Laminar flow conditions.

o Particle collisions will result in aggregation only. No disaggregation of flocs due to collision-induced

stresses and flow shear stress will occur.

« Collisions involve only two particles. The probability of three or more particles colliding simultane-

ously is negligible.
e Mono-dispersed suspension, i.e. all particles exhibit the same size.

o All particles show a spherical shape which remains constant during the whole aggregation mechanism.
The particles are treated as solid Euclidean particles, therefore not taking into account the fractal

structure of flocs.

o The aggregation factor «, is unity for all collisions, meaning that all collisions will result in
attachment.

The assumptions above oversimplify the real flocculation process, thus may lead to potential errors,
under- or overestimations when modeling cohesive sediment dynamics. Hence, subsequent developments
and modifications of the Smoluchowski model include further or more detailed physico-chemical aspects
associated with flocculation, such as: effect of flow shear and/or differential settling on the collision
frequency, disaggregation due to flow shear stresses and collision-induced stresses, greater number of

colliding particles and consideration of specific floc properties (e.g. shape, fractal structure, cohesiveness).

In addition, the particle size spectrum can be described more realistically. Aggregation models using
mono-dispersed particle assumptions, as it is realized in the Smoluchowski model, are actually only
valid during the initial stages of flocculation. As flocs grow, larger aggregates are formed becoming also
involved in the collisions. Hence, many flocculation models describe a distribution of particle sizes in
a hetero-dispersed suspension by the definition of discrete size class intervals, e.g. 1 — 2 pum, 2 — 4 ym,
4 — 8 ym. Contrary to a definition of individual particle sizes', this method allows to reduce the number
of differential flocculation equations, resulting in shorter computation times. Likewise, less sediment

characteristics have to be provided over a given range of particle sizes.

A detailed summary of some results regarding amendments and enhancements of the Smoluchowski
equation which are related to every assumption mentioned above can be found in the review papers
from Thomas et al. (1999) or Zhu (2014). However, since the properties of sediment particles are indeed
complex in nature, and with respect to computing power capacity and involving running times, some of the
simplifying assumptions depicted above are still used currently in advanced, more developed flocculation
models.

3.2.2 Mathematical Formulations for Disaggregation

Smoluchowski (1916) assumed that flocs do not break-up once formed. However, floc size and mass
distribution is determined by the balance of the opposing mechanisms of aggregation and disaggregation,

the latter being caused by fluid shear and collision-induced stresses. Basically, a floc will break-up if

'e.g. 1pum, 2 um, 3 um, 4 um in arithmetic series, or 1 um, 2 um, 4 um, 8 um in geometric series.
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the shear stress acting on the aggregate, either from the surrounding flow or from collision with other
aggregates, exceeds the strength of the floc. The floc strength is affected e.g. by shape, size, density and
structure of the floc. Experimental results from Krone (1963) have shown that as aggregate size increases,
both aggregate density and yield strength decrease. McAnally (2000) points out that aggregate strength
is a function of the grain-to-grain cohesion, the size and orientation of particles within the aggregate, the
organic content and to a lesser degree of salinity and pH-value. The floc yield strength determines if an
aggregate is able to withstand disaggregation forces. The strength of a fractal floc 7; is estimated as
follows (Kranenburg, 1994, Mehta, 2014):

2

_ =y
T7r = Kp <pf Pw) ' (3.13)

Pw

where

77 strength of a fractal floc [N/m?]
K empirical sediment dependent coefficient  [N/m?]

ng fractal dimension -]

The parameter K is a parameter, which depends on the physico-chemical properties of the sediment and
the water. The floc density can be calculated as a function of floc size and fractal dimension, according
to equation 2.16. The equation shows that with decreasing floc density and fractal dimension, the
floc yield strength also decreases. This means, when the floc structure becomes less dense, i.e. more
fragile/weak, the flocs become more susceptible to undergo disaggregation. In the case, that fluid shear or
collision-induced stresses exceed the floc yield strength, the floc will be disaggregated into smaller particle
sizes. In chapter 3.2.3, different approaches for calculating these stresses are described. In the following,
general expressions for the time rate of change of the number of particles of a specific size as a result of

disaggregation due to fluid shear and particle collisions are illustrated.

Disaggregation due to Fluid Shear

A general expression for the time rate of change of the number of particles of a discrete particle size I,
which results from disaggregation due to fluid shear, is given as follows (e.g. Tsai et al., 1987, Lick and
Lick, 1988, McAnally, 2000):

i=s

dnl

— = —Byn; + Z Yt Bmnim (3.14)
m=l+1
where
N, number concentration for particles of size m per unit volume with m =1+1 [1/m3]
By, By, coefficient characteristic of sediment and particles of size [ and m [1/s]
Yl probability that a particle of size [ will be formed after disaggregation of a  [-]

particle of size m
The first term on the right-hand side represents the rate at which [ size particles are lost to smaller sizes

due to shear-induced disaggregation of these particles. The second term on the right-hand side represents

the rate at which [ size particles are gained by shear-induced disaggregation of flocs larger than [.
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The coefficients B; and B,,, depend generally on the chemical and physical characteristics of the sediment,
the given fluid shear stress and on the individual properties of the particles of size [ and m (e.g. particle
diameter, effective density of the floc, floc yield strength). Lick and Lick (1988) summarised that numerous
basic theoretical analyses by different researchers have been carried out in order to determine this quantity
(e.g. Argaman and Kaufmann, 1970, Parker et al., 1972). The resulting theories include very complex
functions of floc and fluid properties. Some of them are roughly defined or not measurable. Thus, due to

the lack of sufficient information, the determination of the functional form of B; or B,, is highly difficult.

The quantity ~,,; is the probability that a particle of size [ will be formed by disaggregation of a larger
particle of size m. In literature, different assumptions in terms of the mode of breakup distribution among
the particle sizes were made. Lick and Lick (1988), for example, give three fragmentation distribution
functions: breakup of a floc into two smaller particles of equal size, breakup of a floc into two particles
whose size ratio is fixed, or breakup of a floc into n particles of equal size. McAnally (2000) proposes
another hypothesis of the mode of floc breakup, based on the simple assumption that each floc is formed
by a number of smaller particles of uniform size each. In this case, each floc can breakup into two smaller
flocs of sizes 7 and 7, such that ¢ + j = m. No preferred mode of backup is used in this assumption, thus
each possible mode of breakup has the same probability. As a result, for all particles of size m greater
than size I, v,,,; can be expressed as follows (Lick and Lick, 1988, McAnally, 2000):

2
TYml = m—1 (3.15)

-1
Disaggregation due to Particle Collisions
A general formula for the time rate of change of n; as a result of disaggregation due to collisions of two
particles can be written as:

dnl i=s i=s i=s
ﬁ =N Z Pilﬁsum,ilni + Z YmlTm Z Pimﬁsum,imni (316)
i=1 m=Il+1 i=1
where
Py, P probability of disaggregation of size ¢ into size [ or m  [-]

The first term on the right-hand side represents the rate at which [ size particles are lost by disaggregation
collisions between [ size particles and all other particles. The second term on the right-hand side represents
the rate of increase of particles of size [ by disaggregation collisions between all i size particles and m size

particles, where m is greater than .

The quantities P;; and P, represent the probability of disaggregation of the particles of size ¢ into size [
or size m, respectively. Values for the probability of disaggregation have to be determined empirically as a

function of both shear and sediment concentration (McAnally, 2000).
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3.2.3 Different Approaches for Modeling Disaggregation

Equations 3.6, 3.14 and 3.16 can be combined into one equation, which represents a complete focculation
model. It expresses the time rate of change of number of particles of discrete size | by both aggregation

and disaggregation, the latter being caused by fluid shear as well as by collision-induced stresses:

1=S8
% :% Z aa,ikﬁsum,iknink —ny Zaa,ilﬁsum,ilni aggregation
i+k=l i=1
i=s
— Biny + Z YmiBmnm disaggregation by fluid shear
m=Il+1
i=s i=s i=s
—n Z Py Bsum,imi + Z Vi Tm Z Py Bsum,imni  disaggregation by particle collisions
i=1 m=l+1 i=1

(3.17)

The input parameters required to solve the complete mathematical equation 3.17 are, on the one hand the
parameters accounting for aggregation, i.e. the aggregation factor a,, and the three frequency functions 5,
Bs and Bp. On the other hand, the parameters accounting for the growth limiting effect by disaggregation,
i.e. the coefficients B and P, and the probability distribution function + have to be defined. In order
to model aggregation, the aggregation coefficient o, has to be determined as a value between 0 and 1,
whereas the frequency functions (equations 3.9 to 3.11) are relatively well understood and mathematical
formulations can be found in literature. Thus, the definition of the aggregation-specific parameters seems
to be feasible. However, the disaggregation parameters are far more difficult to approximate, since the
relation between floc strength and their mode of break-up mechanisms under stress is affected by many
factors. Hence, these coefficients have to be determined by experiments. Due to the lack of understanding
in floc break-up processes, in particular the modeling of disaggregation mechanisms still represents a

difficult issue in flocculation modeling, on which several studies have been published.

Within these studies, disaggregation is modeled on the basis of different assumptions and model objectives.
On the one hand, the model objective is to simulate the change in the number of particles due to
disaggregation, given by the equations 3.14 and 3.16. On the other hand, the model purpose is to estimate
representative floc sizes, e. g. the maximum or equilibrium floc size, both parameters describing growth

limiting by disaggregation.

Two kinds of models have been accepted in literature to describe breakup of flocs due to flow shear
stresses in turbulent flows, depending on the floc’s size relative to the Kolmogorov microscale (Miihle, 1993,
Thomas et al., 1999): flocs with sizes smaller than the Kolmogorov microscale are predominantly subjected
to the viscous forces of the turbulent flow. In this case, the surface of the floc is attributed to be disrupted
by shearing stresses of the turbulent flow. This break-up mechanism is known as “surface erosion“ meaning
that small particles are separated from the floc surface. Flocs which exceed the Kolmogorov microscale are
in the inertial sub-range of a turbulent flow. In this case, due to fluctuating pressure gradients across the
particles or flocs, they may be split into pieces of comparable size, known as “large-scale fragmentation®
or fracture. Based on these ideas and under the assumption that flocs possess homogeneous and isotropic
structures, scaling relations between floc strength and floc size were predicted. However, as illustrated
in chapter 2.3.4 flocs are known to be fractal objects. By experimental work, Yeung and Pelton (1996)

suggested to relate floc strength with floc compactness reflected by the fractal dimension, rather than with
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floc size. The authors found that more compact flocs with higher fractal dimensions favored break-up
by surface erosion, whereas flocs characterized by lower fractal dimensions were more likely to undergo

large-scale fragmentation.

In spite of these differences, one major factor, which is used in nearly all disaggregation models to
describe the influence of flow shear on floc break-up is the velocity gradient G. For laminar flow, with the
assumption of a linear velocity distribution over the entire surface of a particle, the following approach
for the maximum flow shear stress acting on the surface of a spherical particle is used (with G; = du/dz)
(Krone, 1963):

Ty = %% laminar flow (3.18)
where

7, flow shear stress  [N/m?]

For turbulent flows, the velocity gradient G; = 4¢/d- in laminar flow is substituted by the velocity gradient
Gt = y/¢/v (Camp and Stein, 1943). G; depends on the turbulent dissipation rate € and the kinematic

viscosity v (see equation 2.6).

Saffman and Turner (1956) estimated the coagulation rate of drops in turbulent clouds in which they
considered the nature of the flow field around a drop. By assuming that the maximum floc size is in
the order of the smallest eddies of Kolmogorov size and that the linear velocity gradient dv/dz obeys a
Gaussian distribution, the authors derived the following equation (Saffman and Turner, 1956, Jones and
Perry, 1979):

2e
157y

Ty = g turbulent flow (3.19)

Substitution of the term \/¢/v by the turbulent velocity gradient G; yields:

_B 2 s
=3 157TGt ~ 0.0258uG (3.20)

Delichatsios and Probstein (1974) developed a coagulation model which considers flocs and particle sizes
smaller and larger than the Kolmogorov microscale. They derived new mathematical expressions which
differ from Saffman and Turner (1956) for particles smaller than the Kolmogorov microscale only in the

leading coefficients.

In the floc break-up model of Winterwerp (1998), fractal flocs with dimensions of the Kolmogorov length
scale or smaller are considered. At this scale, disruptive stresses due to viscous forces are dominant. For
the description of turbulence-induced shear stresses in the viscous regime (e.g. Re, ~ 1) Winterwerp

(1998) proposes the following approach:

du €
Tu=po ~ uGy = u\/: (3.21)
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The above mentioned formulations show that the definition of the turbulent velocity gradient G, originally
derived by Camp and Stein (1943), remained a key parameter in terms of predicting flow shear stresses on

particles due to turbulence effects. The theories differ only in the proportionality constants.

In some break-up models, the turbulent velocity gradient is also used in relationship with the maximum
floc size or the rate of break-up (e.g. Parker et al., 1972, Tambo and Hozumi, 1979). These models
commonly indicate the existence of a critical value of the velocity gradient, above which the aggregation
mechanism is attributed to be reduced, e.g. the maximum floc size is reached. The basic form of the
relationship between the maximum floc diameter D¢ .4, and the velocity gradient G is given as follows
(Thomas et al., 1999):

Dfmaz = = (3.22)

where

D maer maximum floc diameter [m]
K constant [m/s]

ny constant [

Parker et al. (1972) have defined the constants K and n; for two alternative break-up modes (erosion
and fracture) and for two turbulence regimes (viscous subrange and inertial subrange). They proposed
that the surface erosion rate of primary particles from aggregates was proportional to G:? in the viscous
subrange (i.e. particles smaller than the Kolmogorov microscale), and proportional to G in the inertial

subrange (i.e. particles larger than the Kolmogorov microscale).

Coufort et al. (2008) derived a simple expression representing the relation between maximum floc size
with the viscous dissipation rate of turbulent kinetic energy. For a fixed aggregate strength, they give the
following equation to determine the maximum floc size, regardless of the fact whether the aggregate is in

the viscous subrange or in the inertial subrange:

Dfomaz ~ €1 (3.23)

Both equations 3.22 and 3.23 express that the maximum floc size decreases as turbulence increases,
indicating that the applied fluid shear stresses are high enough to cause break-up as the predominant

mechanism.

Beyond the maximum floc size, the median floc size is another representative size definition in order to
characterize the spectrum of particle sizes. Lick et al. (1993) relate the median floc size to sediment

concentration and turbulence by the following power function:

Df,median = BD (CGt)mD (324)

where
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Dy median  median floc size [m]
Bp constant: 9 for fresh water, and 10.5 for sea water [
C suspended sediment concentration (SCC) [8/cm?]
mp constant: -0.56 for fresh water, and -0.4 for sea water [-]

Winterwerp (1998) added a concept for the equilibrium floc size, which is the maximum size attained in
steady state conditions and represents a balance between aggregation and disaggregation (i.e. Ds/at = 0).

Winterwerp (1998) derived the equilibrium floc size Dy . to:

kaC

Dfﬁe = Dg + /@7\/@ (3.25)
where
D¢ . equilibrium floc size [m]
D,  diameter of the grain particle [m]
ka dimensional aggregation parameter [m? k]
kp dimensional floc break-up parameter —[s"/*/m?]

The dimensional aggregation parameter ks and the floc break-up parameter kp are functions of
non-dimensional coefficients and several parameters (e. g. fractal dimension, primary particle size, particle
density, dynamic viscosity and yield strength of flocs). From equation 3.25 it follows that the equilibrium
floc size is proportional to 1/v@;, and therefore is consequently a function of the turbulence intensity.
Moreover, equation 3.25 shows that for very small velocity gradients, the equilibrium floc size Dy . becomes

very large.

Thomas et al. (1999) refer to further flocculation models (e. g. Wiesner, 1992, Dharmappa et al., 1994), in
which floc break-up is considered by the definition of an upper limit on floc size. In these models, the
value of the maximum floc size depends on the assumed mode of break-up, e.g. whether the largest flocs

are assumed to be in the order of the Kolmogorov microscale or larger than it.

The above considerations show that a lot of work has been published on modeling disaggregation due
to turbulence-induced shear stresses. Nearly all these formulations have in common that flow shear
is expressed as a function of the turbulent velocity gradient G;. The models vary in their complexity,
since the knowledge of floc break-up modes and the involved mechanisms and influencing factors is still

insufficient.

In contrast to floc break-up by flow shear stresses, model approaches for disaggregation due to collision-
induced shear stresses are less frequently used or completely neglected, respectively. In principle, a
two-body floc collision can lead to break-up, if the collision-induced shear stress experienced by the
particles exceeds the strength of at least one of the two colliding particles. In the flocculation model based
on Winterwerp (1998), the effect of disaggregation due to inter-particle collisions was omitted on the basis
that flocs with a small excess density will contribute to the effect of collisions only to a small degree.
Likewise, Winterwerp (1998) argued that turbulent shear flow acts continuously, contrary to break-up by

collisions.

McAnally (2000), however, points out from his analyses that both flow-induced shear stresses and collision

shear stresses can be important within the range of particle sizes and flow intensities typical of estuarial
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flows. Thereby, collision-induced shear is supposed to be more important for larger particles and higher

energy dissipation rates, i.e. for higher turbulence conditions.

Verney et al. (2011) concluded from theoretical analyses and experiments that for the experimental test
range of parameters and boundary conditions,? fluid shear has a minimal effect on disaggregation, while
collisions between particles are the dominant mechanism for disaggregation. However, they also confirm
the assertion by McAnally (2000) that for lower concentrations and shear stresses, disaggregation due to
fluid shear may become significant. The mathematical formulation for the collision-induced shear stress

experienced by a particle based on McAnally (2000) is given in chapter 4.2.2.

3.3 Comparison and Evaluation of Flocculation Models

The Smoluchowski model for aggregation combined with a formulation for floc break-up are the basis
for a complete flocculation model. By the use of equation 3.17 several models simulating flocculation
processes have been proposed. However, with regard to present knowledge gaps on flocculation behavior
in natural systems and due to inadequate or non-existent measurement data, in applied cohesive sediment
transport modeling not all the terms in equation 3.17 are always present. Computing power capacity and
running times induce additionally conceptual improvements and/or simplifications of complex flocculation
algorithms. Concerning these aspects, various flocculation models for applied cohesive sediment modeling
purposes can be described by their degree of complexity and how accurate these models are able to
simulate physical processes. In the following, based on the simplest approach to treat the aggregates as
solid, Fuclidean entities and thus not taking into account flocculation processes, three different methods
how to include flocculation effects in numerical models are presented in ascending order of complexity
(see figure 3.2). Each flocculation model (FM) is based on a given range of particle size classes 7. On
the basis of the presented literature review one flocculation algorithm was chosen within this work. It
should enable the simulation of both aggregation and disaggregation physically very closely and should be
technically appropriate for the implementation in the 3D sediment transport program SSITM.

No consideration of flocculation: solid particles

The most basic and simplest approach to model cohesive sediment transport is to set a constant charac-
teristic settling velocity for each particle size class in both time and space. By using the settling velocity
formula based on Stokes (1850) no calibration parameters are required. This strong simplification implies
that each particle is treated as a solid Euclidean entity, rather than a fractal floc. The effects of turbulence,
suspended sediment concentration or cohesion on flocculation processes are excluded. Thus, flocculation
effects on the particle sizes are neglected. In some models, the settling velocity values calculated according
to Stokes, in particular the settling velocity for the coarser and less dense particles, are adjusted by model

calibration.

FM 1: considering floc structure

In order to model the complex and variable structure of cohesive sediment aggregates, the settling velocity
formula by Winterwerp (1998) can be used. Contrary to Stokes formulation, Winterwerp considers the
fractal structure of flocs, with the consequence that floc density decreases as floc size increases. This

approach involves only one parameter to calibrate, the fractal dimension ny. This floc model does not take

2The experiments were conducted on suspended sediments at a concentration of 93 mg/1, with shear rates of from
0to 121/s and maximum floc sizes up to 1500 pm.
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No consideration of flocculation: solid particles

= Constant settling velocity w;; (Stokes, 1850):

2

Dj - L. . .

Wi = 712;1/ g V[ipg pwj ...each particle is treated as a solid Euclidean
Pw particle.

v

FM 1: considering floc structure

= Constant settling velocity wg; (Winterwerp, 1998):

( B ) D (ns-1) ...the particles are treated as fractal flocs taking
Pg~Pw) @ (3—nf ) fi ;
——— D : into account the floc structure and a decreased

e TV 1+0.15Re; ;687 S . :
: fii floc density with increasing floc size.

h 4

FM 2: simple empirical settling velocity formulas

= Variable settling velocity w;:

a) Wgj = mCin

...flocculation is considered by the effect of an
increased settling velocity with increasing
sediment concentration. Optimization includes
the effect of hindered settling and fluid shear.

b) ws,; = wo(1-kC; }Re

n 1+ aGt
1+bGy?

C) Ws j =mC;

Model complexity

1+aG
d) ws,j = wp(1—kC;)/Re Z==2t
1+bGt

€) Manning Floc Settling Velocity Model: Baugh & Manning (2007), Manning (2008)

A4

FM 3: growth and break-up of flocs are explicitly modeled

= Two main flocculation models:

a) One-class based model, e.g.:

- Winterwerp (1998, 2002)
- Son & Hsu (2008)

...flocculation models differ in the number of
involving aspects, e.g.:

- Modeling both aggregation and disaggregation
b) Size-class based model, e.g.: - Collision mechanism: Brownian motion,
i differential settling, shear stress
) E;::m:ggzz ggl\?lg)rsalek (2002) - Mechanisms for fl(_Jc b_reak-up: fluid shear
- McAnally (2000) stresses anq coII|§|on-|nduced_stresses
- McAnally & Mehta (2002) - Flocs desc_rl_bed either as Eucllt_jean or as
- Maggi et al. (2007) fractal entities (constant or variable

- Xu et al. (2008) fractal dimension)

- Maerz et al. (2011)
- Verney et al. (2011)

Figure 3.2: Examples for different flocculation models (FM) derived from literature and illustrated in
ascending order of complexity.
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into account any interaction in terms of aggregation or disaggregation between the particles. Flocculation

is merely modeled with respect to its effect on the fractal structure property.

FM 2: simple empirical settling velocity formulas
A widely used method for modeling flocculation is the application of a variable, empirical settling velocity
formulation. Measured data are used to relate flocculation to suspended sediment concentration. Based

on the simple equation 2.28 different floc modeling stages are possible:

In case (a), flocculation effects are modeled through an increase in settling velocity with increasing
sediment concentration C (given by equation 2.28). A higher sediment concentration is related to a
higher particle collision probability. This results in greater aggregation, thus larger aggregates with higher
settling velocities. In this case two empirical coefficients, m and n, have to be determined. This approach
does not include the important effects of turbulence or higher sediment concentrations that cause particles
to hinder each other while settling. Hence, model improvements of this equation comprise the following

stages:

In case (b), the simulation includes hindered settling by using equation 2.29, which contains three

calibration parameters: wg, k and Oge.-

In case (c), the effect of more frequent collisions, represented by the concentration C, in combination
with the ambivalent effect of turbulence, represented by the turbulent velocity gradient Gy, is considered
by using equation 2.30. This approach requires the determination of 4 calibration parameters: m, n, a and
b. This simple approach was successfully used by Malcherek (1995) within a three-dimensional numerical
study on the suspended sediment concentrations of the Weser estuary. Weilbeer (2005) used this formula

within the three-dimensional modeling of sediment dynamics in the Ems estuary.

In case (d) the effect of turbulence in combination with hindered settling is considered by using equation
2.31. This is the most complex empirical formulation for the settling velocity, since 5 calibration coefficients:
wo, k, Bre, @ and b need to be defined.

In case (e) flocculation is also modeled by the use of an empirically based floc settling velocity model
derived by Manning (2008b). It is based on the concept of larger macroflocs (Dy > 160 pum) and smaller
microflocs (Dy < 160 pm). The flocculation model consists of three algorithms: equations are given
for the settling velocity of the macroflocs, the settling velocity of the microflocs and one equation that
represents the ratio of the macrofloc to microfloc suspended sediment concentration. The settling velocity
of the fragile macroflocs, which are very sensitive to break-up, depends on turbulent shear stress and
sediment concentration. This algorithm indicates an increase in settling velocity at low shear stresses, since
flocculation is enhanced by flow shear, whereas for higher shear stresses for the same concentration floc
break-up occurs. The settling velocity of the smaller microflocs, which represent the building components
of the macroflocs, varies only in response to turbulent shear stress. The combination of the three equations
allows to describe the mass settling flux of flocculated cohesive sediment at each point in the water column.
The floc settling velocity model was compared to real observations and with a number of alternative
settling velocity expressions (e.g. constant settling velocity and simple power regression relationship
between the mean settling velocity and the suspended sediment concentration). The use of a constant
settling velocity led to strong under- or overestimations of the observed concentrations. The power law
fit reasonably well with observed concentrations, however the use of the Manning flocculation algorithm
further increased the amount of vertical variation in the simulated suspended concentrations. In addition,

it allowed a better reproduction of the lateral suspended concentration pattern observed in situ. Baugh
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and Manning (2007) implemented the Manning floc settling velocity model into a 3D computational model
of estuarine hydraulics and sediment transport (TELEMAC3D) for applications of the Lower Thames

estuary.

FM 3: growth and break-up of flocs are explicitly modeled

In order to represent the processes of aggregation and disaggregation more realistically, various empirical
and analytical mathematical flocculation algorithms have been developed on the basis of the Smoluchowski
equation together with a floc break-up function. Instead of using a variable settling velocity formula, as
mentioned above, such models explicitly consider the growth and break-up of flocs by calculating the time
rate of change of number concentration of each particle size. In literature two main flocculation models

are described of increasing complexity: (a) one-class based model and (b) size-class based model.

(a) One-class based model: Winterwerp (1998) constructed a one-class based model, which simulates
flocculation of an individual fractal floc with a characteristic diameter for the whole floc size population.
Actually, flocculation produces a distribution of particle sizes, however a varying number of size fractions
is not accounted for in this model. By linear addition of terms for aggregate-forming collisions (first term)
and disaggregation by shear only (second term), Winterwerp (1998) derived a differential equation which

calculates changes in characteristic floc diameter over time in a Lagrangean reference frame:

% = kaCGD? — kgG®*?D? (Dy — D,) (3.26)
where k4 and kp (see equation 3.25 above) are constants which have to be determined empirically. The
formulation for aggregation is obtained from literature on basis of the Smoluchowski equation. For
modeling floc break-up, Winterwerp (1998) proposed a simple break-up function which was derived by
following small, homogeneous clouds of particles on their trajectory through the fluid. The simple linear
combination of the aggregation and disaggregation term implies a simultaneous aggregation and floc
break-up without mutual interactions. For small values of floc sizes, the aggregation term dominates,
whereas for large floc sizes break-up dominates. Equation 3.26 is based on the following assumptions:
flocs have dimensions of the Kolmogorov microscale or smaller, only disaggregation due to turbulence is
simulated, the effect of particle collisions on floc break-up is omitted, the fractal dimension is set to an
average value of ny = 2, and hindered settling due to higher sediment concentrations is supposed to play
no role within the measured range of settling velocities and sediment concentrations. The settling velocity
is calculated according to equation 2.26, assuming fractal, spherical flocs. For equilibrium conditions, i.e.

dDy/at = 0, Winterwerp (1998) defined the equilibrium floc size Dy given above in equation 3.25.

Application of this flocculation model in a numerical transport model was realized in further studies
from Winterwerp (2002) by translation of the Lagrangean reference frame into an Eulerian coordinate
system. The modified model represents a single-fraction equation, thus a mono-dispers system of particles.
Consequently, the computed floc size and settling velocity are considered as characteristic values, e.g. as
the median or mean floc size and settling velocity. The modified formula includes also a hindered settling
equation to take into account high sediment concentrations. The flocculation model was implemented into
a 1D-CFD model to simulate cohesive sediment processes in a reach of the turbidity maximum in the Ems
estuary (Netherlands). Son and Hsu (2008) adopted a flocculation model which is based on the studies of
Winterwerp (1998). Contrary to Winterwerp, they took into account a variable fractal dimension instead

of a fixed one.
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The main feature of one-class based models is the use of a single characteristic floc size. Hence, the
major advantage of these models is the reduction of computation time and model complexity compared to

size-class based models, representing the floc size distribution in terms of a number of discrete size classes.

(b) Size-class based models: Size-class based models were developed by several authors (e.g. Krish-
nappan, 1990, McAnally, 2000, Maggi, 2007, Xu et al., 2008, Maerz et al., 2011, Verney et al., 2011). Two
types of size-class based models can be distinguished: the first one uses as many classes as particles are
created (e.g. Maggi, 2007). This can result in hundreds of classes yielding large computation times when
implemented in 2D /3D CFD models. The second type of model uses size classes which are defined by mean
sizes (or mean masses) and lower and upper boundaries (e.g. McAnally and Mehta, 2002). This method
allows the number of size classes to be reduced, thus less computation time is needed. Size-class based
models also differ in their physical model accuracy, i.e. in the number of involving floc characteristics and
processes, as well as whether these flocculation models were applied in 1D /2D or 3D cohesive transport
models. The main properties of the size-class based models listed in figure 3.2 are described shortly

hereinafter.

Krishnappan (1990) applied a flocculation model within a 1D settling model in order to simulate the
measured settling of sediment mixtures under flocculated conditions in still water. Therefore, in this
flocculation model no turbulence effect was considered. The model approach calculates the motion of
sediment particles in two stages, a single-grain settling stage and a flocculation stage. The one-dimensional
unsteady advection-diffusion equation was used to model the settling, whereas the coagulation equation
was applied to simulate aggregation. Floc model complexity was reduced, because only aggregation due
to differential settling was modeled, as no flow was involved, and Brownian motion is generally assumed
to be negligible. Disaggregation due to particle collisions was ignored and floc break-up caused by fluid
shear had no relevance due to still water conditions. The settling velocity was calculated by using the
Stokes’ equation, hence flocs were treated as solid Euclidean particles not taking into account the fractal
structure. The flocculation model was extended to dynamic turbulent conditions, including its effect on

collision frequency functions and growth limiting by Krishnappan and Marsalek (2002).

McAnally (2000) derived a multi-class flocculation model which is a combination of a statistical and a
deterministic, physics-based representation of aggregation and disaggregation processes. The flocculation
algorithm allows aggregation of flocs due to collisions caused by Brownian motion, differential settling
and turbulence. Flow-induced stresses due to turbulence as well as collision-induced shear stresses may
lead to disaggregation of flocs, if these stresses exceed the floc yield strength. The floc structure was
accounted for by including the fractal dimension. The flocculation algorithm was tested against flocculation
data from laboratory mixing chamber experiments with no deposition, and flume experiments in which
deposition occured. For the latter the flocculation algorithm was implemented in a one-dimensional

advection-diffusion equation for multiple grain sizes.

Maggi (2007) proposed a population balance equation which describes the time evolution of the floc size
distribution, in combination with a modified model describing the floc geometry by using a variable and
constant fractal dimension. The one-dimensional modeling of flocculation was developed for calculating
experiments in a settling water column. An oscillating three-dimensional grid in the settling column
produced a homogeneous turbulence field generating flocculation. The flocculation model considered
aggregation and floc break-up, the latter caused by fluid shear only. For mathematical simplicity, the

collision mechanisms of Brownian motion as well as differential settling were neglected, hence only turbulent
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shear was taken into account. The floc break-up terms were modeled by using the parametric expression
derived by Winterwerp (1999).

Xu et al. (2008) developed a multi-class model for predicting floc size distribution by including both
aggregation and disaggregation. For simulating aggregation the Smoluchowski framework was applied,
including turbulence and differential settling as collision mechanisms. Disaggregation due to turbulent
shear only (no disaggregation caused by particle collisions) was modeled on the basis of the break-up kernel
derived by Winterwerp (1998). The flocculation model assumes a fractal treatment of flocs by applying a
constant average fractal dimension of ny = 2 within the break-up function. For calculating the settling
velocity, an empirical relationship was used which comprises the effects of variable floc densities due to
fractal structure. The flocculation simulation was compared with settling column experiments carried
out by Winterwerp (1998). Within the study, in contrast to many other cohesive sediment transport
models, beyond the processes deposition, diffusion and flocculation, also the erosion process was considered.
Consequently, Xu et al. (2008) postulate that erosion and deposition can occur simultaneously in the
laboratory. The flocculation algorithm was implemented in a 1D vertical sediment transport model in

order to simulate floc size variations over tidal cycles.

Maerz et al. (2011) derived a size class-based model which considers the following physical approximations:
aggregation is represented by using the Smoluchowski equation, while the floc break-up term is based on
the formulation by Winterwerp (1998). Floc break-up occurs due to fluid shear only, while disaggregation
due to particle collisions is not taken into account. Furthermore aggregation due to differential settling and
Brownian motion is neglected, and therefore turbulent shear is included as the only collision mechanism.
The model includes a constant fractal dimension to take into account the fractal structure. An average
settling velocity of the observed particle distribution was calculated according to equation 2.26 derived by
Winterwerp (1998). The model was validated by laboratory experiments and it was shown that it could
reproduce the dynamics of the average diameter fairly well. The implementation of the flocculation model

in a cohesive sediment transport model has not been realized within the studies.

Verney et al. (2011) developed a size-class based flocculation model to simulate changes in floc population
during an idealized tidal cycle observed from laboratory experiments. The focus of the flocculation
model was set on providing key information on aggregation/disaggregation and their modeling, whereby
floc settling or floc advection were neglected (so called 0D size-class based model), and thus the overall
concentration remained constant. The aggregation term expressed through the Smoluchowski equation
was modeled under the assumption that fluid shear is the dominant collision mechanism, while differential
settling and Brownian motion were not taken into account. Disaggregation was considered to be caused by
both mechanisms, fluid shear as well as particle collisions. The break-up terms due to turbulent shear are
based on equations proposed by Winterwerp (2002). The mathematical formulations include for example
a fragmentation probability equation and a function for the fragmentation rate determined by the floc
yield strength. The floc yield strength in turn depends on the physico-chemical properties of the floc and
on organic matter. Because there are still uncertainties concerning the break-up modes of flocs, several
distribution functions of broken flocs due to turbulent shear were tested within the studies. The floc
structure was estimated by using a constant fractal dimension over the size range as well as a variable

fractal dimension which decreases with increasing floc size.

Evaluation of the Flocculation Models
All of the size-class based flocculation models described above can be potentially implemented in applied

cohesive sediment transport models. However, only a few flocculation models were applied in a 1D vertical
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model, e.g. by Krishnappan and Marsalek (2002) and Xu et al. (2008). None of the size-class based
models were included in a 2D or 3D transport model. The reasons are different, e.g. greater costs in
computational time, high degree of model complexity, difficulty to parameterize the various coefficients
due to missing measured data and the currently existing uncertainties in the understanding of flocculation
processes. One-class based models which use a single characteristic floc size need less computational time
than size-class based models which explicitly simulate growth and break-up of flocs by adopting a number
of size classes. Therefore, they are more suitable for a coupling with applied 3D engineering transport
models. However, such models use some physical simplifications and provide limited knowledge on the
floc population. Hence, the question is how accurate the models reproduce observed trends of a whole floc

size distribution compared to size-class based models.

Flocculation models which have been successfully applied within three dimensional computational models,
e.g. by Malcherek (1995), Weilbeer (2005) and Baugh and Manning (2007), comprise less complex,
empirically based settling velocity formulas. The question is whether it is entirely sufficient to use
a simple power law model or a fixed (mean) settling velocity. The settling velocity formulations are
calibrated by using measured data collected under particular conditions in laboratory or in situ and
by using particular measurement devices. Other measurement devices and methods are likely to result
in different data sets, thus different calibration parameters. Spearman and Roberts (2002) point out
that the development of the power law model was based on studies using the Owen tube/gravitational
analysis method. These studies have shown a strong relationship between sediment concentration and
settling velocity. However, more recently in situ video techniques are applied to estimate settling velocity.
This method shows settling velocities many times higher than the gravitational method (Spearman and
Roberts, 2002). Therefore, in addition to the significant process complexity, due to uncertainties in
terms of settling velocity measurements, the question arises if this model approach is consistently able to

reproduce observed pattern in floc size distributions physically correctly.

The major aim of this work was to improve the understanding of the fine sediment processes which are
highly affected by flocculation processes involving changes in particle properties. The knowledge of the
key aggregation and disaggregation mechanisms is the basis for predicting the transport and deposition of
fine-grained sediments in an accurate way. Within this work, for the purpose of studying complex fine
sediment mechanisms, the three-dimensional model SSIIM was used as a simulation and research tool.
In view of the overall work objective to gain insight into the flocculation mechanisms and its process
complexity, the secondary aim was to extend the software by a flocculation model which is physically
as accurate as possible for the description of particle aggregation and floc break-up. In this respect, a
size-class based model seemed to be the most suitable flocculation model. Since it provides detailed
information on floc populations, the floc dynamics can be investigated physically very closely. In the
long-term, the extended model should be applied for different cohesive sediment related issues. On the
one hand it should be used for modeling flocculation processes observed in the laboratory in terms of
fundamental investigations, on the other hand it should be applied for practical applications in sediment
engineering. Since boundary conditions (e.g. range of suspended sediment concentrations, shear stresses,
particle sizes or water chemistry) may differ for the respective issue, also the dominant sub-processes and
influencing factors, which are associated with flocculation, may differ depending on the issue. For these
reasons, it has to be ensured that the flocculation model is able to reproduce many effects/influencing
factors. This provides the opportunity to use the flocculation algorithm for a broad range of applications

and boundary conditions in future numerical cohesive sediment studies.
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On the basis of these considerations, among the different size-class based models, a flocculation approach
was chosen which considers the most physical sub-processes and floc characteristics, and is also technically
feasible for the coupling with SSIIM 3D. In this work the flocculation approach derived by McAnally (2000)
was implemented in SSIIM representing a combination of a statistical and a deterministic, physics-based
representation of aggregation and disaggregation processes. The flocculation algorithm allows aggregation
due to Brownian motion, differential settling and fluid shear, whereas disaggregation is accounted for by
turbulence-induced fluid shear and particle collisions. The fractal structure of flocs is considered by the
parameter fractal dimension. The implementation of the selected flocculation algorithm in the software

program SSIIM and its main mathematical and physical concept are presented in the next chapter.
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4 Implementation of a Flocculation Algorithm
in SSIIM 3D

Within this work the flocculation model based on McAnally (2000) has been implemented in the three-
dimensional sediment program SSIIM (Olsen, 2014). In this chapter first a brief overview of the CFD
software SSIIM and its theoretical principles for hydraulic and sediment modeling are presented. Afterwards

the main mathematical terms and physical descriptions of the implemented flocculation model are given.

4.1 Numerical Sediment Transport Model SSIIM 3D

4.1.1 Model Overview

The three-dimensional numerical sediment transport program SSIIM 3D is an open source software
developed at the Norwegian University of Science and Technology, Trondheim (NTNU). SSIIM is an
abbreviation for Sediment Simulation In Intakes with Multiblock option (Olsen, 2014). The program
is primarily used for teaching and research purposes in hydraulic/sediment engineering. The main
theoretical principles of the water flow and sediment computation are described briefly below. For a more
detailed and full description of SSIIM, the User’s Manual (Olsen, 2014) is recommended. Fundamentals in
computational fluid dynamic modeling and hydraulic/sediment engineering are reported comprehensively
for example in Pope (2000), Wu et al. (2000), Ferziger and Peric (2002) or Hirsch (2007).

There are two main versions of the program: SSIIM 1 uses a structured grid and is easier to use as the
grid is simpler. If wetting/drying processes are the model purposes and the model geometry is complex, it
is necessary to utilize SSIIM 2, that uses an unstructured grid. For SSIIM 2 a nested grid option was
developed, which is used for resolving finer scale problems in some parts of the geometry. Also, the grid
editor includes the possibility of generating and connecting multiple blocks. This is not possible for the

structured grid editor in SSIIM 1 which only works on one block.

As many other numerical models, SSIIM consists of three parts: a pre-processor, a solver and a post-
processor. The pre-processor includes tools for the generation of the computational grid and input data.
The post-processing implies the viewing and presentation of the computed model results. This can be
done via the user interface of the program or by exporting the results to other post-processing software
packages as Tecplot or Para View. The computation itself can include the calculation of water velocity,
sediment flow, bed level changes, water level changes, temperature and/or water quality. Hereinafter,
the numerical algorithms and solving methods for the water flow and sediment flow computation are

sumimarized.
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4.1.2 Water Flow Calculation

Navier-Stokes Equations

The Navier-Stokes equations (see equation 2.1) are used to obtain the flow velocities and pressure field in
a turbulent flow. In SSIIM, they are solved on a three-dimensional, non-orthogonal grid. The default
algorithm in SSIIM neglects the transient term. For transient calculations the user can include this term
by setting a time step and the number of inner iterations for each iteration. Also the gravity term is not
included in the standard solution of the Navier-Stokes equations in SSIIM. The user can include gravity

in case of free-surface calculations, e.g. for modeling spill ways and flood waves with steep fronts.

Discretization

The partial differential Navier-Stokes equations can not be solved by analytical methods. Therefore,
numerical methods are required which deliver approximate solutions of the differential equations. The
numerical methods comprise an algorithm that discretizes the governing differential equations in space
and time and therefore provides an approximate solution. Several methods for space discretization can be
applied. The three classical used discretization methods in computational fluid dynamics are the finite
volume method (FVM), the finite difference method (FDM) and the finite element method (FEM):

e The FVM solves the partial differential equations in the form of discrete algebraic equations. The
model domain is decomposed into a number of finite control volumes, where the variable (e.g.
velocity, pressure) is calculated at a node inside each control volume cell. The temporal change
of a variable in a cell is a function of the variable in the neighbouring cells. It is quantified by
balancing the fluxes through the volume surfaces and the sources/sinks inside the volume. Since
the flux entering a given volume is identical to that leaving the adjacent volume, the FVM satisfies

the conservation laws.

e The FDM solves the partial differential equations by approximating them with difference equations.
Finite difference expressions approximate the derivative terms in the partial differential equations

by means of Taylor series expansion around grid points.

e The FEM subdivides a whole domain into smaller subdomains, so called finite elements. By using
specific weight functions at each element node, approximated values for the requisite flow variables
are calculated.

SSIIM uses the finite volume method for the spatial discretization on a three-dimensional grid. A main
advantage of the FVM is its application for unstructured and complex grids. There are a number of
different discretization schemes available for the control-volume approach. The approaches differ in how
the concentration on a cell surface is calculated. A first-order (POW) or a second-order (SOU) upwind
scheme are implemented in SSIIM. Using the first-order upwind scheme, the variable values on the cell
surfaces are estimated from the upstream cell. The concentration in the cell is computed as a function of
the weighted average concentrations in the six direct neighbouring cells. The second-order upwind scheme
uses twelve surrounding cells. The use of the POW scheme is expected to give more stable solution, but
may result in too diffusive results. The second-order upwind scheme avoids the false diffusion, but may
tend to overestimate occuring eddies. Within this work, the first-order scheme was used for all calculations.
The numerical methods are described in detail by Olsen (1991).

For transient computations, two approaches can be used for time discretization: the explicit and implicit

method. For the explicit method, the value at a node at time n + 1 is computed from the known values at
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nodes from the previous time step n. The implicit method calculates the value at a node at time n + 1
from known values at nodes from the previous time step n and additionally from unknown values at the
neighbouring nodes at time n + 1. The implicit method gives more stable results, especially when using
longer time steps. The explicit solution is easier to solve than the implicit method. In SSIIM an implicit

time discretization is implemented.

Turbulence Modeling

A turbulent flow regime represents an essential phenomenon in natural rivers or hydraulic systems, which
is characterized by a random and chaotic flow and the formation of eddies of various scales (see chapter
2.1.2). Since turbulent flows show very complex properties, they are difficult to model. Three common

turbulence models are used in CFD modeling which are listed briefly below:

 Direct numerical simulation (DNS): the Navier-Stokes equations are solved directly without modeling.
The whole range of turbulent scales is resolved, from the smallest dissipative scales (Kolmogorov
microscale) up to the macroscales, which contain most of the kinetic energy. Since all spatial and
temporal scales of turbulence must be resolved in the computational mesh, DNS requires a very
high temporal and spatial three-dimensional discretization. The limitations of DNS are therefore

the treatment of simple geometries and a low Reynolds number.

o Large eddy simulation (LES): only the unsteady large scales of turbulence are resolved explicitly in
the Navier-Stokes-equations. The impact of the small scales is approximated by using a separate
subgrid-scale model. The subgrid-scale model simulates the energy transfer between the large scale,
directly resolved eddies and the small scale, not modeled eddies. LES is suited for the modeling of
complex flows with large-scale turbulence structures. It is a compromise between DNS and RANS

concerning modeling effort and model accuracy.

o Statistical turbulence models: the Navier-Stokes equations are considered as time-averaged equations,
known as Reynolds Averaged Navier-Stokes (RANS) equations. Reynolds decomposition means, that
the instantaneous quantities are separated into a mean (time-averaged) component and a velocity
fluctuation component (see figure 2.1 in chapter 2.1.2). The resulting time-averaged Navier-Stokes
equations will contain additional turbulent stress terms, known as Reynolds stress terms. Statistical
turbulence models are used to model these Reynolds stresses. There are two different approaches for
modeling the Reynolds stresses, the Reynolds stress models and the eddy-viscosity models. Since
Reynolds stress models are computationally intensive, eddy-viscosity models are used frequently
in engineering CFD modeling. These models simulate the eddy-viscosity v, which is introduced
with the Boussinesq approximation. The eddy-viscosity is no material property, but depends on
the turbulent flow condition. Different models exist to calculate this quantity, which vary in the
number of additional differential equations to be resolved. A common used statistical turbulence
model is the k-e model, which requires two more equations for modeling the eddy-viscosity. The k-¢

model calculates the turbulent eddy-viscosity as:

TKE?

€

Vy = CM (41)

where
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vy turbulent eddy-viscosity =~ [m%/s]
C, empirical constant []

TKE turbulent kinetic energy — [m*/s?]
€ turbulent dissipation rate [m”/s?]

The value for the empirical constant C,, is usually set to C,, = 0.09. The turbulent kinetic energy
and the energy dissipation are modeled through two additional differential equations. They can be
found in the User’s Manual (Olsen, 2014).

The k-e model is the most frequent model in CFD modeling, because of its strength in the universal
applicability. In SSIIM, the k-e model is the default turbulence model and was used for all conducted

computations within this work.!

Pressure and Wall Laws

To find the unknown pressure term in the Reynolds-averaged Navier-Stokes equations, SSITM uses the
Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) (Patankar, 1980) as the default method.
The basic principle is to guess a pressure field in the computation domain field. The following continuity
defect is used to obtain an equation for the pressure correction. In the next iteration step, this pressure
correction equation is then added to the pressure equation, so that the continuity is satisfied. When
changes in the water and bed levels were calculated within this work, an adaptive grid was used to model
these changes. The grid was then moved vertically according to the computed free water surface and bed
level changes. The free surface was computed using the pressure computed with the SIMPLE method

when solving the Navier-Stokes equations.

In natural rivers which often are characterized by hydraulic rough conditions, the velocity gradient towards
the wall is usually very steep. The definition of boundary layer conditions is therefore an important factor
in CFD modeling. A large number of grid cells would be required to resolve the velocity gradients. Hence,
instead wall laws are used for cells close to the boundary. Wall laws describe the velocity profile between
the wall and the centre of the cell closest to the boundary. The default wall law in SSIIM uses an empirical

logarithmic formula for rough boundaries (Schlichting, 1979):

U _1,, (3Oy> (12)

Use K ks
where
U(y) flow velocity at a distance y from the wall [m/s]
U shear velocity [m/s]
K von Karman’s constant [
Yy distance between the wall and the centre of the bed cell  [m]
ks wall roughness [m]

In SSIIM also other turbulence models are implemented and can be specified by the user, for example the k-w
model.
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The von Karman’s constant x is equal to 0.4, and the wall roughness k; is usually equivalent to the
maximum sediment size. This wall law is valid for (u.ks)/v > 70. In case of smooth walls, a two-layer

wall law is used:

U 1 * *
) =—In (yu ) for Y > 11 (4.3a)
Us K v v

Uy) = YU for 2 <11 (4.3b)
Us v v

Smooth wall laws are valid for (u.ks)/v < 5 (Nikuradse, 1933). Within this work, a smooth wall law
formulation was used for all calculations in the annular flume with SSIIM 1 (see chapter 5). Rough

boundaries were used for all calculations in the Iffezheim reservoir with SSIIM 2 (see chapter 6).

4.1.3 Sediment Transport Calculation

Bed Load Transport

For modeling bed load transport several empirical bed load transport formula are available. They are
all developed under different flow conditions and for different sediment characteristics by conducting
flume experiments. Hence, these formulations give different results for each case study and should, as
a consequence, be used within their range of validity. For the default case, SSIIM calculates bed load

transport according to the formula by van Rijn (1984a) which was developed for mostly uniform sand

particles?:
e
Qved,i = 0.053 = 1/3703 (4.4)
D, ((pg*pgj)g) / ]
v PwlV
where

-]

Qveq dimensionless bed load transport

[
T bed shear stress [N/m?]
Te critical bed shear stress for erosion  [N/m?]
D particle size [m]

In the default SSIIM algorithm, the bed shear stress 7, is calculated from the turbulent kinetic energy
TKE:
o = /Cu - pw- TKE =300 TKE (4.5)

The turbulent kinetic energy TKE is computed by the k-e model, with the constant C,, = 0.09 (see above).
The critical bed shear stress 7, ; for movement of the bed particles is computed by using a parameterization
of the Shields (1936) curve.

Suspended Load Transport
Suspended load is calculated by solving the transient advection-diffusion equation 3.1 for each sediment
size class i separately. In SSIIM, the diffusion coefficient Dy, is equal to the turbulent eddy viscosity vy

which is calculated from the k-e turbulence model. An empirical formula for the equilibrium sediment

2In SSIIM it is also possible to use different bed load sediment functions, e.g. the Wu (1969) or Meyer-Peter and
Miiller (1949) formula.
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concentration Cjeq,;® close to the bed is specified as boundary condition for the sediment transport of

cohesionless sediment material, based on the equation of van Rijn (1984b):

Tb—"Te,i L5
D; {7}
Cbed,i =0.015 - /3703 (4.6)
Qref |:DZ ((pgfp;,)g> / :|
PuwlV
where
Cheq  equilibrium sediment concentration close to the bed [m®/m3]

aref  distance from the bed to where Cheq,; is computed (half the bed cell height) [m]

If erosion of cohesive fine sediments in the silt and clay fraction is computed to account for cohesion, the
critical shear stress computed by Shields (1936) can be increased by a correction factor. Alternatively,
algorithms can be coded which explicitly calculate the critical shear stress for cohesive sediments. Model
approaches which calculate the critical shear stress of cohesive sediments can be found for example in
Mitchener and Torfs (1996), Sanford and Maa (2001) or Ternat et al. (2008).

In SSIIM it is possible to convert the calculated concentration from van Rijn (1984b) into a sediment
pick-up (entrainment) rate. However, is has to be considered that this concentration is derived for
cohesionless sediments. With respect to an improved physical system description, in this work the equation
from van Rijn (1984b) was replaced by using the equation of Ariathurai and Arulanandan (1978) which
was originally derived for calculating the erosion rate of cohesive sediments. By transforming the originally
erosion rate equation into an equation for calculating the equilibrium sediment concentration, the following
equation was implemented in SSIIM (beddll.dll):

Me (TLb B 1) (4.7)

Ched,i =
Ws,i " Pg

where

M, erosion coefficient  [k8/m?s]

In literature different values for the dimensioned erosion coefficient M, can be found, as it is a site- and
sediment-specific empirical parameter. Spork (1997) sets M, to 2.7 - 1075, whereas Amos et al. (1996)
define higher values of M, in the order between 4.9 -10~% — 4.0 - 1073. In this work, the erosion coefficient
was set to M, = 2.7-107%. The resulting sediment pick-up rate Fg; of size class i is then computed by
the following equation:

Fri = Ched,i - Ws,i * puw (4.8)

where

Fr,; sediment pick-up rate [k&/m?s]

3In SSIIM the sediment concentrations are given in volume concentrations instead of mass concentrations (for
example, a volume concentration of 0.001 ma/mS with a specific sediment density of 2650 k8/m3 is equivalent to a
mass concentration of 0.001 - 2650 = 2.65 8/1).
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Equation 4.8 is only used in the case that the actual bed shear stress 7, exceeds the critical shear stress
7. If the bed shear stress is smaller than the critical shear stress, the sediment concentration Cy.q at the
bed gets zero and no entrainment rate is calculated. In this case only the deposition rate Dgep ; for each

size class is calculated as the product of the settling velocity w;; times the sediment concentration Cj.

The bed level changes Az are computed based on the computed sediment deposition rate and the pick-up

rate for all the size fractions:

Az = Z (’LUS,iCi — FRJ) At/’f’ (49)
where
Az bed level changes [m]
At time step [s]
r conversion factor between volume of sediment particles [kg/m3]

and volume of deposits on the bed

The equations above show, that SSIIM in general is able to calculate fine sediment transport and
deposition by solving the advection-diffusion equation for each sediment size fraction. In previous studies,
particle deposition in a laboratory flume was measured and computed in SSIIM (Olsen and Skoglund,
1994). However, the particles were too coarse for flocculation to occur. If fine sediments are modeled in
SSIIM, each size fraction has to be characterized by a predefined particle diameter, a respective sediment
concentration and settling velocity. Each size class interacts independent of the other fractions and no

aggregation and disaggregation mechanisms between the particles can occur (see figure 4.1, above model).

FM 1: only floc structure is considered

i-1 i i+1
) [ °
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SSIIM model extension by
flocculation algorithm

FM 3-b): flocculation is explicitly modeled by mass shifting between the size classes

+
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Figure 4.1: SSIIM model extension by an explicit flocculation model.

In the case that flocculated sediment particles should be modeled, flocculation effects can only be modeled

indirectly by taking into account the floc structure in the settling velocity formula (e.g. by using the
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Winterwerp (1998) settling velocity equation). This simplified flocculation approach would correspond to
flocculation model FM 1 described in chapter 3.3. However, as already mentioned in chapter 3.3, this
model approach considers only one parameter, the floc structure. Any interactions in terms of aggregation
or disaggregation between the particles are not simulated. Therefore, the objective of this work was to
extend SSIIM by a physically realistic flocculation model which allows an explicit modeling of floc growth
and floc break-up by particle mass shifting between the size classes (denoted as flocculation model FM
3 in chapter 3.3). On the basis of the comparative studies of different flocculation models in chapter
3.3, a size-class based model derived by McAnally (2000) was chosen to be implemented in SSIIM. The
flocculation algorithm allows aggregation and disaggregation due to particle collisions and fluid shear
leading to a shifting of sediment mass between the classes. The individual mathematical equations and

physical descriptions of the implemented flocculation model are presented in the next section.

4.2 Implemented Flocculation Algorithm

The flocculation model based on McAnally (2000) was originally derived in order to develop an improved,
analytic physics-based representation of aggregation and disaggregation processes, taking into account
sediment and flow characteristics in estuarial waters. In the following, the main mathematical terms and
physical descriptions of the flocculation model are presented. In order to get a better overall understanding
of the flocculation algorithm, some of the concepts and formulations presented in the previous chapters
are repeated. For a full overview and detailed consideration of the flocculation model the reader is referred
to the original source from McAnally (2000).

The presented flocculation algorithm has been implemented in SSIIM by the use of the programming
language C++. The numerical flocculation algorithm is embedded in a DLL (Dynamic Link Library) and

therefore represents an extension of SSIIM (flocdll.dll).

4.2.1 Sediment Particle Characteristics

McAnally (2000) uses the sediment particle mass as the fundamental descriptor of a sediment particle.
Various other parameters can be determined from the particle mass property, as described below. The
continuous spectrum of particle sizes, ranging from the largest flocs/aggregates of size class j = 1 to the
smallest, primary grains of size class j = s, is described by a finite set of discrete mass class intervals,

defined as follows:*

Class index: j=1tos
Class lower limit on particle mass: M (lower)  (k&/particle)
Class upper limit on particle mass: M (upper) (ke&/particle)

The total sediment mass within each class can change with time by different processes (see figure 4.2):

1. Increase or decrease from fluxes by advection and diffusion.

4Due to technical reasons within the implementation in SSIIM, in this work size class j = 1 was defined containing
the largest particles. In the origin work from McAnally (2000) however, size class j = 1 was defined containing
the smallest particles.
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2. Increase from fluxes by erosion or decrease from fluxes by deposition.
3. Increase by aggregation of particles from smaller classes.
4. Increase by disggregation of particles from larger classes.
5. Decrease by aggregation or disaggregation of particles within the class.
Wheras items 1 and 2 are calculated within the sediment flow calculation by using the advection-diffusion

equation (see equation 3.1), items 3 to 5 are computed by the flocculation algorithm.

Size classes j

j=1 j=k-1 j=k j=k+1 j=s
Aggregation
1) @ °®
«F p .
L) @'& ...
@ 4 [ ]
Ex &@ Py ° [ ]

Disaggregation

Deposition l T Erosion

Advection/Diffusion

Figure 4.2: Sediment mass fluxes within size classes j by aggregation and disaggregation, deposition/erosion,
advection and diffusion (modified by McAnally (2000)).

Based on predefined sediment size classes, represented by the particle diameter D;, the density of each

particle size class p; can be determined by the following equation:

Pg

p; = smaller of D o\3-ns
pu+ By(C,Ge,S.T) (52)

(4.10)

The particle density of the smallest and compact primary particles of size D, in size class j = s corresponds
to the sediment grain density p, (= 2650ke/m?®). The density of larger, less dense particles in size classes
Jj < s is computed on the basis of the particle diameter D;, the fractal dimension ny (= 1.0 — 3.0) and
the empirical sediment- and flow-dependent density function B,(C,G.,S,T). The function depends on the
sediment concentration C, the turbulence parameter G, (which accounts for collision-inducing flow forces),
the salinity S and the temperature T'. Since B, is difficult to measure and has not yet been quantified,
McAnally and Mehta (2000) set a theoretical value of B, = 1650k8/m®. In that case, the particle density
depends only on the particle size and the floc structure expressed by the fractal dimension. From equation
4.10, it can be seen, that an increase in particle size leads to a decrease in the particles density, since
ongoing flocculation is related with more water-filled pore space. On the other hand, higher values of the

fractal dimension cause a higher floc density, as they imply a more compact and massive floc structure.
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The (average) sediment particle mass M; (k&/particle) of each size class is determined from the particle
density and the (average) particle size, assuming that all particles are approximately spherical:
D3

My =pjem =2 (4.11)

As mentioned above, each (average) particle mass M; is represented through a mass class interval, which
contains particles with the smallest particle mass M, (lower) and the largest particle mass M, (upper) of

this class. Based on a simple linear mean formulation of M}, the mass class interval is calculated by:

M, (lower) + M;(upper)

M, = 4.12
J 2 ( )
This allows the calculation of the class limits based on the particle mass:
M:+ M,;_
M; (upper) = % (4.13a)
M;(upper) = M;_1(lower) (4.13b)

The settling velocity for each class is computed using the formula of Winterwerp (1998), a modified
Stokes’ settling expression which considers flocs as fractal objects. It is computed for each size class and
depends on floc size and floc density, the latter is calculated according to equation 4.10. Winterwerp’s
settling velocity for spherical fractal flocs is given in equation 2.27. Transformation of this equation and

substitution of Dy by D;, yields the following formula for the settling velocity:

D? Ap;
i=—L.g. —2 4.14
Ws, j 180 g D ( )

where Ap; is the density difference of the respective floc in class j and water:

A,Dj = Pj — Pw (415)

The simple settling velocity equation does not take into account sediment concentration and flow charac-

teristics, since the flocculation algorithm considers these effects on a class-by-class basis.

The particle strength 7;, i.e. the resistance to disaggregate due to collision-induced stresses and fluid

shear, is given by an adaption of equation 3.13:

2
7; = Bo(C,Go,S.T) <Apf> o (4.16)
Pw
where B, replaces the coefficient Kr in equation 3.13. B; is an empirical sediment- and flow-dependent
stress function, similar to the coefficient B,, mentioned in equation 4.10. Since no explicit formulation
is known for B, the coefficient is usually fit to experimental data by calibration. In case of missing
measured data, McAnally and Mehta (2000) set B, to a constant value ranging from order 1 to 10% N/m2.
The wide range of values shows, that the strength of a fractal floc can vary by several orders of magnitude.

Equation 4.16 illustrates that the floc structure, expressed by the fractal dimension ny, also affects the
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particles’ strength. Compact particles with a high fractal dimension show a high yield strength, whereas
lower values for ny imply weaker particles/flocs, which can be broken up more easily due to flow shear or

collision-induced shear stresses.

The sediment properties mentioned above are computed at the beginning of the flocculation modeling and

remain constant during the entire model run.

4.2.2 Mass Fluxes due to Particle Collisions and Flow Shear

Number of Colliding Particles

Collisions of two or more particles either lead to aggregation if the collision-induced stresses are less than
the yield strengths of the colliding particles, or contribute to disaggregation of one or both particles if
the collision-induced stresses exceed the particles’ yield strengths. Floc break-up can also occur due to
flow shear without any particle interaction. Most flocculation models consider collisions of two particles.
McAnally (2000) analyzed collisions of two, three and four particles. The explicit formulations for
morebody collisions aimed to reproduce flocculation processes physically more correct than if they are
omitted. McAnally (2000) found, that the frequency of three-body collisions in turbulent flow is not larger
than 2 % of the frequency of two-body collisions for floc diameters up to 1 mm and sediment concentrations
up to 10&/1. For smaller flocs at lower sediment concentrations, this frequency decreases rapidly. Four-body
collisions will contribute to an even smaller fraction (1% or less of the number of three-body collisions).
The calculations showed that three-body collisions make only a small contribution to the total movement
of sediment mass among the classes during the early stages of aggregation. However, near equilibrium

size, three-body collisions play a greater role, since disaggregation of particles becomes important.

McAnally (2000) carried out calculations with two-body collisions only and with additional three-body
collisions. For both calculations the same boundary conditions were applied. It was shown, that both
calculations resulted in essentially identical growth rates during the first quarter-hour, then they diverged.
Also, both calculations achieved nearly the same equilibrium diameter. However, the calculation with the
two-body collisions achieved equilibrium more rapidly, since the calculation with additional three-body
collisions contributes more to disaggregation than to aggregation. As a result, if the equilibrium diameter
or the aggregation rate in the initial stages of flocculation should be examined, two-body collisions will be
sufficient. The mass change rate associated with four-body and higher collisions was not calculated, but is

expected to be a minor factor in the aggregation rate (McAnally, 2000).

Apart from the studies of McAnally (2000), only a few studies exist about more-body collisions. The
analyses from Lick and Lick (1988), Burban et al. (1989), and Lick et al. (1992) indicate, that disaggregation
due to three-body collisions is required in order to explain an observed decrease in median floc size as the

sediment concentration increases.

Based on the studies considering three-body collisions and higher order collisions, the influence of these
collisions is assumed to play a minor role in flocculation processes. Thus, with respect to less computation

time, within this work only two-body collisions were modeled.
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Collision Frequency
Depending on a predefined mass concentration of particles in each class C; (k8/m?®), the initial number

concentration of particles n; (1/m?®) is approximated via the equation:

(4.17)

The collision efficiency Ny (1/m?s), i.e. the number of collisions involving two particles from size class i
and k is given by:

Nik = a(BB,ik + Bs,ik + Bp.ik) ik (4.18)
where «, is the weight fraction of suspended sediment that is strongly cohesive (see chapter 3.2.1). Sp ik,
Bs,ir. and Bp i express the collision frequency functions for the processes Brownian motion, fluid shear

and differential settling (see chapter 3.2.1). According to equations 3.9, 3.10 and 3.11, McAnally (2000)

points out the following modified collision frequency functions:

2kpTF.\ (D; + [)1{;)2
ik= 1= 4.19
BB ik (3 m ) D,y (4.19)

2
Bs,ik = (ch \/ 152”) \/E (D; + Dy)? (4.20)

wF?
Bp,ik = ( 4C ) (D; + Di.)? - Jws ; — wg

(4.21)

The functional form of the three equations represents a modified concept of collisions efficiency expressed
in equations 3.9, 3.10 and 3.11. McAnally (2000) defines F, (—) as a new non-dimensional correction factor
for the “collision sphere diameter®. Figure 4.3 illustrates that in case of two spherical particles of size
class i and k. These particles will encounter if the center of particle k£ intrudes within the collision sphere
of particle 7. The collision sphere diameter will be reduced when taking into account the effect of water
and ions which are trapped between converging particles and resist collision (McAnally and Mehta, 2000).
F, represents this reduction in the collision sphere diameter by taking values between 0 and 1. A reduced
collision sphere of diameter decreases the collision efficiency. This effect is represented by including the

correction factor F, in equations 4.19, 4.20 and 4.21.

In fact, the collision diameter function F,. depends on the suspension size distribution, which changes over
the entire period of flocculation processes. A representative value for F, is calculated according to the
following equation:

F. = 0.987 f.I19-0975 (4.22)

where the parameter f.(—) accounts for the variation of F,. and ranges from 0 to 1. McAnally and
Mehta (2000) give an operational form for f. (not given here) as a function of sediment concentration and
fluid flow. The parameter was also observed to vary with the sediment characteristics, but has not been
accomplished yet. Due to these uncertainties, McAnally (2000) counsiders f. to be a placeholder equal to
1. In this work, f. was assumed to be 1 as well, as the parameter is not yet fully defined and to reduce

model complexity.
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Particle from k class
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i and k particle centers (0<¢<z/2)

Figure 4.3: Two-body particle encounter of i and k class particles (modified from McAnally, 2000).

The non-dimensional term II. (—) is given by:

D, s T\ CEC
c= ApiD?  ui(Di+Dy) )
Akag ’ v

II. takes into account the ionic composition of the water and particle related characteristics. Equation
4.23 depends on several parameters: the grain diameter D, the reference diameter Dy, the salinity of the
water S, the reference salinity Sy, the fluid temperature T' (degrees Celsius), the reference temperature
Ty, the sediment cation exchange capacity CEC, the reference cation exchange capacity C ECj and the i
class particle velocity u; relative to the k particle. The multiplicity of parameters indicate the difficulty
to predict the collision efficiency of colloidal suspensions. In this work, the term of II. was simplified by
setting the enumerator of the equation to 1. In that case, II. depends on the densities and particle sizes
of the two colliding particles ¢ and k, the kinematic viscosity of the water v and the relative velocity u;.

u; [m/s] is given by the sum of the three velocities.:

3”;]3% Brownian Motion
U; = % \/g Flow Shear (4.24)
|ws,i — ws k] Differential Settling

Stresses on Particles
The shear stress experienced by the k aggregate during a collision with a particle from size class i is given
by :

8uZ M; My,
7wF,D?(D; + Dy)(M; + My,)

Tik,k = (4.25)
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where F,, (—) is the relative (non-dimensional) depth of interparticle penetration during a collision.
The value of Fj, is a function of particle momentum, particle density, and the number and strength of
interparticle bonds of the colliding particles. It is greater than 0 and less than 0.5. As an exact value for
F, is not available, it is assumed to be ~ 0.1 based on analyses by Krone (1963). The shear stress for the
i class particle is obtained by replacing Dj? by D;%. Equation 4.25 shows, that the collision-induced shear
stress increases with increasing relative velocity u;, and therefore with increasing energy dissipation rate €
(see equation 4.24). The functional form of equation 4.25 is derived by a straightforward application of

Newton’s second law. A detailed derivation of equation 4.25 can be found in McAnally (2000).

The collision-induced shear stress is the smallest for two given particles, if the collision velocity vector
passes near the center of both particles, i.e. § = 0. If the angle 0 increases (see figure 4.3), the shear
stresses increases as well, since the same collision force is applied over a smaller shear surface. However,

due to present insufficient knowledge about particle strength, an approximated value of = 7/4 is assumed.

The flow-induced shear stresses on a particle in turbulent flow are calculated according to the approach

proposed by Winterwerp (1998) (see equation 3.21)°:

Tu A u\/j (4.26)

McAnally (2000) concluded from analyses that both flow-induced shear stresses and collision-induced
shear stresses play an important role within the range of particle sizes and flow intensities typical of
estuarial flows. However, collision-induced shear stresses are supposed to be more important for larger

particles and higher dissipation rates.

Flow-induced Disaggregation
A i-class particle will break-up by flow-induced shear stresses (without interaction with other particles), if
the turbulence-induced shear stresses 7, exceed the particle strength 7;. The particle of mass M; will

disaggregate into two particles of masses M;1, and My, which are not automatically of equal size.

My = M; — AM?°
If {Ti < Tu} M; = (427)
My = AM?

As a consequence of mass shifting due to disaggregation, the following changes in concentration AC' (k&/m?)

can be calculated:

ACZ = — Mini (4283‘)

The mass of the broken particles is removed from the original size class ¢ and is distributed among this size
class i and all smaller size classes (j =i to s) according to a probability mass function p. The probability
mass function is described below. Equation 4.28 shows, that the break-up process by fluid shear is modeled
as a time independent process. If the shear strength of the i-class particle is exceeded by fluid shear

stresses, all particles from size class i will be disaggregated. However, this does not imply that all particle

5In the origin work from McAnally (2000) flow-induced shear stresses according to Krone (1963) are assumed
(see equation 3.18).
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mass is removed from size class i, since the broken mass is distributed among this broken size class and

all smaller size classes.

Collision Outcomes due to Two-body Collisions

If two particles ¢ and k collide, different types of collision outcomes can be described (see figure 4.4). The
collision outcomes are based on both, the assumption that every collision results in cohesion at the particle
contact point and it is supposed to split into two fragments, in case that a particle breaks after collision.
By these assumptions there is a limited set of possible collision outcomes, which are categorized by the
number of colliding particles (= 2), whether aggregation only (A) or both aggregation and disaggregation

(D) occur, and by the number of particles resulting from the collision (1 — 3).

In the following descriptions the class subscript notation represents the relative size of the colliding
particles. Size class subscript k& denotes the smaller colliding particle which is represented by a larger size
class (e.g. k =5). Size class subscript 7 denotes the larger particle which is represented by the smaller
size class (e.g. ¢ = 2). The configuration of size classes is shown in figure 4.2. Subscript j denotes the

preselected size intervals and subscripts beginning with [ denote a particle of any size.

Type 2Al M
k
G-
Ti 2 TiK,j
Tk > Tik k M,
Before collision: 2 particles After collision: 1 particle
Type 2D2
Mk
Tj <Tik,| Q—»
Ty 2Tk k
Mi y MI = AMI
Before collision: 2 particles After collision: 2 particles
Type 2D3
Mk
Ti <Tik,i Q_,
Tk <Tik.k M
I
Before collision: 2 particles After collision: 3 particles

Figure 4.4: Collision outcomes depending on the strength of the particles 7; and 7, compared with the
collision induced forces 71 ; and 7 5 (modified by McAnally (2000)).
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Type 2A1

In a collision, in which both particles’ yield strengths 7; and 71 are greater than the collision-induced
shear stresses 7;;; and 7y i, these two particles will aggregate into one new larger particle. The mass of
the new particle corresponds to the sum of the two colliding particles M; 4+ Mj. This set of condition is

written as:

S

1 =T s My, = My = M+ M, (4.29)
Tk 2 Tikk

The new formed [’ particle of mass M; will not necessarily be equal to one of the representative class

masses. The new particle’s class index j = [ is that for which M), is greater than the class lower limit and

less or equal than the class upper limit. This is expressed as:

l = J{i+ k} = CLASS{M,(lower) < (M; + M}) < M;(upper)} (4.30)

After the aggregation collision, mass of the i and k class particles will no longer exist in the classes and is
therefore removed from these classes. The rate of mass concentration changes C (k8/m?s) for these classes

is computed as follows:

Cj:i(ik’) = _MiNik (4318,)
Cj—i(ik) = — My Ny, (4.31b)

The removed mass from size class i and k is subjected to size class j which is defined according equation
4.30:

Cj=i(ik) = +(M; + Mi) Ny (4.32)

Type 2D2

In case that only one particle’s yield strength 7; is less than the collision-induced shear stress 74, a
fragment of the weaker particle breaks off while bonding to the non-breaking particle. In this case the
smaller non-breaking particle will undergo aggregation, whereas the larger, weaker one will disaggregate.

The collision will result in two new particles. This type of collision is written as:

< My = M; — AM;
e d T < Tk Ly g o ] M (4.33)
Tk 2 Tik,k Mo = My, + AM;

where AM,; = mass of the fragment which breaks from the ¢ particle and bonds with the k particle. The
mass concentration change rates for the i and k size class particles are given accordingly to Type 2A1 in

equation 4.31.

The angle in figure 4.3 can vary from 0 to 7/2. By assuming the collision force at the point of contact and
the inertial resistance at the center of the particles, the maximum shear stress will occur in a potential
fracture plane ranging from the particle edge to its center. Thus, the broken fragment of the i class

particle AM; may imply a mass between zero (and therefore fall into the smallest size class j = s), and
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a maximum of M;/2. Over many collisions this mass will vary over that whole range and will average

3/16M;. The resulting average mass change rates are computed as follows:

=+ (Mi - 136M> N; (4.342)
Ch=+ (Mk + 1?;5]\4) Nig (4.34b)

The mass My, can be as small as (M;/2) and as large as M;. Therefore, the particle of mass M;;/ can
fall into any class from 1 = i to J {i/2}5. The mass M;» will be larger than M} and smaller than
(M), + M;/2). Thus, Mjo: can fall into any class from (2 = J{k +i/2} to k. Over many collisions the
probability that either Mj;, or Mjo will fall into any jth class is assumed to be the result of a random
distribution of fragment sizes over their possible mass classes. Therefore the mass concentration change

rate for each of the involved classes will be given by equation 4.31 plus:

C;(ik) = p <ll_i:J{;}> Cl +p; (12_J{k+;}:k)c'§ j=1tos (4.35)

where p;(l =il : 42) is the probability mass function for the likelihood that C” will fall into a given class
from il to i2. By assuming that all particle sizes within the range of possible sizes are equally likely, the

probability mass function is given by:

M, (upper) — M, (lower)
M1 (maz) — Mo (min)

pi(l=il:i2) = (4.36)
i.e. a particle of mass M; with a minimum possible size class i1 and a maximum possible size class 2 has
a probability p;(I = i1 : 12) of falling into sediment class j, with j € [i1:42].

Type 2D3
In case that both particles’ yield strengths 7; and 75 are less than the collision-induced shear stresses 7 ;
and Tk i, both particles will disaggregate. As a result three new particles are created, since the fragments
AM,; and AMj, are bonded at the point of contact (see figure 4.4). Two particles will consist of the free
fragments of the ¢ and k particle and a third will consist of the other fragments of the ¢ and k particle
which are bonded at the point of contact. Using the same logic as for Type 2D2 the following equations
are derived:
My = M; — AM,;
If { Ti < Tiks } M; — My, = { Myy = My, — AM, (4.37)
Tk < Tik,k

Mz = AM;, + AM;

SIn this case equation 4.30 is interpreted as J{%} = CLASS{M; (lower) < (%) < M;(upper)}.
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: 3

¢l =+ (Mi - 6Mi) N; (4.382)
- 3

Cy =+ ( My — 35 Mx | Nix (4.38D)

=+ (2 4+ 20 N (4.38¢)
T e T s '

The mass concentration change per class is given by equation (4.31) plus:

C;(ik) = p, (llzi:J{;}) Cl +p; (l2=k:J{’;}> c
ik y

4.2.3 Size Distribution Changes Algorithm

(4.39)

The equations given above were implemented in SSIIM 3D and used to enable the calculation of the
particle size distribution of a suspended fine sediment suspension by the processes aggregation and
disaggregation, that are caused by two-body collisions and fluid shear. The procedure in SSIIM for
calculating overall changes in particle size distribution caused by advection/diffusion and erosion/deposition

while simultaneously considering flocculation processes can be summarized as follows (see figure 4.5):
1. Define particle sizes D; (or particle mass) distribution:
e p; by equation (4.10) in each class j
o M; by equation (4.11) in each class j
o M;(lower) and M,(upper) by equation (4.13) in each class j
o ws; by equation (4.14) with (4.15)
o 7, by equation (4.16) with (4.15)

2. Define an initial mass concentration distribution C;(¢t = 0) and calculate n; by equation (4.17) in

each class.

3. Conditions of the fluid and flow as functions of space and time: temperature T, fluid density p,,,

viscosity v and dissipation rate €.

4. Particle concentration flux by size class Cj f1,, from advection/diffusion and erosion/deposition (by
advection-diffusion equation 3.1).

5. Flow-induced shear stresses on each particle class 7, by equation (4.26).
6. Collision diameter function Fi, by equation (4.22) (with equation (4.23) and (4.24)).

7. Number of two-body collisions, N;x, and the associated collsion-induced shear stresses, 7;x, by
equations (4.18) and (4.25), respectively (with equations (4.19), (4.20) and (4.21)).
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10.

11.

12.

Aggregation/disaggregation mass concentration change rates from collisions, C}(ik) by appropriate
equations (4.29) to (4.39); the equations ared selected on basis of comparison of imposed stresses

with particle strengths.

Dissaggregation mass concentration change rates from flow-induced stresses, C’j,shea,« = AC) shear/ At
by equation (4.28), with At = time step.

The total rate of change of sediment mass concentration by size class:

: C;(ik) :
Cj,sum = J; ) - Cj,shear + Cj,flux (440)

where division of the right hand side term by 2 compensates for recounting of the same collisions by

the permutations of the ¢ and k particles.

Calculation of the new mass concentration in each class, Cjnew, and the associated number

concentration, 1; new:

Cj,new = Cj,old + Cj,sumAt (441)
C;j new
Mjmew = —3 7 (4.42)
J

back to 3.
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Figure 4.5: Procedure for calculating overall changes in particle size distribution in SSIIM by aggrega-
tion/disaggregation processes involving advection/diffusion and erosion/deposition.
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Annular Flume

In the long-term, the objective of the implemented flocculation algorithm in SSIIM is to use it firstly
for practical issues in sediment engineering to simulate cohesive sediment processes in rivers. Sediment
transport and deposition are strongly influenced by the changing sediment particle properties induced by
flocculation. Therefore, the model extension represents a major contribution towards a physically more
realistic simulation of cohesive sediment transport. Secondly, the objective of the algorithm implementation
is to use the model extension for research purposes in fluid dynamics, which focus explicitly on the small-
scale processes aggregation and disaggregation. It was shown that flocculation is affected by several
physico-chemical factors and that there is still a lack of understanding of the different involving mechanisms.

The flocculation model could serve here as a research tool for further investigations on flocculation.

However, prior to any application of the flocculation algorithm on natural and complex water-sediment
systems, a testing and validation of the algorithm by the use of measured data is required. For testing
the flocculation algorithm, data of high temporal resolution are required. Therefore, usually, not field
measurements are used, but data from laboratory experiments where boundary conditions are well known

and constant over the whole experiment time.

Within this work, experimental data from previous studies in an open annular flume (Klassen, 2009) were
used to validate the implemented flocculation algorithm in SSIIM. The application of the flocculation
algorithm for the simulation of the laboratory experiments was conducted by modeling the temporal
development of the measured floc sizes and the suspended sediment concentration. The question here
is how accurately the measured laboratory data in the open annular flume can be simulated. The
implemented flocculation algorithm is based on several empirical calibration coefficients depending on
the sediment and flow characteristics. These model coefficients often are difficult to parameterize due
to missing measured data or as a consequence of the wide range of values. In order to evaluate the
uncertainty of these parameters on the model results, sensitivity analyses are essential and indispensable
for further applications of the flocculation algorithm in sediment engineering. The following numerical
investigations focus on the question how accurate cohesive sediment experiments in the open annular
flume can be simulated in SSIIM by applying the implemented flocculation model and which parameters

are sensitive towards modeling flocculation and deposition of cohesive sediments in the annular flume.

In this chapter, firstly, the open annular flume is described by its function, and characterized by its
hydraulics which are analyzed by measurement data and numerical modeling. Subsequently, the experi-
mental techniques and methods, followed by the measurement results of the cohesive sediment studies
in the annular flume are presented. The focus of this chapter lies on the sensitivity analyses for the
numerical modeling of flocculation and deposition in the annular flume. These numerical analyses and

simulation results are presented and discussed in the third part. The chapter closes with an evaluation of
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the numerical sensitivity studies with respect to the consequences on the application of the implemented

flocculation algorithm for natural river systems.

5.1 Open Annular Flume

5.1.1 Function and Setup

Laboratory investigations on cohesive sediments aim to analyze the transport characteristics of fine
cohesive sediments under controlled conditions. For these kinds of studies, annular flumes are a commonly
used type of test rig as the flocculation processes are not interfered with by pumps and an infinite flow
can be generated (Parchure and Mehta, 1985, Haralampides et al., 2003, Krishnappan, 2006, Hillebrand,
2008, Klassen, 2009). At the Karlsruhe Institute of Technology (KIT) in Germany two annular flumes
with a free water surface were developed for laboratory studies on cohesive sediment transport within the
research work of Hillebrand (2008). The flumes differ only in scale, but not in their general functionality.
Both flumes consist of a circular water-filled basin with a closed inner cylinder which is set in rotation by
an engine. The gap between the outer non-rotating cylinder and the inner rotating cylinder represents
the annular flume (see figure 5.1). The rotating inner cylinder constitutes the moving boundary of the
water body and generates the water flow by friction. The basin diameter of the small flume is 1.20 m, the
diameter of the large flume is 3.60 m. The width of the cross sections is 0.375m for both flumes, which
yields an inner radius of 0.225m in the small flume and 1.425m in the large flume. The water depth can

be chosen arbitrarily up to 0.60 m.

plan view side view

11

engine

water depth

Figure 5.1: Simplified sketch of the open annular flume (Hillebrand and Olsen, 2010).

The bottom of the small flume is built of PVC and the outer wall of plexiglass. The inner cylinder of
the large flume is made from stainless steel plates, while the bottom and outer wall are made of concrete
coated with paint. Thus, the technical roughness of both flumes is less than 0.001 m with the roughness of

the large flume exceeding the roughness of the small flume to some extent (Hillebrand and Olsen, 2010).
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5.1.2 Flow Field Measurements and Simulation in SSIIM

The first step towards simulating cohesive sediment experiments in the annular flumes is to analyze their
hydraulics. The knowledge of the hydraulics by means of measurements and numerical simulation is the
basis for a scientifically reliable modeling of laboratory experiments on fine sediment flocculation processes
and deposition in the annular flume. Within previous cohesive sediment experiments (Klassen, 2009),
several floc size and suspended sediment concentration measurements were conducted in both flumes.
These floc size measurements provide the possibility to test and validate the implemented flocculation
algorithm in the annular flume. For the application of the implemented flocculation algorithm in simulating
floc sizes, measured data from one experiment in the small flume were used in order to reduce CPU time
compared to a simulation in the large flume. The chosen experiment in the small annular flume was
carried out at a rotational frequency of the inner cylinder of f = 22min~!, while the water depth was

kept constant at 0.28 m.

For this setup of boundary conditions in the flume, measurement data of the flow field were available
from previous annular flume studies by Hillebrand (2008). Hillebrand conducted three-dimensional flow
field measurements for different rotational frequencies of the inner cylinder in both annular flumes using
Acoustic Doppler Velocimetry (ADV). ADV ensures simultaneous three-dimensional measurements at
high temporal resolutions so that the average flow field as well as the turbulence characteristics can be
recorded. Due to the dimensions of the probe and the distance between probe and measurement volume,
velocities could not be measured near the water surface and in the immediate vicinity of the side walls.
For a detailed description of the flow field measurement technique in the flumes the reader is referred to
Hillebrand (2008).

The numerical simulation of the hydraulics was realized in SSIIM 1 using a structured grid. Based on
previous model sensitivity studies towards different wall law formulations, carried out by Hillebrand and
Olsen (2010), a smooth wall law formulation (see equation 4.3) was applied in the numerical model. The
smooth wall law was mainly valid as roughness Reynolds numbers (u, - ks)/v were determined to be in the
order of 2 to 10. Therefore, no calibration procedure for the wall roughnesses was needed. The moving
boundary, i.e. the inner cylinder was implemented by transforming the wall law into a source term for

the velocities and turbulence equations in the cells bordering the rotating wall.

The structured 3D grid of the numerical model is made up of hexahedral cells. The computation grid
and a vertical slice through the grid in y-z-direction are shown in figure 5.2. The grid has 300 x 20 x 12
cells in the streamwise, lateral and vertical direction, respectively. This results in a total of 72,000 3D
cells with horizontal dimensions between 0.47 cm and 1.9 cm. In the vertical direction the grid is mostly
uniform with cell sizes of 1.9 cm x 2.8 cm. At the bottom and at the water surface the grid is refined in
two layers, with smaller cell sizes of 1.9cm x 1.4 cm. This computation grid of the small annular flume

was also applied for the simulation studies of flocculation processes which are presented in chapter 5.3.

In the following, the measured data on flow velocities and turbulence carried out by Hillebrand (2008)
are presented together with the simulation results in SSIIM. Since the annular flume amounts to an
infinite flow with no inflow or outflow areas, in the following, fluid flow analyses in only one arbitrary
cross-section normal to the side walls are presented. By measurements and simulation it was verified
that the hydraulics are the same in every other cross-section of the flume. The subsequent figures show

velocities and turbulence at three profiles in the flume cross-section at a distance from the inner rotating
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Figure 5.2: 3D computational grid of the small annular flume and a cross-section of the computational
mesh in y-z-direction (enlarged view).

cylinder of 8.8cm, 18.8cm and 28.8cm, corresponding to approximately 25 %, 50 % and 75 % of the

cross-section width, respectively.

Flow Velocities

The flow velocities are analyzed on the one hand by the longitudinal flow velocities in the main flow
direction (z-direction) since they determine the suspended load transport by advection (see chapter 2.3.2).
On the other hand, the vortex-structures of the secondary currents in the lateral and vertical direction
(y- and z-direction) are described, as they affect the distribution of the suspended particles within the

cross-section.

Figure 5.3 shows the longitudinal flow velocities u tangential to the side walls, which approximate the
main fluid flow. Both measured velocities and calculated results show that the longitudinal velocities

decrease with increasing distance from the inner moving boundary.

The highest longitudinal flow velocities (not shown in figure 5.3 for reasons of clarity) are immediately
near the moving wall, where the flow is generated. Here the flow velocities correspond to the reference
velocity of the moving inner cylinder U,.r = f - 2nr = 51.8 cm/s. The longitudinal velocities decrease
along the cross-section to zero flow velocity at the outer non rotating wall due to the no-slip condition.
The differences between measurement and simulation in velocity magnitude are the highest near the
moving wall. From here up to approximately the middle of the cross-section, the velocities are slightly
underpredicted by the simulation. With increasing distance from the inner cylinder the differences in
magnitude decrease and the simulated results fit the measured velocities very well. Measured values and
simulation results show that the tangential fluid flow is relatively uniform over the water depth. Contrary
to typical two-dimensional fluid flows, no logarithmic velocity profile occurs. The observed trends in
measured values and model results in the small annular flume are supported by further simulation studies
from Hillebrand and Olsen (2010) which are not shown here.

Figure 5.4 shows the secondary currents as a result from the flow velocity components in the lateral and

vertical direction. The secondary currents in the annular flume occur due to the curve and the rotation
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Figure 5.3: Longitudinal velocities u in z-direction in the small annular flume for f = 22min~!. Markers
indicate measured values, lines indicate simulation results in SSIIM. Distances from the inner cylinder (in
cm) along the flume cross-section are given by the numbers in the legend.

of the annular flume. It has to be taken into account in figure 5.4 that different scales for the reference
velocity vectors have been used in the simulation and measurement graphic. The lengths of the reference
velocity vectors have been chosen such that the model results and measured values could become more
comparable in terms of the flow pattern and less the magnitude of the velocities in the cross-section. The
magnitudes of the individual flow components v and w in lateral and vertical direction are compared in
figure 5.5.

From figure 5.4 it can be seen that simulation and measurement show a three-dimensional flow pattern in
the open annular flume characterized by a main vortex structure. In the simulation the vortex center is
located slightly below the middle of the cross-section hight and approximately a quarter of the cross-section
width away from the moving boundary. Lateral simulated velocities are highest near the bed across
the entire cross-section width and show approximately zero values in the remaining cross-section. The
simulated vertical velocities have highest values near the side walls with maximum values at the mid-height
near the inner rotating wall. In figure 5.5 it can be seen that for a distance of 8.8 cm at mid-height, where
approximately the vortex center is located, the vertical velocity gets zero. Below this point the vertical
velocity vectors shows in negative direction (towards the bottom) and above in positive direction (towards
the free surface). In comparison to the simulation, in the measurement data the main vortex is located at
approximately the same height, but further away from the moving boundary at approximately the middle
of the flume width (see figure 5.4). The measurements also show an additional minor vortex structure
near the bottom. In contrast to the simulation, the measured lateral velocities are highest towards the

water surface and decrease towards the bottom.
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Figure 5.4: Simulated and measured secondary currents in the small annular flume for f = 22min~!. The
vertical lines show the respective three profiles at which simulated and measured magnitudes of the lateral
(v) and vertical (w) velocity components are compared with in figure 5.5.
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Figure 5.5: Lateral and vertical velocities in the small annular flume for f = 22min—'. Markers indicate
measured values, lines indicate simulation results in SSIIM. Distances from the inner cylinder (in cm)
along the flume cross-section are given by the numbers in the legend.

The measured lateral velocities exceed the simulated values over the whole water depth except the region
near the bottom almost along the entire cross-section width. Near the bottom, however, the simulation
calculates higher lateral velocities. The vertical velocities are underestimated by the simulation within
the measured cross-section area. In spite of these discrepancies, both measurement and the numerical

model show an apparent secondary current, which shows outward near the surface and inward near the
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bed similar to the secondary current in river bends. The secondary currents are a major characteristic of

the open annular flow pointing out that the flow field is clearly three-dimensional.

Turbulence Characteristics

The fluid flow in the annular flume is highly turbulent. The turbulent kinetic energy (see chapter 2.1.2)
is often used as a turbulence parameter to estimate the mixing and dispersion intensity of the sediment
particles by the largest turbulent eddies. In figure 5.6 the simulated and measured turbulent kinetic
energy in the small annular flume is shown in the three profiles.! It can be seen that the turbulent kinetic
energy values from the measurements are overpredicted by the model by a factor of approximately up
to five. The differences between measured and simulated TKFE-values are highest near the moving inner
cylinder, where the turbulent kinetic energy is produced in the annular flume. Near the outer non-rotating
wall the differences in magnitude decrease due to a strong turbulent kinetic energy gradient along the
flume width in the simulation. Even though absolute values differ, simulation and measurement show
similar characteristics. The TKE-values are highest near the surface and decrease towards the bottom.
Furthermore, the simulated turbulent kinetic energy shows the highest values near the moving boundary,
where the turbulence is produced, and decreases towards the outer non-rotating wall. This tendency along

the flume width is not observed in such a clarity in the measurements.
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Figure 5.6: Turbulent kinetic energy TKE in the small annular flume for f = 22min—!. Markers indicate

measured values, lines indicate simulation results in SSIIM. Distances from the inner cylinder (in cm)
along the flume cross-section are given by the numbers in the legend.

In terms of the turbulent interaction between the sediment flocs and the flow, the smallest eddies of

turbulence are of utmost importance. It was shown in chapter 2.3.5 and 3.2.3 that in literature the

!The measured turbulent kinetic energy is obtained from the mean-square velocity fluctuations in each direction
by the use of equation 2.4. The simulated turbulent kinetic energy is calculated by the k-¢ model.
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ambivalent effect of turbulence on sediment aggregation and disaggregation processes is often captured by
the turbulent velocity gradient Gy, which depends on the turbulent dissipation rate € and the kinematic
viscosity v (see equation 2.6). Within the implemented flocculation algorithm in SSIIM, the turbulent
dissipation rate is used as a turbulence parameter to calculate the flow-induced and collision-induced
shear stresses on the particles and to compute the collision frequencies (see diagram in figure 4.5). Hence,
in order to understand and interpret the impact of turbulence on the measured and simulated flocculation

processes in the annular flume, the turbulent dissipation rate is evaluated in figure 5.7.
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Figure 5.7: Turbulent dissipation rate e in the small annular flume for f = 22min—!. Markers indicate
measured values, lines indicate simulation results in SSIIM. Distances from the inner cylinder (in cm)
along the flume cross-section are given by the numbers in the legend.

The lines show simulated e-values calculated from the k-e model in SSIIM. In order to determine the
turbulent dissipation rate from measurements, velocity measurements of high temporal and spatial
resolution are required which have to be recorded simultaneously. Since a simultaneous recording of
velocities in different measurement points was not possible with the used ADV measuring device, the
assumption of an isotropic turbulence (F =v? = W) was made. It allows to determine the local
energy dissipation rate by means of ADV data with high temporal resolution at only one measurement
point. Then, by the application of Taylor’s hypothesis (also known as frozen turbulence) it is possible
to derive spatial turbulent structures from temporal ones (e.g. Tennekes and Lumley, 1972). The use
of the Taylor’s hypothesis enables to calculate the Taylor mircoscale, which is a turbulence length scale.
The calculation of the Taylor microscale in turn allows then to compute the energy dissipation rate from
measured velocity values at only one point. The aforementioned method was applied within the work
of Hillebrand (2008) to calculate the energy dissipation rate from measured velocity values and is not

presented in detail here.
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Figure 5.7 shows that the simulated dissipation rates calculated in SSIIM overpredict the measured values
along a wide range of the flume width. The discrepancies between simulation and measurement results
increase with decreasing distance from the moving cylinder, e. g. at a distance of 8.8 cm from the inner
cylinder the simulated dissipation rates are about 4 to 6 times larger than the measured values. With
increasing distance from the moving wall these discrepancies decrease, similarly as it was observed for the
turbulent kinetic energy in figure 5.6. While in the simulation the dissipation rate gradient is relatively
strongly pronounced from the highest values near the inner cylinder to lower dissipation rates at the outer
wall, the measured values do not show this tendency. At the nearest evaluated profile at a distance of
8.8 cm from the rotating cylinder they even show lower values than in the other two profiles. However, the
characteristics in the shape of the profiles are similar for both. Measured values and simulation results
decrease from the water surface towards the bottom, whereas near the flume bottom the dissipation rate
increases again showing the highest values here. Nevertheless, these tendencies are more distinct in the

simulation results.

In summary it can be concluded, that relatively good agreement was found for the longitudinal flow
velocities in the main flow direction. Also the secondary currents were observed as a major characteristic
in the annular flume by the simulation and the measurements pointing out the three dimensionality of
the flow field. However, absolute velocity values differ in both the lateral and vertical flow direction.
Discrepancies are most significant in the determination of the magnitude of the turbulent kinetic energy
and the turbulent dissipation rate, but general characteristics of the distribution are similar. The presented
figures clearly show that both simulation and measurements indicate a complex three-dimensional flow

field in the annular flume.

The described flow field characteristics are supported by further computed and measuring data for different
rotational frequencies of the inner moving cylinder (not shown here). The investigations have shown that
the velocity field is self-similar within the studied range of reference velocities, i.e. that the flow velocities
for different rotational frequencies scale by the reference velocity, while the main flow field pattern remains

the same.

When elaborating possible reasons for the observed differences in the measurement and simulation results,
one might initially identify the model roughness as a potential source for discrepancy. However, previous
investigations by Riesterer (2007) and Hillebrand and Olsen (2010) have shown that in a realistic range of
relatively low roughnesses, the roughness value has a minor effect on the model results. Another reason
could be the grid resolution in SSIIM. In this work the computational grid is based on 300 x 20 x 12
cells (see figure 5.2). Hillebrand and Olsen (2010) have used an approximately twice finer grid in all
three directions while the other boundary conditions were the same. Their simulation results support
the presented hydraulic characteristics when using a coarser grid. Hence, it can be concluded that the
grid resolution was chosen sufficiently fine enough to compute the complex flow field in an accurate way.
The most significant discrepancies were found in the determination of the turbulence characteristics. The
reasons for this could on the one hand be attributed to the reliability of the measured values, as the
measurements were conducted non-automatically and measurement conditions were not always favorable.
On the other hand, Hillebrand and Olsen (2010) mention that k-e models are considered to systematically
overpredict turbulent kinetic energy under specific conditions (Joubert et al., 2005, Tian et al., 2005).
Another reason could be that the assumption of an isotropic turbulence for calculating the turbulent energy
dissipation rate € might not have been justified or that the measurement frequency was not sufficient to

capture turbulence characteristics in an accurate way.
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The simulated and measured flow field analyses above inevitably raise the question, whether the measured
or modeled values better represent the true values in the small annular flume. This question can not be
answered adequately within this work and needs to be adressed in further numerical and measurement
studies. The necessity of further scientific analyses becomes even more obvious when comparing the
hydraulics in the two annular flumes of different scale. Several previous studies in the annular flume
mentioned above (Riesterer, 2007, Hillebrand, 2008, Hillebrand and Olsen, 2010), have shown that the
difference in radius between the two flumes induces significant differences in their hydraulic characteristics.
For example, for the same reference velocity of the inner cylinder and the same boundary conditions
in both flumes, the flow velocities in the small flume are lower than those in the large flume, while the
turbulent kinetic energy exceeds that in the large flume. It could be shown in previous comparative
cohesive sediment transport studies in the two flumes (Klassen, 2009) that these scale effects have a

decisive influence on the deposition behavior of the sediments.

Within this work, the presented analyses of the hydraulics by means of measurements and simulation
serve as a basis for further successfully modeling laboratory experiments on flocculation and deposition
of cohesive sediments in the test case of the small annular flume. The knowledge about the differences
in the flow field characteristics is a crucial prerequisite for a further comparison of modeled flocculation
processes with measured ones, since aggregation and disaggregation mechanisms are significantly affected
by the hydraulic conditions. In the next section, the cohesive sediment measurement techniques and
experimental results in the small annular flume are presented. The measured results on cohesive sediment
transport are used to compare these data with the results of the numerical modeling by adopting the

implemented flocculation algorithm.

5.2 Fine Sediment Experiments

5.2.1 Technique and Methods

For the validation and testing of the implemented flocculation algorithm, measured laboratory data from
one experiment in the small annular flume were used which was carried out within previous studies in
the two flumes (Klassen, 2009). In the experiment, the temporal development of floc sizes, affected by
flocculation processes, as well as the suspended sediment concentration were measured at one point in
the middle of the height of the water level (h = 0.14m) and in the middle of the flume width. Figure
5.8 shows the arrangement of the measuring devices in the small flume. The experiment was carried
out in tap water. In order to simplify the complex system of natural sediments, which normally contain
significant amounts of different clay minerals and a certain range of organic material (see chapter 2.2.1),
industrially processed kaolinite was used. Kaolinite is a typical representative for clay minerals and is
part of the mineral class of the layer silicates. The chemical characteristics of this mineral were already
described in chapter 2.2.2. In the experimental studies, the used kaolinite had a medium grain diameter
of Dy = 2.1 pm.
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Figure 5.8: Arrangement of the measuring devices in the small flume.

Experimental Procedure

Prior to the start of the experiment, a dry amount of sediment was weighed to achieve an initial
concentration of Cyp = 500ms/1. After adding tap water, the sediment-water-suspension was mixed
intensively using a laboratory stirrer. A high stirrer frequency was used to break up possible flocs due
to mixing. Before adding the sediment suspension in the annular flume, tap water was filled inside the
flume to a height of 0.28 m. The rotational frequency of the inner cylinder was set to 22min~'. The
sediment suspension was then added near the inner rotating cylinder to achieve a fast mixing of the
suspension due to the high flow velocities and turbulence intensity at the rotating wall. At the beginning
of the measurements a high frequency of sediment samples was necessary due to the rapid turbidity
decrease. In the further experiment the sampling was based on the degree of the turbidity decrease.
Concurrently, particle sizes were measured within an interval of 15 minutes over the whole experiment
duration. An overview of the boundary conditions for the cohesive sediment experiments in the small

annular is presented in table 5.1.

Table 5.1: Boundary conditions for the cohesive sediment experiments in the small annular flume.

Water

medium

Water
depth

Flume Industrially Initial

width

Rotational

frequency processed sediment concentration

f=22min"! | b=0.375m | h=0.28m | Tap water | Kaolinite, Dy, = 2.1 ym | Co = 500 ms/1

Measurement of the Suspended Sediment Concentration

For measuring the suspended sediment concentration the turbidity was recorded continuously (every 30
seconds) combined with taking sediment samples. The turbidity measurement was conducted by using a
turbidity sensor which records the scattering light in a 90 degrees angle. An accumulation of air bubbles
or sediment on the sensor surface was prevented by an ultrasound source integrated in the sensor, so that

incorrect measurement results could be avoided. As the turbidity depends on the sediment concentration
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as well as on the particles sizes and floc structure, sediment samples were taken at regular time intervals.
The gravimetric determination of the sediment concentration together with the associated turbidity values
allows then the derivation of a functional correlation between measured turbidity values and the suspended

sediment concentration.

Measurement of Floc Sizes

In order to verify flocculation processes, floc sizes were measured simultaneously with an interval of 15
minutes. For that, in situ measurements were conducted without taking sediment samples from the
suspension. The disadvantage of sampling is that sediment particles may be destroyed or altered during
transport. However, in situ methods require a certain amount of particles in the measuring volume
over the entire measuring time in order to characterize the particle size distribution in an adequate way.
The investigations on floc sizes were carried out by using the In-Line microscope Aello 7000. The floc
size measuring system consists of a 38 cm wide stainless-steel pipe with a 8 mm wide slot acting as the
measuring volume (see figure 5.9). On the one side of the slot, the illumination device is placed, which
provides the backlighting for the pictures. On the other side of the slot, a microscope objective and a

CCD-camera with a resolution of 1024 x 768 pixels are positioned. At the end of the stainless-steel pipe,

a box for camera electronics and electronic connections is located.

Measuring volume

—

Box for camera electronics

Figure 5.9: Aello In-Line Microscope for measuring floc sizes.

An image recognition software analyses the pictures and calculates characteristic parameters of the particle
size distribution, e.g. the mean diameter D,,, the particle diameter D15 or Dgs. Thereby only those
particles and flocs are detected by the software which are in the focal plane and exhibit a uniform surface
and a sharp border. As a consequence, only particles which are completely visible in the picture are
analyzed. Figure 5.10 shows a recorded picture by AELLO and the corresponding analyzed picture from
the software with the detected particles.

(a) Recorded picture by AELLO (b) Detected particles by the software

Figure 5.10: Recorded picture by AELLO and analyzed picture from the software.
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By the assumption of a spherical form of the particles, the software determines the projected area of each
detected particle and calculates the resulting particle’s diameter. Based on all detected particle sizes, a
representative diameter for the particle size distribution is defined. Within this work, the arithmetic mean
diameter D, is used as a representative parameter for characterizing the particle size distribution. It is

based on the diameter of approximately 1000 measured particles.

For the subsequent discussion and evaluation of the measured and simulated floc sizes it is important to

know the limitations of the used measurement device. The limitations on the AELLO analyze system are:

e Due to the detection process of the pictures (only particles with a uniform surface and sharp
border are detected) and the limited picture field size, only particles in the size range between

3 pm — 450 pm can be measured.

e The particle detection depends on the optical properties of the flocs. With increasing experiment
duration, soilings on the measurements window are expected, which will affect the picture quality.
Further, aggregation and disaggregation processes may lead to a reduced picture quality, so that
the picture is no longer optimally illuminated and does not display a sufficient contrast. In these

cases, not all particle size ranges can be analyzed by the evaluation software.

« For the calculation of a representative particle parameter (e.g. D,,) a certain number of particles
is required. Within this work, the calculation of the D,, is based on approximately 1000 measured
particles. In the case that the particle concentration in the measuring volume is too low (e.g. when
almost all particles or flocs have deposited), a long recording time is necessary in order to capture
the required number of particles. A long recording time in turn does not allow the measurement of
possible changes in the particle size distribution. In contrast, too high sediment concentrations (e. g.
when adding the suspension in the annular flume) may also lead to a reduced picture quality due to
the shadow casting of the particles. This effect can result in too coarse detected particles from the

software.

e For the calculation of the particle diameter a spherical form of particles is assumed. Different

particle forms result in inaccuracies of the measurement results.

5.2.2 Results

In figure 5.11 (a) the measured suspended sediment concentrations and in figure 5.11 (b) the corresponding
measured particle diameters D1g, D,, and Dgg from the selected experiment in the small annular flume are
shown over the entire duration of the experiment of about 70 hours. The first 5 hours of the experiment
are shown in figure 5.12 in enlarged view. It can be seen that within the first 5 hours of the experiment,
the sediment concentration decreases most rapidly, from an initial value of Cy = 500 m8/1 to about 330 me/1.
Subsequently, the concentration gradient reduces and the sediment mass deposits slower. After about 60
to 70 hours only approximately 7% (33 meg/1) of the initial sediment material is in suspension, i.e. almost

the whole sediment mass has deposited.

The temporal development of the particle sizes indicates flocculation processes: the first measured mean
particle diameter D,,, was recorded two minutes after adding the sediment suspension in the flume to
D,, = 9.3um (D19 = 4.8 um, Dgg = 16 um). Since the size of the primary particles of kaolinite is

D, = 2.1 ym, only aggregation processes can be related to this significant increase in particle size in the
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order of approximately a factor of 4.5. In the time period of the first 5 hours the maximum mean floc
diameter is reached after 17 minutes to D,, = 11 um (D19 = 5.4 um, Dgy = 18.9 um), accounting for
further aggregation processes. Then the mean diameter is decreasing to a value between D,, = 7.5 to
8.0 um (D19 = 4.4 ym, Dgg = 10.5 to 13.6 um). The decrease in floc size can be caused by the settling of
the larger flocs, leaving the smaller particles in suspension.

After about 5 hours the particle sizes increase again and a steady-state condition is reached in which
the mean particle size remains approximately constant with time (D,, = 9 to 10 um) since aggregation
and floc break are assumed to be in equilibrium. The abrupt increase in floc size after 5 hours might
be caused by floc erosion of the deposited sediment particles. Individual deposited particles could have
been disrupted from the surface of the bed by flow-induced bed shear stresses. Thereby the particles will
get into suspension again and re-participate in the flocculation process. By aggregation of these eroded
particles, larger floc sizes might be created, which will result in an increase of the measured mean floc size.
However, this is only an attempt to explain the observed phenomenon in the small annular flume. For a
complete understanding of the involved processes in the experiment, further and detailed measurements
of floc sizes in the annular flume are required. It is interesting to note that the abrupt increase in floc size
after about 5 hours was also observed for another rotational frequency of the inner cylinder in the small

annular flume (Klassen, 2009) providing a verification of the measurement data.

The indicated decrease of the particle sizes after 60 hours is likely to arise from a reduced picture quality
associated with the long experiment time. In the case of a reduced picture quality, not all particle size
ranges can be analyzed by the evaluation software (see chapter 5.2.1). This might result in the indicated
shifting of the detected particle sizes, although there is no decrease in floc size from a physical point of

view, since floc growth and floc break-up processes are assumed to be in equilibrium at this stage of the

experiment.
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(a) Measured SSC over 70 hours (b) Measured particle diameters over 70 hours
Figure 5.11: Measured suspended sediment concentrations (a) and particle diameters (b) over a time of
approx. 70 hours at the center of the cross section in the small annular flume. The dashed lines show the

timespan of the experiment (first 5 hours) which was analyzed within numerical sensitivity studies by the
application of the implemented flocculation algorithm in SSIIM.
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When modeling the measured deposition and flocculation processes, a short time step is required, since the
aggregation and disaggregation mechanisms take place on small time scales. This implies that the analyze
of flocculation processes over a period of 70 hours by numerous comparative sensitivity calculations is
associated with excessive computational times. For this reason, the numerical modeling was limited in
time. Several numerical studies have shown that the predicted flocs size distribution differs significantly
from the primary particle size distribution during the initial periods of sediment settling. Within the
numerical flocculation studies of Krishnappan (1990), the flocs were formed during the initial period of
the first hour. After this initial period, the flocculation process slowed down and the settling became
predominant. Winterwerp (1998) also showed that the increase in floc size is most significant in the initial
stages. When a final equilibrium floc size is reached, i.e. when an equilibrium between aggregation and
floc breakup and a steady state of the particle size distribution is achieved, the floc growth rate decays
rapidly. The observed trends are supported by further flocculation investigations (e.g. Tsai et al., 1987
Lick et al., 1992, Son and Hsu, 2008, Xu et al., 2008).

Based on the assumption that flocculation processes are most significant after adding the sediment into
the annular flume, the numerical modeling was limited to the first 5 hours of the experiment for most of
the sensitivity calculations. Figure 5.12 shows the measured data for the selected time frame in enlarged
view. However, certain selected long-term deposition and flocculation computations were also carried out

over the entire time of the experiment (see chapter 5.3.3).

In figure 5.13, two representative pictures of the particles, captured by the Aello In-Line Microscope
can be seen for two measurement points within the first 5 hours: 17 minutes after adding the sediment
suspension in the annular flume, yielding a maximum mean floc size of D,,, = 11 um, as well as 2.8 hours
after starting the experiment, resulting in a mean particle diameter of D,, = 7.6 um. By merely viewing
the pictures, no clear deviations in floc sizes are visible for the two different times. The differences in

measured floc sizes can only be identified by the image evaluation software (see figure 5.12 (b)).
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Figure 5.12: Measured suspended sediment concentrations (a) and particle diameters (b) over a time of
approx. 5 hours at the center of the cross section in the small annular flume.
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(a) 17 minutes after adding the sedi- (b) 2.8 hours after adding the sediment
ment suspension in the annular flume: suspension in the annular lume: Dsg

Dso = 11 pm = 7.6 um

Figure 5.13: Pictures of the particles captured by the Aello In-Line microscope.

5.3 Numerical Modeling of Flocculation Processes in the Open

Annular Flume

5.3.1 Definition of Parameters and Initial/Boundary Conditions

The numerical modeling of deposition and flocculation in the annular flume was conducted with SSIIM 1
by using the computation grid described in chapter 5.1.2. For solving the advection-diffusion equation
and the equations in the implemented flocculation algorithm, initial and boundary conditions have to be
defined as well as different parameters and coefficients. Table 5.2 shows an overview of the parameters

and the initial /boundary conditions.

Table 5.2: Definition of parameters and initial /boundary conditions for modeling deposition and flocculation
in the annular flume for the reference case run.

Parameter or initial/boundary condition ‘ Definition ‘ Sensitivity study
1. Time step At (sec) 1 (5.3.2.2)

2. Number of size classes N (-) 10

3. Particle size spectrum (pm) see table 5.3

4. Initial conc. Cy (ms/) Co = 500 ms/1, see table 5.3 (5.3.2.3)

5. Aggregation coefficient o, (-) 1.0 (5.3.2.4)

6. Particle yield strength coefficient By (N/m?) 1.0 (5.3.2.5)

7. Fractal dimension ny (-) with D¢e =15.0pum, ny. = 1.4 (5.3.2.1)

8. Settling velocity w, formula (mm/s) Winterwerp (1998)

9. Exclusion/inclusion of erosion exclusion (5.3.2.6)

The respective values and definitions in table 5.2 are illustrated for the reference case run. In the following,

these parameters and settings are briefly described.
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1. Time step: A small time step of 1sec was used, since growth and break-up processes of flocs occur

at small time scales compared to the processes transport and deposition.

2. Number of size classes: The application of the flocculation algorithm requires the definition of
a discrete number of particle size classes and the corresponding particle sizes. In these studies, a
size class-based (SCB) model was used to describe the particle size spectrum (Maerz et al., 2011,
Verney et al., 2011). The SCB model is based on the population equation system that describes the
floc population in N discrete size classes. In this work, the particle size spectrum in the annular

flume was represented by N = 10 size classes.

3. Particle size spectrum: Each of the size class corresponds to a specific particle size D; and
an average sediment particle mass M;. Each average particle mass in turn is represented by a
mass class interval, which contains particles with the smallest particle mass Mj;(lower) and the
largest particle mass M (upper) of this class, respectively (see chapter 4.2.1). According to the SCB
model, the particle sizes were logarithmically distributed starting from the smallest primary particle
diameter Dy to the maximum floc size D,,q, by using the following equation (Maerz et al., 2011):

1+%.(w_1

Dj _ Dg log10(Dg) ) (51)

Taking into account the size of the primary particles of kaolinite, the minimum particle diameter was
set to Dig = Dy = 2.1 um. The maximum floc size was defined according to the largest measured
floc sizes. In figure 5.14 all measured flocs sizes of about 22,000 detected particles within the first
5 hours of the experiment are shown. It can be seen that most particles were found in the range
between 4 and 10 um. Due to the limitations of the camera resolution, the smallest particle sizes
were detected to about 4 um. However, it should be noted that probably smaller particles were in
suspension which could not be detected by the software. The largest flocs have a size in the range
between 30 to 50 um. Hence, the coarsest particle size class was set to D1 = Dj,qp = 35 pm. Based
on these two representative particle sizes, the other particle sizes Dy to Dg were calculated by the
use of equation 5.1. In table 5.3 the chosen particle sizes, the corresponding average particle masses

and the mass class intervals are listed for the reference case.
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Figure 5.14: All measured particle sizes in the first 5 hours of the experiment based on approx. 22,000
detected particles.

Table 5.3: Sediment particle characteristics for the reference case run in the annular flume.

Class | Diameter Smallest Average Largest Initial Fractal Density Yield Settling
index mass mass mass conc. dimension strength | velocity
j D; M (lower) M; M (upper) Co,; nygj pj Tj Ws,j

(pm) (kg) (kg) (kg) (me/1) ) (kg/m®) | (N/m?) | (mmfs)
1 35.0 1.5724e-11 | 2.2582e-11 6.7705e-11 25 1.0 1006 0.0057 0.0032
2 25.6 6.1959e-12 | 8.8661e-12 1.5724e-11 25 1.1 1015 0.0111 0.0043
3 18.7 2.4822e-12 | 3.5257e-12 | 6.1959e-12 20 1.3 1038 0.0219 0.0058
4 13.6 1.0262e-12 | 1.4387e-12 2.4822e-12 20 1.5 1089 0.0437 0.0072
5 9.9 4.4560e-13 | 6.1370e-13 | 1.0262e-12 25 1.6 1194 0.0897 0.0084
6 7.3 2.0480e-13 | 2.7750e-13 | 4.4560e-13 25 1.9 1389 0.1927 0.0089
7 5.3 9.7800e-14 | 1.3200e-13 | 2.0480e-13 65 2.1 1699 0.4537 0.0085
8 3.9 4.6400e-14 | 6.3500e-14 | 9.7800e-14 125 2.4 2102 1.3448 0.0072
9 2.8 2.0700e-14 | 2.9200e-14 | 4.6400e-14 120 2.7 2483 10.0135 0.0051
10 2.1 0 1.2100e-14 | 2.0700e-14 50 3.0 2650 00 0.0031

4. Initial concentration: In table 5.3 the respective initial concentrations in each size class are
illustrated, which were defined randomly among the size classes to achieve a total initial concentration
of Cy = 500 ms/1. The given concentration distribution results in an initial floc size of 7.7 ym. The
initial concentration was not distributed uniformly in the model domain, but in the three uppermost
layers of the computation grid (k = 10 — 13), over the entire flume width (j = 1 — 21), and in
four arbitrary cells in the longitudinal flow direction (i = 81 — 85). The objective of that initial

concentration distribution in the model domain was to achieve a very close reproduction of the
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experimental procedure from the laboratory, where the sediment suspension was added at the water

surface.

5. Aggregation coefficient: The aggregation coefficient o, was defined to the maximum value of
1.0, since it was assumed that the suspended sediment is strongly cohesive due to a very small

primary grain diameter of D, = 2.1 ym.

6. Particle yield strength coefficient: Since no values for the empirical stress function B, were
available, for the reference case the parameter was set to the minimum value found in literature,

namely to 1.0 N/m?. The sensitivity towards higher values was analyzed in subsequent computations.

7. Fractal dimension: The floc structure was accounted for to calculate the particle’s density (see
equation 4.10), the particle’s yield strength (see equation 4.16) and the collision-induced shear
stresses (see equation 4.25). In these studies, a size dependent, variable fractal dimension ny
according to Khelifa and Hill (2006) was applied to take into account the fractal geometry of
flocs (see equations 2.14 and 2.15). The characteristic floc size Dy, was set to 15.0 um and the
characteristic fractal dimension n¢. to 1.4. The resulting calculated fractal dimensions, the floc

densities and the particle yield strengths for each size class are shown in table 5.3.

8. Settling velocity formula: The fractal structure was also accounted for to calculate the settling
velocity. The settling velocity equation 2.27 according to Winterwerp (1998) was used, which
considers the floc structure property in order to compute the floc density. The calculated settling
velocities for each size class depending on the fractal dimension are shown in table 5.3. It has to
be noted that the particle mass, the fractal dimension, the particle density, the yield strength and
the settling velocity depend on the values for Dy, and nj.. The values in the table are given for
D¢, =15.0pum and ny. = 1.4. Other values for these two parameters will lead to different particle

characteristics.

9. Exclusion / inclusion of erosion: In order to simplify the numerical modeling, suspended load
was computed by the assumption that erosion and deposition do not occur simultaneously. Hence,
an artificial exclusion of erosion processes was realized in SSIIM by the definition of higher critical
shear stresses 7. ; than the calculated bed shear stress 7, for all the size fractions. In this case, the
equilibrium sediment concentration at the bed Cicq,; gets zero, and therefore also the sediment
pick-up rate becomes zero, i.e. no entrainment rate is calculated in SSIIM (see equations 4.7 and
4.8).

All the definitions and assumptions mentioned above were applied for the reference case run in SSIIM. Due
to the complex processes interactions there are still uncertainties and open questions in cohesive sediment
dynamics in general, and in flocculation processes in particular. These uncertainties are reflected by the
numerous number of empirical calibration parameters which, in case of missing measured data, have to
be determined over a wide range of values. In order to evaluate the uncertainty of these parameters
on the model results, sensitivity analyses are essential and a prerequisite for further applications of the
implemented flocculation algorithm in sediment engineering. Within the testing and validation of the
implemented flocculation algorithm in the annular flume, the impact of different parameter definitions on
the model results was investigated. The results of the reference model configuration were used to compare
different sensitivity simulations with experimental results. The major parameters, boundary/initial
conditions and processes which were varied within these studies are denoted in table 5.2. These include:

the time step At, the initial suspended sediment concentration in each size class Cy ; (respectively, the
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initial floc size), the aggregation coefficient «, the particle yield strength coefficient B, the characteristic
fractal dimension ns . and the impact of taking into account also the erosion process within the simulation.
In the next sections, the computation results of the reference case and of the follow-up sensitivity
simulations are presented. Hereby, the computation results of the reference case are presented in the
context of the description of the respective sensitivity study. Some individual results of the sensitivity
studies have been already published in Klassen et al. (2013) and Klassen et al. (2015).

5.3.2 Sensitivity Analyses

5.3.2.1 Fractal Dimension

In the implemented flocculation algorithm the floc structure is described and mathematically expressed by
applying the concept of fractal geometry/fractal dimension ny (see chapter 2.3.4). The fractal dimension
plays a major role in terms of the flocculation and deposition behavior since it influences the floc density,
the floc yield strength and the particle collision-induced shear stresses (see chapter 4.2). The floc density
in turn influences the settling velocity. The smaller the fractal dimension, the more fragile and less dense
the particles are (see figure 5.15). With smaller fractal dimensions, the floc density, the yield strength
and the settling velocity decrease. At the same time the collision-induced shear stresses acting on two
colliding particles also decrease. Lower collision-induced shear stresses in turn facilitate aggregation by
particle collision rather than disaggregation. This means, that the fractal dimension influences the collision

outcome due to two-body collisions as well, i.e. whether type 2A1, 2D2 or 2D3 occur (see chapter 4.2.2).

- Floc density

- Floc yield strength

- Collision-induced shear stresses ->2A1, 2D2 or 2D3
- Floc settling velocity

30 20 1’0
Fractal dimension ng

Figure 5.15: Decrease of floc density, floc yield strength, collision-induced shear stresses and floc settling
velocity with decreasing fractal dimension ny.

The numerical modeling of the annular flume experiments was conducted by the application of a variable,
size dependent fractal dimension according to Khelifa and Hill (2006) (see chapter 2.3.4). In addition to
the floc size Dy and the primary grain size Dy, the value of the fractal dimension ny depends on two other
parameters: the characteristic floc size D¢, and the characteristic fractal dimension ng.. Khelifa and
Hill (2006) recommend values of Dy, = 2000 um and ny. = 2.0, if they are not measured or calculated.
However, they also showed that the model results are sensitive to the parameter ny., taking values
between 1 to 3. Thus, in case of uncertainty regarding the characteristic values, the range of ny. has to

be considered in models describing flocculation processes. In the presented studies, several values for
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the characteristic fractal dimension were applied to take into account the effect of variations of ny¢. on
the flocculation processes (and therefore variations of the fractal dimension). ny. was set to 1.4 (for the
reference case), 1.7, 2.0, 2.3 and 2.6. The choice of these values is based on values which are commonly
used in flocculation models. According to the measured particle diameters shown in figure 5.14, the value
for the characteristic floc size was estimated to Dy, = 15.0 um and remained fixed for all computations.
Figure 5.16 shows the calculated fractal dimensions ny for the whole particle size spectrum depending on
the value of the characteristic fractal dimension ny.. For comparison, also the recommended values of
Khelifa and Hill (2006) were applied.
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Figure 5.16: Calculated fractal dimensions as a function of particle size by using different characteristic
fractal dimension ng¢. (Df. = 15.0 um) (Khelifa and Hill (2006): n¢. = 2.0, D¢, = 2000 pm).

It can be seen that for all curves the fractal dimension decreases continuously from the maximum value of
ny = 3 for the smallest and solid, primary particles of size class Digp = 2.1 pm to lower fractal dimensions
as the size of flocs increases. The fractal dimension of the coarsest and weakest particles of size class
D, = 35 pm depends on the value of the characteristic fractal dimension. The higher ny., the higher the
fractal dimensions for the whole floc size spectrum, i.e. the more compact and dense the particles are.
Using the recommended values of Khelifa and Hill (2006) yields the most compact and dense particles with
the highest fractal dimensions ranging between 2.5 and 3.0. In contrast, the reference case with ny. = 1.4
results in fractal dimensions between 1.0 to 3.0. This floc size spectrum is therefore characterized by more
porous and fragile flocs, which can break up into smaller flocs and particles more easily. From figure
5.16 it can be seen that the application of ny. = 2.6 and Dy, = 15 um yields similar fractal dimensions
for the used floc size spectrum as the recommended values of Khelifa and Hill (2006). This leads to the

assumption, that these two settings will yield similar modeling results.
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Table 5.4 shows the calculated particle densities for each size class (see equation 2.16), depending on the
characteristic fractal dimension ny.. It can be seen that the particle densities increase with higher values
of ny. since the particles get more compact with higher fractal dimensions. The table also depicts the

decrease of floc density with increasing particle size.

Table 5.4: Particle densities p; (k&/m?) for each size class, depending on the characteristic fractal dimension
Nfc.

Class index j | Diameter D; (um) ‘ nege=14 np=17 ngp =20 np =23 ngp =206

1 35.0 1006 1015 1039 1113 1343
2 25.6 1015 1034 1079 1190 1471
3 18.7 1038 1075 1150 1305 1625
4 13.6 1089 1155 1269 1466 1802
) 9.9 1194 1298 1451 1673 1995
6 7.3 1389 1526 1701 1919 2189
7 5.3 1699 1844 2004 2179 2369
8 3.9 2102 2201 2314 2417 2517
9 2.8 2483 2521 2556 2587 2615
10 2.1 2650 2650 2650 2650 2650

Figure 5.17 shows the calculated settling velocities according to Winterwerp (1998) by using different
characteristic fractal dimensions. By comparison of the settling velocities it can be seen that the use of the
recommended values of Khelifa and Hill (2006) yields the highest settling velocities in the range between
0.003 mm/s and 0.24 mm/s, since the particle sizes imply the highest fractal dimensions and therefore the
highest densities. The use of the lowest characteristic fractal dimensions ns. = 1.4 results in the lowest
settling velocities in the range between 0.003 mm/s and 0.0089 mm/s. Consequently, for example for the
coarsest particles of size D1 = 35 um, the settling velocity values differ from each other by approximately
a factor of 76.

The figure shows an increase in settling velocity with increasing particle sizes. However, for ny. = 1.4,
1.7 and 2.0 the increase vanishes at a particle size of 7.3 ym, 9.9 um and 18.8 um, respectively. Beyond
this floc size range with maximum settling velocity, the settling velocity is decreasing when the floc sizes
increase further. The decrease in the settling velocity is caused by the simultaneous decrease of the density
of flocs when their size becomes larger (see table 5.4). In addition, the drag force increases when the
floc size increases and thereby reduces the settling velocity. For ny. = 2.3 and 2.6, and for the values of
Khelifa and Hill (2006) the settling velocity increases over the whole particle size range. In these cases,
the increase in particle size dominates over the effect of a reduced density for the whole particle size
range. For ng. = 1.4, 1.7 and 2.0 however, the effect of a reduced floc density dominates over an increased
particle size when a certain particle size is reached. This point is reached sooner, the lower the fractal

dimension is.

It is obvious that the significant differences in the settling velocities will affect the computed deposition
behavior of the suspended sediments. In figure 5.18 the measured and simulated suspended sediment
concentrations over time in the same point (in the middle of one arbitrary cross-section, at the half of

the water depth) are shown. First of all it can be seen that the simulation is very sensitive to different
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Figure 5.17: Calculated settling velocities according to Winterwerp (1998) as a function of particle size by
using different characteristic fractal dimension ny. (Ds. = 15.0 pum) (Khelifa and Hill (2006): ns. = 2.0,
Dy, = 2000 ym).

characteristic fractal dimensions. The concentrations are decreasing faster with higher values of ns. (and
therefore higher values of the fractal dimension ny). These modeling results seem plausible because higher

values of ny. lead to higher settling velocities of the particles.

Using the values of Khelifa and Hill (2006) results in an almost complete deposition of the whole sediment
mass after approximately 4 hours. In this case, the measured sediment concentrations are strongly
under-predicted by the simulation. The application of ny. = 2.6 yields, as previously expected, similar
results since the settling velocities are in a similar value range. However, for instance for the reference
case (ng. = 1.4), after 5 hours there is still a sediment concentration of about 300 mg/1 in suspension in
the annular flume. This order of magnitude is roughly equivalent to the measured remaining sediment
concentration after 5 hours (about 300 me/1), and therefore yields the best agreement with the measured
data compared with the other simulation results. Nevertheless, the initial decrease of the sediment
concentration as it is indicated in the experiment is not simulated in the same way by any of the simulation
results. In order to analyze how different parameter and boundary definitions in the numerical model
potentially influence the initial decrease of the concentration, further sensitivity studies were carried out.

These follow-up studies are presented in the sections below.

The numerical computations show that the simulation is very sensitive to the fractal dimension. Ten-
dencies between simulated and measured suspended sediment concentration are most similar by using a
characteristic fractal dimension of 1.4. This leads to the assumption that most of the particle sizes are
characterized by a very fragile and open structure which can comparatively easily be disrupted either

by turbulence or collision-induced shear stresses. On the basis of the recorded pictures of the suspended
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Figure 5.18: Measured and calculated suspended sediment concentrations over time by using different
characteristic fractal dimension ny. (D, = 15.0 pm) (Khelifa and Hill (2006): ns. = 2.0, Dy, = 2000 pm).
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sediment particles in figure 5.13, the structure of the detected flocs can not be estimated sufficiently
reliably. Therefore advanced image analyses techniques and/or other additional measured values would be
required. However, if the assumption of fragile flocs is right, these flocs and particles should be disrupted
relatively easy. This in turn implies that computed particle diameters should on average be smaller
when setting ny. to 1.4 than by the application of higher fractal dimensions. A possibility to confirm
the assumption of an open and porous structure, is to look on the computed particle diameters. If the
development of the simulated floc diameters is in good agreement with measured floc sizes for ny. = 1.4

as well, this would corroborate the assumption of porous and open kaolinite particles.

In figure 5.19, the measured mean diameter and the calculated mean diameters by using different
characteristic fractal dimensions are presented over 5 hours. In the experimental results, the peak of
the mean floc diameter (=11 ym) after 17 minutes indicates aggregation. Then a decrease of the mean
diameter follows which is likely caused by the deposition of the larger particles. This increase in floc
size followed by a decrease in aggregate size appears also for all calculation results. Thus, aggregation

processes are simulated for all calculation runs.
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Figure 5.19: Measured and calculated mean particle diameters over time by using different characteristic
fractal dimension ny. (Ds. = 15.0 yum) (Khelifa and Hill (2006): ns. = 2.0, Dy, = 2000 pm).

In figure 5.19, the value of the characteristic fractal dimension determines the maximum floc size, the
time to achieve the maximum floc size and the slope following the peak. The best result in comparison
to the experiment is reached for a characteristic value of ny. = 1.4. For this case, the mean diameter
is increasing to a maximum value of 9.5 um, as aggregation processes take place, and then is decreasing
only very slightly. For ny. = 2.6 in contrast, the mean diameter increases to a maximum value of 18 ym

due to aggregation, then the mean particle size is decreasing much steeper compared to ny. = 1.4. The
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stronger decrease in particle size results from the deposition of the larger, faster-settling particles leaving
the smaller, lower-settling particles in suspension. The higher maximum mean diameters for higher values
of n¢. can be attributed to the more flow resistant particles, since these particles imply higher yield

strengths and therefore can not be disaggregated that easily in smaller entities.

Table 5.5 shows the particle yield strengths of each size class depending on the characteristic fractal
dimension, and the possible collision outcomes due to two-body collisions. Table 5.6 shows the minimum
and maximum flow-induced shear stress 7, in the model domain, as well as the shear stress in the grid
cell of the model results. By comparison of the fluid shear stresses with the particle yield strengths, the
particle sizes which can potentially be disaggregated by fluid shear, i.e. whose yield strengths are smaller
than the fluid shear stress, are highlighted in table 5.5. Particle size classes which will be disrupted by
fluid shear in every grid cell, i.e. whose yield strength is smaller than the minimum fluid shear, are
highlighted in dark grey. Size classes which will break up by turbulence in the output cell are highlighted
in lighter grey. And particle size classes which may be disaggregated by the maximum fluid shear stresses

in one of the grid cells in the model domain are marked in light grey.

Table 5.5: Particle yield strengths 7; (N/m?), depending on the characteristic fractal dimension ny.. The
last row shows the possible collision outcomes due to two-body collisions. Size classes which can be broken
up by flow-induced shear stresses are highlighted.

Class index j | Diameter D; (pm) ‘ nge=14 mngp. =17 np.=20 nsp. =23 nge = 2.6

1 35.0 [0:0057  [0:0063]  0.0074 0.0100 0.0211
2 25.6 0.0111 0.0125 0.0149 0.0209 0.0486
3 18.7 0.0219 0.0249 0.0307 0.0451 0.1185
4 13.6 0.0437 0.0509 0.0650 0.1021 0.3155
5 9.9 0.0897 0.1079 0.1447 0.2492 0.9665
6 7.3 0.1927 0.2432 0.3516 0.6943 3.7832
7 5.3 0.4537 0.6200 1.0153 2.5193 24.1875
8 3.9 1.3448 2.1528 4.5194 17.6917 526.9841
9 2.8 10.0135 25.7287 113.6357 1744.7061 1550677.0850
10 2.1 non-breakable

Collision outcomes 2A1 2A1 2A1 2A1 2A1

Table 5.6: Calculated flow-induced shear stresses 7, (N/m?) on the particles within the whole model domain.
Flow-induced shear stresses 7, ~ ,u\/% (N/m?)
Minimum 10.0071
In output cell (i =250, j =10, k=6 ) | 0.0133
Maximum 0.0459

Table 5.7 shows the minimum and the maximum collision-induced shear stresses 7;x x on the particles
depending on the characteristic fractal dimension. Even the comparison of the maximum collision-induced

shear stress with the respective floc yield strengths values shows that all particles’ yield strengths are
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higher than the maximum collision-induced shear stresses for all applied characteristic fractal dimensions,
partly by some orders of magnitude. Hence, two colliding particles will always aggregate into one new
larger particle (collision outcome: type 2A1). Consequently, modeled disaggregation of flocs is caused

only by fluid shear stresses due to turbulence.

Table 5.7: Minimum and maximum collision-induced shear stresses 7; 1 (N/m?) on the particles depending
on the characteristic fractal dimension 7.

Collision-induced shear stresses 7; ‘ nge =14 ‘ ng = 1.7 ‘ nge = 2.0 ‘ nfe = 2.3 ‘ nfe = 2.6

Minimum (N/m?) 3.250e-9 4.803e-9 1.077e-8 4.250e-8 5.521e-8
Maximum (N/m?) 2.349e-4 2.369e-4 2.427e-4 2.615e-4 5.705e-4

For example, adopting ny. = 2.6 leads to more compact particles, which can not be disrupted by flow-
induced stresses that easily, compared to weaker and more open particles with lower fractal dimensions.
For ny. = 1.4 the four largest size classes (marked in grey) with the lowest yield strengths will undergo
disaggregation in those grid cells, where the yield strengths are smaller than the fluid shear stresses. Size
classes 5 to 10 are always strong enough to withstand the fluid stresses. The first four and weakest size
classes are subjected to disaggregation by fluid-shear and contribute to a shifting of particle mass in the
smaller size classes. In the case of ny. = 2.6, only the coarsest and weakest size class D; = 35 um can
disaggregate. Thus, the mass shifting in smaller size classes due to turbulence-induced disaggregation is
not that significant compared to ny, = 1.4. This is the reason that higher fractal dimensions result in

larger mean diameters.

In figure 5.19, the steeper slope of the declining D,, curve for higher fractal dimensions is a result of the
higher particle densities, leading to higher settling velocities of the particles. For example, the application
of the values of Khelifa and Hill (2006) yields a maximum mean diameter of 16.9 ym, similar to the
maximum mean diameter for ny. = 2.6 (D, (max) = 18 um). For both cases only the coarsest particles
D; can be broken by fluid shear. Also for both cases only collision outcome of type 2A1 will occur. This
means that two colliding particles will aggregate into one new larger floc (see chapter 4.2.2). Therefore,
only the different settling velocities are the reason for the deviating calculated mean diameter curves. The
higher settling velocities, when adopting Khelifa and Hill (2006), lead to a faster settling of the larger
particles, which, as a consequence, are no longer available for further undergoing aggregation. In this case,
deposition dominates over aggregation earlier, so that the maximum mean diameter is smaller than for
ny¢ec = 2.6. The higher settling velocities, when using Khelifa and Hill (2006), are also the reason for the
steeper slope beyond the maximum floc size.

It can be summarized that by adopting a characteristic fractal dimension of ny. = 1.4 the best agreement
with the measured floc sizes is obtained. For higher fractal dimensions the calculated particle sizes are
over-predicted up to a factor of about 2. The best agreement with measured sediment concentrations was
also found for ny. = 1.4 (see figure 5.18). The results corroborate the assumption of an open and porous
floc structure of kaolinite particles under the given flow and fluid conditions in the annular flume. An
open, loose and easily disrupted structure in turn indicates that the kaolinite particles form a so called

card-house structure (edge to face mode) or a chain-like structure (edge to edge mode) (see chapter 2.3.3).
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Simulated Flocculation Processes by Shifting of Particle Mass between the Size Classes
The flocculation processes are computed in SSIIM by shifting mass between the size classes. In the
following, this is illustrated exemplarily in figure 5.20 for the case of ny. = 1.4. Using Dy, = 15.0 ym and
n¢. = 1.4 results only in the aggregation type 2A1, i.e. two colliding particles are always strong enough
to resist the collision-induced shear stress and form larger aggregates. Disaggregation is only caused by
flow-induced stresses, which can lead to a break-up of the weakest particles of size classes 1, 2, 3 and
4 (see table 5.5). Figure 5.20 shows the temporal development of the concentrations of each size class.
The decrease of the concentration of the smaller size classes 7, 8, 9 and 10 and the shifting of mass into
the larger particle size classes 4, 5 and 6 illustrate aggregation of type 2A1. Size class 1 is destroyed by
fluid shear in every grid cell, whereas size class 2 is disaggregated only in some of the cells, e. g. in the
output cell (see table 5.5). This results in an abrupt decrease of the concentration in size class 1 and 2 in
the first few seconds (that is the reason why there are no curves shown for size class 1 and 2 in figure
5.20) and in a shifting of the concentration into the smaller size classes. Particle size class 3 and 4 can
also break up due to fluid forces in grid cells where the yield strengths are smaller than the respective
fluid shear stress. But concurrently, mass is shifted into these classes by the aggregation processes of the
smaller aggregates resulting in an increase of the concentrations. Hence, in figure 5.20 the shifting of
concentrations has to be interpreted as a result of aggregation, break-up due to fluid shear, as well as
simultaneously occurring deposition. These processes overlap continuously, but dominant mechanisms can
be estimated over time. It can be seen that flocculation processes are most significant for about the first
hour of the simulation. Afterwards aggregation and floc-break-up further occur, but are in equilibrium.
Deposition of the sediment material is then dominant.
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Figure 5.20: Calculated temporal development of the concentrations in each particle size class due to
aggregation, flow-induced break-up and deposition by using a characteristic fractal dimension of ny. = 1.4
(Dfe =15.0 ym).
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The numerical test and validation studies presented in this chapter demonstrate that the implemented
flocculation algorithm gives reasonable results, and flocculation processes in the annular flume can be
modeled in a physically correct way. Within the numerical studies, it could also be shown that the
flocculation and deposition behaviour is very sensitive to variations in the fractal dimension. On the
one hand, the fractal dimension determines whether aggregation or disaggregation occur due to particle
collisions and turbulence, and thereby strongly affects the time-evolution of the floc size distribution. On
the other hand, the fractal dimension significantly influences the particle density, which in turn has a
major impact on the settling velocity. Within the tested range of settling velocities it was shown that the
settling velocity is a key factor when modeling the development of the suspended sediment concentration.
The higher the fractal dimension of the particles, i.e. the more dense and compact the particles are,
the higher the settling velocities are predicted and the faster the concentration will obviously decrease.
Consequently, uncertainties regarding the fractal dimension can have a major influence on the modeled
floc sizes and especially on the floc settling. Hence, reliable measurement data or theoretical expressions
are required for the fractal dimension to model the complex cohesive transport processes from laboratory

in an accurate way.

The presented results show, that for future research investigations on flocculation processes in laboratory
it should be considered to take into account also the fractal dimension within the measurements. The
estimation of the floc structure by measurement data would contribute to a better understanding of the
observed processes in the laboratory. A common way to measure the fractal dimension is to use advanced
optical techniques/image analysis. Experimental investigations on floc structure by the use of image
analysis were for instance conducted by Spicer and Pratsinis (1996). They estimated a perimeter-based
fractal dimension of the flocs by using a log-log plot of the floc perimeter and the cross-sectional area.
It was found that during the initial stages of flocculation, the flocs first become more porous and open,
while at steady state the floc structure becomes more compact. Flow-induced shear stresses leading
to floc break-up/restructuring were given as the reason for this. Chakraborti et al. (2003) estimated
the two-dimensional fractal dimension from optical sampling of flocs by using digital image processing
software as well. They studied the effect of pixel resolution (ratio of circle diameter to pixel length) to
determine the aggregate size and the two-dimensional fractal dimension. They found that for aggregation
of an initially monodisperse suspension, the fractal dimension decrease over time in the initial stages
of floc formation. Chakraborti et al. (2003) suggest to take into account these temporal changes in
fractal dimensions, along with changes in aggregate size, when describing a dynamic aggregation process,
and especially when modeling temporal changes in particle size distribution. Kumar et al. (2010) used
measured values of the settling velocity and the floc diameter to calculate the floc submerged specific
gravity, which in turn was used to compute the fractal dimension. For the definition of the floc diameter
a camera system with image analyses was used. They observed two ranges of behavior in terms of the
fractal dimension of flocs at a constant turbulent shear rate. In the first stages of flocculation, a variable
fractal dimension was needed to describe the submerged specific gravity as a function of floc size. In the
second region, when flocs have reached a certain floc size, a constant fractal dimension was found to suffice
for the description of the submerged specific gravity. Various methods to measure the fractal dimension

and geometric dimensions/shape factors can be found for instance in Billiones et al. (1999).
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5.3.2.2 Time Step

The time step is an important factor in numerical modeling, since it affects the CPU time. Modeling
flocculation requires a short time step as the small-scale mechanisms act on short time scales compared to
overall processes on macro-scale, such as sediment transport or deposition. Short time steps in turn are
associated with longer CPU times. When defining the time step, it has to be considered that aggregation
and floc break-up occur simultaneously for all size classes in the implemented flocculation algorithm. This
might lead to mass conservation errors when too large time steps are defined and therefore might cause
modified model results. Hence, in order to avoid mass conservation errors or to keep them as small as
possible, short time steps should be applied. The objective of this sensitivity study was to investigate how
short the time step should be chosen in order to ensure that the simulation results are not affected by the

time step, or respectively that mass conservation errors are in an acceptable range.

For the reference case a short time step of At = 1sec was used. The sensitivity of the implemented
flocculation algorithm towards the time step was tested by using three larger time steps (all other
parameters and boundary conditions remained the same): 2sec, 5sec and 10sec. Figure 5.21 shows the
measured and the computed sediment concentrations. The sensitivity analysis illustrates that with a time
step of 5 and 10sec, the initial sediment concentration is inadequately predicted. The deviations from the
actual defined initial concentration of Cy = 500mg/1 are in the order of 50 and 100 mg/1, respectively. This
amounts to relatively high mass conservation errors of about 10 % and 20 %, respectively. The results
for the reference case with At = 1sec and for a time step of At = 2sec yield initial concentrations of
Cp = 480mg/1 and Cy = 470 ms/1, and therefore give much smaller mass conservation errors of about 4 %

and 6 %, respectively.
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Figure 5.21: Measured and calculated suspended sediment concentrations over time by using different
time steps At.
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Figure 5.22 depicts the measured and simulated mean particle diameters. The simulated mean particle
diameter increases with a larger time step, since more particles are shifted into the coarser size classes.
In table 5.8, the concentrations of size class 3 (D3 = 18.7 um) are examplarily shown after t = 2h, i.e.
when the flocculation processes are assumed not to dominate any more, for different time steps. The
comparison of At = 1sec (C = 13ms/1) with At = 10sec (C = 69 ms/1) shows that the deviations amount
to about 56 mg/1, i.e. for a time step of At = 10sec the concentration in size class 3 is more than 5 times
higher than the concentration in this class for At = 1sec. This means that for At = 10sec more particles

exist in one of the coarser size fractions which results in a higher mean diameter.

In addition, figure 5.22 shows a temporal shifting with different time steps. The peak in the computed
mean diameter is reached later for larger time steps. This signifies that the aggregation process is delayed
with larger time steps, whereas for smaller time steps the aggregation process occurs faster. The temporal
shifting is a direct consequence of the larger time step: in the first time step a particle collision results in
a shifting of particle mass into coarser size classes. In the following time step these newly formed larger
particles can aggregate with other size classes and form again new particles which will be shifted in even
coarser size classes. These newly formed particles in turn can collide only in the next time step, and so on.

For the application of shorter time steps this process occurs much faster than for larger time steps.
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Figure 5.22: Measured and calculated mean particle diameters over time by using different time steps At.
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Table 5.8: Calculated suspended sediment concentrations SSC after ¢ = 2h in size class 3 by using different
time steps At.

Time step At (sec) ‘ SSC in size class 3 (mg/1)

1 13
2 22
) 46
10 69

The sensitivity studies show that even a time step of At = 1sec is not chosen short enough to yield an
insensitivity of the model results towards the time step. There are still distinctions in simulated particle
diameters and suspended sediment concentrations in comparison to a longer time step of At = 2sec.
However, it can also be seen that the deviations between these two computations are not significant. A
mass conservation error of 4 % for At = 1sec was assumed to be in an acceptable range, in particular
with a view to even higher CPU times when using time steps smaller than one second. For example, in
the case of using At = 1sec, CPU time is around 44.5 hours for 5 hours of real time simulation (16 cores,
Intel(R) Xeon(R) CPU E5-2640 v3, 2.6 GHz). A time step of At = 10sec requires a CPU time of about
4.2 hours for the same simulation time. Due to the excessive computation time, the time step of one

second was not further lowered and was applied for the follow-up sensitivity studies.

For future flocculation modeling in SSIIM, it should be investigated how the CPU time can be reduced for
long-term modeling of cohesive sediments while simultaneously ensuring mass conservation. Teisson (1991)
for example points out that an error of 5- 1074 % per time step on the mass conservation of suspended
sediment can lead to an error of 10% per tide in the long term simulation of the Loire estuary, if no
mass correction is considered. A satisfactory solution in this issue could be a sub-time step mentioned by
Winterwerp (2002). Through a sub-time step, the advection-diffusion equation in combination with a
flocculation model can be solved efficiently by the application of a smaller effective time step than that for
the hydrodynamic equations and the overall processes. Verney et al. (2011) use a dynamically-adaptable
varying time step, which prevents more particles aggregation or disaggregation than exist in each class, to
optimize the computational costs. In future, these possible methods need to be tested for the implemented
flocculation algorithm in SSITM.?

5.3.2.3 Initial Floc Size

For the reference case run, initial concentrations in the size classes were chosen randomly among the size
classes to achieve a total initial concentration of Cy = 500 me/1 (see table 5.3). This initial concentration
distribution yields an initial mean floc diameter of 7.7 um. A different choice of initial concentrations in

the size classes will result in a different initial floc size. The sensitivity towards the initial particle size

2Currently, in SSIIM 1 the flocculation algorithm is called as many times as the number of defined size classes for
each time step and each grid cell. Actually, one single call per time step and grid cell would be sufficient to
compute the mass fluxes for all size classes. For future case studies in SSIIM 1 which focus on flocculation
simulation of laboratory experiments, a single call should be technically implemented in SSIIM 1 in order to
reduce CPU time by a multiple. In SSIIM 2, the flocculation algorithm is called once for each time step and
each grid cell and therefore runs much faster.
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Figure 5.23: Measured and calculated mean particle diameters over time by adopting different initial floc
sizes.

distribution was studied by two additional simulations for which extreme values were assumed. On the
one hand, it was assumed that the initial particles consist solely of the coarsest size class D1 = 35.0 um.

On the other hand, the total initial concentration was allotted to the smallest size class Dy = 2.1 ym.

Figure 5.23 shows the computed mean particle diameters when using different initial floc sizes. It can
be seen that the initial floc size affects the time to reach an equilibrium floc size, but not the final floc
size. When an equilibrium floc size is reached, the final floc sizes do not differ further. For an initial floc
size of D1y = 2.1 yum, an equilibrium stage is reached after about 1.1h, whereas for an initial floc size of
Dy = 35.0 um aggregation and floc break-up appear to be in balance already after 0.3 h. In comparison,
for the reference case with an initial floc size of 7.7 um the flocculation processes are most significant for

about the first hour of the simulation, i.e. the time period is similar to an initial floc size of 2.1 ym.

Figure 5.24 emphasizes the differences in the temporal development of the concentrations and the particle
size distribution when the initial floc size is D1g = 2.1 pm and D; = 35.0 pm, respectively. For a better
clarification in terms of the affected size classes different scales for the concentrations were used in the
figures. When setting an initial particle size distribution with all particles in the finest size class 10,
the aggregation process takes longer, since more size classes are affected by aggregation at the initial
flocculation stage. As shown in the figure above, an equilibrium stage is reached after about 1.1h. In
contrast, when the initial particles consist only of the coarsest size class 1, the flocculation processes
take place much faster and are at equilibrium after about 0.3h. The figures show that the temporal
development of the concentration as well as the particle size distribution differ until an equilibrium stage

is reached.
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When comparing both temporal developments in figure 5.24, it also becomes apparent that the aggregation
mechanism occurs much slower than the floc break-up process due to turbulence-induced shear stresses.
For example, in figure 5.24 (a) in the first time step, aggregation processes occur by shifting the total
particle mass from size class 10 into size class 9 and other coarser size classes. In the next time step,
aggregation leads to further mass shifting of the newly formed particle mass into even coarser size classes
and so on. This aggregation process continues until some of the particle mass is shifted into size class
3. No further mass shifting into the coarser size classes 1 and 2 occurs, since all particles in these two
weakest size classes are immediately destroyed by turbulence in the output cell (see table 5.5). This is
illustrated by the absence of the concentration curves for D; and Ds. The aggregation mechanism is
modeled as a time-dependent process which depends on the collision efficiency (see chapter 4.2).3 In
contrast, disaggregation by fluid shear is modeled as a time-independent mechanism, since all particles
are immediately removed when the particle yield strength is smaller than the turbulence-induced shear
stresses. In figure 5.24 (b) these tendencies are indicated in the initial simulation stages: in the first
time step all particles are in size class 1, which all are immediately destroyed by fluid shear and shifted
into size class 2 and other finer size classes. In the second time step, all newly formed particles from
size class 2 will also be destroyed by fluid shear in the output cell (see table 5.5) and shifted towards
smaller size classes. That is the reason why there is a rapid decrease in the concentrations in size class 1
and 2. However, after about one hour all three simulation results achieve nearly the same particle size

distribution and thus the same mean floc size of D,, = 9.6 ym.

The presented sensitivity studies show that the lack of knowledge of the initial particle size distribution is
not relevant to the model results as far as the steady state is the essential study objective. Assuming that
particles do not settle rapidly out of suspension and have sufficient time to reach an average, steady-state
equilibrium size (i. e. the water depth or the length of the flow path are essential), flocs should theoretically
grow to a similar equilibrium floc size independent of the initial size distribution for a given flow situation.
If the settling velocities of the involved size fractions differ strongly, also the particle size distributions
at equilibrium stage can differ significantly depending on the initial floc size. This will play a role, for

example, when simulating flocculation for short flow paths or for transient sediment calculations.

The presented simulation results are supported by Son and Hsu (2008). Their model results were insensitive
to the uncertainty of the initial floc size as far as the final floc size was concerned. The flocculation
model from Verney et al. (2011) was also found to be only weakly sensitive to variations in the initial
distribution except during the initial aggregation stage. Maerz et al. (2011) showed that the model lost

the dependence on the initial conditions after 2 to 3 hours.

Figure 5.25 shows the computed sediment concentrations when using different initial floc sizes. It can
be seen that different initial floc sizes result in different initial concentrations. This is caused by mass

conservation errors.

3 A time-dependent modeling applies also for particle disaggregation due to collision-induced shear stresses (i. e.
for the collision outcome types 2D2 and 2D3).
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Figure 5.24: Calculated temporal development of the concentrations in each particle size class due to
aggregation, flow-induced break-up and deposition based on different initial floc sizes.
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Figure 5.25: Measured and calculated suspended sediment concentrations over time by adopting different
initial floc sizes.

Within the implemented size distribution changes algorithm, more particles can be removed from the
affected size class than actually are available depending on the time step and the amount of particles
which can be disaggregated by turbulence-induced shear stresses. In the case that a size class would
receive a negative number of particles when particle mass is subtracted from the respective size class, the
simulation would crash. Hence, in the herein developed and in SSIIM implemented flocculation algorithm
a potential negative mass is prevented by forcing the size classes, which would get negative mass values,
to zero concentrations. In this case, a lower negative mass flux for the respective size classes is computed
than is theoretically determined by the flocculation algorithm. In order to compensate the reduced mass
fluxes and to maintain mass conservation, also in all other classes the concentration should be lowered.
However, this was not implemented yet in the flocculation algorithm and should be taken into account
when modeling flocculation. For an initial floc size of Dy = 35.0 um, the mass error (5 %) is slightly larger
than for the reference case (4 %). If all particles consist of the finest particles with Dy = 2.1 pm, the
mass conservation error is zero. The results in these study clarify again that in future the flocculation

algorithm has to be optimized with respect to mass conservation, especially for long-term computations.

5.3.2.4 Aggregation Coefficient

In most models, the aggregation efficiency «, accounts for the fraction of two-body collisions that results
in bonding between the colliding particles and is equal to the fraction (by weight) of sediment exhibiting
cohesion (see chapter 3.2.1). Within the implemented flocculation algorithm, «, is used to compute the

collision efficiency Ny, i.e. the number of collisions between two particles per volume and time step (see
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equation 4.18). Thereby, it is assumed that every collision results in cohesion at the particle contact point.
The number of collisions in turn determines the mass concentration changes for the affected size classes

due to two-body collisions (see chapter 4.2.2).

The value for «, can range between o, = 0 and 1.0. For the reference case the aggregation efficiency
o, was set to 1.0, since it was assumed that cohesive forces are strong between the particles due to a
very small elemental grain diameter of kaolinite (D, = 2.1 um). However, since the parameter depends
not only on the degree of cohesion, but also on the water chemistry (pH, salinity, etc.), the sensitivity
towards this parameter needs to be tested. In order to account for uncertainties towards this calibration

parameter, the simulation results for 4 values of o, = 1.0, 0.7, 0.5 and 0.3 have been compared.

Figure 5.26 illustrates the calculation results in terms of the mean particle diameter. Figure 5.27 shows
the temporal development of the concentrations in each particle size class for an aggregation efficiency
of 0.3 and 1.0, respectively. From figure 5.26 it can be seen that the aggregation factor influences the

aggregation process in terms of the temporal floc size evolution and the maximum floc size.

Adopting «, = 0.3 yields lower mass concentration changes in the affected size classes, thus a slower
aggregation and a smaller maximum floc size compared to a, = 1.0. Aggregation dominates for more than
two hours for «, = 0.3, subsequently deposition dominates (see figure 5.27 (a)). However, for a, = 1.0
the time required for aggregation is less than one hour, then a maximum floc size is reached (see figure

5.27 (b)). The temporal offset until equilibrium is therefore between 1 and 1.5 hours.

The temporal shift of the computed particle sizes does not significantly affect the temporal concentration
development, as seen in figure 5.28. The simulation curves are almost identical. Since there are no major
deviations concerning the sediment concentration distribution among the size classes and due to the
fact that the settling velocities differ not significantly among the particle size spectrum, the deposition
behavior is nearly the same. Hence, while the simulation results are sensitive to the aggregation efficiency
in terms of the temporal development of the flocculation process and slightly in terms of the maximum
floc size, the computed concentrations are insensitive towards the aggregation efficiency in the presented
case study. However, this is valid only when the settling velocities of the affected particles are in a
similar value range and when the sediment concentration distribution among the size classes does not vary
strongly depending on «,. If, for instance, the same computations would be carried out while applying
higher fractal dimensions, this would lead to stronger differences in the calculated settling velocities
among the size classes (e.g. when the settling velocities are calculated by using Dy, and ny. values
recommended from Khelifa and Hill (2006), see figure 5.17). In this case one would expect that also
slightly different concentration distributions among the size classes will contribute to diverging computed

sediment concentrations depending on the aggregation efficiency.
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Figure 5.26: Measured and calculated mean particle diameters over time by using different values for the
aggregation efficiency «y,.
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Figure 5.28: Measured and calculated suspended sediment concentrations over time by using different
values for the aggregation efficiency «, (the four simulations yield almost identical results).
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Figure 5.27: Calculated temporal development of the concentrations in each particle size class due to
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5.3.2.5 Particle Yield Strength Coefficient

In the implemented flocculation algorithm the particle yield strength 7; is affected by the fractal dimension
and the particle yield strength coefficient B, (N/m?) (see equation 4.16). The sensitivity towards the
fractal dimension was already studied in section 5.3.2.1. The parameter B; is an empirical sediment- and
flow-dependent stress function, for which no explicit formulation is known and which varies over a wide
range of values (1 to 10*N/m?). Since in literature there are almost no suggestions for the value of this
parameter, a sensitivity study towards this parameter was carried out. Therefore B, was set to B, = 1.0,
3.0, 5.0 and 10.0N/m2.

Table 5.9 shows the calculated particle yield strengths in each size class depending on B,. Particle size
classes which will be disrupted by fluid shear in every grid cell, i.e. whose yield strength is smaller than
the minimum fluid shear, are highlighted in dark grey. Size classes which will break up by turbulence in
the output cell are highlighted in lighter grey. And particle size classes which may be disaggregated by
the maximum fluid shear stresses in one of the grid cells in the model domain are marked in light grey.
It can be seen that the particle yield strengths increase with increasing B,. The table also illustrates
that different values for B, do not alter the collision outcomes in these case studies. All possible particle
collisions result in the aggregation type 2A1, since the particle yield strengths are always strong enough to
withstand the collision-induced shear stresses. This means that two colliding particles will always form one
new larger floc. However, the impact of different particle strengths gets obvious concerning the resistance
to fluid shear: applying B; to the minimum value of 1.0N/m? causes disaggregation due to flow shear
of the four coarsest and weakest size classes 1, 2, 3, 4 (marked in grey). By increasing B, the particle
strength of each size class gets higher. Setting B, to 3.0N/m? causes only size class 1 and 2 to break
up due to fluid shear. Setting B, to 5.0 N/m? accounts for disaggregation due to flow shear only of size
class 1. And for B; = 10.0N/m? all particles are strong enough to withstand the flow shear. In this case,
only aggregation due to particle collisions is possible, whereas disaggregation is not possible at all. Since
higher values than B; = 10.0N/m? would result in the same computation results as for B, = 10.0N/m?,

the sensitivity towards higher values was not further tested.
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Table 5.9: Particle yield strengths 7; (N/m?), depending on the particle yield strength coefficient B, (N/m?).
The last row shows the collision outcomes due to two-body collisions. Size classes which can be broken up
by flow-induced shear stresses are highlighted.

Class index j | Diameter D; (um) | B; = 1.0 | B, =3.0 | B, =5.0 | B, =10.0

1 35.0 [0005@ | 0.0172 | 0.0287 0.0573
2 25.6 0.0111 0.0334 0.0557 0.1114
3 18.7 0.0219 0.06569 0.1095 0.2190
4 13.6 0.0437 0.1312 0.2187 0.4374
5 9.9 0.0897 0.2691 0.4486 0.8971
6 7.3 0.1927 0.5780 0.9633 1.9266
7 5.3 0.4537 1.3610 2.2684 4.5367
8 3.9 1.3448 4.0343 6.7238 13.4475
9 2.8 10.0135 | 30.0405 | 50.0675 | 100.1349
10 2.1 non-breakable
Collision outcomes 2A1 2A1 2A1 2A1

Figure 5.29 shows the simulated mean particle diameters of the sensitivity study. It can be seen that the
mean floc size gets coarser with increasing B,. This is caused by the higher yield strengths associated with
increasing B,, meaning that more particles can withstand the fluid shear. In consequence, disaggregation
into smaller particles is limited, whereas aggregation towards larger particles is enhanced. For example,
for B, = 10.0N/m? only aggregation takes place, so that mass shifting from the smaller into the coarser
size classes takes place until after about 1.5h the whole sediment mass is shifted into the coarsest size
class Dy = 35 pum, which is also clearly illustrated in figure 5.30. In this case, only shifting of mass due to
aggregation takes place as a time-dependent process. If particles can also be disrupted by turbulence,
i.e. with smaller B, values, the mass shifting occurs faster, since also disaggregation due to turbulence is
modeled as a time-independent process. The more size classes are involved in the break-up mechanism,
i.e. the smaller B, is, the sooner the maximum floc size is reached. For instance, for the reference case

(B; = 1.0N/m?) the maximum floc size is reached already after under one hour.

It is important to note that in contrast to the initial floc size or the aggregation efficiency, B, does not
only affect the temporal development of the flocculation processes, but also the particle size distribution
in the initial stages of flocculation and at equilibrium stage. This means that to a large extent the
particle size distribution depends on the possibility of undergoing disaggregation by fluid shear. For
B, = 10.0N/m? the whole sediment mass is shifted into the coarsest size class D;. For B, = 5.0N/m? the
highest concentrations at equilibrium stage are calculated in size class Dy, whereas for B, = 3.0 N/m?
most particles are shifted into size class D3 (not shown here in detail). For B, = 1.0N/m? most particles
are computed in size class Ds at equilibrium stage (see figure 5.20). Hence, at equilibrium stage the
highest sediment concentration is found in the size class, whose particles will just not be disaggregated by
turbulence.

Figure 5.29 shows that the best agreement with the measured particle sizes could be found for B, = 1.0 N/m?.

In figure 5.31 the measured and computed sediment concentrations are shown. It can be seen that with
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Figure 5.29: Measured and calculated mean particle diameters over time by using different values for the
particle yield strength coefficient By (N/m?).
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Figure 5.30: Calculated temporal development of the concentrations in each particle size class due to
aggregation and deposition based on a particle yield strength coefficient of B, = 10.0 N/m?.
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smaller values for B, the sediment concentration decreases faster. This is an effect of the different
simulated particle size distributions. Contrary to the previous analyses towards the aggregation coefficient
g, the sediment concentration distribution among the size classes is significantly different when changing
B, . For example, for B; = 10.0N/m? all sediment mass is shifted in size class 1 due to aggregation. This
means that all particles of this size class settle down with a relatively low settling velocity of 0.0032 mm/s,
because of a very low floc density (see table 5.3). For smaller values of B, also a certain amount of
sediment mass is shifted into other smaller size classes due to simultaneously occuring floc break-up. The
smaller B, the more breakable the particles are and the more sediment mass is shifted into the smaller
size classes. These smaller particles in turn imply higher settling velocities than 0.0032 mm/s; since they
have a higher particle density. For instance, for the smallest value of B, = 1.0N/m? at equilibrium many
particles will be shifted into the size classes 4, 5 and 6. These size classes show higher settling velocities
than size class 1 (see table 5.3), and as a consequence, this concentration is decreasing faster. It has to be
noted that the presented simulation results are valid for ng. = 1.4. Other fractal dimensions will lead to
different particle yield strengths and different settling velocities. For example, in the case of adopting
nge = 2.6 and B, = 10.0N/m?, the concentration would decrease more rapidly than by using B; = 1.0 N/m?
(and ng. = 2.6), since the impact of a larger floc size would dominate over the effect of a reduced floc
density when the particle sizes increase. Hence, the settling velocities would become larger with coarser

particle sizes.

It can be concluded that there is a major impact of the value for the particle yield strength coefficient B
towards the flocculation process. In particular in terms of the flow-induced stresses, its influence gets very
significant. On the one hand, it influences the temporal development of the flocculation process, since
turbulence-induced disaggregation of particles is modeled as a time-independent process. On the other
hand, it affects the computed particle size distribution. Significantly different simulated particle sizes
in turn influence the deposition of the sediments, mainly when the respective settling velocities of the

particles are additionally very distinct from one another.

Other parameters which influence the particle yield strength or the flow-induced shear stresses will lead to
similar effects on the model results. These include for instance the fractal dimension (see section 5.3.2.1)
or the formula to compute the flow-induced shear stresses on the particles in a turbulent flow. In the
implemented flocculation algorithm, equation 4.26 was used for calculating these stresses. If for instance
equation 3.20 is used instead, lower turbulence-induced shear stresses will cause no particle disaggregation,
since all particles will be strong enough to withstand the fluid shear stresses (for the case of ny. = 1.4 and
B, =1.0N/m?).
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Figure 5.31: Measured and calculated suspended sediment concentrations over time by using different
values for the particle yield strength coefficient B, (N/m?).

5.3.2.6 Erosion

The previous sensitivity analyses have shown that the best agreement with measured floc diameters and
sediment concentration could be found with the settings of the reference case (table 5.2). Nevertheless,
the initial decrease of the sediment concentration as it is indicated from the experimental data could not
be simulated in the same way by any of the simulation studies. Also the slope of the computed sediment
concentration curve is steeper than in the measurements, i.e. the sediments deposit too fast. In order
to achieve a better agreement with the measured data, further sensitivity studies for the annular flume
were conducted. One factor resulting in a stronger initial decrease of the concentration could be that a
certain (coarser) portion of the particles, which were added initially in the annular flume, do not exhibit
fractal structures. These coarser particles might settle down as near-solid Euclidean spheres with ny = 3.0,
causing a faster initial decrease of the concentration. This aspect was verified in the model by defining
the particles in the coarsest size class 1 not as fractal, but as solid entities, i.e. with a fractal dimension
of ny = 3.0. Accordingly, these particles were excluded from the flocculation process. On the other hand,
a slower decrease of the sediment mass was realized by taking into account also potential resuspension
of the deposited particles. For the sake of model simplicity, erosion of deposited fine sediments was
neglected in the previous presented numerical studies. However, within the experiments of Hillebrand
(2008) resuspension was observed in the annular flumes, where the turbulence and flow velocities were
relatively high, i.e. near the inner rotating cylinder. In order to quantify the impact of floc erosion on the
computed settling and flocculation behavior, it was assumed in the model that the deposited sediments

near the inner cylinder can simultaneously be eroded by the high fluid flow forces.
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Figure 5.32 shows the calculated bed shear stresses in the small annular flume. The maximum bed shear
stress is near the inner rotating cylinder, where the highest flow velocities and turbulence intensities are
calculated (see chapter 5.1.2), and accounts for 0.1 N/m?. The bed shear stresses decrease with increasing
distance from the moving boundary. The erosion process was included in the model by artificially setting
the critical bed shear stress to 7. = 0.095N/m?. In this case, only the sediments in the inner area near the
moving cylinder, where the bed shear stress is higher than the predefined critical bed shear stress, can be

resuspended.
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Figure 5.32: Computed bed shear stresses in the small annular flume.

Figure 5.33 illustrates the measured and the computed mean particle diameters for the reference case by
excluding erosion (7. > 7,) and for the case that resuspension is considered (7. = 0.095N/m?). In the latter
case, additionally the particles in the coarsest size class 1 were excluded from the flocculation process
and specified to deposit as solid Euclidean particles with n; = 3.0, i.e. with the Stokes settling velocity.
The figure shows that for about the first hour of simulation the mean particle diameter is slightly higher
when erosion is excluded. Then the differences go to zero, so that after 2.5 hours exactly the same D,, is
calculated. Afterwards the curves differ very slowly with slightly higher particle diameters when erosion is

included.

The minor differences in the computed mean particle sizes are the result of including resuspension and
simultaneously excluding size class 1 from the flocculation process. For the reference case no erosion
occurs and particles from size class 1 take part in the flocculation processes. These weak particles are
initially destroyed by turbulence and their masses are shifted into the smaller size classes, mainly into
size classes 4, 5 and 6. For the other case study (7. = 0.095N/m?) the particles from size class 1 do not
undergo disaggregation. These particles (D; = 35 um) deposit rapidly with a relatively high settling
velocity according to Stokes (= 0.8813 mm/s). This results in a lower mass shifting into the finer size classes

compared to the reference case wit 7. > 7.
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Figure 5.33: Measured and calculated mean particle diameters over time when erosion is neglected (7. > 7)
and when erosion is included with 7. = 0.095N/m?. Additionally, for 7. = 0.095N/m?, the coarsest size
class Dy is excluded from the flocculation processes, but considered for the calculation of D,,.

For reasons of clarity the mass shiftings only for the the size classes 4, 5 and 6 are shown exemplarily in
figure 5.34 for both study cases. For the other size classes the differences in mass shifting are very minor.
The grey curves represent the mass shifting between the size classes when size class 1 is excluded from
the flocculation processes and erosion is included. It can be seen that the lower masses (grey curves),
especially in size class 4 and 5, are responsible for the smaller predicted mean particle diameter in the first
hour. The differences in the computed mean particle diameter decrease with time and get zero at ¢t = 2.5h,
since then for both runs the same concentrations exist in the respective size classes. When D7 is excluded
from the flocculation process and erosion is included, the effect of lacking mass in size class 4, 5 and 6
(due to initially deposited particles from size class 1) is counterbalanced by the effect of simultaneously
occurring resuspension. That in turn results in a slower decrease of the respective concentrations in the
size classes, so that there is an intersection of the two curves after 2.5 hours. The resuspended particles
get involved again in the flocculation process, which leads to an increase of particle mass in the respective
size classes while simultaneously sediment deposition occurs. Hence, in figure 5.34 the grey curves have to

be interpreted as a simultaneously interaction of the processes flocculation, deposition and erosion.

The effect of taking into account erosion and excluding D; from the flocculation process also becomes
evident in figure 5.35. The solid particles from size class 1 settle down independently from the other
size classes very rapidly due to a comparatively high settling velocity. This results in a rapid decrease
of the concentration within the first 100 seconds. Subsequently, the effect of simultaneous resuspension
is responsible for the lower decrease of the sediment concentration compared to the deposition behavior

from the reference case run, for which erosion is excluded. For t = 2.5h, the concentration is equal for
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Figure 5.34: Calculated temporal development of the concentrations in the particle size classes 4, 5 and 6
when erosion is neglected (7, > 7,) and when erosion is included with 7. = 0.095N/m2. Additionally, for
T = 0.095N/m?, the coarsest size class D; is excluded from the flocculation processes.

both case runs, because the concentration distribution among the size classes is nearly identical at that
time, as it was shown in figure 5.34.

It can be concluded that excluding the particles of the coarsest size class from the flocculation process and
considering them as solid, much faster settling entities, leads to an initially significant and rapid decrease
of the computed concentration. This effect will obviously be even greater for a higher defined concentration
in this size class. The simulations also show that the inclusion of erosion has a considerable effect on the
temporal development of the computed sediment concentration, since it leads to a decelerated deposition.
The tested value for the critical bed shear stress (7. = 0.095N/m?) and the exclusion of size class 1 from
the flocculation process lead to a better reproduction of the measured concentrations compared to the
reference case. Therefore, the definitions from the reference case, however with inclusion of floc erosion
processes and excluding size class 1 from the flocculation processes, were figured out as the best and final
settings for modeling cohesive sediments in the small annular flume under the specific fluid flow conditions

for the first 5 hours of the experiment.
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Figure 5.35: Measured and calculated suspended sediment concentrations over time when erosion is
neglected (7. > 7,) and when erosion is included with 7. = 0.095 N/m?. Additionally, for 7. = 0.095N/m?
the coarsest size class D1 is excluded from the flocculation processes.

5.3.3 Long-term Flocculation Modeling and Comparison with Simplified Models

The objective of the numerical studies was to analyze how unknown parameter values, boundary conditions
and processes in the flocculation algorithm affect the simulation results and how accurately cohesive
sediment experiments in the open annular flume can be simulated in SSITM by the application of the
implemented flocculation model. The computation results for the first 5 hours of the experiment have
demonstrated that the particle size distribution in the annular flume is sensitive towards all tested
parameters and boundary conditions. The studies have also shown that modeling flocculation and
deposition in the annular flume depends on several unknown physico-chemical parameters pointing out

the difficulty to simulate the complex processes interactions in a physically accurate and precise way.

A further question is how the parameter definitions and settings affect the long-term deposition and
flocculation computations over the entire time of the experiment of about 70 hours. To investigate this
issue, a long-term flocculation computation was conducted by using the same parameter definitions and
settings as for the first 5 hours of simulation time, i.e. with inclusion of erosion (7. = 0.095N/m?) and
exclusion of the coarsest size class Dy from the flocculation processes. However, for this case study a
time step of 2 sec was applied to reduce the excessive CPU time. The modeled suspended sediment

concentrations and particle sizes are shown in figure 5.36 and 5.37, respectively.

The calculated suspended sediment concentrations show a good agreement with measured data for about
the first 20 hours of the experiment, then the computed sediment concentrations overpredict the measured

ones. In the simulation, after 70 hours, still 15 % (76 m&/1) of the initial sediment material is in suspension,
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Figure 5.36: Measured and calculated suspended sediment concentrations for the final parameter definitions
and boundary conditions over a time of approx. 70 hours.
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Figure 5.37: Measured and calculated mean particle diameters for the final parameter definitions and
boundary conditions over a time of approx. 70 hours.
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whereas this amount of sediment mass is measured already after 40 hours in the laboratory. In terms
of the particle sizes, an initial increase in floc size due to aggregation processes could be reproduced by
the model in a similar magnitude as for the experiment. Also the simulated mean particle diameters at
equilibrium stage, i.e. when floc growth and floc break-up processes are assumed to be in equilibrium,
match the measured mean particle diameters fairly well (after ¢ = 5h). However, in the laboratory there
is a distinctive decrease in floc size after 17 minutes, when the particles have reached the maximum floc
size of D,;, = 11 pum. This significant decrease in floc size is not computed in the same magnitude by the
flocculation algorithm. The simulated particle sizes rather tend to decrease continuously very slowly, after
the maximum floc size of D,,, = 10 um is reached at ¢ = 1.4 h. The interesting point from the experimental
data is that after 5 hours the measured particle sizes do not further decrease, as might be expected and
as it is indicated by the model results. Instead of that, the mean floc size increases again fairly quickly
to a more or less constant value of D,, =9 to 10 um, which is not changing significantly any more for
the remaining duration of the experiment. The reasons for the rapid increase in measured floc size were
already discussed in chapter 5.2.2. The measured decrease of the particle sizes after 60 hours is likely
caused by a reduced picture quality due to the long-term experiment, which is associated with flawed
measuring data, as also identified in chapter 5.2.2. The measured floc sizes at equilibrium however fit

quite well with the computed floc sizes.

The comparison of the long-term simulation with measured data shows that despite various changes in
parameter definitions and initial/boundary conditions, there are still some deviations between the model
results and the experiments in terms of both the suspended sediment concentration and the floc sizes. The
question is to which degree the observed processes and phenomena from the experiment can be simulated
physically correctly, if the implemented flocculation algorithm would be excluded from the computation.
To investigate this issue, two simplified methods for modeling cohesive sediment processes were applied,
which both do not include the implemented flocculation algorithm. On the one hand, the well known
settling velocity formula based on Stokes (1850) was used, which treats particles as solid, Euclidean
spheres with ny = 3. This method represents the most basic approach with the strongest simplifications
for modeling cohesive sediment processes. On the other hand, flocculation was considered indirectly by
the application of the fractal dimension to calculate the settling velocity defined by Winterwerp (1998)
instead of Stokes. However, in contrast to the previous computations, not a variable, but a constant fractal
dimension was applied with an average value of ny = 2. This average value for the fractal dimension is a
commonly used method in sediment engineering to model the complex structure of cohesive sediment
aggregates, when no information about the floc structure is available from measurements. By comparison,
within the sensitivity studies in the previous chapter 5.3.2.1 the best agreement with measured floc sizes
was achieved with a variable fractal dimension covering the whole value range from 1.0 to 3.0. According
to the simulation by application of the flocculation algorithm, both simplified methods consider erosion as

well.

For the application of the Stokes’ settling velocity, 5 size classes from D; = 20 um to D5 = 1 um were
chosen. The respective initial concentrations among these size classes were defined to achieve a total
suspended sediment concentration of Cy = 500 m8/1, and were calibrated until an appropriate agreement
with measured suspended sediment concentrations was reached. The chosen particle sizes and the calibrated
initial concentrations in the size classes are shown in table 5.10. For the application of Winterwerp’s
settling velocity with a constant fractal dimension, the same particle size spectrum and initial sediment
concentration distribution were applied as for the reference case (see table 5.2). Figure 5.38 shows the

calculated settling velocities for the application of the Stokes’ equation, and according to Winterwerp,
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when applying a constant fractal dimension of ny = 2. In addition, the settling velocities by the application
of a variable fractal dimension with Dy, = 15 um and ny. = 1.4 from the reference case run are shown in
figure 5.38.

Table 5.10: Chosen particle size classes and calibrated initial suspended sediment concentrations for the
application of Stokes’ settling velocity (exclusion of the implemented flocculation algorithm).

Size class Dj ‘ D1 ‘ D2 ‘ Dg ‘ D4 ‘ D5
Particle size (um) 20 | 5 3 2 1
Calibrated initial conc. Cp (mg/1) | 40 | 60 | 150 | 210 | 40
1 .0 T T T T T T
oaf T |
0.01F 22" :

Settling velocity w_ (mm/s)

0.001} § 3
R T w_(Stokes)

-——— ws(Winterwerp, constant n = 2)

WS(Winterwerp, variable n, .= 14, ch =15 um)

0.0001 : ' '
0 5 10 15 20 25 30 35

Particle diameter D (um)

Figure 5.38: Calculated settling velocities as a function of particle size according to Stokes (1850) and
Winterwerp (1998), when using a constant fractal dimension of n; = 2, and a variable fractal dimension
(Dfe =15.0pum and ny. = 1.4).

Figure 5.39 shows the measured and computed suspended sediment concentrations, and figure 5.40 the
mean particle diameters for the entire duration of the experiment. From figure 5.39 it can be seen that by
excluding flocculation and using the Stokes settling velocity an appropriate agreement with measured
suspended sediment concentrations can be achieved. The maximum deviations between measurement and
simulation are in the order of 60 mg/1 in the time span between ¢ = 15 to 20h. However, from figure 5.40
it can be seen that the computed mean particle diameters strongly underpredict the measured particle
sizes by a factor of up to 5. They are even smaller than the medium grain diameter of the used kaolinite
(Dy = 2.1 pm). If no aggregation processes occur, the aggregates settle down as individual solid particles
(ng = 3.0). This results in an abrupt decrease of the mean particle diameter due to the deposition of the

two coarsest and fast-settling size fractions Dy and Dy leaving the smaller ones in suspension.
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Figure 5.39: Measured and calculated suspended sediment concentrations over a time of approx. 70 hours
by including/excluding the flocculation algorithm and using Winterwerp’s /Stokes’ settling velocity.
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Figure 5.40: Measured and calculated mean particle diameters over a time of approx. 70 hours by
including/excluding the flocculation algorithm and using Winterwerp’s /Stokes’ settling velocity.
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Hence, while a relatively good agreement can be yield with the measured suspended sediment concentrations
by calibrating the initial sediment concentrations in the size classes, insufficient and physically implausible
results are obtained with respect to the particle size evolution, when excluding flocculation processes and

using the well-known Stokes’ settling equation.

In the case that the flocculation algorithm is excluded, but considering Winterwerp’s settling velocity
equation with an average constant fractal dimension of ny = 2.0, both the measured sediment concentrations
and the particle sizes are considerably underpredicted by the simulation. Here, two possibilities are
available to achieve a better agreement with measured data. On the one hand, the initial sediment
concentrations in the size classes could be varied, similar as it was done for the application of the Stokes
settling velocity. On the other hand, also the calibration of the fractal dimension would provide the
opportunity to achieve a better fit with the measurements. However, even if the measured concentrations
could potentially be modeled in an adequate way by calibration, the question is if the predicted particle

sizes would reproduce the real measured grain size evolution physically accurately.

The explicit modeling of aggregation and disaggregation processes by including the implemented flocculation
algorithm and using Winterwerp’s settling velocity with a variable size-dependent fractal dimension gives
physically realistic results in terms of the floc size evolution. It provides a much better correspondence
with measured aggregate sizes than by excluding flocculation processes. The calculated concentrations
match the measured data also very well for the first 20 hours of the experiment, however subsequently the
measured data are overpredicted by the model to some degree. The existing deviations in measured and
calculated concentrations and particle sizes can be attributed to several reasons and are discussed in the

next section.

5.4 Evaluation and Consequences on the Application of the

Flocculation Algorithm for Natural Systems

The numerical studies showed that in general the flocculation algorithm gives reasonable results and
aggregation and disaggregation mechanisms due to two-body collisions and fluid shear stresses can be
simulated in a physically plausible way. However, the comparison of the simulation results with measured
data also implied that despite various changes in parameter definitions and initial /boundary conditions
there are still some deviations between measurement and experiment. There are different reasons for this,

which are illustrated in figure 5.41.

The identified discrepancies in the flow field characteristics appear as one of the key reasons for the
different predicted deposition and flocculation behavior in the simulation and experiment. In chapter
5.1.2, the results of the numerical model and the measurements showed that the flow field in the open
annular flume is very complex. The most significant flow field discrepancies between simulation and
measurement were found in the characterization of the turbulence. Whereas general characteristics of the
distribution were similar, the modeled turbulent kinetic energy TKF and turbulent dissipation rates ¢
were overpredicted by a factor of up to 4 to 6. In order to get a better agreement with measured data, the
consequences of lower simulated turbulent dissipation rates and turbulent kinetic energy are examined in

the following.
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Impact of overpredicted modeled turbulence Unevaluated sensitivity towards:
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Figure 5.41: Factors for deviations between simulation and measurement by adopting implemented
flocculation algorithm.

On the one hand, lower TKE and e values would affect the turbulent diffusion coefficient Dy, in
the advection-diffusion equation (3.1), since in SSIIM, Dy, is set equal to the eddy viscosity v,

which in turn depends on the square of the turbulent kinetic energy and the energy dissipation rate

(Dpury =1 =Cy TIiE ’ ). In the case of a considerably smaller turbulent diffusion coefficient, the sediment
particles are supposed to be kept in suspension for a shorter time period. On the other hand, lower values
for the turbulent kinetic energy TKE would result in lower computed bed shear stresses (see equation
4.5). In the case that floc erosion is included in the simulation, less erosion would be expected. Both
effects, less turbulent diffusion and erosion, would lead to faster particle deposition, so that the sediment
concentration would decrease more rapidly. These mentioned consequences do not refer to changed values
in the flocculation algorithm. In the implemented flocculation algorithm only the energy dissipation rate
€ is considered as a turbulence parameter. The parameter is used to compute different variables: the
turbulence-induced shear stresses, the collision-induced shear stresses (by considering that also the relative
particle velocity u; depends on flow shear), the collision frequency function due to fluid shear and therefore
also the collision efficiency (see chapter 4.2). Smaller values of € would imply lower flow-induced and
collision induced shear stresses, and hence would reduce particle disaggregation. As a consequence, larger
particle sizes are facilitated, similar to the effect which was observed for a higher particle yield strength
coefficient (see chapter 5.3.2.5). Since turbulence-induced disaggregation is modeled as a time-independent
process, it is assumed that smaller e-values would also contribute to a slower flocculation process, since
less particle size classes would immediately be disrupted. On the basis of these considerations, it can be
expected that lower modeled energy dissipation rates will likely lead to a delayed flocculation process and

a coarser predicted particle size distribution.

Besides the differences in the hydraulics, there are further reasons which make it difficult to reproduce the
measured data exactly. There are still some uncertainties in other physico-chemical parameters in the
implemented flocculation algorithm which have not yet been tested towards their sensitivity. These include,
for instance, the density function B, to calculate the floc density (see equation 4.10), the parameter f. to
compute the collision sphere diameter F, (see equation 4.22) or the non-dimensional term II. (see equation
4.23) to take into account the ionic composition of the water and particle related characteristics. So far,

within this work these parameters and terms were defined according to values proposed by McAnally and
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Mehta (2000) or were simplified to reduce model complexity. Assumptions of these values and functions

could lead to inaccurate model results.

Uncertainties also exist with respect to the measured floc sizes. The limitations of the used AELLO
evaluation analyze system (see chapter 5.2.1) may lead to inaccuracies of the detected particle sizes as

well.

In addition, also a better understanding of the mechanisms in the laboratory would contribute to a better
prediction of the sediment transport and deposition. Previous comparative cohesive sediment transport
studies in both annular flumes (Klassen, 2009) indicate that solely the difference in flume size contributes
to a considerably different sediment deposition and flocculation behavior in the flumes while all other

boundary conditions are the same.

This means that even when a better calibration is achieved for the flocculation algorithm by available data,
these data would be functions of the used water/sediment type and of the prevailing hydraulic conditions.
Hence, the calibrated flocculation algorithm would be applicable only for the specific water-sediment
system for which it was calibrated. Other boundary conditions which imply a different type of sediment
and/or other hydraulic characteristics may require other values for the parameters illustrating the process

complexity.

It is assumed that the deviations between measurement and simulation are generated by a superposition
of several unknown parameters, differences in the flow field characteristics, limitations of the software
system and due to the still existing knowledge gaps in cohesive sediment dynamics. The sensitivity
studies illustrate that the numerical modeling of flocculation and deposition processes constitutes a major
challenge, even for a closed and simplified system in the laboratory, where boundary conditions are well
known and constant. Uncertainties regarding several empirical calibration parameters, that imply the
estimation of these parameters, can have a major influence on the simulation results when modeling
flocculation processes. Hence, reliable measurement data from laboratory/field campaigns or theoretical
expressions are required for those parameters to further analyze the complex cohesive transport processes

in the laboratory and for further applications of the flocculation algorithm in sediment engineering.

In the longer term, the aim should be to use the flocculation algorithm for real case studies, where the
properties of cohesive sediments get relevant. When modeling cohesive sediment dynamics in natural
rivers, the numerical model is usually able to reproduce the water flow characteristics adequately well by
calibration using a series of measured flow data. However, often poor knowledge is available in terms of the
water chemistry and the sediment properties and measurement data are usually very scarce with respect
to the suspended floc size spectrum, sediment cohesiveness, floc structure or the particle shape. In this
case, several assumptions have to be made for the application of the implemented flocculation algorithm.
The question therefore is to which degree uncertainties regarding the choice of unknown parameter values
may affect the simulation results. The presented sensitivity studies highlight that the fractal behavior of
flocs is the strongest assumption which is made in the flocculation algorithm, since it influences the floc
size distribution and the settling velocity. Hence, even in case of a low influence on the computed floc sizes,
variations in fractal dimensions can cause major variations in the floc settling velocity. Such differences
could have a strong impact on the estimated suspended sediment concentrations and the settling rates
in natural rivers and realistic case studies. A high sensitivity was also found towards the particle yield
strength coefficient, since it influences the particle size distribution by the determination of the floc yield

strength. Another conclusion is that the temporal development of flocculation processes strongly depends
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on the turbulence-induced floc break-up process as a consequence of different time scales for aggregation

(time-dependent) and flow-induced disaggregation (time-independent).

For the further application of the implemented flocculation algorithm in natural systems it can be
concluded: if the range of the suspended particle sizes can be estimated, for example by in situ floc size
measurements, it will be possible to define the sediment size classes D;. If then no further informations
of the water-sediment system are available, careful attention must be paid especially to the choice of
parameters which affect the settling velocity and the particle yield strength. These imply the fractal
dimension ny and the particle yield strength coefficient B,. When considering a short time step and
focusing on a steady-state equilibrium stage, uncertainties relating to these two parameters will show
the highest impact on the model results. Hence, for a better prediction of cohesive sediment dynamics
it will be necessary to enhance the knowledge about processes that influence the fractal dimension and
the particle yield strength. This includes on the one hand standardized measurements of the fractal
dimension, e.g. by the use of image analysis. On the other hand, the development of explicit formulations

for calculating the particle yield strength coefficient is required.
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the Iffezheim Reservoir

In this work, the implemented flocculation algorithm in SSIIM was applied for a three-dimensional modeling
of flocculation processes in the Iffezheim reservoir, located at the Upper Rhine river in Germany. At the
Iffezheim reservoir a high amount of suspended sediments is transported with the water flow associated
with an annual sediment deposition of about 115,000 m® upstream of the impoundment (Wasserstrafien-
und Schifffahrtsverwaltung des Bundes (WSA Freiburg), 2011). As the sediment deposits are contaminated,
flushing is difficult due to environmental concerns. As a consequence, these sediments need to be regularly
dredged and disposed which is very costly. In order to make long-term predictions of the sedimentation
rates or to evaluate the risks regarding particle-bound contaminants, knowledge of the relevant fine
sediment processes is essential. Here, the inclusion of flocculation processes in the numerical sediment
transport model is of particular importance, since on the one hand they affect the grain size distribution
of the suspended sediments, and consequently account for the settling velocities. The settling velocities
in turn govern the deposited sediment amount. On the other hand flocculation processes also alter the
distribution of the adsorbed contaminants on the particle size fractions by changes of the grain size

distribution.

For modeling flocculation processes in the Iffezheim reservoir, a three-dimensional sediment transport model
was established in SSIIM 2| which was coupled with the implemented flocculation model. The simulations
were conducted under steady-state conditions with respect to the hydraulics. Unsteady conditions were
present in terms of modeling the temporal floc size evolution, while all boundary conditions and input
data were kept constant during the whole simulation time. On the basis of these idealized boundary
conditions, the model objective was firstly the validation of the implemented algorithm with respect to
the reproduction of flocculation processes for a natural system. In order to estimate if the computed floc
sizes give physically plausible results, the modeled floc size distribution was compared with measured
particle sizes. Secondly, the aim was to analyze how the assumption of the boundary condition concerning
the inflow particle sizes influences the modeled floc sizes. In this context, it was also investigated which
impact spatially varying turbulences in the reservoir have on the computed floc sizes. The findings of
these computations should finally serve as a basis for follow-up cohesive sediment computations in the

Iffezheim reservoir which take into account flocculation processes.

In the first part of this chapter the Iffezheim reservoir is introduced. In this context, the problems which
occur with sedimentation of contaminated sediments upstream of the reservoir are elaborated. In the
second part, the numerical model in SSIIM is described. This comprises the 3D-computation grid as well
as the characterization of the calibrated flow field which served as a basis for the flocculation computations.
In the third part, the application of the flocculation algorithm is illustrated, including the definition
of parameter values and initial/boundary conditions as well as the description and discussion of the

flocculation modeling results.
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All field and measurement data used within these numerical analyses are provided by the Federal Institute
of Hydrology (BfG) and the Federal Waterways and Shipping Administration (WSV), Germany.

6.1 The Iffezheim Reservoir

6.1.1 Study Area

The Iffezheim barrage is located at the Upper Rhine river in South-Western Germany and was constructed
between 1974 and 1978 in a German-French cooperation project. It is the most downstream impoundment
along the Upper Rhine, extending from Rhine-km 309.1 (Gambsheim barrage) to Rhine-km 334.0 (see
figure 6.1). The reservoir ends in three channels (see enlarged view in figure 6.1): the right channel
represents the ship lock, the middle channel leads water to the hydropower plant and at the end of the
left channel the weir is located. The development on migratory fish in the Rhine was realized by the

construction of a fish passage.
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Figure 6.1: Aerial and detailed view of the Iffezheim reservoir at the Upper Rhine river in Germany.

The hydropower plant was expanded by one additional fifth Kaplan turbine in June 2013 yielding a
maximum capacity of 148 MW. With the expansion of the fifth turbine the maximum discharge through

the power plant channel was increased from originally 1100 m%/s to 1500 m°/s. In general, for discharges
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smaller than 1500 m°/s, the total amount of water is fed into the turbines. For the simulation, it was
assumed that during floods and higher discharges than 1500 m°/s (originally 1100 m°/s), the turbines are
operated at full power, whereas all surplus water is channeled to the weir. The ship lock channel, as well
as the fish pass, have usually only a negligible water discharge and were assumed to have zero discharge for
the simulation. The average water discharge is 1240 m°/s (LUBW Landesanstalt fiir Umwelt, Messungen
und Naturschutz Baden-Wiirttemberg (ed.), 2011).

6.1.2 Sedimentation of Contaminated Sediments

The annual suspended sediment load at the reservoir is around 1 million tons/year (LUBW Landesanstalt
fiir Umwelt, Messungen und Naturschutz Baden-Wiirttemberg (ed.), 2011). Since the spillway channel
is only operated intermittently during high discharges in the river, the water velocities and turbulences
are usually small in the weir channel. This causes the fine sediments to deposit upstream of the weir
channel, leading to a decrease of the reservoir volume and to a threatened dam stability over time. The
annual sediment deposition in the Iffezheim reservoir exhibits about 115,000 m? (Wasserstrafien- und
Schifffahrtsverwaltung des Bundes (WSA Freiburg), 2011). The main area of the fine sediment deposition
upstream of the weir channel is highlighted in figure 6.1.

Due to historic industrial emissions of particle-bound micropollutants into the Rhine, the fine sediment
deposits are contaminated (Pohlert et al., 2011). Samplings and subsequent analyses of the deposited
sediments have shown that the sediment is particularly highly contaminated with hexachlorobenzene
(HCB)!. The mean HCB-concentration in 2009 was 207 #&/kgDs, with a minimum value of 25 #&/kgDs and a
maximum concentration of 560 #&/kegDs (Breitung, 2009). The environmental objective for HCB, that was
introduced by the International Commission for the Protection of the River Rhine (ICPR), is < 40 #8/xgDs
(International Commission for the Protection of the River Rhine (ICPR), 2009). Hence, in order to ensure
flood protection and with respect to the environmental quality of the river, deposited and contaminated
sediment needs to be regularly dredged and disposed. This is very costly for the Federal Waterways and
Shipping Administration (WSV). It becomes apparent that the objective of the responsible authorities is to
find solutions for a long-term ecologically and economically optimized, sustainable sediment management.
For understanding and optimizing the sediment budget in the Iffezheim reservoir, numerical sediment

transport models are needed.

Within this work a three-dimensional numerical sediment transport model of the Iffezheim reservoir was
developed in SSIIM to gain insight into the relevant cohesive sediment transport mechanisms. The model
should be used to reproduce the flow field and the dominant cohesive sediment processes physically as
precisely as possible in order to give realistic and accurate sediment deposition predictions. This means
that also the key processes at micro-scale need to be included in the model. At this point, the inclusion
of the implemented flocculation model plays a major role in two respects: On the one hand, the grain
size distribution of the suspended sediments in the reservoir is strongly influenced by aggregation and
disaggregation processes. The predicted grain sizes in turn affect the settling velocities of the particles

and therefore the deposited sediment amount.

Hexachlorobenzene is an organochloride with the molecular formula CsCls. It has negligible solubility in water
and variable solubility in different organic solvents. HCB has been banned globally under the Stockholm
Convention on persistent organic pollutants.
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On the other hand, it is hypothesized that flocculation might play a factor concerning the adsorption
of HCB to the suspended sediments. The suspended sediment samplings of the Upper Rhine sediments
have shown that HCB contents are inhomogeneously distributed in the sediment probes of the Iffezheim
barrage (Fleig et al., 2006). It was found that HCB mainly adsorbs to the coarser size fractions of the
sediment (63 — 200 pm), rather than to the finer size fractions (< 2 um) as it is observed from other river
basins (Bohm et al., 2011). For this so-called "HCB-anomaly" aggregation processes were identified as
one possible influencing factor. Since particle aggregation changes the grain size distribution towards the
coarser size fractions, also the distribution of adsorbed contaminants on the size fractions is exposed to

change.

The considerations above show that for an accurate cohesive sediment modeling of the Iffezheim reservoir
and for future research issues in context with particle-bound contaminants, the inclusion of an explicit
flocculation model is important. For these reasons, the Iffezheim reservoir served as the first real case
study area for the application of the implemented flocculation algorithm on a natural water-sediment

system.

6.2 Numerical Model

6.2.1 Computation Grid

The three-dimensional numerical model of the Iffezheim reservoir was developed in SSIIM 2 (see chapter
4.1). The model stretches from Rhine-km 312.6 to Rhine-km 333.9. Figure 6.1 depicts the model boundaries.
The model has a length of 21.3 km, a width between 200 to 700 m and a maximum water depth of 15.5m.
For generating the grid, the bathymetry from 2008 was used computed from echo soundings with a
1.0 x 1.0 meter raster. The model domain is discretized by unstructured and non-orthogonal (hexahedral
and tetrahedral) cells. The three-dimensional computation grid of the Iffezheim model and a vertical slice

through the grid in the downstream part of the model are shown in figure 6.2.

Figure 6.2: Three-dimensional computation grid of the Iffezheim model (Rhine-km 312.6 to 333.9).
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The grid consists of 398 x 38 x 10 cells in the streamwise, lateral and vertical direction, respectively. As
the grid is adaptive (see chapter 4.1.2), the number of cells in the vertical direction varies with the water
depth. In the herein presented studies steady-state simulations were carried out in terms of the hydraulic
conditions, so that the number of grid cells did not change during computation and was between 2.35 and
8.65 cells depending on the water depth. The grid contains approximately 134,830 3D cells with a cell
resolution of about 7.5 x 17.5 meters in the horizontal dimension, and between 0.075 and 1.790 meters in

the vertical direction.

6.2.2 Calibrated Flow Field

The knowledge of flow velocities and turbulence characteristics in the reservoir is important when making
predictions of cohesive sediment transport and deposition. The hydraulic model was calibrated using
ADCP (Acoustic Doppler Current Profiler) measurements of water velocities from ten cross-sections within
the model domain. The measurements were conducted on November 5, 2013, i.e. after the commissioning
of the fifth turbine, when the inflow discharge to the reservoir was on average @ = 1750 m*/s. This discharge
was used as the upstream boundary condition for model calibration. The corresponding outflow discharge
through the turbines was 1500 m3/s, whereas the surplus of 250 m3/s passed through the spillway channel.
The operation of the lock channel was neglected and set to zero discharge. For the given discharge, a
water level at the weir of 123.575 NN+m was used as the downstream boundary condition. The model
was calibrated by adjusting the Strickler-coefficient k. The coefficient was set to 37m'/ */s (coarse gravel)
in the upstream reaches from km 312.6 to km 318.0, increased to 42 m**/s (middle gravel) between km
318.0 and km 324.0, and 45m"°/s (fine gravel and sand) in the downstream reaches between km 324.0 and

km 333.9, where the weir is positioned.

In figure 6.3, an overview of the spatial variation of the simulated depth-averaged horizontal velocities in
the model domain is illustrated, where also the ten profiles’ locations of the measurements are highlighted
(km 313.0, km 314.0, km 320.0, km 321.5, km 323.0, km 326.0, km 327.0, km 329.0, km 330.945 and
km 332.9). In figure 6.4, the computed depth-averaged horizontal velocities are compared with the

ADCP-measurements in these ten cross-sections.

From figure 6.3 it can be seen that averaged flow velocities are the highest at the upstream model boundary
(approximately 1.4 m/s) and decrease downstream towards the Iffezheim barrage with the lowest velocities
upstream of the weir (approximately 0.03 m/s). In the two small harbour basins on the left side of the river
very small flow velocities are computed. The comparison of computed with measured flow velocities in
figure 6.4 shows that satisfactory reproduction of the measured flow velocities is obtained by the numerical
model. The root-mean-square error (RMSE)? lies between 0.046 m/s (km 323.0) and 0.195m/s (km 313.0)
indicating that deviations between simulation and measurement are small. It can also be seen that good
agreement is found for the velocity gradients within the profiles and at the cross profile edges. On the
basis of this comparison, it can be concluded that the numerical model is sufficiently accurate to compute

the flow velocities in the Iffezheim reservoir in an adequate and reasonable way.

2The RMSE is regularly used as a standard statistical metric in model evaluation studies. The RMSE is calculated
n 1/2
to RMSE = [711 Z (y1 — y2)2] , where y1 is the measured value, y2 the computed value and n the number
i=1
of observations.
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Figure 6.3: Simulated depth-averaged horizontal flow velocities in the Iffezheim reservoir for a discharge of
Q = 1750 m*/s and profiles’ locations of the measurements.
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Figure 6.4: Computed and measured depth-averaged velocities in the Iffezheim reservoir for a discharge of
Q = 1750 m%/s,
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As it was described in chapter 2.3.5, turbulence influences flocculation processes in a significant way.
Since no measurement data were available with respect to turbulence parameters, the modeled turbulence
characteristics were verified in terms of plausibility. Herein, the turbulent energy dissipation rate ¢ was
analyzed, since it is the representative parameter for the characterization of turbulent flow structures in
the implemented flocculation algorithm (see chapter 4.2). The simulated turbulent energy dissipation
rates close to the river bed and at the water surface are shown in figure 6.5 for the calibrated discharge of
Q = 1750 ™°/s. Figure 6.6 shows the turbulent dissipation rates exemplary in three vertical profiles at
Rhine-km 314.0, 323.0 and 333.8 (in the weir channel).

By analogy with the computed flow velocities, it can be seen that turbulences are the highest at the
upstream model boundary and decrease downstream towards the Iffezheim barrage. Figure 6.5 shows
that near the river bed higher turbulent energy dissipation rates are computed than at the water surface.
The maximum dissipation rates are simulated at the upstream model boundary near the river bed (in the
order of 0.0134 m%/s*), whereas the minimum energy dissipation can be found in the weir channel at the

water surface (in the order of 2.61e-10m"/s3).

From figure 6.6, it can be seen that in all profiles a vertical gradient of the energy dissipation rate values
is calculated, with the lowest values at the water surface and the maximum dissipation rates close to
the river bed. In chapter 2.3.5 (figure 2.14), the vertical distribution of the turbulent kinetic energy in a
differential turbulence column was illustrated representing a typical turbulence profile in natural rivers.
The figure shows that the turbulent kinetic energy increases towards the bottom. Close to the river bed,
the strongest turbulence intensity and consequently, the maximum flow-induced shear forces are found.

This phenomenon is confirmed by the computation results.

250 m3/sf 1500 m3/s 250 m3/s?1500 m3/s
f

) )

Close to the river bed / At the water surface /.

Energy dissipation (m?%/s3) Energy dissipation (m2/s3)

1.34E-02 1.40E-04
4 .94E-03 1.25E-04
1.82E-03 1.09E-04
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9.17E-05 6.32E-05
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1.25E-05 3.24E-05
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1.70E-06 1.70E-06
Vl el
1750 m3/s 1750 m3/s

Figure 6.5: Simulated turbulent energy dissipation rate € close to the river bed (left) and at the water
surface (right) in the Iffezheim reservoir for a discharge of Q = 1750 m%/s.
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Figure 6.6: Simulated turbulent energy dissipation rate € in three profiles of the Iffezheim reservoir at
Rhine-km 314.0, 323.0 and 333.8 (in the weir channel) for a discharge of Q = 1750 ™"/s.

In figure 6.7, the computed velocity vectors at the water surface in the downstream reaches of the Iffezheim
reservoir, where the reservoir gets divided into three branches, are shown. It can be seen that the water
flow is fairly uniform in the middle hydropower intake channel, except for two small recirculation zones on
the left side of the power plant channel. In the hydropower channel, relatively high flow velocities and
energy dissipation rates are simulated. In the weir channel the flow velocities are very low (on average
0.03m/s), except for the area on the right bank of the weir channel. Here, higher flow velocities (on average
0.3m/s) are simulated and velocity vectors are oriented uniformly downstream for almost the whole length
of the spillway channel. On the left side of the weir channel, a major recirculation zone with negative
velocity vectors is computed. The secondary flow pattern covers the whole length of the spillway channel
and roughly half of the channel width. The corresponding turbulent energy dissipation rates in the weir

channel are negligibly small (see figure 6.6, Rhine-km 333.8).

The computed flow field in the weir channel, which is denoted by low flow velocities and turbulences on
the left-hand side of the weir channel, is representative for a flow pattern that causes fine sediments to
deposit in this area. On the right-hand side in figure 6.7, an exemplary sediment deposition pattern for
the Iffezheim reservoir is shown which was derived from echosounding measurements from a three months
period by the German Federal Waterways and Shipping Administration (WSV). It can be seen that a
major part of the deposited sediments is found in the weir channel, where flow velocities and turbulences

are relatively low.

It can be concluded that the numerical model gives plausible and appropriate results in terms of the
turbulence characteristics showing the maximum energy dissipation rate values upstream of the model

boundary close to the bed, whereas the lowest values are computed in the weir channel at the water surface.
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Figure 6.7: Simulated velocity vectors at the water surface in the downstream reaches of the Iffezheim
reservoir for a discharge of Q = 1750m°/s (left) and measured deposition pattern derived between two
subsequent echo soundings from 5th April to 18th July 2007 (modified from Zhang et al., 2016) (right).

Within the model domain, the calculated energy dissipation rates differ up to about 7 to 8 orders of
magnitude. The simulated flow field pattern in the downstream reaches of the model domain is confirmed
by previous numerical studies in the Iffezheim reservoir using a discharge of similar magnitude (Hillebrand
et al., 2016). The established 3D flow model in SSIIM can therefore serve as a basis for follow-up cohesive

sediment computations and for the application of the implemented flocculation algorithm.

6.3 Application of the Flocculation Algorithm

For the application of the implemented flocculation algorithm on the Iffezheim model, the algorithm
was transferred from SSIIM 1 into SSIIM 2. Steady-state conditions were applied in terms of the
hydraulics using a constant discharge of @ = 1750 m%/s. For this discharge, an averaged suspended
sediment concentration of 50 ms/1 was measured in the reservoir. The suspended sediment concentration
was determined from echo intensity measurements using an ADCP instrument and calibrated by taking
bottle samples (Hillebrand et al., 2012b). The concentration of 50 mg/1 served as continuous input data
at the upstream model boundary during the whole simulation time and therefore can be considered as
a constant boundary condition. Based on the definitions of the discharge and the suspended sediment
concentration, the flocculation algorithm was applied. Contrary to steady-state conditions in terms of the
hydraulics, along the whole flow path, the flocculation simulations have to be considered as unsteady due

to the temporal development of the computed floc sizes.
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6.3.1 Definition of Parameters and Initial/Boundary Conditions

Table 6.1 shows an overview of the parameter definitions and settings for the application of the floc model

on the Iffezheim reservoir. Table 6.2 shows the corresponding computed particle size characteristics in each

of the size classes. All the definitions illustrated below were kept constant during the whole simulation

time.

Table 6.1: Definition of parameters and initial/boundary conditions for modeling flocculation in the
Iffezheim reservoir.

Parameter or initial/boundary condition ‘ Definition

1. Time step At (sec) 15

2. Number of size classes N (-) 11

3. Particle size spectrum (um) see table 6.2

4. Initial conc. Cp; (me/1) see table 6.2, with Cp gym = 50 mg/1

5. Inflow conc. C; (ms/1) see table 6.2, with C} sym = 50 ms/1

6. Aggregation coefficient « (—) 1.0

7. Particle yield strength coefficient B; (N/m?) 1.0

8. Fractal dimension ny () with Dy, = 50.0 pm, ny. = 2.0

9. Settling velocity ws formula (mm/s) D1 (cohesionless): Zanke (1977)
D3 — Dy; (cohesive): Winterwerp (1998)

10. Exclusion/inclusion of erosion inclusion

The respective values and parameter definitions for the application of the flocculation model on the

Iffezheim reservoir are described briefly below.

1. Time step: In chapter 5.3.2.2 it was elaborated that too large time steps might lead to mass con-

servation errors, which will increase with an increasing time step. For the flocculation computations
in the Iffezheim reservoir a time step of 15sec was used. The time step was chosen with respect to

an acceptable computational time and to keep mass conservation errors to a reasonable minimum.

. Number of size classes: The suspended particle size spectrum was represented by 11 size classes

(see below).

Particle size spectrum: For the flocculation simulation, an assumption for the suspended particle
size spectrum had to be made, since no in situ measurement data of floc sizes were available. The
non-cohesive and coarsest size class was estimated to D7 = 130.0 um (suspended fine sand). This
size class was excluded from flocculation processes within the computations. All cohesive size classes
were assumed to be in the silt fraction in the range between Dy = 63.0 pm to D1 = 2.0 pm, with the
smallest size class D11 representing the primary particles. The cohesive size classes were included
within the flocculation computations. The respective particle size diameters of the cohesive size
fractions D3 to Dqg were chosen in a way to ensure that the mass of a newly created aggregate/floc,
which is formed by two colliding particles of the same size class, is shifted into the next coarser size
class. The particle size spectrum and the average sediment particle masses of the cohesive fractions

are presented in table 6.2.
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10.

Initial concentration: For the discharge of Q = 1750m°/s, an averaged suspended sediment
concentration of 50ms/1 was measured in the reservoir. Therefore, initial to the simulation, a
uniformly distributed suspended sediment concentration of Cy = 50 m8/1 was defined in the whole
model domain. Since the distribution of this concentration among the size classes at time ¢t = 0
was not known, the initial concentrations in the respective size classes, Cy_ ;, had to be estimated.
The specification of the initial sediment concentrations among the size classes at time t = 0
constitutes the initial condition for the flocculation computation. For the first simulation run,
5% of the concentration were allocated to the non-cohesive and coarsest size class D1 = 130.0 um
(Co1 = 2.5mg/1). The remaining share of 95% of the concentration were attributed only to the
cohesive size class Dg = 14.6 pm (Cp ¢ = 47.5mg/1) (see table 6.2).

Inflow concentration: The inflow sediment concentrations in the size classes, C;, at the upstream
model boundary represent the boundary size condition. The inflow concentrations were kept constant
during the whole simulation time. Within all flocculation computations in this chapter, the inflow
sediment concentrations correspond to the initial sediment concentrations, Cp ;, in the respective
size classes (see table 6.2). The influence of another initial /boundary condition on the modeling
results in the Iffezheim reservoir is analyzed further below in chapter 6.3.3. The sensitivity towards

the initial floc size in the annular flume was illustrated in chapter 5.3.2.3.

Aggregation coefficient: Due to the lack of information about the physico-chemical properties of
the suspended sediments, the aggregation factor «, (see chapter 3.2.1) was set as a constant value
which does not depend on floc size. For the cohesive size classes Do to Dy1, the aggregation factor
was set to o, = 1.0. The sensitivity analyses towards this calibration parameter in the annular

flume were illustrated in chapter 5.3.2.4.

Particle yield strength coefficient: Since no values for the empirical particle yield strength
coefficient B, (see chapter 4.2.1) were available, for the cohesive size classes Dy to Dy, the parameter
was set to the minimum value of B, = 1.0 N/m2. The sensitivity analyses towards the particle yield

strength coefficient in the annular flume were presented in chapter 5.3.2.5.

Fractal dimension: The approach of Khelifa and Hill (2006) (see chapter 2.3.4) was applied to
compute variable fractal dimensions for the cohesive size fractions Dy to D11. As no data about
the floc structure was available from measurements, the characteristic floc size was estimated to
be Dy, = 50.0 pm and the characteristic fractal dimension to ns. = 2.0. The resulting calculated
fractal dimensions ny of each size class are given in table 6.2. The influence of the fractal dimension

was examined by computations in the annular flume in chapter 5.3.2.1.

Settling velocity: For the non-cohesive size class D; = 130.0 um, the settling velocity equation
by Zanke (1982) was used (see equation 2.24). For the cohesive fractions Dy to Dy1, the settling
velocity formula by Winterwerp (1998) was applied taking into account the fractal structure of flocs

(see equation 2.27).

Exclusion/inclusion of erosion: The grain size distribution on the bed was defined by two size
fractions with grain diameters of 20 mm (coarse gravel) and 3 mm (fine gravel). These grain sizes
were given uniformly over the whole model geometry and were chosen in a way to prevent sediment

erosion in order to simplify the understanding of the simulated flocculation processes.
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Table 6.2: Sediment particle characteristics for the Iffezheim reservoir by application of the flocculation
algorithm.

Class | Diameter | Average Fractal Density Yield Settling | Initial | Inflow
index mass dimension strength | velocity | conc. conc.
j D M; nf P; 7 Ws,j Co,j Cj
(pm) (kg) ) (kefm?) | (N/m?) | (mwfs) | (mefr) | (meh)
1 ‘ 130.0 ‘ excluded from flocculation ‘ 11.42 ‘ 2.5 ‘ 2.5
2 63.0 1.3655e-10 1.9 1043 0.0026 0.0743 0 0
3 48.0 6.2019e-11 2.0 1071 0.0048 0.0714 0 0
4 32.7 2.0820e-11 2.1 1137 0.0115 0.0640 0 0
5 22.0 6.9855e-12 2.2 1253 0.0297 0.0534 0 0
6 14.6 2.3470e-12 2.3 1440 0.0847 0.0409 47.5 47.5
7 9.6 7.9200e-13 2.5 1710 0.2794 0.0285 0 0
8 6.3 2.6690e-13 2.6 2038 1.2044 0.0180 0 0
9 4.2 9.1300e-14 2.7 2353 9.5625 0.0104 0 0
10 2.9 3.2800e-14 2.9 2568 704.8967 | 0.0057 0 0
11 2.0 1.1100e-14 3.0 2650 00 0.0029 0 0

6.3.2 Comparison of Modeled Floc Sizes with Measured Particle Sizes

The first step of the flocculation algorithm application was the validation of the implemented algorithm
with respect to modeling aggregation and disaggregation mechanisms in a natural system with SSIIM 2.
As a second step, in order to analyze whether the flocculation computation gives plausible results from a
physical point of view, measured particle sizes from Rhine-km 330.0 were compared with the computed
floc size distribution at Rhine-km 330.0.

For the first simulation run, the fraction of the cohesive sediment particles (95 %) with diameters less
than or equal to 63 pm was attributed only to size class Dg = 14.6 um (middle silt). The non-cohesive
sediment fraction (5 %) was allocated to the coarsest size class D; = 130.0 um (fine sand). Size classes
D5 to D5, and D7 to D1 had zero sediment concentration. As mentioned above, these settings refer to
both, the initial conditions at time ¢ = 0 and the boundary condition in terms of the inflow concentration
distribution. In figure 6.8, the predefined particle size distribution is presented together with the computed
particle size distribution at Rhine-km 330.0 by the application of the flocculation model. The computed
particle size distribution corresponds to a depth-averaged particle size distribution and was evaluated
after the modeled floc sizes remained constant, i.e. a steady-state, time-independent situation in particle
sizes was computed. In the following chapter 6.3.3, the temporal development of the depth-averaged
concentrations in each particle size class is shown until a steady-state situation in modeled floc sizes is
reached.

At first, figure 6.8 shows that the fraction of the non-cohesive particles from size class Dy = 130.0 um,
which were excluded from flocculation processes, decreased from originally 5.0 % to a negligibly small
value of 0.64 %. Almost all particles of size class 1 deposit upstream of Rhine-km 330.0 due to their

relatively high settling velocities (see table 6.2). The flow velocities and turbulence intensities are not
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Figure 6.8: Predefined particle size distribution in the whole model domain and computed particle size
distribution at Rhine-km 330.0 by application of the implemented flocculation algorithm.

high enough to keep these particles in suspension. As a consequence, only a very small fraction of the fine

sand particles reach the evaluated transect at Rhine-km 330.0.

In terms of the cohesive size classes, it can be seen that the flocculation algorithm on the one hand
simulates particle disaggregation, as particle mass from size class Dg = 14.6 um is shifted towards the
finer size classes with diameters smaller than 14.6 um. At steady-state, 16.87 % of the sediment mass was
shifted into size classes between D11 = 2.0 yum and D7 = 9.6 um. On the other hand, also aggregation
processes are modeled which lead to a sediment mass shifting towards the coarser cohesive size classes
with particle diameters larger than Dg = 14.6 um. At steady-state, 57.74 % of the sediment mass consists
of particles of size classes between Dy = 22.0 yum and D3 = 48.0 um. 24.75 % from originally 95.0 % of the
sediment mass remains in size class Dg, whereas no sediment mass is shifted into the coarsest cohesive size
class Dy = 63.0 um. Overall, the sediment mass shiftings lead to an increase in the mean cohesive particle
diameter from D,, = 14.6 um to D,,, = 19.1 um. Hence, for the applied settings and definitions illustrated
in table 6.1, the computed particle size distribution by application of the flocculation algorithm becomes

coarser than the predefined one without using the algorithm.

Previously unpublished in situ floc size measurements in the Iffezheim reservoir indicate that the in situ
suspended sediment particles in the Iffezheim reservoir are flocculated and hence, are transported as
coarse aggregates/flocs rather than as small individual primary particles (Stefan Haun, pers. comm.).
The above presented computation results show that in the Iffezheim reservoir, in general, flocculation
processes can be reproduced by the implemented algorithm when applying the parameter definitions and

initial/boundary conditions from table 6.1.

In order to estimate whether the modeled floc sizes are physically reasonable and plausible, the flocculation
computation from Rhine-km 330.0 was compared with measured particle sizes based on laser analyses
from bottle samples at Rhine-km 330.0. The laser particle size measurements of the collected bottle

samples were conducted after dispersing the particles by ultrasonic vibration (BfG, pers. comm.). This
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method leads to a disruption of most of the fragile flocs into constituent primary particles. Consequently,
the measurement does not reflect the real in situ size distribution of the suspended particles. In figure 6.9,
the measured and computed particle volume distributions, which show the particles in the respective size
class ranges by percentage of the total volume, are compared. In addition, in figure 6.10, both cumulative

curves are presented which show the total volume of all size classes.

It can be seen that the proportion of the total load contributed by the smallest particles with sizes between
2 pum and 9.6 pum is larger for the measured size distribution than for the computed one. The contrast
between the two distributions gets obvious, in particular for the finest particles. Whereas 17.9 % of the
measured particles are smaller than or equal to 2 um, the computed distribution contains only 0.38 %
of the particles with diameters of 2 um. For the size range between 6.3 ym and 9.6 um, the measured
and computed size distributions are very close to each other showing a slightly higher content of these
particles by the measurement (10.80 %) than by the computation (9.96 %). However, the proportion of the
total load contributed by the three next coarser size class ranges (9.6 pum — 14.6 pm, 14.6 pm — 22.0 pm,
22.0 pm — 32.7 um) is significantly greater for the computed size distribution (24.75 %, 45.50 % and 12.11 %)
than for the measured particle size distribution (8.8 %, 13.0% and 10.40 %). In particular, for particles in
the size range between 14.6 ym — 22.0 ym, the flocculation simulation shows a 3.5 times higher amount of
these particles than the measurement. The median grain size of the measured distribution falls within the
< 2 um size class, whereas that for the computed flocculated size distribution is of the order of 12 times

greater and falls within the 14.6 pm — 22.0 pm size class range.

Figure 6.9 also shows that on the coarser end of the cohesive size spectrum (size class ranges 32.7 pm —
48.0 pm and 48.0 pum — 63.0 um), few (0.13 %) or none sediment particles are computed at Rhine-km
330.0, whereas the measurements show a proportion of 9.3 % and 3.2 % of these particle sizes, respectively.
Also the proportion of the total load contributed by the coarsest and non-cohesive size class range
63.0 um — 130.0 um is greater for the measured size distribution (5.0 %) than for the computed particle
size distribution (0.64 %).

The presented results show that for a wide range of the particle size spectrum (2.0 ym to 32.7 um), the
modeled floc size distribution is coarser than the measured particle size distribution. However, on the
coarser end of the size spectrum (32.7 um to 130.0 um) the measured particle sizes exceed the modeled
ones. The question is if these results are physically plausible. As it was mentioned above, it is assumed
that measured particle sizes mainly reflect grain sizes of the primary particles due to particle break-up by
ultrasonic vibration prior to the measurements. Since, in overall, the modeled sizes of the aggregated flocs
are larger than the measured sizes of the mainly primary particles, the simulated floc size distribution
is in a physically plausible value range. For the opposite trend on the coarser end of the size spectrum,

where computed particle sizes are smaller than the measured ones, different reasons can be found.

Firstly, some uncertainties exist with respect to the interpretation of the measured particle sizes. It is
possible that a certain proportion of the measured particle sizes may not represent primary particle sizes,
but larger aggregates/flocs which have not been disrupted by the sample preparation and/or which have
been newly created during the measurement. In this case, the measured particle size distribution may
include both primary discrete particles as well as a certain percentage of agglomerated aggregates/flocs,
and consequently does not relate only to the chemically dispersed mineral fraction. However, if flocs
were newly formed during the measurement, their sizes are not representative for the in situ floc sizes.
The aggregates/flocs created in situ are strongly influenced by the chemical water characteristics and

the hydraulic boundary conditions in the reservoir. Since in the laboratory other boundary conditions
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Figure 6.9: Comparison of measured and computed particle volume distribution in the Iffezheim reservoir
at Rhine-km 330.0.
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Figure 6.10: Laser particle size analyses from sediment samples in the Iffezheim reservoir at Rhine-km 330.0
and computed particle size distribution at Rhine-km 330.0 by application of the implemented flocculation
algorithm.
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are present, measured particle sizes on the coarse end of the size spectrum (here in size class range
32.7 pm — 130.0 um) do not reflect the real in situ floc sizes. Within the computation, the largest
aggregates/flocs are computed in the size class range between 22.0 um — 32.7 pm. The very small computed
proportion (0.64 %) of particles in the coarsest and non-cohesive size class refers to the percentage of
suspended fine sand particles, which do not take part in the flocculation processes. In contrast, the
measurements show a comparatively high proportion of particles/aggregates in this size class range (5.0 %).
It is assumed that these measured particles are not discrete fine sand particles, but agglomerated flocs
which were not disrupted by sample preparation or which were newly formed during the measurement

and therefore are influenced by the respective boundary conditions in the laboratory.

Secondly, the definition of the primary particle sizes in the simulation plays a role. Within this simulation
only the finest size class (D17 = 2.0 ym) was assumed to be representative for the primary particles which
are non-breakable by definition. However, the measured particle sizes indicate that both, smaller and
larger primary particles than 2.0 um exist in the Iffezheim reservoir. If, for example, also larger primary
particles (e.g. of size 63.0 um) would be considered within the simulation, the computed floc sizes would
be coarser predicted, since these larger primary particles would not be disrupted into smaller particles. In
this case, the simulated floc sizes might exceed the measured particle sizes also on the coarser end of the

cohesive size spectrum.

Thirdly, also the assumptions concerning the parameter values for modeling flocculation play a major role.
For example, within this simulation the particle yield strength coefficient B, was set to the minimum value
of 1.0N/m2. Additional simulations (not shown here) based on higher values than 1.0, e.g. B, = 10% N/m?,
led to higher particle yield strengths, so that particle disaggregation due to flow-induced or collision-
induced shear stresses was totally prevented. In this case, only particle aggregation occurred and led to a
sediment mass shifting into the size class ranges 32.7 ym — 48.0 pm and 48.0 ym — 63.0 ym, whereas no
sediment mass was shifted into size class ranges smaller than 9.6 gm — 14.6 gum. The computed proportion
of the coarsest and non-cohesive particles in the size class range 63.0 um — 130.0 pm remained obviously

the same, since these particles were excluded from flocculation.

A similar effect, i.e. a coarser computed particle size distribution curve, would be reached if, for example,
the fractal dimensions ny would be increased. Within this simulation the characteristic fractal dimension
ny¢. was set to 2.0 (see table 6.1). The definition of a higher characteristic fractal dimension ny. would
contribute to higher calculated fractal dimensions ny. This would result in overall more compact and
dense particles/flocs for the whole size spectrum, so that also the particle yield strengths would increase.
In this case, it is assumed that the computed particle size distribution would also be coarser than shown
in figure 6.9 and 6.10.

However, some considerations have to be made when defining other values for the parameters and
coefficients in the flocculation algorithm, which will affect the coarser end of the computed size spectrum.
For example, it should be taken into account that the class upper limit of the cohesive fractions has to
be chosen coarse enough, so that also the largest possible floc sizes can be computed. In the presented
simulation results for Rhine-km 330.0, taking into account the parameter definitions from table 6.1, the
class upper limit of the cohesive size fractions (= 63.0 um) was chosen sufficiently coarse enough, since the

largest flocs were computed in the size class range between 22.0 ym and 32.7 ym.

The presented results and considerations clarify that measurement size techniques, which may disrupt

or create additional sediment flocs, are not appropriate for providing representative values of the in situ
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particle size distribution. As a consequence, these measured particle sizes are inadequate input data
for both, cohesive sediment transport models which aim to approximate the in situ floc sizes by such
data, and models which use these data for the validation of the computed floc sizes. The implemented
algorithm, in general, is able to reproduce the observed phenomenon that the in situ sediment particles in
the Iffezheim reservoir are flocculated and hence are transported as agglomerations of particles (flocs) of

various sizes rather than as individual single particles.

From these studies it can be concluded that the simulated floc sizes in the Iffezheim reservoir seem
physically plausible in comparison with measured mainly primary particle sizes. However, the degree of
flocculation of the in-situ particles can not be determined in this study. This is largely attributed to the
uncertainties in terms of the choice of unknown parameter values for the application of the implemented
flocculation algorithm (e.g. for the particle yield strength coefficient B, and the fractal dimension ny).
Furthermore, uncertainties exist in terms of the definition of the primary particle size spectrum pointing
out the difficulty of a physically precise and accurate flocculation modeling in a natural system like the
Iffezheim reservoir. This becomes even more obvious when taking into account that assumptions were also
done concerning the inflow particle sizes at the upstream model boundary. The impact of the boundary
size distribution on the modeled floc sizes is analyzed and discussed in the next chapter. In this context,

the influence of spatially varying turbulences on the modeling results is investigated as well.

6.3.3 Modeled Floc Sizes as a Function of the Boundary Size Condition and
Spatially Varying Turbulences

Within the sensitivity analyses in the annular flume (see chapter 5.3.2.3) it was shown that the lack of
knowledge of the initial floc size is insensitive towards the final modeled floc sizes, if the flocs have enough
time to reach an equilibrium stage between floc growth and floc break-up. This implies that the water
depth has to be sufficient, so that flocculation processes can fully develop to a steady-state situation,
which is independent of the initially assumed particle size distribution. In this chapter, this finding is
verified for the application of the flocculation algorithm on the Iffezheim reservoir, where the particles are
supposed to be primarily transported by advection with the mean flow velocity. During the transportation
of the sediment particles by the water flow, the particles have time for undergoing flocculation processes.
In the following studies, it is investigated which flow path distance from the upstream model boundary is
required to ensure that flocculation processes have enough time to fully develop to an equilibrium stage,
which is not affected by the assumed inflow particle sizes at the upstream model boundary. This means, it
was studied how the computed floc sizes develop in flow direction when different inflow particle sizes are

assumed at the model boundary.

When analyzing modeled floc sizes in flow direction, also the spatial variability of the floc sizes due to
varying turbulence-induced shear stresses in flow direction has to be taken into account. In chapter 6.2.2,
it was shown that within the model domain fluid velocities and turbulences vary in the main flow path
direction (see figures 6.3 and 6.5). Hence, along the flow path, modeled floc sizes are functions of the
turbulence intensities and might simultaneously be influenced by the boundary condition of the inflow

particle size distribution.

In the following, these two overlapping factors are described separately in order to clarify their influences.
In the first part, the spatial variability of modeled floc sizes due to varying turbulence-induced shear

stresses is exemplarily described for the first simulation run based on an inflow cohesive particle size of
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Dg = 14.6 pm. In the second part, the sensitivity of the modeled floc sizes towards the assumption of the

boundary condition is investigated by comparing the results of three different chosen inflow particle sizes.

Spatial Variability of Modeled Floc Sizes due to Varying Turbulences

In chapter 6.2.2, it was shown that the highest flow velocities and turbulences were computed near the
upstream model boundary (Rhine-km 312.6), whereas the lowest values were simulated at the downstream
model boundary in the weir channel (Rhine-km 333.9). As described in chapter 2.3.5, the turbulent
structure of a fluid flow plays a major role in terms of the flocculation behavior of fine sediments. On the
one hand, an increase in turbulence increases the number of collisions between suspended particles and
thereby increases the probability of floc growth and floc size. At the same time, too high turbulent shear
stresses may decrease the floc size by breaking up the fragile flocs. For the real case study in the Iffezheim
reservoir, the question arises how spatially varying turbulence-induced shear stresses in the model domain

affect the computed floc sizes.

In the implemented flocculation algorithm, turbulence characteristics are captured by the turbulent energy
dissipation rate € (see chapter 4.2). This parameter is used to compute the turbulence-induced shear
stresses and the collision-induced shear stresses as well as the collision efficiency, i.e. the number of
collisions between two particles per volume and time step (see diagram 4.5). Smaller e-values in the
main flow direction of the Iffezheim reservoir contribute to lower flow-induced and collision-induced shear
stresses and to a temporal delay of the flocculation processes. Therefore, it is expected that particle
disaggregation is reduced towards the downstream reaches of the model domain and as a consequence,
modeled particle sizes increase from the upstream to the downstream model boundary. In this context, it
has to be investigated also, whether the class upper limit of the cohesive size fractions (= 63.0 um) is
chosen sufficiently coarse enough when downstream of Rhine-km 330.0 possibly even larger floc sizes can

be created than shown above in figure 6.9 and 6.10.

In order to analyze how spatially varying turbulence-induced shear stresses in the model domain affect the
computed floc sizes, the results of the flocculation computations based on an inflow cohesive particle size
of Dg = 14.6 um were evaluated and compared at 7 representative points within the Iffezheim reservoir
(at km 313.6, km 318.5, km 323.1, km 326.1, km 330.0, km 332.5 and km 333.5). The locations of these
points are shown in figure 6.11. They are characterized by a decreasing turbulent energy dissipation rate

in the downstream direction.

In figure 6.12, the computed depth-averaged suspended sediment concentrations are illustrated in each size
class and at each chosen location in the model domain. At first, it can be seen that the suspended sediment
concentration of the non-cohesive size class Dy = 130.0 um (fine sand particles) decreases continuously in
the downstream direction. Whereas the constant inflow concentration of these particles at the upstream
model boundary amounts to 2.5ms/1, this value has already decreased to 1.66 mg/i at Rhine-km 313.6, i. e.
1km downstream of the upper model boundary at Rhine-km 312.6. At Rhine-km 330.0, only 0.3 mg/i
of the fine sand particles are kept in suspension, whereas in the weir channel at Rhine-km 333.5 zero
suspended sediment concentration of this size class is computed. As noted above in the previous chapter,
this decrease in suspended sediment concentration is caused by the lower flow velocities and turbulence
intensities towards the downstream reaches of the reservoir. As a consequence, along the flow path less

fine sand particles can be kept in suspension which causes the particles to deposit.

Within the cohesive size classes Dy to Dy1, it can be seen that the suspended sediment concentration

of the inflow particle sizes class Dg = 14.6 um is steadily decreasing in the downstream flow direction.
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Figure 6.11: Chosen locations in the Iffezheim reservoir, at which the results of the flocculation modeling
were compared with each other.

The concentration of these particles is shifted into coarser size classes (D3 to Ds) due to aggregation, as
well as into the finer size fractions (D7 to D11) due to flow-induced and collision-induced disaggregation
processes. From Rhine-km 318.5 to Rhine-km 333.5 a distinct tendency in the computed concentrations is
identifiable: whereas the sediment concentrations of the smaller particles in size classes Dg to Dy are
continuously decreasing, the concentrations in the coarser size fractions D3 to D5 in general are increasing.
The maximum concentration of particles in size class D5 = 22.0 um is reached at Rhine-km 330.0. For
Rhine-km 332.5 and 333.5 a decrease in this particle concentration is computed. This decrease in sediment
concentration is compensated by a comparatively high increase in sediment concentration in the coarser
size class Dy = 32.7 ym. At Rhine-km 332.5 and 333.5 a small amount of particles is shifted also into the
even coarser size class D3 = 48.0 um. Within the whole model domain, no sediment mass is computed in
the coarsest cohesive size class Dy = 63.0 um indicating that the coarsest cohesive class Dy was chosen
coarse enough for the respective parameter definitions and assumptions made for this computation. These
include, for example, the definitions of B; = 1.0N/m? and ny. = 2.0, as well as the assumptions in terms
of the primary particle and the inflow particle sizes. Other parameter definitions and assumptions, which
lead to a coarser computed particle size distribution, may require the definition of a larger maximum

particle diameter for the cohesive size fraction.

From figure 6.12 it can be seen that from Rhine-km 318.5 to Rhine-km 333.5, the computed spatial
development of the suspended sediment concentrations in the respective size classes confirms the assumption
made at the beginning of these analyses. Since the turbulences decrease in the downstream direction,

also collision-induced as well as turbulence-induced shear stresses acting on the particles decrease. This
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Figure 6.12: Computed depth-averaged suspended sediment concentrations in each size class as a function
of the Rhine-km for an inflow particle size of Dg = 14.6 pm (model boundaries: Rhine-km 312.6 to
Rhine-km 333.9).
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leads to a reduction of particle disaggregation, i.e. to a decrease in sediment concentration in the smaller
size classes, and to a facilitation of particle aggregation, i.e. an increase in sediment concentration in
the coarser size fractions, in the downstream direction. However, the figure also shows that this trend is
not reproduced at the most upstream evaluated location at Rhine-km 313.6, i.e. 1km downstream of
the upstream model boundary. The opposite tendencies at this point suggest that the assumption of the
inflow particle size affects the modeled floc size, at least until Rhine-km 313.6. This aspect is analyzed in
the second part of this chapter.

Impact of the Inflow Particle Size

The investigations on the influence of any arbitrarily chosen boundary size distribution on the modeled floc
sizes were conducted by three comparative numerical studies, for which different boundary size conditions
were applied. Besides the above presented boundary condition which was used for the first simulation run
(i.e. 5% of the inflow concentration of C' = 50.0 mg/1 consist of fine sand particles in the non-cohesive
size class Dy = 130.0 um, while 95 % represent the cohesive fraction of size class Dg = 14.6 um), two
additional simulations were carried out, for which extreme boundary conditions were assumed for the
cohesive fraction. On the one hand, 95 % of the suspended sediment concentration were allotted only
to the coarsest cohesive size class Dy = 63.0 pum. On the other hand, it was assumed that the cohesive
inflow particles consist solely of the finest size class D11 = 2.0 um. For all three computations, these
inflow particle sizes were kept constant during the whole simulation time and corresponded to the initial
sediment concentrations in the size classes at time ¢ = 0 in the whole model domain. Considering only the
cohesive fractions, the inflow particle sizes are summarized as follows: Dy = 63.0 um, Dg = 14.6 ym and
Dy; = 2.0 pm.

In figure 6.13, the computed depth-averaged, arithmetic mean diameters D,, are shown as a function
of the Rhine-km depending on the inflow particle size. In order to clarify the influence of the sediment
mass fluxes between the size classes on the model results, the mean floc sizes were evaluated based on
the simulated sediment concentrations of the flocculated, cohesive size size fractions Dy to Dy;. The

non-cohesive size class D; was not taken into account in the evaluation in figure 6.13.3

At first, figure 6.13 shows that in general, the trend of larger floc sizes in the downstream direction is
reproduced also by the two other computations (Dy = 63.0 um and D1; = 2.0 um) and can physically be
attributed to the decreasing turbulence-induced shear stresses in flow direction. However, it can also be
seen that the inflow particle size has a major impact on the modeled floc sizes. In the following, first the
impact of the inflow particle size is described exemplarily for the first simulation run, i.e. for an inflow
particle size of Dg = 14.6 um. Afterwards the sensitivity of any arbitrarily chosen boundary particle size

on the modeled results is discussed by a comparison of the three computations.

Figure 6.13 depicts that for an inflow particle size of Dy = 14.6 ym, the mean diameter increases
from D,, = 12.9 um at Rhine-km 318.5 to D,, = 25.3 um at Rhine-km 333.5. This corresponds to an
approximate doubling of the simulated mean floc size within a reach of 15km. The opposite trend in
computed floc sizes at Rhine-km 313.6, i.e. 1km downstream of the model boundary, seems physically
not plausible. Due to higher turbulence intensities in the upstream flow direction, one would expect a
smaller modeled floc size at Rhine-km 313.6 than at Rhine-km 318.5, since higher turbulences promote

disaggregation towards smaller particle sizes rather than aggregation towards larger flocs. The opposite

3 A consideration of the coarsest size class D; in terms of the calculation of the mean floc size D,, would lead to a
slight increase in D,,, in particular for the model reach between the upstream model boundary and Rhine-km
330.0.
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Figure 6.13: Computed depth-averaged mean particle diameter D,,, as a function of the Rhine-km depending
on the inflow particle size (model boundaries: Rhine-km 312.6 to Rhine-km 333.9).

trend at Rhine-km 313.6 indicates that the flow length of 1km and therefore the available time for
undergoing flocculation processes is not sufficient to reach an independence of the inflow particle size on

the modeled floc sizes.

The maximum time for undergoing flocculation processes, i.e. the time that is available to grow to
steady-state floc sizes, corresponds to the time the particles need to be transported from the upstream
model boundary to Rhine-km 313.6. Once the inflow particles have reached this point, a steady-state
situation in modeled floc sizes is computed and the particle sizes do not further change over time, since the
inflow particle sizes are defined as a constant boundary condition during the whole simulation time. The
computed mean floc size at Rhine-km 313.6 suggests that the particles have reached this location before
the flocculation processes have fully been developed to an equilibrium stage. The sediment mass fluxes
between the cohesive size classes take too long, so that after a flow path of 1km a situation in computed
floc sizes is reached, which is still affected by the defined inflow particle size. In the case that floc growth
and floc break-up would have developed to an equilibrium stage before the particles reach Rhine-km 313.6,
it is assumed that a smaller mean floc size at Rhine-km 313.6 would be computed than at Rhine-km
318.5. This means that a sensitivity of the modeled floc sizes towards the inflow particle size is found until
at least Rhine-km 313.6. Hence, the flow length of 1km is too short to achieve an independence of the
particle size boundary condition on the flocculation modeling results. However, this does not necessarily
imply that for locations downstream of Rhine-km 313.6 the assumption of any arbitrarily chosen initial
floc size is insensitive towards the modeled floc sizes. Here, the comparison with the other two simulations

is needed and is presented below.
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From figure 6.13, it can be seen that for a coarse inflow particle size of Dy = 63.0 pm at Rhine-km 313.6
a smaller mean floc size is computed than for an inflow particle size of Dg = 14.6 yum (D,, = 14.1 um
vs. D, = 14.7 ym). However, from Rhine-km 318.5, i.e. after a flow length of 5.9km, the differences in
modeled mean particle diameters are small (D,,, = 12.6 um vs. D,,, = 12.9 um) and are negligible further
downstream. Based on these two comparative calculations, it might be concluded that the inflow particle
size affects the computed floc sizes only in the reach between the model boundary and Rhine-km 318.5
to 323.1. However, the computation results for an inflow particle size of Dy; = 2.0 um show that the
modeled floc sizes depend on the inflow particle size along the whole flow path in the model domain. Even
in the downstream reaches of the model domain at Rhine-km 333.5, i. e. after a flow length of 20.9 km, not
the same floc size distribution is computed as for the other two calculations. At this point, for the very
fine inflow particle size, the mean floc size is modeled approximately 2.5 times smaller than for the other
two coarser inflow particle sizes (Dy, = 9.4 ym vs. D,, = 25.3 um). The results for the inflow particle size
of D17 = 2.0 ym indicate that the time for undergoing flocculation processes until the flocs have grown
to an equilibrium stage was not sufficient for any flow distance from the upstream model boundary at
Rhine-km 312.6.

The different temporal developments of the flocculation processes are shown exemplarily for Rhine-km
330.0 in figure 6.14. It can be seen that final, steady-state modeled floc sizes, i.e. when the inflow
particles have reached Rhine-km 330.0, are almost identical for an inflow particle size of Dy = 63.0 ym
and Dg = 14.6 um. For both cases, at steady-state, sediment mass was shifted in the same proportions
mainly into size classes D5, Dg, Dy, D7, Dg and Dg due to aggregation and disaggregation processes.
As a consequence, at Rhine-km 330.0 the same mean particle diameter is computed, as shown in figure
6.13. The differences in these two simulations are present in terms of the development of the flocculation
processes before the equilibrium stage is reached. Particles of size class Dy = 63.0 pum imply the lowest
particle yield strength (see table 6.2). Hence, for the initial stages of flocculation, the probability for being
disrupted by fluid shear stresses and collision-induced shear stresses is facilitated compared to the more
compact particles of size class Dg = 14.6 pm. In figure 6.14, this is illustrated by the rapid decrease in
the concentrations of the two coarser size classes Dy and D3 and the shifting towards the smaller size

fractions.

For the inflow particle size of D11 = 2.0 um a different steady-state particle size distribution is computed
than for the other two cases. Since the particles of size class D13 = 2.0 um are treated as solid primary
particles, which can not be disrupted, in the initial stages of flocculation , the aggregation process towards
larger floc sizes is dominant. The sediment mass is shifted successively from the finest size class D1y
towards the coarser size classes D1g, Dg, Dg, D7 and Dg. However, at steady-state no sediment mass is

shifted into the even coarser size classes D5 and Dy, as it was computed for the other two cases.*

For the inflow particle size of D11 = 2.0 um, the sediment mass fluxes between the size classes take too
much time, so that a finer size distribution is reached than for the other two cases. After approximately
6.1 hours, the modeled size distribution stays constant, indicating that the particles of the upstream
boundary have reached Rhine-km 330. However, at this stage the aggregation processes have not yet
developed to an equilibrium stage, since no particle mass has been shifted into the coarser size classes Ds
and Dy, as it was calculated for the other two cases. The time of approximately 6.1 hours for the particle

transport from the model boundary at Rhine-km 312.6 to Rhine-km 330 can be justified by taking a look

4The temporal development of the suspended sediment concentration in the non-cohesive size class D; is the
same for all cases, since this class is excluded from the flocculation computations.
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Figure 6.14: Calculated temporal development of the depth-averaged concentrations in each particle size
class at Rhine-km 330.0 depending on the inflow particle size.
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at the calculated flow velocities. Assuming that the particles are primarily transported by advection with
the mean flow velocity, the averaged flow velocity along this flow path is expected to be around 0.8 m/s.
This is confirmed by the computed depth-averaged velocities in figure 6.3. For the inflow particle sizes of
Dy =63.0 um and Dg = 14.6 um, the flocculation processes have been fully developed at Rhine-km 330,
since the time to reach an equilibrium stage (about 5.1 hours, black vertical line) is smaller than the time

the particles need to be transported to this location (6.1 hours, grey vertical line).

One conclusion of the presented analyses above is that the assumption of any arbitrarily chosen inflow
particle size affects the type of flocculation processes until an equilibrium stage is reached, i. e. it determines
whether aggregation or disaggregation processes dominate. The type of the flocculation mechanism in
turn influences the time to reach an equilibrium situation in floc size. As it was already shown before in
chapter 5.3.2.3, the aggregation as well as the disaggregation process due to collision-induced shear stresses
are modeled as time-dependent processes. In the first time step, aggregation or disaggregation processes
lead to particle mass shifting from one size class into the other size classes. In the next time step, further
mass shifting of the newly formed particle masses into the other size classes occur and so on. This case
applies for an inflow particle size of D17 = 2.0 um. In contrast, disaggregation by turbulent shear stresses
is modeled as a time-independent mechanism. As shown for an inflow particle size of Dy = 63.0 pm, it

occurs much faster than the aggregation mechanism.

Due to the differences in the temporal development of the flocculation processes, the main conclusion
of these studies is that the modeled floc sizes are sensitive towards the assumption of any arbitrarily
chosen inflow particle size. For example, for an extreme fine boundary particle size of D17 = 2.0 um, the
modeled final floc sizes are affected by this input size distribution even at the most downstream point of
the model. The aggregation processes take too much time, so that no equilibrium between floc growth and
floc break-up can be reached and computation results are representative only for this extreme (very fine)
chosen inflow particle size. In order to ensure that the flocs have enough time to reach an equilibrium stage
between floc growth and floc break-up, one might suppose to define a very coarse and weak inflow particle
size. In the case that the turbulent stresses are strong enough, these particles would be disaggregated
in the initial stages of flocculation within a very short time and the particle mass shifting between the
size classes would occur very fast. As a consequence, the opportunity that the flocs have enough time
to reach an equilibrium stage would be greater. Nevertheless, if the turbulent stresses in the study area
are not strong enough to break up these particles, no particle mass shifting due to turbulence-induced
disaggregation would occur. Then, flocculation processes because of aggregation and/or collision-induced
disaggregation are dominant in the initial stages, which occur much slower, so that the processes might
also not fully develop to an equilibrium situation. A very coarse chosen boundary size distribution at the
model boundary in the Iffezheim model could be implausible also from a physical point of view. Since
it is assumed that upstream of the Iffezheim model boundary turbulences are even higher due to the
hydropower plant outlet of the upstream barrage Gambsheim, floc sizes are expected to be rather fine

than coarse.

Hence, for future applications of this Iffezheim model, a plausible and appropriate inflow particle size
has to be chosen in order to ensure that flocs have enough time to reach an equilibrium stage. Within
these studies, under the respective parameter definitions listed in table 6.1, an inflow particle size of
Dy = 63.0um or Dg = 14.6 um is chosen adequately, so that steady-state modeled floc sizes are not
affected by the boundary size distribution, at least downstream of Rhine-km 323.1. This is an important

finding, when using this model for future numerical computations, which focus on cohesive sediment
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related issues in the downstream reaches of the Iffezheim reservoir, e.g. the long-term prediction of

sedimentation rates upstream of the weir.

The application of the implemented flocculation algorithm on a real case study like the Iffezheim reservoir
in Germany has shown that the numerical modeling of flocculation processes in a natural system represents
a major challenge. Based on the parameter definitions and assumptions made within these studies, it
could be shown that the flocculation computations give physically plausible and reasonable results in
terms of modeled floc sizes demonstrating that for future numerical studies in the Iffezheim reservoir
the model extension represents a key simulation tool. However, the studies have also shown that the
degree of flocculation of the in situ particles in the Iffezheim reservoir can not be determined within this
work, since firstly too many assumptions for unknown parameter values in the implemented flocculation
algorithm have to be made. In this context, as it was also pointed out within the sensitivity studies in
the annular flume in chapter 5, the particle yield strength coefficient B, and the fractal dimension ny
were identified as two essential factors which have a major impact on the modeled floc sizes. Secondly,
uncertainties exist also with respect to the definition of the primary particle size spectrum and the inflow
particle size distribution at the model boundary. The choice of inappropriate assumptions may lead to
physically modified or incorrect modeled floc sizes compared to observed in situ floc size distributions.
Therefore, for future flocculation computations in the Iffezheim reservoir, those mentioned impact factors
have to be taken into account, while simultaneously emphasizing that reliable measurement data of the

characteristics of the in situ flocs are essential.
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Cohesive sediment dynamics in natural river systems is a major issue in sediment research and morphody-
namics engineering. Especially the key micro-scale flocculation processes of cohesive sediments, i.e. the
aggregation towards larger aggregates/flocs and the break-up (disaggregation) of the fragile flocs into
smaller particles, are of great importance. Flocculation processes are not completely understood yet, since
they are affected by a high number of influencing factors and due to the complex processes interactions
(see chapter 2). For studying and making predictions of the complex fine-grained sediment dynamics,
computational fluid dynamics (CFD) sediment transport models are increasingly used as simulation and

research tools.

The major aim of this work was to gain insight into the flocculation mechanisms and its process complexity
and to improve the understanding of the different involving mechanisms by using the three-dimensional
CFD model SSIIM. For this purpose, the SSIIM software was extended by an implementation of a
flocculation algorithm which is physically as accurate as possible for the description of particle aggregation

and floc break-up.

SSIIM Extension by Implementation of a Flocculation Algorithm (see chapter 3 and 4)

A review on numerical modeling of flocculation from literature has shown that modeling cohesive sediment
processes in general, and flocculation processes in particular, is still a crucial challenge in sediment
engineering (see chapter 3). Due to the complex process interactions, inadequate or non-existent mea-
surement data and the lack in current understanding of fine sediment flocculation processes, various
approaches for the numerical modeling of flocculation processes were developed. The algorithms can be
differentiated according to the number of parameters and sub-processes taken into account, and thus
exhibit different degrees of complexity. Especially, the simulation of the disaggregation mechanisms
represents a difficult issue in flocculation modeling, since the relation between floc strength and their
mode of break-up mechanisms is influenced by many factors. Additionally, computing power capacity and

running times induce conceptual improvements and/or simplifications of complex flocculation algorithms.

Based on the study and comparison of different flocculation models, one flocculation algorithm was chosen
which allows the simulation of aggregation and disaggregation mechanisms and is also suitable for the
implementation in SSIIM. In this work, a size-class based flocculation model derived by McAnally (2000)
was implemented in SSIIM (see chapter 4). The flocculation model is a combination of a statistical
and a deterministic, physics-based representation of aggregation and disaggregation processes. The
algorithm allows aggregation of flocs due to collisions caused by Brownian motion, differential settling
and turbulence. Flow-induced stresses due to turbulence as well as collision-induced shear stresses may
lead to disaggregation of flocs, if these stresses exceed the floc yield strength. In order to reduce CPU
time and model complexity, within this work collisions of only two particles were modeled. More-body

collisions were assumed to play a minor role. The fractal structure of flocs was considered by the parameter
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fractal dimension and was used to calculate the floc density and the particle settling velocity according to
Winterwerp (1998).

In this work, the implemented flocculation model in SSIIM was applied on two case studies. Firstly,
flocculation processes and deposition of cohesive sediments were analyzed and modeled in a physical model
in the open annular flume (see chapter 5). Secondly, the implemented flocculation model was used in a

real case study for modeling flocculation in the Iffezheim hydropower reservoir in Germany (see chapter 6).

Case Study Open Annular Flume (see chapter 5)

The flocculation model was applied for simulating measured floc sizes and suspended sediment concen-
trations of kaolinite over a time period of the first 5 hours of the experiment. The objective of this
application at first was the testing and validation of the implemented flocculation algorithm. Secondly,
it was investigated how accurate the measured laboratory data in the annular flume can be simulated
by the algorithm and which impact uncertainties have relating to unknown empirical parameters and

boundary /initial conditions on the modeling results.

As a first step towards a successful simulation of cohesive sediment transport in the annular flume, the
hydraulics in the annular flume were analyzed by means of measurements and the numerical simulation.
Good agreement between measurement and simulation was found for the longitudinal flow velocities and
the secondary currents. Discrepancies were most significant in the determination of the magnitude of the
turbulent kinetic energy and the turbulent dissipation rate, but general characteristics of the distribution
were similar. Both simulation and measurements indicated a complex three-dimensional flow field in the
annular flume.

The impact of unknown physico-chemical calibration parameter values and initial/boundary conditions on
the flocculation modeling results was investigated by conducting sensitivity analyses towards: the time
step At, the initial floc size, the aggregation coefficient o, the particle yield strength coefficient B, the
fractal dimension ny and the impact of potential simultaneous erosion processes. The numerical studies
showed a successful realization of the model implementation in SSIIM. The flocculation algorithm is able
to compute aggregation and disaggregation mechanisms of cohesive sediments in a physically plausible way.
From the sensitivity analyses it was found that the computed particle size distribution in the annular flume
is sensitive towards all tested factors. However, the fractal dimension n; was identified and evaluated as
the strongest assumption which is made in the flocculation algorithm, as it exerts significant influence
on both the floc size distribution and the settling velocity of the particles. A high sensitivity was also
found towards the particle yield strength coefficient B, since it affects the particle size distribution by
the determination of the floc yield strength. Another main conclusion of the sensitivity analyses was
that the temporal development of the flocculation processes strongly depends on the turbulence-induced
floc break-up process as a consequence of different time scales for aggregation (time-dependent) and
flow-induced disaggregation (time-independent). This is an essential finding for future applications of the
flocculation algorithm, for example in terms of unsteady cohesive sediment calculations or when simulating

flocculation for short flow paths.

Long-term simulations over the whole duration of the experiment (70 hours) have shown that despite
various changes in parameter definitions and initial/boundary conditions still some deviations between
measurements and simulation existed. It is assumed that the deviations are generated by a superposition
of several factors, e.g.: uncertainties related to other physico-chemical parameters in the implemented

flocculation algorithm which have not yet been tested towards their sensitivity, discrepancies in modeled
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and measured turbulence characteristics, limitations of the floc size measurement device and the still
existing knowledge gaps in cohesive sediment dynamics. The computation results in the annular flume
emphasize that modeling flocculation and deposition processes constitutes a major challenge, even for a

closed and simplified system in the laboratory, where boundary conditions are well known and constant.

To investigate the issue to which degree the observed processes in the laboratory can be simulated
physically correctly by excluding the implemented flocculation algorithm from the computation, two
simplified methods were applied. On the one hand, the well known settling velocity formula according to
Stokes (1850) was used, which treats particles as solid, Euclidean spheres. On the other hand, flocculation
was considered only indirectly by the application of the fractal dimension to calculate the settling velocity
defined by Winterwerp (1998) instead of Stokes. From the comparative studies it was found that excluding
the flocculation algorithm from the simulations and using instead simplified methods gives poor and
unrealistic results. The implemented flocculation model provided physically more reasonable results in
terms of the floc size evolution and a much better correspondence with measured aggregate sizes than the

simplified models which exclude flocculation processes.

Case Study Iffezheim Reservoir (see chapter 6)

The model objective of the Iffezheim reservoir application was firstly the validation of the implemented
algorithm with respect to the reproduction of flocculation processes for a natural water-sediment system.
Secondly, it was analyzed which influencing factors and parameters need to be adressed when using the

flocculation model for future practical applications in cohesive sediment modeling.

For modeling flocculation processes in the Iffezheim reservoir, a three-dimensional sediment transport
model was established in SSIIM, which was coupled with the implemented flocculation model. The
simulations were conducted under steady-state conditions with respect to the hydraulics using a constant
discharge. Unsteady conditions were present in terms of modeling the temporal floc size evolution, while all
boundary conditions and input data were kept constant during the whole simulation time. The simulated
flow field was calibrated by using ADCP measurement data of water velocities. It was shown, that the
numerical model gives plausible and appropriate results in terms of both, the flow velocities and turbulence
characteristics. It could therefore serve as a basis for the application of the implemented flocculation

algorithm.

The flocculation modeling results have shown that modeled floc sizes in the Iffezheim reservoir are in a
physically plausible value range, since the sizes of the computed aggregated flocs were larger than the
measured sizes of the primary particles. The modeled floc sizes were reasonable predicted also in terms
of their spatially variability because of varying turbulence-induced shear stresses in the reservoir. Since
turbulences decrease in the main flow direction of the reservoir, particle disaggregation due to flow-induced
shear stresses was reduced, whereas particle aggregation was enhanced in the downstream direction. As
anticipated, this led to an increase in simulated particle sizes from the upstream model boundary towards

the downstream reaches of the reservoir.

Nevertheless, the degree of flocculation of the in situ particles in the Iffezheim reservoir could not be
verified within this work. The reasons for that were largely attributed to the uncertainties in terms of
the choice of unknown parameter values and boundary conditions for the application of the implemented
flocculation algorithm. It is expected that in particularly uncertainties about the particle yield strength
coefficient B, and the fractal dimension ny will have a major impact on the modeled floc sizes, as it was

already pointed out within the simulations in the annular flume. Additionally, assumptions were required
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in terms of the definition of the primary particle size spectrum and the inflow particle sizes at the model
boundary. The numerical investigations demonstrated that the choice of unrealistic assumptions for the
inflow particle sizes may lead to physically imprecise or incorrect modeled floc sizes, especially in the
upper reaches of the model domain. The definition of the primary particle size spectrum will affect the

model results as well.

From both case studies it can be concluded that the implemented flocculation algorithm in SSIIM is
able to reproduce aggregation and disaggregation mechanisms of cohesive fine sediments in a physically
plausible way pointing out that the model extension can be used as a key simulation tool for numerical
studies on cohesive sediments. It was also found to which degree assumptions for different unknown
calibration parameter values affect the simulation results. The findings from these studies attribute to
a better understanding of the modeled flocculation processes for future applications of the flocculation

algorithm on cohesive sediment transport models.

However, both case studies also revealed the challenges in a physically precise and accurate flocculation
modeling, even in a simplified system in laboratory. This is mainly attributed to the uncertainties
in the specification of the numerous calibration parameters and the complex processes interactions of
fine sediments. That in turn emphasizes that for future applications reliable measurement data of the
characteristics of the flocs and/or the development of explicit theoretical formulations for calculating
those parameters are necessary. Measurement data are the basis for the application of the flocculation
algorithm on both, practical issues in order to make physically more precise predictions of the cohesive
sediment processes and fundamental research in order to improve the knowledge of cohesive sediment

processes in general, and flocculation processes in particular.

Recommendations for Further Work

The numerical studies in this work have shown that flocculation processes are still not completely
understood and that the parameterization of the different influencing factors proves difficult due to
missing measurement data or non-existent theoretical formulations. As a consequence, the use of the
implemented flocculation algorithm on future cohesive sediment transport models is accompanied by
limitations in terms of the precision and accuracy of the modeling results. Based on the findings in this
work, further experimental and numerical investigations on flocculation are required to further improve
the understanding in flocculation processes and to ensure reliable and quantitative simulation results for
applications in cohesive sediment engineering. Future research on flocculation can include the following

experimental and numerical investigations:

o Collection of Measurement Data and/or Development of Theoretical Formulations:
This work emphasized that for future applications of the implemented flocculation algorithm,
reliable measurement data are needed in order to avoid uncertainties in the estimation of the input
empirical parameters. Two dominant influencing factors were identified from the sensitivity studies
in the annular flume which imply a high impact on the model results: the fractal dimension ny,
which is used to describe the floc structure, and the particle yield strength coefficient B, which
also influences the particle yield strength. For future studies on cohesive sediment dynamics, it
will be necessary to improve the understanding about processes that influence these parameters.
Therefore, standardized measurements of the fractal dimension, e. g. by the use of image analysis, are
recommended. Additionally, the development of explicit theoretical expressions for the calculation

of the particle yield strength coefficient are proposed.
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In this context, it has to be noted that measurement size techniques which may disrupt or create
additional sediment flocs do not reflect the real observed floc sizes and thus are not appropriate for
providing representative values of the in situ particle size distribution. Hence, in situ measurements of
the floc characteristics that do not alter the floc properties are highly important for both, fundamental

investigations in the laboratory and practical applications in cohesive sediment engineering.

Optimization of the Implemented Flocculation Algorithm and Further Numerical
Studies: In chapter 5.3.2.2 it was shown that a short time step for modeling flocculation is
required from a physical point of view and in order to avoid mass conservation errors or to keep
them as small as possible. However, short time steps affect the CPU time. For future flocculation
modeling in SSIIM, possible methods (e. g. application of a sub-time step or a dynamically-adaptable
varying time step) for reducing the CPU time and simultaneously ensuring mass conservation need
to be tested. Especially, for long-term modeling of cohesive sediment this will be an important

aspect.

In this work, several sensitivity studies were conducted. In this respect, the impact of the hydraulics
and in particular of the turbulence on the flocculation modeling results was an essential issue of the
analyses. Furthermore, the influence of several sediment specific characteristics was studied (fractal
dimension ny, particle yield strength coefficient B, aggregation coefficient ;). The sensitivity of
the modeling results towards further other parameters describing the physico-chemical properties of
the sediment-fluid-flow system has not been analyzed yet within this work. In the implemented
flocculation algorithm these parameters include: the empirical sediment- and flow-dependent density
function B, and the non-dimensional term II. which takes into account the ionic composition of
the water and particle related characteristics. Since no information about these parameters were
available, the factors/functions were either simplified or set to values recommended from McAnally
and Mehta (2000). In future, the influence of these simplifications and assumptions need to be

investigated in order to ensure physically precise flocculation modeling results.

Further Development of the Implemented Flocculation Algorithm: The implemented
algorithm can be extended by additional model approaches for a simultaneous calculation of
particulate contaminants. Such an extension would allow to model flocculation while simultaneously
taking into account adsorption or desorption processes of contaminants and would therefore
provide the possibility to analyze and quantify the impact of particle-bound contaminants as well.
Particularly for the Iffezheim reservoir, where deposition of contaminated fine sediments represents
a major environmental and economic issue, the consideration of particle-bound contaminants in the
numerical model is of crucial importance. First steps towards modeling particulate contaminants in
combination with flocculation have been elaborated and can be found in Hillebrand and Klassen
(2011). The implemented approach represents the simplest case considering contaminants as
conservative tracer and can be used as a basis for further developments in terms of modeling

adsorption and desorption processes.
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