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Abstract
The Arctic is a very pristine and vulnerable region. In this region, climate change
is dramatically apparent by larger temperature changes than in mid-latitudes. Fur-
thermore, aerosol sources are rare in the Arctic resulting in low cloud condensation
nuclei (CCN) concentrations. The Arctic surface is ice covered most of the time,
but changes of the surface occur in the transition seasons spring and autumn.
This leads to interactions with Arctic mixed-phase clouds. They are low-level
clouds and regularly observed in these high latitudes. Moreover, they consist of
supercooled droplets and ice particles at the same time. Depending on the surface
type, Arctic mixed-phase clouds impact the surface radiative heating or cooling
and the turbulent heating. Furthermore, they influence the boundary layer (BL)
structure. Arctic mixed-phase clouds are influenced by changes in atmospheric
conditions and are important for the surface energy balance. Processes that affect
the life cycle of Arctic mixed-phase clouds are relatively poorly understood. Thus,
field campaigns help to understand Arctic mixed-phase clouds and provide data for
model studies to investigate microphysical and macrophysical processes related to
the life cycle of Arctic mixed-phase clouds mechanistically.
This thesis provides new insights into macro- and microphysical properties of
Arctic mixed-phase clouds: first, by comparing semi-idealized large eddy simula-
tions with observations; second, by dissecting the influences of different surface
types and BL structures on Arctic mixed-phase clouds; third, by elucidating the
dissipation process of Arctic mixed-phase clouds; and finally by analyzing the
main microphysical processes inside Arctic mixed-phase clouds.
The VERtical Distribution of Ice in Arctic clouds (VERDI) campaign was an
aircraft campaign over the Beaufort Sea in spring 2012. Flights through clouds
provide microphysical measurements inside mixed-phase clouds. Four different
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cases are investigated and compared to simulations with the COnsortium for
Small-Scale MOdeling (COSMO) model. In general, the simulated cloud top,
cloud base, and the liquid water content (LWC) within the cloud layer agree well
with the observations. Differences are seen in the droplet size distribution. The
simulated mean cloud droplet sizes are smaller than the observed droplet sizes due
to the prescribed shape of the distribution in the two-moment scheme of cloud mi-
crophysics. The deviation of the observed and simulated droplet diameter profiles
from the wet adiabatic droplet diameter profile is similar. In addition, the cloud
top structure is analyzed. Observations and simulations show an inhomogeneous
characteristic of the cloud top structure. The outcome of this study is a validated
model providing the basis for systematic sensitivity studies, which are described
in more detail below.
Different surface types cause variations in the sensible heat flux and in the latent
heat flux. Thus, altered amount of moisture and heat can propagate into the BL. A
first sensitivity study with three different surface types (sea ice, open lead, and
sea water) shows that the structure of the BL and the surface type are important
and influence the intensity of the surface fluxes. If the BL is well mixed to the
surface, more moisture could reach the cloud layer and increase the cloud liquid
water path. Particularly, the sea water surface influence the moisture transport by
developing a well-mixed BL even when the BL is initially decoupled from the
surface. This sensitivity study elucidates the influences of surface types and BL
structures on Arctic mixed-phase clouds.
The Arctic Summer Cloud Ocean Study (ASCOS) campaign provides a large
dataset of more than a month of observations. Measurements were done on board
the Swedish icebreaker Oden as well as on a multi-year ice floe around 87◦N,
where Oden was moored for three weeks in summer 2008. A second sensitivity
study focus on an episode at the end of the ice drift on 31 August 2008. A low-level
mixed-phase cloud was quasi-persistent for around a week and dissipated in the
evening of 31 August 2008. At the same time, observations showed a decrease in
CCN concentration. Simulations are performed to identify the main contributors
to dissipation of this Arctic mixed-phase cloud. A set of three different sensitivity
experiments mimic large-scale advection of dry air and advection of aerosol. In-
creasing ice crystal number concentration (ICNC) lead to dissipation of the cloud
only at an ICNC of 10 l−1, which is unrealistically high for the Arctic. Drying
the atmospheric layers below the cloud base has no influence on the mixed-phase
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cloud but drying the atmospheric layers above cloud top lead to a weakening of
the liquid-dominated cloud layer. The main contributor for dissipation was found
to be the reduction of cloud droplet number concentration (CDNC) to 2 cm−3 in
this specific observed Arctic mixed-phase cloud. While in reality, it is likely that a
combination of different processes contribute to dissipation, this study provides a
detailed analyis of how each process contributes to dissipation.
The same Arctic mixed-phase cloud during the ASCOS campaign as described
before is analyzed to investigate the microphysical process rates inside clouds.
Two groups of simulations, the diagnostic CDNC simulations with initial constant
CDNC (30 cm−3 and 3 cm−3) and the prognostic simulations with aerosol number
concentrations of 30 cm−3 and 80 cm−3, prescribed CCN, and prognostic CDNC
were performed. The ICNC is altered from 0 l−1 to 1 l−1. Different microphysical
process rates are analyzed and the relevant processes are revealed. The warm phase
process (autoconversion of cloud droplets to raindrops) is strongest near the cloud
top, which is the region where the highest LWC is simulated. Additionally, the
strongest sedimentation rate of rain is near the cloud top in all simulations, except
for the simulation with a CDNC of 3 cm−3, where a second layer at about 300 m
above the surface and below the main cloud layer evolves. This cloud system
finally dissipates. Varying the initial ICNC has no influence of the liquid droplet
growth. Furthermore, the cloud lose condensate mainly via the liquid phase and
not via the ice phase. The strongest ice phase process is the depositional growth
of ice in the cloud layer, which indicates that the Wegener-Bergeron-Findeisen
process has a strong influence on the simulated Arctic mixed-phase cloud. Near
the surface, the ice particles sublimates. This precise sensitivity study evaluates
microphysical processes inside an Arctic mixed-phase cloud and detect the most
important processes.
On the whole, this thesis provides rigorous sensitivity analyses and elucidated
important macrophysical and microphysical processes of Arctic mixed-phase
clouds based on a validated high resolution model.

iii





Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

I Theory and methods 5

2 Arctic mixed-phase clouds . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Arctic climate and boundary layer . . . . . . . . . . . . . . . . . . 7
2.2 Characteristics of Arctic mixed-phase clouds . . . . . . . . . . . 9
2.3 Microphysical processes in clouds . . . . . . . . . . . . . . . . . . 11

3 The COSMO model . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1 Cloud microphysics . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Sea ice model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Turbulence scheme . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4 Model setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

II Results 27

4 Case studies of clouds observed during the VERDI aircraft campaign 29
4.1 Cloud observed during flight V0429 . . . . . . . . . . . . . . . . 30
4.2 Cloud observed during flight V0514 . . . . . . . . . . . . . . . . 36
4.3 Cloud observed during flight V0515 . . . . . . . . . . . . . . . . 38

v



Contents

4.4 Cloud observed during flight V0517 . . . . . . . . . . . . . . . . . 41
4.5 Analyzing the droplet size near cloud top . . . . . . . . . . . . . 43
4.6 Analyzing the cloud top structure . . . . . . . . . . . . . . . . . 46
4.7 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . 56

5 Influence of surface heterogeneities on Arctic mixed-phase clouds 59
5.1 Influence of different surface types on the simulation of V0429 . 60
5.2 Influence of different surface types on the simulation of V0515 . . 67
5.3 Coupling the cloud layer to the surface . . . . . . . . . . . . . . 72
5.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . 78

6 The dissipation of an Arctic mixed-phase cloud . . . . . . . . . . . 81
6.1 The Arctic Summer Cloud Ocean Study (ASCOS) . . . . . . . . . 81
6.2 Model setup of the sensitivity experiments . . . . . . . . . . . . 84
6.3 Results of the sensitivity experiments . . . . . . . . . . . . . . . 86
6.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . 95

7 Microphysical processes in Arctic mixed-phase clouds . . . . . . . 99
7.1 Diagnostic and prognostic CDNC simulations . . . . . . . . . . 100
7.2 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . 113

8 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . 117

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

vi



Glossary

Abbreviations
ASCOS Arctic Summer Cloud Ocean Study
BACCHUS Impact of Biogenic versus Anthropogenic emissions on Clouds

and Climate: towards a Holistic UnderStanding
BL boundary layer
CCN cloud condensation nuclei
CCP cloud combination probe
CDNC cloud droplet number concentration
CE condensation efficiency
COSMO COnsortium for Small-Scale MOdeling
DWD German Weather Service
ECMWF European Centre for Medium-Range Weather Forecasts
ICNC ice crystal number concentration
IN ice nuclei
ISDAC Indirect and Semi-Direct Aerosol Campaign
IWC ice water content
IWP ice water path
LES large eddy simulations
LWC liquid water content
LWP cloud liquid water path
M-PACE Mixed-Phase Arctic Cloud Experiment
MetUM Met Office Unified Model
MMCR Doppler millimeter cloud radar
MODIS MODerate resolution Imaging Spectrometer

viiii



Glossary

QNC number density of cloud droplets
QV specific humidity
RH relative humidity
RWC rain water content
RWP rain water path
SCM single-column model
SHEBA Surface Heat Budget of the Arctic
SID3 Small Ice Detector mark 3
SWP snow water path
TKE turbulent kinetic energy
WVP water vapor path
V0429 flight on 29 April 2012 during VERDI
V0514 flight on 14 May 2012 during VERDI
V0515 flight on 15 May 2012 during VERDI
V0517 flight on 17 May 2012 during VERDI
VERDI VERtical Distribution of Ice in Arctic clouds
WBF Wegener-Bergeron-Findeisen
WD wind direction
WS wind speed

viii



Glossary

Symbols
A intercept of the generalized Γ-distribution
aw activity of water in aqueous solution
Ci capacity of spherical particles
cp specific heat at constant pressure
DV diffusion of water vapour
Er,w saturation vapour pressure over a curved water surface
Esat,w saturation vapour pressure over a plane aqueous solution surface
Esat,s saturation vapour pressure of the solution
Esat,w saturation vapour pressure over a plane water surface
f (x) number density size distribution function
Fv ventilation coefficient
HI ice thickness
HS snow thickness
l τ or LWP
κI heat conductivity of ice
κS heat conductivity of snow
Kh turbulence coefficient of heat
Km turbulence coefficient of momentum
KT conductivity of heat
λ slope parameter of the generalized Γ-distribution
Liv latent heat of sublimation
Lv latent heat of condensation
ms mass of salt
mw mass of water
Mw molar weight of water
Ms molar weight of salt
µ dispersion parameter of the generalized Γ-distribution
N Brunt-Väisälä frequency
Ni ice nucleation rate
NRe Reynolds number
NSc Schmidt number
ν number of ions into which a salt molecule dissociates in water
νs shape parameter of the generalized Γ-distribution

ix



Glossary

φs practical osmotic coefficient of salt in solution
p0 standard reference pressure
Pl spatial autocorrelation function of l
QI heat flux through ice
QS heat flux through snow
qtot total specific humidity (water vapour, water and ice)
R universal gas constant
r radius of a spherical drop
Rd specific gas constant of dry air
reff effective radius
ρl one-dimensional inhomogeneity parameter of l
ρLWP one-dimensional inhomogeneity parameter of LWP
ρs density of the solution
ρτ one-dimensional inhomogeneity parameter of τ

ρw density of water
Ri Richardson number
Ric critical Richardson number
qtotl total specific humidity (water vapour and water)
Rv specific gas constant of water vapour
Si saturation ratio over ice
σl standard deviation of l
σQNC standard deviation of QNC
σs/a surface tension between the solution and humid air
Sl one-dimensional inhomogeneity parameter of l
SLWP one-dimensional inhomogeneity parameter of LWP
Sv,w saturation ratio
Sτ one-dimensional inhomogeneity parameter of τ

σw/a surface tension between water and humid air
T temperature
τ cloud optical thickness
Tf freezing temperature of sea water
θ potential temperature
θe equivalent potential temperature
TI snow-ice interface temperature
TS snow-air interface temperature

x



Glossary

we entrainment velocity
ξl decorrelation length of l
ξLWP decorrelation length of LWP
zTin initial temperature inversion height
zi inversion height

xi





CHAPTER1
Introduction

The Arctic is a vulnerable region and the Arctic system is extremely sensitive to
climate changes (Curry et al., 1996). Furthermore, the Arctic atmosphere is cold
and dry and the ocean is covered with first-year or multi-year sea ice (Stroeve
et al., 2008). The sea ice inhibits the exchange of momentum and heat between the
atmosphere and the relatively warm ocean, especially in winter. A sea ice covered
ocean has an around 10 times higher surface albedo than the uncovered ocean.
Therefore, the surface type has a strong influence on the surface energy budget.
The Arctic climate is changing and the Arctic atmosphere warms faster than the
global average and than in mid-latitudes (Serreze and Barry, 2011). Changes in
moisture in the atmosphere, in clouds, and loss of sea ice intensify the Arctic
warming (e.g. Manabe and Stouffer, 1980; Serreze et al., 2009; Serreze and Barry,
2011; Vihma et al., 2016).
A rapid sea ice decline in all season during the last decades, particularly in summer,
changes the Arctic surface and impacts surface temperatures and moisture in the
atmosphere (Stroeve et al., 2008; Vaughan et al., 2013; Serreze and Stroeve,
2015; Abe et al., 2016). Observations of the MODerate resolution Imaging
Spectrometer (MODIS) show inter-annual lead occurrence in the Arctic (Willmes
and Heinemann, 2016). Consequently, variations in atmospheric moisture has an
effect on clouds in the Arctic atmosphere (Kay and Gettelman, 2009).
Clouds play an important role in the surface energy budget because they can reflect
or absorb radiation from space. Due to their physical properties, they can cool or
warm the surface and the atmosphere. Low-level clouds are common in the Arctic
summer and autumn (Intrieri et al., 2002; Shupe et al., 2011). They can have a net
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cooling effect in summer and a net warming effect on the surface around the year
(Intrieri et al., 2002). Mixed-phase clouds are special, they are composed of ice
crystals and supercooled liquid droplets. In this unstable mixture, the ice crystals
can grow on the expense of the liquid droplets and the cloud can glaciate during a
few hours. This process is called the Wegener-Bergeron-Findeisen (WBF) process
(Wegener, 1911; Bergeron, 1935; Findeisen, 1938). Surprisingly, Arctic mixed-
phase clouds can persist for several days (Morrison et al., 2012). This is due to
several processes within the cloud and in the boundary layer (BL). The radiative
cooling at cloud top is inducing turbulence in the cloud layer and this process
helps to maintain the liquid layer of the cloud (e.g. Pinto, 1998). Furthermore,
large scale moisture sources can be entrained at cloud top and prevents the liquid
cloud layer from dissipation (Morrison et al., 2012). Additionally, the general
synoptic scale forcing is usually weak in the Arctic and does hence not strongly
influence the persistence of an Arctic mixed-phase cloud.
Field campaigns help to constrain and improve the simulation of Arctic mixed-
phase clouds. Several campaigns were conducted in the past 20 years. Some of
these are introduced in the following paragraph. One of the longest in time was the
Surface Heat Budget of the Arctic (SHEBA) program with field experiments in the
Arctic Ocean near Alaska from October 1997 to October 1998 (Uttal et al., 2002;
Intrieri et al., 2002; Shupe et al., 2005). The goal was to gather data to improve our
understanding of physical processes which are important for the surface energy
budget and their interactions with air, sea, and ice. To look into Arctic mixed-
phase clouds in more detail, the Mixed-Phase Arctic Cloud Experiment (M-PACE)
was performed during the transition season in autumn 2004 on the North Slope
of Alaska (Verlinde et al., 2007). Large eddy simulations (LES) were performed
using data for instance from the Indirect and Semi-Direct Aerosol Campaign
(ISDAC) at Barrow, Alaska in April 2008 (McFarquhar et al., 2011; Savre et al.,
2014; Paukert and Hoose, 2014; Ovchinnikov et al., 2014). The focus was on
interactions between cloud properties, such as cloud ice content or cloud water
contents and BL structure in Arctic low-level mixed-phase clouds. The focus in
this thesis is on observations from the VERtical Distribution of Ice in Arctic clouds
(VERDI) campaign (Klingebiel et al., 2015) and the Arctic Summer Cloud Ocean
Study (ASCOS) field campaign (Tjernström et al., 2014). The VERDI campaign
was an aircraft campaign in April and May 2012 over the Beaufort Sea area
north of Canada. Several flights through clouds provide an insight into profiles of
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different cloud microphysical parameters and meteorological parameters, such as
temperature and humidity. Simulations with focus on cloud formation, lifetime,
and properties related to the BL structure of flights during the VERDI campaign
are conducted. The ASCOS field campaign was done on board a ship and on an
ice floe in summer 2008 around 87◦N. During this field campaign a life cycle of
an Arctic mixed-phase cloud was observed. These two campaigns are described in
more detail in the corresponding chapters of this thesis (Chapter 4 and Chapter 6).
There are some challenges associated with simulating a mixed-phase cloud. A high
resolution and a microphysics scheme are essential to represent the boundary layer
and the gradients of various parameters, such as liquid water content, properly.
One complex issue in modeling is the supercooled liquid layer near the cloud
top, which is necessary for cloud top radiative cooling due to longwave emission
(Chapter 2).
The COnsortium for Small-Scale MOdeling (COSMO) model is used with a
high resolution in horizontal and vertical directions to investigate the micro- and
macrophysical properties of Arctic mixed-phase clouds (Chapter 3). Furthermore,
a closer look into the development and dissipation of an Arctic mixed-phase in
the Arctic BL is given.
Moreover, this thesis analyzes simulations of a BL cloud above different surfaces
like a closed sea ice surface or a more heterogeneous surface with an open lead
surrounded by sea ice. It will investigate how different surfaces influence the
microphysical properties of the Arctic mixed-phase cloud and the BL structure.
Finally, this thesis will provide insight into the dissipation of an Arctic mixed-
phase cloud during the ASCOS field campaign. Additionally, the focus will be
on the microphysical processes of the observed Arctic mixed-phase cloud during
ASCOS.
In brief, the objectives of this thesis is to provide answers to the following key
questions regarding Arctic mixed-phase clouds:

◦ How well does the model represent an Arctic mixed-phase cloud? How can
different observations be used to evaluate the simulations? (Chapter 4)

◦ Do different surface types influence the cloud properties of an Arctic mixed-
phase cloud? (Chapter 5)

◦ Why does an Arctic mixed-phase cloud dissipate? (Chapter 6)
◦ Which microphysical processes are relevant in Arctic mixed-phase clouds?

(Chapter 7)
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CHAPTER2
Arctic mixed-phase clouds

Mixed-phase clouds are typical in the Arctic and can occur during the whole
year. They particularly appear in spring, late summer and autumn (e.g. Shupe
et al., 2011). This chapter gives an overview about the Arctic environment, Arctic
mixed-phase clouds and the conditions which are favourable for the persistence
of an Arctic mixed-phase cloud. Furthermore, an insight into the microphysical
processes in clouds is provided.

2.1 Arctic climate and boundary layer
The Arctic climate is influenced by cold air temperature, little moisture in the air,
no or little solar radiation, and high surface albedo. All these conditions make the
Arctic environment a unique place. Moreover, clouds play an important role in
the Arctic system and influence the temperature, moisture and radiation. Arctic
stratus clouds strongly affect the surface energy budget. They influence the sur-
face energy balance by reflecting solar radiation and emitting longwave radiation.
Most of the year the surface is covered by ice and is thus highly reflective. The
surface reflectivity, the clouds, and the low position of the sun induce complex
interactions of clouds and radiation (Curry et al., 1996). When the melt season
starts in spring, more and more ocean surface appears and is contributing to the
surface energy budget with input of heat and moisture. During this time, changes
in the ice surface to open ponds or open leads change the radiative fluxes at the
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surface. If more and more open water areas appear, reflection of solar radiation
decreases. Therefore, radiative fluxes and heat fluxes can strongly vary from place
to place and in time. They are most variable during the transition seasons spring
and autumn. Hence, the effect of the surface fluxes on the Arctic climate varies
throughout the whole year, too (Sedlar et al., 2011).
The Arctic boundary layer (BL) is mostly stable stratified and is often character-
ized by temperature inversions (e.g. Pinto, 1998). The ice covered ocean surface
and weak solar radiation force these inversions. The strongest inversions occur
during autumn and winter (Tjernström and Graversen, 2009). However, they occur
throughout the whole year in the Arctic atmosphere. Therefore, the longwave emit-
tance of an Arctic cloud is often at temperatures warmer than the surface below
the cloud and Arctic clouds tend to warm the surface (Intrieri et al., 2002; Shupe
and Intrieri, 2004). Of course, conditions and properties of Arctic clouds and the
environment, for instance sun angle, cloud thickness or cloud height, are crucial
to quantify the effect of clouds to the Arctic climate. The Arctic BL can either be
coupled to or decoupled from the surface (Sotiropoulou et al., 2014) (Figure 2.1,
equivalent potential temperature (θe) and total specific humidity (water vapour,
water and ice) (qtot) profiles). If radiative cooling at the cloud top generates a
turbulent mixed layer, which reaches the surface and combines with the surface
driven turbulence, the mixed-phase cloud is coupled to the surface. The surface
driven turbulence depends on the surface type and its properties. For instance,
temperature and roughness of the surface play a role in inducing turbulence. An
ice surface is normally colder and rougher than a water surface. Also the transition
zone from ice to a water surface may influence the surface turbulence production.
During autumn, when the atmosphere cools, the surface starts to change, and more
and more ice forms, the surface has a strong effect on the BL height (Schweiger
et al., 2008; Sato et al., 2012). The more the sea ice decreases the more the BL
increases. Besides that, observations show that decoupled BL clouds are generally
higher than the coupled BL clouds, although no differences in cloud water and
cloud thickness were observed (Sotiropoulou et al., 2014).

8



2.2. Characteristics of Arctic mixed-phase clouds
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is resilient and often lasts for several days18,23–26, transitions between 
it and the radiatively clear state typically occur over timescales of 
hours or less52. These transitions are accompanied by sharp changes 
in clouds, turbulence, radiation, surface energy budget and atmos-
pheric thermodynamic profiles. Observed time trajectories of one 
to five days from SHEBA (Fig. 4b) provide examples of transitions 
between radiatively clear conditions and low-level mixed-phase 
clouds (or vice versa) in the phase space of net surface longwave 
radiation versus surface pressure, similar to ref. 82. These trajecto-
ries show the system slowly evolving within either the mixed-phase 
state (with net longwave radiation near 0 W m−2) or radiatively 
clear state (with net longwave radiation near −40 W m−2), until it 
rapidly transitions to the other state. Thus, system evolution seems 
to be influenced both by slow- and fast-timescale processes. Slow-
timescale processes are generally associated with the large-scale 
meteorological environment (for example, large-scale advection of 
water vapour shown in the conceptual model; Fig. 3), with a char-
acteristic timescale on the order of a day or longer. Fast-timescale 
processes are associated with local process interactions between 
clouds, radiation, aerosol, turbulence and the surface as depicted 
in Fig.  2, with characteristic timescales on the order of one hour 
or less. Although fast processes typically interact in ways that lead 
to resilience of the state, they can drive rapid evolution and tran-
sition between states if these interaction pathways are disrupted45. 
The importance of both fast- and slow-timescale processes may 
explain why it has been difficult to clearly relate these Arctic states 
to large-scale environmental conditions. For example, despite being 
able to correlate the opaquely cloudy and radiatively clear states 
with surface pressure, the authors82 were unable to identify specific 
processes or mechanisms that explain this relationship.

Interactions between fast-timescale, local processes and slow-
timescale, large-scale environmental processes have been described 
for subtropical marine boundary layer clouds85,86. These interac-
tions tend to occur along slowly evolving surfaces in phase space, 
called slow manifolds86. Slow manifolds may also be a helpful way 

to understand interaction of the persistent mixed-phase cloud state 
with the large-scale Arctic environment. In the examples shown in 
Fig.  4b, individual time trajectories of observed net surface long-
wave radiation and surface pressure from SHEBA82 evolve along 
slow manifolds corresponding to either the mixed-phase or radia-
tively clear state as the large-scale environment (in this illustra-
tion, surface pressure) changes. This slow evolution is punctuated 
by sudden transition from one state to the other, followed again by 
slow evolution along the other manifold. (Note, however, that not 
all transitions between these two states follow such clear paths.) We 
hypothesize that local process interactions, as depicted in Fig. 2 for 
the mixed-phase cloud state, tend to keep trajectories ‘slaved’ to the 
slow manifolds86, leading to resilience and persistence of the states. 
However, if changes to the large-scale environment are significant 
enough to disrupt these local process interactions, then transition 
between the manifolds may occur.

Large eddy simulations of the Arctic boundary layer45,48 provide 
support for this hypothesis. For example, the mixed-phase state can 
be maintained by local process interactions even when there is a 
drying of the large-scale environment through advection and pre-
cipitation48, but if the drying is large enough and supercooled water 
is reduced below the amount required to maintain sufficient cloud-
top radiative cooling and production of turbulence, rapid transi-
tion to the radiatively clear state occurs45. Similar transition from 
a well-mixed, stratocumulus-topped boundary layer to a partly 
cloudy, decoupled boundary layer occurs in the subtropical marine 
environment when cloud water and hence radiative cooling are suf-
ficiently reduced86.

Limitations
Our understanding of Arctic mixed-phase clouds has progressed 
significantly over the past few decades, but a number of unresolved 
issues remain. As in other geographical regions, the primary con-
cern is that of relating the statistical properties of clouds to the 
larger-scale meteorological environment87,88.

Microphysics

o

r
T

(o

y
Forc r

r

pr

r

Mois

θE

M
ix

r

T

0.5–

rc
T θE

r

Figure 3 | A conceptual model that illustrates the primary processes and basic physical structure of persistent Arctic mixed-phase clouds. The main 
features are described in text boxes, which are colour-coded for consistency with elements shown in the diagram. Characteristic profiles are provided of 
total water (vapour, liquid and ice) mixing ratio (qtot) and equivalent potential temperature (θE). These profiles may differ depending on local conditions, 
with dry versus moist layers/moisture inversions above the cloud top, or coupling versus decoupling of the cloud mixed layer with the surface. Cloud-top 
height is 0.5–2#km. Although this diagram illustrates many features, it does not fully represent all manifestations of these clouds.
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Figure 2.1: Scheme of processes of a persistent Arctic mixed-phase cloud. Characteristic profile of
qtot and the θe profiles are shown. Reprinted by permission from Macmillan Publishers Ltd: [Nature
Geoscience] (Morrison et al., 2012), copyright (2012).

2.2 Characteristics of Arctic
mixed-phase clouds

Aerosol sources are rare in the Arctic, especially in the high Arctic (≥ 80 ◦N). This
unique environment affects mixed-phase clouds. Arctic mixed-phase clouds are
low-level clouds with a cloud top at a height between 0.5 km and 2 km (Figure 2.1)
(Morrison et al., 2012). The structure of an Arctic mixed-phase cloud typically
comprises a liquid layer and an ice layer. Both layers together have approximately
twice the thickness of the liquid layer. Between the liquid-dominated layer at
cloud top and the layer containing only ice particles closer to the surface, a mixed-
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Chapter 2. Arctic mixed-phase clouds

layer of ice crystals and supercooled cloud droplets develops. The liquid layer is
around 300 m to 800 m deep (Shupe et al., 2008) and compared to mid-latitude
clouds, the cloud droplet number concentration (CDNC) is lower. The Arctic
CDNC is most of the time smaller than 100 cm−3 (Hobbs and Rangno, 1998).
Typical temperatures of clouds in which cloud droplets and ice crystals coexist
are -4 ◦C to -20 ◦C (Rangno and Hobbs, 2001).
The long persistence of these clouds is counter intuitive to the unstable mixture of
supercooled water and ice crystals (Shupe et al., 2005). Normally, the ice particles
would grow at the expense of the liquid droplets and the cloud would theoretically
glaciate fast, known as the Wegener-Bergeron-Findeisen (WBF) process (Wegener,
1911; Bergeron, 1935; Findeisen, 1938). Instead, liquid droplets and ice particles
can both grow at the expense of water vapour in the cloud at the same time (Korolev
and Mazin, 2003; Korolev, 2007). This is possible, because the equilibrium vapour
pressure over liquid is greater than the equilibrium vapour pressure over ice.
Simultaneous growing of liquid droplets and ice particles may occur in updrafts,
while simultaneous shrinking due to evaporation may occur in downdrafts and
entrainment zones (Korolev and Mazin, 2003; Korolev, 2007). Thus, in convective
clouds, the WBF process may be limited by the updraft velocity and may not be
the only responsible mechanism in mixed-phase clouds.
Several processes in the Arctic environment help Arctic mixed-phase clouds to
persist. These processes are weak synoptic scale forcing or large scale subsidence,
radiative cooling and the induced turbulent mixing, and large scale moisture
sources (Fig. 2.1) (Morrison et al., 2012; Shupe et al., 2013). Hence, Arctic mixed-
phase clouds can persist for several days.
Among all these processes, the important small scale process in the cloud is
radiative cooling. Droplets in the liquid cloud layer reflect the incoming solar
radiation. The amount of reflected sunlight depends on the diameter of the droplets
and the supply of liquid cloud water (Penner, 2004). Furthermore, the longwave
cooling of the cloud air parcel near the cloud top leads to turbulent mixing and a
cloud-driven mixed-layer develops (Solomon et al., 2011; Morrison et al., 2012;
Shupe et al., 2013). Condensation can occur directly in the inversion layer due to
radiative cooling (Solomon et al., 2011). Finally, the air parcels sink and the ice
crystals inside the liquid layer can grow due to the expense of liquid water. The
sedimentation of ice crystals starts in the mixed-layer of the cloud and forms a
sink of the liquid water content (Morrison et al., 2012). In updrafts, cloud droplets
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2.3. Microphysical processes in clouds

and ice crystals can grow, though the net liquid mass growth normally has the
largest contribution (Shupe et al., 2008).
Large scale advection of moisture and humidity inversions at the cloud top may
contribute weakly via entrainment as a source of moisture to the persistence of the
cloud (Solomon et al., 2011; Sedlar et al., 2012; Tjernström et al., 2012; Nygård
et al., 2014).

2.3 Microphysical processes in clouds
The atmosphere is composed of all three phases of water: the liquid, the solid,
and the gas phase. Water vapour represents the gas phase, cloud droplets and
raindrops the liquid phase, and ice particles the solid phase. The following section
explains the warm and cold microphysical processes in clouds which lead to the
growth of cloud droplets and ice particles.

2.3.1 Growth of cloud droplets
The growth process of cloud droplets is initiated by activation (Lamb and Verlinde,
2011). Before this, a first droplet has to form. Pure water droplets can theoretically
form by cluster formation and condensation. This process, named homogeneous
nucleation, needs a very high supersaturation in the atmosphere, which does not
occur in nature (Wallace and Hobbs, 2006; Seinfeld and Pandis, 2016). Another
way to build droplets is that water vapour condensates on aerosol particles, which
then are totally or partly solved in water and form an initial droplet. The activation
of cloud condensation nuclei (CCN) takes place at lower supersaturations and
depends on the size of the aerosols and the composition of the solution. During
the activation of a droplet, the droplet has to exceed a high energy barrier. Beyond
this barrier named activation point, droplet growth is determined by the radius of
curvature of the droplet. The activation point depends on the solute concentration
of the droplet and the size of the droplet. The formerly solid particles which are
dissolved in the water of the droplet decrease the saturation vapour pressure on
the droplet surface and thus lead to a faster growing of the droplet compared to
a pure water droplet. Depending on the chemical composition of the solution,
droplets reach this point earlier or later while growing. The process of activation
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Chapter 2. Arctic mixed-phase clouds

and further growth is described by the Köhler theory (Köhler, 1936). The theory
combines the laws of Kelvin and Raoult. The Kelvin law (Equation (2.1)) for pure
water describes the growth of droplets depending on the radius of curvature of the
droplet. A curved surface has a higher saturation vapour pressure (Er,w) than a flat
water surface (Esat,w). Therefore, droplets with a greater radius (r) grow by vapour
diffusion on the expense of the smaller droplets (Pruppacher and Klett, 1997).

Er,w

Esat,w
= exp

(
2Mwσw/a

RT ρw r

)
(2.1)

The surface tension and the compressibility of water are neglected in Equa-
tion (2.1). R is the universal gas constant (= 8.31 J mol−1 K−1). ρw is the density
of water and Mw the molar weight of water. The surface tension between water
and humid air (σw/a) amounts to 0.072 J m−2. In Equation (2.1) an equilibrium is
assumed between the droplet and the environment. Thus, the Kelvin law can be
expressed by the saturation ratio (Sv,w) which describes the ratio between Er,w and
Esat,w:

lnSv,w =
2Mwσw/a

RT ρw r
(2.2)

The law of Raoult describes that the solution decreases the saturation vapour
pressure over a plane aqueous solution surface (Esat,w) of the droplet and thus the
activation of the droplets occur earlier (Pruppacher and Klett, 1997). The activity
of water in aqueous solution (aw) depends on the temperature (T ), the saturation
vapour pressure of the solution (Esat,s), and Esat,w. It is defined as follows:

aw(T ) =
Esat,s

Esat,w
(2.3)

Raoult‘s law (Equation (2.4)) takes the molar weight of salt (Ms), the mass of
salt (ms), the density of the solution (ρs) and number of ions into which a salt
molecule dissociates in water (ν) into account. With the assumption of an ideal
solution and with the practical osmotic coefficient of salt in solution (φs), Raoult‘s
law is described as:

aw = exp

(
−ν

ms Mw

Ms(
4πr3

3 ρs −ms)
φs

)
(2.4)
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1997).
Sv,w = aw K (2.5)

K defines the Kelvin equation (Equation (2.2)). Under the presumption that the
solution is sufficient diluted (ms << mass of water (mw)) the σw/a is equal to
surface tension between the solution and humid air (σs/a). Furthermore, ρs is equal
to ρw and φs ≈ 1. The whole Köhler theory is described as following:

lnSv,w =
A
r
− B

r3 (2.6)

With:

A =
2Mwσs/a

RT ρw r
; B = ν

ms Mw

Ms(
4πr3

3 )ρw
(2.7)

After the activation process, cloud droplets grow to raindrops by colliding with
other cloud droplets (Figure 2.2). A larger droplet can collect a smaller one
(accretion) or a faster droplet can catch a slower one (Lamb and Verlinde, 2011).
Additionally, cloud droplets can grow by merging of droplets of different sizes.
The latter process is called coalescence. During the collision process droplets
can break up and build smaller droplets again. Collision and coalescence are the
processes producing rain in warm clouds and the autoconversion represents the
whole process of building raindrops out of cloud droplets. The loss of mass in
clouds is due to sedimentation of raindrops. If the raindrops reach a certain size
and mass they precipitate towards the surface.

2.3.2 Growth of ice particles
The temperature in clouds is often below the freezing temperature. Supercooled
liquid droplets are still found in the atmosphere at temperatures below 0 ◦C and
coexist with ice particles (Pruppacher and Klett, 1997).
Clean water droplets freeze at temperatures around -38 ◦C (Lamb and Verlinde,
2011). During freezing a critical cluster of ice molecules is built. This process
is called homogeneous nucleation. However, homogeneous nucleation does not
explain all the available ice in clouds. Ice particles exist at higher temperatures
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Chapter 2. Arctic mixed-phase clouds

freezing are describing various heterogeneous nucleation processes. In all these
mechanisms, aerosols act as ice nuclei, interact with water vapour or liquid in
the atmosphere, and favour the formation of ice particles (Lamb and Verlinde,
2011). Immersion freezing is assumed to be the major process in this thesis. It
describes that a solid particle enters the liquid droplet before the freezing event
occurs. Finally the droplet freezes and an ice particle is built.

Cloud 
droplets

Raindrops

Cloud ice

Snow

Graupel

Hail

Liquid-liquid collision Ice-ice collision

- Selfcollection
- Autonversion
- Accretion

- Aggregation
- Selfcollection

Figure 2.2: Overview of the collision processes of cloud droplets, raindrops, cloud ice, snow, graupel,
and hail. The black lines inidicate ice-ice collision prozesses and the blue lines indicate liquid-liquid
collision prozesses. Both processes are specified in the black and blue boxes, respectively.

Different processes in the atmosphere lead to the growth of ice particles (Seifert
and Beheng, 2006). One possibility is that an ice particle collects other ice parti-
cles and then can grow further and build snowflakes with different sizes and shapes
eventually (Figure 2.2). The aggregation of different ice particles to snowflakes
is called autoconversion. Size, shape, and mass of the ice particles determine
the velocity of sedimentation. For example, dendritical particles are slower than
simple plate shaped particles of the same mass (Lamb and Verlinde, 2011).
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Growth

Autoconversion Deposition Riming

Figure 2.3: Overview of growth processes of ice particles. Autoconversion, deposition and riming
are marked within the orange boxes. The grey colour marks ice, blue colour marks liquid and white
indicates water vapour.

Further, ice particles can collide with supercooled liquid droplets, such that the
liquid droplets usually instantaneously freeze at the ice particles. This is the riming
process which occurs with cloud ice, snowflakes, graupel, and hail (Figure 2.3).
The wet growth process is a special process which happens with hailstones. The
fast collection of supercooled water by the hailstone lead to a warming of the
hailstone due to latent heating. The hailstone grows by liquid water and the
freezing process depends on the released latent heat. However, all these different
types of ice hydrometeors can collide with supercooled liquid droplets and support
the forming of particles with different sizes.
The depositional growth of an ice particle brings the water vapour in the at-
mosphere into play. The ice particles grow by diffusion of water vapour. The
equilibrium vapour pressure over ice is lower than over liquid water. The growth
of ice particles by vapour diffusion requires the supersaturation over ice and the
supersaturation generated by adiabatic cooling at cloud top and updrafts limit the
depositional growth (Lamb and Verlinde, 2011).
All these different processes contribute to the ice growth in a cloud and are
summarized in Fig. 2.3.
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CHAPTER3
The COnsortium for Small-Scale

MOdeling (COSMO)model
The COSMO model is a non-hydrostatic limited-area atmospheric prediction
model, developed at the German Weather Service (DWD) for operational numeri-
cal weather prediction as well as for scientific purposes (Schättler et al., 2015).
The model is based on primitive thermo-hydrodynamical equations which describe
a compressible flow in a moist atmosphere. COSMO uses rotated geographical
coordinates and generalized terrain following height coordinates. The grid struc-
ture is an Arakawa C-grid with a Lorenz vertical grid staggering. In the used
setup, the time integration scheme is a third order Runge-Kutta scheme with time
split treatment of acoustic and gravity waves. The radiation is calculated with
a two-stream radiation scheme after Ritter and Geleyn (1992). Longwave and
shortwave fluxes are calculated column wise. In the following sections, relevant
components of the model, with importance to this thesis, are described.

3.1 Cloudmicrophysics
The two moment cloud microphysics scheme by Seifert and Beheng (2006) was
developed for mixed-phase clouds and to improve the representation of clouds
and precipitation in atmospheric models. Within this scheme the development of
the number densities and the masses of six hydrometeors types, denoted cloud
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Chapter 3. The COSMO model

droplets, cloud ice, raindrops, snow, graupel, and hail, are predicted. The growth
of droplets of clouds and rain are described by warm phase processes. Droplet
activation, condensation, collection, and coalescence are parameterized and the
drop size distribution composes of cloud droplets and raindrops (Seifert and
Beheng, 2001). Raindrops have a radius greater or equal to a radius of r∗ = 40 µm.
The cloud droplets are distinguished from the raindrops by the drop mass x∗ =
2.6×10−10 kg.
The scheme is based on the partial power moments, Mk

c and Mk
r , of the number

density size distribution function ( f (x)) of droplets fw(x). The first partial moment
of fw(x) is the number density of cloud droplets and raindrops, M0

c ≡ QNC and
M0

r ≡ QNR, respectively (Seifert and Beheng, 2006). Furthermore, the second
partial moment is the mass density of cloud droplets and raindrops, M1

c ≡ LWC
and M1

r ≡ RWC.

Mk
c =

∫ x∗

0
xk fw(x)dx =

∫
∞

0
xk fc(x)dx, (3.1)

Mk
r =

∫
∞

x∗
xk fw(x)dx =

∫
∞

0
xk fr(x)dx (3.2)

The whole size spectrum can be split in a number density size distribution function
of cloud droplets fc(x) and of raindrops fr(x). fc(x) and fr(x) are described by
generalized Γ-distributions,

f (x) = Axνs exp(−λxµ) (3.3)

with the two constant parameters νs and µ (Table 1 in Seifert and Beheng (2006)).
They rely on the different hydrometeor types. A is the intercept, νs is the shape
parameter, λ is the slope or scale parameter, µ is the dispersion parameter (Seifert
and Beheng, 2006; Khain et al., 2015). A and λ can be described by the number
and mass densities, for cloud droplets by the number density of cloud droplets
(QNC) and by the liquid water content (LWC), respectively.

A =
µQNC
Γ( νs+1

µ
)

λ
νs+1

µ (3.4)

λ =

[
Γ( νs+1

µ
)

Γ( νs+2
µ

)
x̄

]−µ

, x̄ =
LWC
QNC

(3.5)
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3.1. Cloud microphysics

Table 3.1: Coefficients of the relationships of diameter-mass and velocity-mass, which are used in the
current model setup.

Particle a b α β

cloud droplets 0.124 1/3 3.75×105 2/3
raindrops 0.124 1/3 114.0137 0.234370
cloud ice 0.835 0.39 6.387 1/6
snowflakes 2.4 0.455 8.8 0.15
graupel 0.15 0.323 32.0 0.180
hail 0.129 1/3 56.0 0.21270

The different particles have different size and mass properties. Therefore, the
relationships between diameter-mass and velocity-mass are parameterized as
follows:

D(x) = axb (3.6)

v(x) = αxβ

(
ρ0

ρ

)γ

(3.7)

The coefficients a, b, α , and β are constant and depend on the hydrometeor type
(Seifert and Beheng (2006), Table 3.1). The effect of the air density (ρ) on the
velocity of each hydrometeor is small. γ is 0.5 for large raindrops and for smaller
hydrometeors γ is lower. This effect is considered by a linear fit of γ depending
on the mean diameter of the hydrometeors (personal communication U. Blahak,
DWD, Germany). ρ0 is the surface air density.
The different ice phase hydrometeors are considered in the ice phase scheme.
Parameterizations of the different ice growth processes are implemented (Fig-
ure 2.3). The depositional growth of ice particles is an important process in the
simulations of Arctic mixed-phase clouds in this thesis, thus the model process
will be described in more detail. The general growth rate of an individual ice
particle ( dxi

dt ) is given by

dxi

dt

∣∣∣∣
dep

=
4πCiFv(xi)Si

RvT
Esat,i(T )Dv

+ Liv
KTT

(
Liv

RvT −1
) (3.8)

Equation 3.8 describes a vapour mass flux at the ice particle surface depending on
the saturation ratio over ice (Si) (Pruppacher and Klett, 1997; Seifert and Beheng,
2006). The capacity of spherical particles (Ci) is a function of the geometry of
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the ice particle (Ci =
Di
2 ) and the diffusion of water vapour (DV) (3×105 m2 s−1),

the specific gas constant of water vapour (Rv) (461.51 J kg−1 K−1), the latent
heat of sublimation (Liv) (2.834×106 J kg−1), and the conductivity of heat (KT)
(2.5×10−2 J m K−1 s−1) are constants. If an ice crystal has grown to a certain size
it is important to consider the fall velocity by adding the ventilation coefficient
(Fv). For spherical particles Fv is given by

Fv(xi) = av,i +bv,iN
1/3
Sc N1/2

Re (3.9)

with the ventilation coefficient av,i and bv,i, which depend on the diameter-mass
relationship and velocity-mass relationship as well as on µ and ν of the generalized
Γ-distribution ( f (x)) (Equation (3.3)). Fv depends on the Schmidt number (NSc)
(= 0.71 (Pruppacher and Klett, 1997)) and the Reynolds number (NRe).

3.2 Sea icemodel
Surface characteristics have an impact on the energy balance of the surface and
sea ice has different radiative properties and roughness than for example an
open water area. Therefore the COSMO model has a sea ice scheme which
considers the thermodynamic processes in the ice layer and the possible snow
layer on the ice layer (Figure 3.1) (Mironov and Ritter, 2004; Mironov, 2008;
Schättler et al., 2015). The temperature profile is parameterized within these two
layers and depends on the time and the vertical coordinate z (Eq. 3.10). For the
parameterization the temperature at the snow-ice interface (TI), the temperature
at the snow-air interface (TS), and (Tf), the freezing point of sea water, -1.7◦ C, is
described as follows:

T (z, t) =

{
Tf − [Tf −TI(t)]φI(ζI) at−HI(t)≤ z ≤ 0

TI(t)− [TI(t)−TS(t)]φs(ζs) at− [HI(t)+Hs(t)]≤ z ≤−HI(t)
(3.10)

HI is the ice thickness and HS the thickness of the snow. z is the vertical coordinate,
being positive downward, and originates at the ice-water interface.
With the heat fluxes through snow (QS) and through ice (QI) (Eq. 3.11) two
differential equations for the time dependent TI(t) and HI(t) build the system for
the heat transfer. Introducing dimensionless functions φI ≡ (Tf − T )/(Tf − TI)
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sea water

ice

snow

0 Tf

TI

TS

HI

HS

z

Figure 3.1: Scheme of the sea ice model configurations. The freezing point temperature (Tf ) of sea
water is defined at the sea water surface (z = 0m) and at the bottom of the ice. The ice layer with its
thickness HI is below the snow layer with a thicknes of HS, with temperatures TI and TS, respectively.
The vertical coordinate z is defined positive downward.

and φs ≡ (TI − T )/(TI − TS), and dimensionless depths ζI ≡ −z/HI and ζS ≡
−(z+HI)/HS suffice the boundary conditions φI(0) = 0, φI(1) = 1, φs(0) = 0,
and φs(1) = 1.

QI =−κI
Tf −TI

HI

dφI

dζI
,

Qs =−κs
TI −TS

HS

dφS

dζS

(3.11)

κI and κS are the heat conductivities for ice and snow. The temperature at the
bottom of the ice layer is set to the freezing temperature of sea water.

3.3 Turbulence scheme
The original COSMO code was not constructed for large eddy simulations (LES)
and the parameterization of a subgrid-scale model was needed (Herzog et al.,
2002b). Therefore a 3d prognostic turbulent kinetic energy (TKE) scheme was
developed (Herzog et al., 2002a,b). The turbulent fluxes for heat, mass and
momentum were implemented. They are specified by a first-order closure through
a local gradient and a local turbulence coefficient. The turbulence coefficients
for heat and momentum, Kh and Km, respectively, follow the description of
Smagorinsky (1963) and Lilly (1962) (Langhans et al. (2012), Eq. 3.12). Kh and
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Km include the effects of buoyancy by including the Richardson number.

Km = c2
s Λ

2SFm, Kh = c2
s Λ

2SFh (3.12)

The Prandtl-Kolomogorov specification is used for the length scale Λ (Herzog
et al., 2002b). The Smagorinsky constant cs is assumed to be 0.25 (Herzog et al.,
2002b; Langhans et al., 2012). The functions Fm and Fh depend on the stability,
thus on the Richardson number (Ri) and on the critical Richardson number (Ric)
specified by Brown et al. (1994) (Langhans et al. (2012), Equation (3.13)).

Fm =

√
max(0,1− Ri

Ric
) (3.13)

The Brunt-Väisälä frequency (N) is described for saturated air (Nm) after Durran
and Klemp (1982) and N is a measure of the strength of the buoyancy force. For
calculation of Ri, N is squared and divided by S = Sij, the strain tensor, which is
also squared (S2 = 2SijSij) (Equation (3.14)).

Ri =

{
N2

m
S2 for saturated air
N2

S2 for unsaturated air
(3.14)

3.4 Model setup
The semi-idealized LES setup has a horizontal size of 6.4 x 6.4 km with a grid
spacing of 100 m. The boundary conditions are periodic similar to Paukert and
Hoose (2014). The subsidence is described with a linear function from zero at
the surface to 0.4125 cm s−1 at the initial temperature inversion height (zTin) and
is kept constant above the initial inversion base height. A fixed cloud droplet
number concentration (CDNC) and ice crystal number concentration (ICNC) is
used because in this thesis no aerosol information was available. The CDNC at
each time step and grid point is set to the fixed CDNC if LWC is greater than 0
(Equation (3.15)).

LWC > 0 : CDNC =
CDNCfixed

ρ
(3.15)

After a spin-up time of 2 h cloud ice processes are turned on. Thus, the liquid cloud
layer has 2 h time to develop without influences of ice microphysical processes.
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The ice nucleation rate (Ni) is calculated if the Si is greater or equal to 0.05 and if
a certain amount of LWC is formed in a grid point (Equation (3.16)). Hence, the
ICNC is relaxed to the initially set ICNC (Ni0) at every time step (∆t) (Morrison
et al., 2011; Ovchinnikov et al., 2014).

∂Ni

∂ t
= max

(
0,

Ni0 −Ni

∆t

)
, Si ≥ 0.05 or LWC ≥ 0.001gkg−1

∂Ni

∂ t
= 0, Si < 0.05 or LWC < 0.001gkg−1

(3.16)

The approaches of the fixed CDNC and ICNC, the 2 h spin up time and the
description of the large scale subsidence are based on the model setup described
in Ovchinnikov et al. (2014). The sun zenith angle is constant and set to the time
of the start of the simulations for all different simulations, except for the Impact
of Biogenic versus Anthropogenic emissions on Clouds and Climate: towards a
Holistic UnderStanding (BACCHUS) simulations (Chap. 7). There the sun zenith
angle changes with progressive time. The initial temperature, moisture, and wind
profiles were taken from radiosonde or dropsonde profiles, depending on the
chosen campaign. The domain height is greater than the dropsonde profile height,
therefore the ERA-Interim reanalysis data is used to fill the missing data in the
initialization profiles (Dee et al., 2011). CDNCs are based on observations and
ICNC are estimated from observations and the instrument detection range. The
model setup differs in domain top, vertical levels and subsidence description.
Specifications for each chapter are described in Tab. 3.2.

Setup of Chapter 4 The simulations of four days during the VERtical Distri-
bution of Ice in Arctic clouds (VERDI) campaign are made with a model domain
top at 22 km, divided into 237 vertical levels. The vertical resolution is 15 m until
1005 m and decreases exponentially above 1005 m. For all four simulations four
different dropsonde profiles from the VERDI campaign are used to build the initial
profiles for the simulations. The profiles are modified and sometimes smoothed to
avoid numerical issuses of the model. The number concentration of ice particles
was often below or at the detection limit of the Small Ice Detector mark 3 (SID3)
instrument during the VERDI campaign. Thus, the fixed ice crystal concentration
is assumed to 1 l−1 based on measurements during the Indirect and Semi-Direct
Aerosol Campaign (ISDAC) campaign (McFarquhar et al., 2011; Ovchinnikov
et al., 2014). The CDNC of the 29 April 2012 simulation is based on the SID3
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Table 3.2: Model setup specifications of the different simulations.

Campaign and simulation day Specifications
VERDI, 29 April 2012 zTin = 500m CDNC= 75 cm−3, ICNC = 1 l−1

VERDI, 14May 2012 zTin = 870m CDNC= 100 cm−3, ICNC = 1 l−1

VERDI, 15May 2012 zTin = 988m CDNC= 100 cm−3, ICNC = 1 l−1

VERDI, 17May 2012 zTin = 350m CDNC= 100 cm−3, ICNC = 1 l−1

ASCOS, 31 August 2008 zTin = 960m CDNC and ICNC see Tab. 6.1
BACCHUS, 31 August 2008 - CDNC and ICNC see Tab. 7.1

Setup of Chapter 5 The sensitivity study about the influences of different
surface types and different boundary layer (BL) structures are simulated with a
domain top of 2 km. The vertical axis is divided into 133 vertical levels. For this
low domain height a simple radiation scheme is used. It is a simple longwave
radiation parameterization and depends only on the cloud liquid water path (LWP)
in the model (e.g. Stevens et al., 2005; Ackerman et al., 2009; Ovchinnikov et al.,
2014). The simple parameterization represents the radiative cooling at cloud top
due to variations in LWC. The vertical resolution, the fixed CDNC, and ICNC are
the same as used in the VERDI campaign simulations (Chapter 4). For this study
the 29 April and 15 May 2012 are analyzed and zTin are specified in Tab. 3.2.

Setup of Chapter 6 For the sensitivity study of the dissipation of an Arctic
mixed-phase cloud the height of the model domain is at about 22 km to consider
the influences from the atmosphere above the BL on the mixed-phase cloud. The
vertical resolution is similar to Chapter 4 and the model height is divided into
237 vertical levels. The initial temperature inversion base is at 960 m and the
subsidence profile is adjusted to this height. The model surface is sea ice with a
temperature of 271.35 K and an albedo of 70 %. The albedo corresponds to obser-
vations during the ASCOS campaign. The subsidence values are consistent with
European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis of
the 31 August 2008. A radio sounding from the 31 August 2008 at 5:35 UTC
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measurements and therefore set to 75 cm−3. The same instrument is used to set
the CDNC of the 15 May 2012 to 100 cm−3. For the simulations of the other two
days, the 14 May and 17 May 2012, the CDNC is assumed to be 100 cm−3. The
zTin for the subsidence description is adjusted for each single simulation of the
different days (Tab. 3.2).



3.4. Model setup

builds the initial moisture and temperature profiles for the simulation. The wind
speed and the wind direction are smoothed from 12 km to 22 km. The altered
CDNC and ICNC are shown in Tab. 6.1. The CDNC value for the control sim-
ulation is estimated from CCN counter measurements on board the ice breaker
(Martin et al., 2011). Unfortunately, there were no observations of ice nuclei (IN)
concentrations, because they were low or below the detection limit.

Setup of Chapter 7 The analysis of the microphysical rates is part of the
BACCHUS project. The model setup is the same as in Chap. 4, except for the
subsidence description. The large scale subsidence is described by a linear function
which depends on the vertical height and is decreasing from the surface with a
factor of 1.5x10−6 towards the model top. Specifications of the simulations are
defined in Tab. 7.1.
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PART II

RESULTS





CHAPTER4
Case studies of clouds observed

during the VERtical Distribution of
Ice in Arctic clouds (VERDI)

aircraft campaign
This chapter analyses four different simulations of clouds during the VERDI
campaign. Within this campaign, aircraft measurements were performed in April
and May 2012 over the Beaufort Sea, north of Canada and around Inuvik, lo-
cated in the Northwest Territories of Canada (Klingebiel et al., 2015) (Figure 4.1).
Thirteen flights with the POLAR 5 research aircraft through clouds provide an
insight into profiles of different cloud microphysical parameters and meteorologi-
cal parameters, such as temperature or humidity. Simulations with focus on cloud
formation, lifetime, and properties related to the boundary layer (BL) structure of
four different flights during the VERDI campaign are conducted using the model
setup described in Section 3.4.
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Chapter 4. Case studies of clouds observed during the VERDI aircraft campaign

(a)V0429 (b)V0514

(c)V0515 (d)V0517
Figure 4.1: VERDI flight tracks (blue lines) and MODIS images (Aqua; 500 m resolution; bands: 7, 2,
1) are shown for all four simulated flights (https://verdi.fz-juelich.de/ with modifications). Dropsondes
are marked with a black pin and the specific date and time. The approximatetly distribution of the
cloud decks are indicated with the red lines. The airport Inuvik is marked with a red pin.

4.1 Cloud observed during flight V0429
During the 29 April 2012 several low pressure systems controlled the area of
Canada (Bär, 2012). The aircraft observations took place at the southern end of
a high pressure system. The pressure gradients were low, and so was the wind
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4.1. Cloud observed during flight V0429

Figure 4.2: V0429 initialization profiles of T , RH, qtotl , WS, and WD (from left to right).

speed. Clouds of the trough and clouds of the low pressure systems at the surface
in the south east of the flight track built a continuous cloud cover (Figure 4.1a).
No high clouds were observed and the low level clouds were persistent during the
measurement period. The low level cloud cover was spatially and homogeneously
distributed. The cloud top was at about 570 m and the cloud base at about 150 m.
The initialization profiles of temperature (T ), relative humidity (RH), total specific
humidity (water vapour and water) (qtotl), wind speed (WS), and wind direc-
tion (WD) (Figure 4.2) are based on dropsonde profiles from 17:58 UTC and
measurements on the aircraft. WS and WD are smoothed by a moving average
filter to avoid numerical issues in the model. The RH and qtotl of the aircraft
measurements are taken into account to calculate qtotl inside the cloud and set the
vertical borders of cloud top and cloud bottom. Figure 4.3 shows time series of
liquid water content (LWC) and ice water content (IWC) of the simulation. At the
temperature inversion height (at about 550 m) a liquid layer develops. Maximum
values of LWC are around 0.25 g kg−1 and occur near cloud top (Figure 4.3).
The cloud top height after 5 h is at about 590 m and the cloud base height is at
about 135 m. The cloud top is raising because the BL mixes and grows in vertical
direction. The simulated cloud top agrees well with the observed height at 570 m.
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Figure 4.3: Mean values of LWC (blue), IWC (red) of the V0429 simulation during the VERDI
campaign. The black line marks 5 h.

The liquid layer is above the ice layer and in the middle of these two layers a
mixed layer develops. The ice forms in the liquid layer and the ice particles grow
on their way down to the surface. The amount of snow water path (SWP) is very
small (Figure 4.4, dashed blue line) and the ice particles do not reach the surface
(Figure 4.3, red). Therefore, the precipitation can be ignored, even if some rain
drops form because they do not reach the surface (Figure 4.5, dashed blue line).
For a closer look at the BL structure, the potential temperature (θ ) and equiva-
lent potential temperature (θe) profiles are analyzed (Equation (4.1) and Equa-
tion (4.2)). In this thesis the θ and θe profiles are calculated with following
equations:

θ = T
p0

p

Rd
cp (4.1)

θe = θexp
(

LvQV
cpT

)
(4.2)

Compared to θ , the equivalent potential temperature accounts for moisture in
the atmosphere with the specific humidity (QV) and latent heat of condensation
(Lv) (2.5×106 J kg−1). In both equation following constants are important: the
standard reference pressure (p0) (1000 h Pa), the specific gas constant of dry
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Figure 4.4: The IWP (solid lines) and the SWP (dashed lines) of the four VERDI campaign simula-
tions, V0429 (blue), V0514 (red), V0515 (yellow), and V0517 (purple).

air (Rd) (287.058 J kg−1 K−1), and the specific heat at constant pressure (cp)
(1005 J kg−1 K−1).
The BL is decoupled from the surface seen by inversion near the surface. The
θ profiles show that the BL stays decoupled during the whole simulation time
(Figure 4.6a). The stable part of the BL above the decoupled surface layer becomes
more and more well mixed. On the other hand, the θe profiles show a small
inversion at about 180 m, which weakens over the simulation time (Figure 4.6a).
This inversion near the surface corresponds to the cloud bottom of the simulated
cloud. Both, θ and θe, show an inversion height at about 500 m, which increases
towards 600 m height over time like the cloud top height. Thus, the whole BL
deepens with time due to entrainment through the cloud top.
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Figure 4.5: The LWP (solid lines) and the RWP (dashed lines) of the four VERDI campaign simula-
tions, V0429 (blue), V0514 (red), V0515 (yellow), and V0517 (purple).
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(c)V0515
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Figure 4.6: θ profiles (solid lines) and θe profiles (dashed lines) of the four different simualtions for
three different time steps and of the initialization profiles.
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Figure 4.7: V0514 initialization profiles of T , RH, qtotl , WS, and WD (from left to right).

4.2 Cloud observed during flight V0514
A high pressure area evolved over the whole region of observation during the 14
May 2012. Relatively warm surface temperatures between -2 ◦C and 12 ◦C were
measured (Bär, 2012). The high pressure area together with the high pressure
system at the ground formed an Omega block. South West of the flight track a
low pressure system at the surface moved east and dissolved the Omega block
during the day. Furthermore, this low pressure system formed clouds and the
cold air masses of the high pressure system assists the cloud forming process
(Figure 4.1b). The wind at the surface was weak coming from South East and no
precipitation was observed. The observed cloud was around 100 to 150 m thick
and had a patchy structure. The cloud top height was at about 870 m and the cloud
bottom height is at about 640 m. A few higher clouds were also observed during
the flight.
The initialization profiles are smoothed by removing the most fluctuating points
of the dropsonde profiles because the dropsonde profiles from 20:51 UTC varied
a lot and this cause numerical issues (Figure 4.7). The RH inside the cloud is
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4.2. Cloud observed during flight V0514

Figure 4.8: Mean values of LWC (blue) and IWC (red) of the V0514 simulation during the VERDI
campaign.

estimated from the highest measured RH and from the RH of the similar case
V0515 and thus set to 100.2 %. The profiles show a weak temperatures inversion
between 800 m and 1000 m. Thus, the simulated cloud develops at the inversion
height. The cloud is most of the time liquid, because the temperatures are to high
to form ice particles (Figure 4.8 and Figure 4.4, red lines). This fits also to the
observations, were no ice was observed. Nevertheless, some ice forms at the end
of the simulation at around 10 h after the start of the simulation. This is due to the
fact that the ice parametrization is turned on and ice can form if the conditions
are favorable. If the supersaturation over ice reaches 0.05 and liquid water exists,
ice mass can grow in the model (Equation (3.16)). The temperatures inside the
simulated cloud layer are above 0 ◦C at the beginning. Due to radiative cooling it
is getting colder reaching around -5 ◦C eventually. The liquid cloud is at about
200 m thick, which is comparable to the observations.
The inversion height increases within 4 h by at about 100 m in height (Figure 4.6b).
This is also seen in the raising liquid cloud top. The θ profiles show a stable BL
from the surface to the inversion height, similar to the θe profiles. In addition,
the θe profiles show a vertical thin unstable surface layer after 2 h of simulation.
This layer lasts for the rest of the simulation time and does not show an influence
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Chapter 4. Case studies of clouds observed during the VERDI aircraft campaign

on the cloud layer. This indicates that the surface stays warm around 0 C◦ and is
becoming more moist compared to the beginning of the simulation.

4.3 Cloud observed during flight V0515
The high pressure area, which was observed the day before weakened (Bär, 2012).
At the surface, to the North East of the flight track, a high pressure system was
located and in the North West a low pressure system was present. During the flight
the cloud cover moved only a little bit from South West over the observation area.
However, the cloud sheet got thicker and horizontally wider. Some middle altitude
clouds were observed, but the majority were low level clouds (Figure 4.1c). The
temperature decreased compared to the temperatures on the 14 May 2012 and
ranged between -7 ◦C and 3 ◦C at the surface. No precipitation was observed
during the flight. The observed cloud top was at about 990 m and only liquid
droplets were measured near cloud top (Klingebiel et al., 2015). However, at the
bottom of the cloud, at a height at about 670 m, some ice columns and snowflakes
were observed. Overall, the Arctic mixed-phase cloud was capped by a warmer
and drier atmospheric layer.
The initialization profile for T , qtotl , and RH are constructed from aircraft measure-
ments and combined with dropsonde profiles from 18:56 UTC (Figure 4.9). WS
and WD are only based on dropsonde profiles. Figure 4.10 shows the simulated
cloud. The simulated cloud top is at a height around 1 km, at which also the
temperature inversion is located (Figure 4.10 and Figure 4.6c). The maximum
LWC is about 0.3 g kg−1, with highest values near cloud top. The RWP shows that
some rain drops are formed after 1 h with a maximum value of around 5 g m−2

and RWP is decreasing after 3 h (Figure 4.5, yellow dashed line). However, only
a small amount of SWP (< 0.1 m−2) is seen (Figure 4.4, yellow dashed line). The
IWC reaches maximum values of around 0.003 g kg−1 below the liquid cloud
layer at approximately 630 m. By comparison of the observed LWC with the
2 h mean of the simulated LWC, the two profiles are in a good agreement. The
observed maximum LWC at cloud top is only around 10 m below the simulated
maximum LWC (Figure 4.11) (Klingebiel et al., 2015). The simulated liquid
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4.3. Cloud observed during flight V0515

Figure 4.9: V0515 initialization profiles of T , RH, qtotl , WS, and WD (from left to right).

cloud layer is around 200 m thick, whereas the observed liquid layer extends
further down than the simulated one. However, the simulated LWC profile is in
the range of the uncertainty of the observed LWC profile in the upper part of the
cloud (Figure 4.11).
The θ and also the θe profiles show a decoupled surface layer with a vertical
thickness of around 100 m (Figure 4.6c). It lasts for the whole simulation time.
The inversion height as well as cloud top increase with time from 800 m up to
1100 m after 10 h. Between the decoupled surface layer and the inversion base
height at about 800 m, the BL is neutrally stratified. The θe profiles show an
unstable BL at the beginning of the simulation, which is becoming more and more
stable. This limits the growth of the mixing layer towards the surface.
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Figure 4.10: Mean values of LWC (blue) and IWC (red) of the V0515 simulation during the VERDI
campaign. The black line marks 5 h.
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Figure 4.11: 2 h mean (hours 4 to 6) of the simulated LWC profile (red) compared to the observed
LWC (with error bars in blue). The error is calculated by error propagation from measured paramters.
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4.4. Cloud observed during flight V0517

4.4 Cloud observed during flight V0517
During the 17 May 2012 a stationary new high pressure area covered the observa-
tion region (Bär, 2012). The high pressure system at the surface led to relatively
warm temperatures with a minimum temperature at -4 ◦C and low wind speeds.
The whole flight area was covered with a mixed-phase cloud and no precipitation,
but fog was observed at the surface (Figure 4.1d). The cloud top was at about
300 m and the thickness of the cloud varied from 200 m to 250 m. The cloud was
mostly liquid, still a few ice particles were observed.
The dropsonde profiles from 18:26 UTC are smoothed by removing the most
fluctuating points in the profiles because the profiles vary a lot and this causes
numerical issues in the model. The initialization profile of temperature shows two
inversions, one is at about 190 m and the other is at about 390 m (Figure 4.12).
The simulated cloud has a maximum LWC of around 0.25 g kg−1. The IWC is
in the range of 10−8 g kg−1 and therefore negligible (Figure 4.13). Additionally,
almost no SWP is seen (Figure 4.4, purple dashed line). Thus, no snow is formed.
The liquid cloud top rises from at about 300 m to at about 420 m and at the same
time the inversion height is rising (Figure 4.6d). The mostly liquid cloud is stable
for the whole 11 h of simulation.
The θ and θe profiles show an unstable surface layer (Figure 4.6d). Furthermore,
between the two inversions, where the liquid cloud layer is located, the BL is
well mixed. The inversion near the surface below 200 m persists during the whole
simulation and because of a RH below 100 % no liquid cloud water forms and
indicates fog, which was observed during the flight.
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Figure 4.12: V0517 initialization profiles of T , RH, qtotl , WS, and WD (from left to right).

Figure 4.13: Mean values of LWC (blue) and IWC (red) of the V0517 simulation during the VERDI
campaign.
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4.5. Analyzing the droplet size near cloud top

4.5 Analyzing the droplet size near cloud top
The Small Ice Detector mark 3 (SID3) is built to use in an aircraft and was
mounted below the wing of the Polar 5 aircraft during the VERDI campaign. The
instrument captures the spatial light scattering patterns of individual cloud and ice
particles (Vochezer et al., 2016). The measurements during the VERDI campaign
were done by Paul Vochezer and Martin Schnaiter (Institute of Meteorology and
Climate Research, Department Atmospheric Aerosol Research (IMK-AAF), KIT).
An intensified charged-coupled device camera records the high resolution images
of the scattering patterns. The shutter release of the camera activates through a
signal of a trigger detector. Thus, pictures of ice particles and droplets can be
analyzed. Additionally, the particle number size distribution and particle number
concentration can be derived from the pulse intensities and trigger count rate
(Vochezer et al., 2016).
The droplet diameter derived from the simulated LWC and the number density of
cloud droplets (QNC) is shown in Figure 4.14 for V0429 and in Figure 4.15 for
V0515 (Equation (3.3) - Equation (3.5)). Both cases show the domain averaged
mass diameter at 5 h after the simulation start. The droplet diameter increases
with increasing height and towards the highest values of the LWC (Figure 4.3 and
Figure 4.10, blue). The same is seen by the SID3 (Figure 4.14 and Figure 4.15,
blue). The droplets are growing by condensation on their way trough the liquid
layer of the cloud. At cloud top the droplets evaporate and get smaller because of,
for instance, entrainment of dryer air above the cloud. The linear fits through the
data points show a slightly difference in the slope. For V0429 the slope is steeper
in the measurements, while for V0515 the droplet diameter increase is similar to
the observations. Comparing the droplet growth through the cloud layer with the
wet adiabatic growth of droplets assuming a monomodal droplet size distribution,
the slope of the V0429 simulation is closer to the slope of the wet adiabatic profile
than the slope of the V0515 simulation. Both slopes from the simulations and
observations deviate from the wet adiabatic slope because of influences from
for instance entrainment processes and ice crystal growth. The wet adiabatic
profiles assuming a Γ-distribution of the droplet size diameters increase faster than
the monomodal distribution and is closer to the simulations because the model
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Figure 4.14: Mean droplet diameter after 5 h of simualtion (red) and diameter measured by the SID3
(courtesy of P. Vochezer) (blue) for V0429. Linear fits through the measured and simulated droplet
diameter up to the maxium diameter are shown by red and blue lines. The wet adiabatic diamter
profiles is calculated with the wet adiabatic LWC profile and assuming a monomodal droplet size
distribution (green) and a Γ-distribution (yellow), and a QNC of 75 cm−3.

In general, the simulated mean droplet diameter is smaller then the observed mean
droplet diameter. The smaller simulated droplet diameter is also apparent in the
droplet size distribution at cloud top (Fig. 4.16). The droplet size distribution is
measured with the cloud combination probe (CCP) (Klingebiel et al., 2015). The
COSMO model has a prescribed shape of the size distribution of droplets, which
indicates to be different to the real droplet size distribution. The V0429 simulation
has less droplets in the size range of 8 to 10 µm than the V0515 simulation.
This could be due to the colder temperatures in the BL during V0429 compared
to V0515 (Figure 4.6a and Figure 4.6c). Thus, less water condenses in V0429
(Figure 4.5, yellow and blue solid lines).
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Figure 4.15: Mean droplet diameter after 5 h of simualtion (red) and diameter measured by the SID3
(P. Vochezer) (blue) for V0515. Linear fits through the measured and simulated droplet diameter are
shown by red and blue lines. The wet adiabatic diamter profiles is calculated with the wet adiabatic
LWC profile and assuming a monomodal droplet size distribution (green) and a Γ-distribution (yellow),
and a QNC of 100 cm−3.
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Figure 4.16: The droplet size distribution is measured with the CCP for V0515 at a height of 1008 m
(blue) (Klingebiel et al., 2015). Simulated droplet size distribution at cloud top height after 5 h of
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4.6 Analyzing the cloud top structure
The horizontal cloud top structure is spatially and temporally variable. Roll
convection and cell convection are observed for instance at cold air outbreaks over
the Arctic sea (Brümmer, 1999). These two types of cloud structures differ by its
orientation. The roll structures have a clearly direction while the cell structures
have not. Clouds affect the surface energy budget and changes in cloud properties
such as changes in the horizontal structures at cloud top may influence the surface
energy budget and the cloud-radiation feedback. The cloud top structure can be
observed from airborne nadir observations. However, the entrainment at cloud
top can play a role in changes of the cloud top structure. In this section, the
entrainment zone of the four simulated mixed-phase clouds during VERDI as well
as the cloud top structure are analyzed. Additionally, a short comparison to the
measurements from the imaging spectrometer AisaEAGLE is conducted.

4.6.1 The entrainment zone
To investigate the entrainment at cloud top the stability of the BL (Figure 4.6) and
hence the inversion height are of interest. The inversion height is derived from the
gradients of θ and qtotl , both become maximal if the inversion height is reached
(Figure 4.17a). To describe the depth of the entrainment zone the ratio between
the domain averaged LWC and the maximum of LWC in each vertical level is
calculated for all four VERDI simulations (Figure 4.18) (after e.g. Burnet and
Brenguier, 2007). This ratio shows how far the LWC detrains into the atmosphere
above the cloud top. Thus, it is seen how deep the entrainment zone is. The
depth ranges from about 100 m for the V0515 simulation to about 200 m for the
V0517 simulation at 6 h of simulation time. A dependency on the height of the
inversion of the depth of the entrainment zone is seen (Figure 4.17a). The lower
the mixed-phase cloud is, means the lower the inversion height is, the deeper
the entrainment zone is. The simulations of V0514 and V0515 reach inversion
heights in the range of around 920 m and 1150 m, whereas for the other two
simulations the inversion heights are more than 500 m lower. Furthermore, these
two simulations of V0429 and V0517 have an entrainment depth of around 150 m
and 200 m, respectively. The entrainment depth is more than 50 % of the cloud
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Figure 4.17: The simulated zi is shown on the left side derived from θ gradients and qtotl gradients (a).
The we is derived from zi (b). Both paramters are shown for all four VERDI campaign simulations
(V0429,V0514, V0515, and V0517, colored lines).

Additionally, the evolution of the inversion height in time shows that in all four
cases the inversions height is increasing (Figure 4.17a). It follows, that the
entrainment zone is moving upward during the course of the simulation. The
entrainment velocity (we) is derived from the time series of inversion height (zi)
and represents a mean entrainment velocity at the cloud top zone (Equation (4.3)).

we =
∆zi

∆t
(4.3)

The inversion height of the V0429 simulation does not increase as fast as the other
simulations and this leads to a decreasing we, while during the other simulations
we stays constant over time (Figure 4.17b).

4.6.2 The simulated cloud top structure
The LWP structures show differences in the cloud top structure for the different
simulated clouds (Figure 4.19). Fields of low and high LWP are more structured,
for instance in V0429 (Figure 4.19a), than in the other simulations. Moreover, the
size of aereas with low and high LWP vary a lot. The wind directions show only
a minor influence on the direction of the cloud top structures (Table 4.1). The
wind direction do not change a lot during the simulations because of the periodic
boundary conditions, which are set in the model. In V0515 the wind is coming
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Figure 4.18: Ratio of the horizontal domain mean of LWC and the maximum LWC in each vertical
level for the simulations of the clouds of (a) V0429, (b) V0514, (c) V0515, and (d) V0517. The grey
line marks a LWC of 0.001 g kg−1 indicating the boundary of the liquid cloud layer.

Table 4.1: The initial WD at the cloud top of the four VERDI simulations.

Simulation Height WD
V0429 around 600m around 111 ◦

V0514 around 1000m around 220 ◦

V0515 around 1050m around 181 ◦

V0517 around 360m around 134 ◦
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from the South and the cloud top structure seems to have a South-North direction
(Figure 4.19c). A comparable behavior is seen in the V0517 simulation, in which
the wind is coming from South-South-East. The South-West wind direction in
V0514 influences the cloud top structure by aligning the structure in a diagonal
way. In contrast to that, the cloud top structure of V0429 shows a unclear direction,
hence the wind direction in V0514 play a minor role in this simulation. In all
four simulations the wind speeds near cloud top are around 5 m s−1 and thus the
influence on the cloud top structures is similar in all four simulations.
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(a)V0429 (b)V0514

(c)V0515 (d)V0517
Figure 4.19: The LWP after 5 h 22 min in the simulations of V0429 (a), V0514 (b), V0515 (c), and
V0517 (d). Please note the color scale is different in each figure.

4.6.2.1 One-dimensional parameter
The cloud top structure can be quantified and analyzed with one-dimensional
inhomogeneity parameters. In this study, the ratio of the standard deviation to the
mean ρl and the one-dimensional inhomogeneity parameter of l (Sl) are calculated
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(Equation (4.4) and Equation (4.5)). For the measurements l is the cloud optical
thickness (τ) and for the simulations l is replaced by the LWP. τ depends on the
integral of the LWC, thus direct on the LWP and on the effective radius (reff) of
the cloud (Equation (4.6)).

ρl =
σl

l̄
(4.4)

Sl =

√
ln(ρ2

l +1)

ln10
(4.5)

τ =
∫ h

z=0

3 LWC
2 ρw reff

dz (4.6)

The data are provided by the Leipzig Institute for Meteorology, University of
Leipzig (Schäfer et al., 2017). ρl is a normalized measure of the cloud inhomo-
geneity and depends on the standard deviation of l (σl) and the averaged l (l̄)
(Davis et al., 1999; Szczap et al., 2000; Schäfer et al., 2017). If ρl is zero the
cloud is homogeneous and if ρl is greater than zero the cloud top structure is
inhomogeneous. However, ρl can be greater than one and is a qualitative measure
of cloud inhomogeneity. Sl is a non-linear but monotonous function of ρl, if l
is log-normal distributed in frequency (Davis et al., 1999; Szczap et al., 2000;
Schäfer et al., 2017). The logarithm of τ is approximately linear to the reflected
or transmitted radiance. For this, τ has to be in the range of around 3 to 30 and
logτ between 0.5 and 1.5. The higher Sl the more inhomogeneous the structure is.
Thus, Sl is a quantitative measure of cloud inhomogeneities.
The one-dimensional inhomogeneity parameter of LWP (ρLWP) of all four simu-
lations stays almost constant during time and varations in ρLWP are only seen in
the V0429 simulation (Figure 4.20). This is also the simulation with the highest
ρLWP and the highest one-dimensional inhomogeneity parameter of LWP (SLWP).
Hence, this cloud top structure is more inhomogeneous than the other three cloud
top structures. The cloud top structures of V0514, V0515, and V0517 are inhomo-
geneous too, compared to V0429 the ρLWP and SLWP are lower. ρLWP is around
0.06 and SLWP ranges between 0.02 and 0.03 (Table 4.2). In general, all four
cloud top structure are inhomogeneous and the cloud top structure of the V0429
simulation is the most inhomogeneous one.
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Figure 4.20: The one-dimensional inhomogeneity parameter ρLWP and SLWP are shown for V0429
(a), V0514 (b), V0515 (c), and (d) V0517.

Table 4.2: One-dimensional parameters, ρLWP, ρτ , SLWP, Sτ , and decorrelation lengths of the four
different simulations and of the observations. The decorrelation lengths of the simulations are
interpolated to a 10 m gridspace, spatially and temporally averaged over 2 h to 10 h. The parameters
from the observation are calculated for the retrived field of τ (Schäfer et al., 2017)

Model simulations Observations
Case ρ̄LWP σρLWP S̄LWP σSLWP ξ̄LWP,Lx ξ̄LWP,Ly ρτ Sτ

[m] [m]
V0429 0.19 0.12 0.08 0.05 501.6 593.3 - -
V0514 0.06 0.03 0.03 0.01 315.0 334.0 0.19 0.08
V0515 0.06 0.03 0.02 0.01 233.5 293.0 0.18 0.08
V0517 0.06 0.02 0.03 0.01 374.5 385.0 0.16 0.08

4.6.2.2 Spatial autocorrelation function
The two-dimensional field of measurements and simulations can be also used to
calculate the spatial autocorrelation function of l (Pl) (Equation (4.7)) (Schäfer
et al., 2017). Pl is calculated for both horizontal directions, x and y (compare
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the grid points xj, yk.

Pl(Lx,Ly) =
∑

n
j ∑

m
k+1
[
l(xj +Lx,yk +Ly)− l̄

]
·
[
l(xj,yk)− l̄

]
∑

n
j ∑

m
k+1
[
l(xj,yk)− l̄

]2 (4.7)

Lx or Ly describes the pixel lag and is thus the distance between the spatial
correlation. The number of pixels n and m of the two-dimensional field set the
maximum pixel lags, Lx and Ly. In case of a perfect correlation, Pl is -1 or 1, and
Pl = 0 indicates no correlation. The autocorrelation function is a measure of self
similarities and in the current study the similarities in spatial shifts are analyzed.
Because the degree of correlation is of interest, the sign is not important and to
avoid misunderstandings Pl is squared. With the help of the decorrelation length
of l (ξl) one can quantify the length scale (in m) of the typical size of an individual
cloud parcel. The more homogeneous the structure is the greater is ξl. With the
squared Pl one can calculate ξl in both horizontal directions (Equation (4.8)). For
the simulations the decorrelation lengths are interpolated to a 10 m grid space and
spatially and temporally averaged over 2 h to 10 h.

P2
l (ξl) =

1
e2 (4.8)

The squared one-dimensional autocorrelation functions shows the decorrelation in
one direction (x or y) and is calculated for every time step (Figure 4.21, grey lines).
The decorrelation length of LWP (ξLWP) is calculated from the time averaged
P2(Ly) or P2(Lx) (Figure 4.21, red lines).
P2(Ly) or P2(Lx) differ from simulation to simulation in the x- and y-directions
(Figure 4.21). The most homogeneous cloud structure is seen in the V0429 simu-
lation. Here, the ξLWP in y direction is the highest and around 593 m (Table 4.2).
The least homogeneous structure derived from V0515, in which the ξLWP in x-
direction is around 233 m (Figure 4.21f). The remaining two simulations, V0514
and V0517, have ξLWPs in x-direction of 315 m and 374.5 m, respectively. The
ξLWPs in y-direction are around 334 m and 385 m. Hence, the difference between
the two ξLWPs in the two directions is less than 15 m. Thus, the structures are
more symmetric than the the structures from the other two cases. The difference
of V0429 and V0515 in the ξLWPs range between 60 m and 90 m, and indicates
that the structure is more directed into the y direction (Table 4.2).
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Figure 4.19), and depends on the parameter value l (τ or LWP) which is given at
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taken into account, that the structures can be a combination of the two horizontal
directions. Therefore, the two-dimensional fields of P(Lx,Ly)

2
LWP are calculated.

Now the whole field is shifted to itself, based on the center of the field, to calculate
the autocorrelation. P(Lx,Ly)

2
LWP show a more homogeneous structure in V0429

and V0517, because the field with the same value of P(Lx,Ly)
2
LWP is larger than

the fields in the other simulations (Figure 4.22). The field of P(Lx,Ly)
2
LWP of

V0429 is horizontally directed, while the fields of V0514 and V0515 are only
low directed in South-East to North-East direction. Furthermore, the field of
V0517 does not show a specific direction. Figure 4.22b and Figure 4.22c show the
evolution of the cloud top structure during two days of the campaign. The cloud
layer is probably the same for these two days and it evolves from an initial more
homogeneous structure (V0514) to a less homogeneous one (V0515), both with a
slightly oriented structure. Finally, on V0517 the cloud top structure changes to a
more homogeneous structure with a symmetric distribution.
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The autocorrelation of a single line in one direction is calculated and it is not
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(a) V0429 (b) V0429

(c) V0514 (d) V0514

(e) V0515 (f) V0515

(h) V0517(g) V0517

Figure 4.21: The one-dimensional autocorrelation functions in x direction, P(Lx)
2
LWP (left), and in y

direction, P(Ly)
2
LWP (right), at all time steps (grey). The temporal mean of P(Lx)

2
LWP and P(Ly)

2
LWP is

shown in red. V0429 (a and b), V0514 (c and d), V0515 (e and f), and V0517 (g and h).
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(a) (b)

(c) (d)
Figure 4.22: The time averaged two-dimensional autocorrelation functions P(Lx,Ly)

2
LWP (colours)

are shown for V0429 (a), V0514 (b), V0515 (c), and (d) V0517.
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4.6.3 Comparison of the simulated and
observed cloud top structure

During the VERDI campaign the imaging spectrometer AisaEAGLE was mounted
on the Polar 5 research aircraft and measured upward solar spectral radiance
reflected from the cloud top of Arctic mixed-phase clouds in the wavelength range
from 400 nm to 970 nm (Schäfer et al., 2013, 2015). The spectrometer has a
single line sensor with a field of view of 37◦ and 1024 spatial pixels. Because
the instrument was mounted below the aircraft, AisaEAGLE made 2D scans of
a cloud scene. Using radiative transfer simulations horizontal fields of τ were
retrieved from the measurements.
Three of the four simulations can be compared to the derived τ fields of the
observations (Table 4.2). The AsiaEAGLE instrument measures in a higher
resolution (on average 3 m × 2.7 m) than the simulations (100 m × 100 m) are
performed. Hence, all parameter values of the simulations are smaller than the
parameters derived from observations. ρτ and Sτ only vary slightly between the
three observations similarly to ρLWP and SLWP. Thus, the observed and simulated
structures are all inhomogeneous.

4.7 Discussion and Conclusions
In conclusion, this chapter shows results of four different simulations of four
different Arctic mixed-phase clouds observed during the VERDI campaign. The
four mixed-phase clouds have differences in LWC and in IWC. Besides that, the
cloud top heights ranges from around 300 m over 500 m to 1 km and also the cloud
layer depth varies from case to case. The COSMO model simulated in all four
cases a mixed-phase cloud which is persistent during the whole simulation time.
To evaluate the model performance, different aspects of the simulated Arctic
mixed-phase clouds are compared to observations. First, the LWC of the V0515
is analyzed. The simulated maximum LWC is in the range of the uncertainties of
the observed LWC around 0.2 g kg−1 near cloud top (Klingebiel et al., 2015). Fur-
thermore, the liquid cloud top height of the simulation is only around 20 m higher
than the observed cloud top and the observed liquid cloud layer is approximately
200 m thicker than the simulated cloud layer.
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Second, the droplet sizes in the cloud layer and at cloud top of V0429 and V0515
are investigated (Section 4.5). The droplet sizes are smaller in the V0429 simula-
tion compared to the observations from the SID3 instrument. A better agreement
with observations is seen for the V0515 case. Although the droplet sizes are
smaller than observed, the entrainment derived from the vertically increasing
droplet sizes, appears to be realistic. The simulations show in both cases (V0429
and V0515) that the vertical increase in droplet sizes determined by condensa-
tional growth and evaporation of the cloud droplets, due to entrainment at cloud
top or to the Wegener-Bergeron-Findeisen (WBF) process agrees to the observed
profile of droplet size. Compared to the wet adiabatic droplet profiles the devi-
ation from these profiles is similar in the observed and in the simulated droplet
diameter profiles. The observed shape of the droplet size distribution at cloud top
of the observations is surprisingly narrow and differs from the simulations. The
simulations show a broader droplet size distribution with a maximum of QNC at
around 8 µm, while the observations show a maximum of QNC at around 20 µm.
As the shape is prescribed in the two-moment scheme, processes leading to the
narrowing of the distribution can not be simulated accurately.
Finally, the entrainment rate at the cloud top and the cloud top structure of the
simulations are analyzed. In a study by Gerber et al. (2013) entrainment velocitys
(wes) of stratocumulus clouds over the west coast of California were calculated
from aircraft observations. The wes ranges for the specific observed cases between
1.4 and 27.2 mm s−1. The wes of the four VERDI simulations ranges from around
3 mm s−1 for the lowest cloud (V0517) to around 6 mm s−1 for the highest cloud
(V0514) and thus are in the range of observed stratocumulus clouds. The cloud
top structure is compared to the observations from the AisaEAGLE instrument.
For this, fields of LWP of the simulations and fields of τ are studied to describe
the cloud top structure. The general character of all four simulated cloud tops is
according to the inhomogeneity parameters ρLWP and SLWP inhomogeneous. The
same result is found for the character of the three observed cloud top structures
(V0514, V0515, and V0517).

Addressing the research question raised in Chapter 1, the results presented here
suggest to draw following conclusions:
How well does the model represent an Arctic mixed-phase cloud? How can
different observations be used to evaluate the simulations?
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◦ In comparison with measurements the COSMO model simulates compa-
rable Arctic mixed-phase clouds and fits well with the observed LWC and
cloud top heights.

◦ The simulated cloud droplet sizes are smaller than the observed droplet
sizes and the prescribed shape of the droplet size distribution is broader
than the observed surprisingly narrow distribution.

◦ The general characteristics of the simulated cloud top structures are inho-
mogeneous and agree with the characteristics of the observed cloud top
structures derived from AisaEAGLE measurements.

◦ A multitude of observations contributed to validation of the COSMO model.
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CHAPTER5
Influence of surface

heterogeneities on Arctic
mixed-phase clouds

In the following sensitivity study, the surface type is changed from sea ice to
an open lead or sea water surface (Figure 5.1). The open lead area takes 12.5 %
of the whole surface area. Thus, simulations with three different surfaces are
conducted for two different cases during the VERtical Distribution of Ice in Arctic
clouds (VERDI) campaign (flight on 29 April 2012 during VERDI (V0429) and
flight on 15 May 2012 during VERDI (V0515)). The wind direction (WD) at
the surface is around 100 ◦ for V0429, hence from East-South-East and the open
lead is almost perpendicular to the WD. In contrast, the WD of V0515 at the
surface is from approximately West-North-West (around 300 ◦). For both cases
the wind speed (WS) at the surface is around 5 m s−1. The surface temperature
of the sea ice is -6.15 ◦C and the temperature of the sea water is -1.7 ◦C (the
melting point of standard ocean water). The model setup of this study is described
in Section 3.4. In an additional set of simulations, which is described in the
second part of this chapter (Section 5.3), the boundary layer (BL) structure near
the surface is modified. The cloud layer is coupled to the surface to study the
influences of the different surface types on the mixed-phase cloud.
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Figure 5.1: Sketch of the three different surface types of the model domain. The sea ice surface
(white), the open lead surface, and the sea water surface (from left to right). The water area (blue) of
the open lead surface takes 12.5 % of the whole surface area.

5.1 Influence of different surface types
on the simulation of V0429

The mixed-phase cloud of V0429 is a low-level cloud with a cloud top at around
590 m (Chapter 4). The lowest atmospheric temperature of the initial profile is
-5.8 ◦C , thus close to the sea ice surface temperature being defined as -6.15 ◦C
(after Ovchinnikov et al. (2014)). Nevertheless, the sea ice is colder leading to a
slightly negative and downward sensible heat flux at the surface (Figure 5.2a). The
sea ice surface is warming over time because the sea water below the ice is warmer
than the sea ice. Thus, the sensible heat flux is not increasing further with time.
The latent heat flux is very small because of weak temperature differences between
the surface and the atmosphere. The sensible heat flux and the latent heat flux
over the sea water surface are both higher compared to the other two simulations
(Figure 5.2c). The latent heat flux is constant around 11 W m−2. In contrast, the
sensible heat flux is decreasing with time because the sea water is warming the
atmospheric layers near the surface, which is seen in the potential temperature (θ )
profiles (Figure 5.3e). The latent heat flux and the sensible heat flux are clearly
higher over the open lead area than over the sea ice surface (Figure 5.2d, e). Both
fluxes over the open lead area reach values, which are similar to the fluxes over
the sea water surface. Adding 12.5 % (approximately 1.5 W m−2) of the mean
latent heat flux over the open lead to 87.5 % (approximately 1.1 W m−2) of the
mean latent heat flux over the sea water lead almost to the latent heat flux over the
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(a) (b) (c)

(d) (e)

Sea ice

Sea water

Open lead

Figure 5.2: Domain average of the latent heat flux (blue) and the sensible heat flux (red) of the three
decoupled simulations V0429 (sea ice surface (a), open lead surface (b), and sea water surface (c)).
An upward flux is defined as positive. Average over the y-direction of the latent heat flux (d) and the
sensible heat flux (e) after 6 h of simulation for all three surface types (colors).

open lead (Figure 5.2a-c). The same can be done for the sensible heat flux, where
12.5 % of the sea water surface sensible heat flux is around 1 W m−2 and 87.5 %
of the sea ice simulation is around -1.3 W m−2. By adding these values together, it
is a slightly higher value than the simulated open lead sensible heat flux of around
-0.5 W m−2. Nevertheless, by combining the latent heat flux and the surface heat
flux over the sea ice and over the sea water surfaces give a rough estimate of the
surface fluxes over the open lead surface. In brief, the mean latent heat flux of the
open lead surface is small, too. The mean sensible heat flux is slightly positive at
the beginning of the simulation showing the influence of the warmer sea water
temperature compared to the sea ice temperature (Figure 5.2b).
The differences in specific humidity (QV) profiles show only a small difference be-
tween the simulations over sea ice and over an open lead surface (∆QVopenlead-seaice)
(Figure 5.4a). QV of the open lead simulation is increasing over time near the
surface and the influence of the open lead in the surface on the near surface
atmospheric levels is increasing. The simulations with the sea water surface show
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Figure 5.3: θ profiles ((a)-(f), solid lines) and θe profiles ((a)-(f), dashed lines) for the V0429 case.
The surface types are sea ice ((a) and (b)), open lead ((c) and (d)), and sea water ((e) and (f)). The
decoupled BL simulations are shown on the left side ((a), (c), (e)) and the coupled BL simulations
(Section 5.3) are shown on the right side ((b), (d), (f)). The grey line marks the sea ice or sea water
temperature.
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Figure 5.4: Domain average of ∆QV at four different time steps (after 0h: blue, 2h: red, 6h: yellow,
and 10h: purple) for the differences in sea ice and open lead (a), sea ice and sea water (b), and open
lead and sea water (c) for the decoupled simulations of V0429.

a stronger increase of QV near the surface by almost doubling ∆QV compared
to ∆QVopenlead-seaice (Figure 5.4b and Figure 5.4c). It is clearly seen that QV
is transported towards the cloud layer with time, which indicates a mixing of
the surface moisture within the BL. The θ profiles and θe profiles of the three
different simulations show that the decoupling of the BL from the surface remains
in the sea ice simulations, becomes smaller in the open lead simulation, and the
BL becomes coupled to the surface in the sea water simulations after two hours
(Figure 5.3a, c, and e). The BL height increases as well as the inversion height and
the BL becomes more mixed than initially in all three simulations (Figure 5.3a, c,
and e).
Time series of the cloud liquid water path (LWP) of the three different simula-
tions show almost no differences between the sea ice and open lead simulation
(Figure 5.5, solid lines). The LWPs are similar at beginning of the simulations
until around nine hours, then the open lead simulation performs a slightly higher
LWP. After around three hours, the LWP of the sea water simulation increases
to 50 g m−2 and remains around this value. It can be summarized that the sea
water surface influences the liquid in the cloud and leads to an increase in LWP of
approximately 20 %.
The ice water path (IWP) are low and are around 1 g kg−1 after three hours and
3 g kg−1 at the end of the simulations for all three simulations (Figure 5.6, solid
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Figure 5.5: LWP time series of the simulations of V0429 with the 3 different surface types (colors)
and the coupled BL (dashed lines) and decoupled BL (solid lines).
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lines). During the simulations, more and more ice is produced and the increase
of IWP is similar in the sea ice and open lead simulations. Contrary to this, the
increase of IWP is faster in the sea water simulation within the first six hours.
The condensation efficiency (CE) is calculated to show how much of the QV in
the atmosphere is consumed to produce liquid and ice inside the cloud. Therefore,
the ratio of LWP, IWP and water vapor path (WVP) is calculated in the BL up to
the height of the cloud top (Equation (5.1)).

CE =
LWP+ IWP

WVP
(5.1)
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Figure 5.6: IWP time series of the simulations of V0429 with the 3 different surface types (colors)
and the coupled BL (dashed lines) and decoupled BL (solid lines).

Thus, the increase of moisture in the BL due to the increased surface fluxes over
sea water surface have an impact on the cloud layer.
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The time series of the simulations show a first CE maximum after around one hour
of simulation and a decrease towards two hours (Figure 5.7, solid lines). After
two hours, the ice processes are turned on (Section 3.4), thus the CE is increasing
again because ice is produced. The strongest increase is seen in the sea water
simulation, where the second maximum around 6 hours reaches the value of the
first maximum. The other two time series (sea ice and open lead) show a small
increase after two hours to only approximately 73 % of the first maximum of CE.
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Figure 5.7: The condensation efficiency (Equation (5.1)) of the simulations of V0429 with the 3
different surface types (colors) and the coupled BL (dashed lines) and decoupled BL (solid lines).
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Figure 5.8: Domain average of the latent heat flux (blue) and the sensible heat flux (red) of the three
decoupled simulations V0515 (sea ice surface (a), open lead surface (b), and sea water surface (c)).
An upward flux is defined as positive. Average over the y-direction of the latent heat flux (d) and the
sensible heat flux (e) after 6 h of simulation for all three surface types (colors).

5.2 Influence of different surface types
on the simulation of V0515

The mixed-phase cloud of V0515 is a low-level cloud with a cloud top at around
990 m (Chapter 4). The lowest atmospheric temperature of the initial profile is
-1.15 ◦C, thus 5 ◦C warmer than the sea ice temperature. Compared to the cloud
in V0429, the cloud top is higher in V0515 and the temperature in the lowest
atmospheric level is around 4.7 ◦C warmer than in V0429. Hence, the sensible
heat flux is negative, especially over the sea ice and open lead surface (Figure 5.8).
The sensible heat flux over the sea water surface is still negative but around 50 %
smaller than the sensible heat fluxes of the two other simulations because the
temperature difference between the surface and the atmosphere is smaller than
over the other surfaces (Figure 5.8c). Over the sea water surface, the difference
in moisture of the surface and of the atmosphere is small and leads to a positive

67



Chapter 5. Influence of surface heterogeneities on Arctic mixed-phase clouds

-0.2 0 0.2 0.4 0.6

∆ QV
openlead-seaice

 [g kg
-1

]

0

500

1000

1500

H
e

ig
h

t 
[m

]

0h

2h

6h

10h

(a)
-0.2 0 0.2 0.4 0.6

∆ QV
seawater-seaice

 [g kg
-1

]

0

500

1000

1500

H
e

ig
h

t 
[m

]

0h

2h

6h

10h

(b)
-0.2 0 0.2 0.4 0.6

∆ QV
seawater-openlead

 [g kg
-1

]

0

500

1000

1500

H
e

ig
h

t 
[m

]

0h

2h

6h

10h

(c)
Figure 5.9: Domain average of ∆QV at four different time steps (after 0h: blue, 2h: red, 6h: yellow,
and 10h: purple) for the differences in sea ice and open lead (a), sea ice and sea water (b), and open
lead and sea water (c) for the decoupled simulations of V0515.

The ∆QV of the three different surface type simulations show that QV is highest
near the surface (Figure 5.9). By comparing ∆QVseawater-seaice and
∆QVseawater-openlead, which imply the sea water surface simulation (Figure 5.9b
and Figure 5.9c), the ∆QV is more than twice as high as ∆QVopenlead-seaice. Thus,
the influence of the sea water surface is only seen in the near-surface atmospheric
layers and not in the cloud layer. The moisture remains near the surface because
of the small inversion near the surface in all three simulations (Figure 5.10a, c,
and e). In general, the surface fluxes are small and they are not strong enough to
erode the inversion near the surface. Hence, the provided moisture of the surface
cannot reach the cloud layer.
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and small latent heat flux (Figure 5.8c, d). The warmer atmospheric layers can
store more moisture and thus the latent heat flux is directed downward over the
sea ice and open lead surfaces. Nevertheless, a strong increase of latent heat flux
and sensible heat flux is seen in the cross section in x-direction (Figure 5.8d, e).
The latent heat flux of the open lead simulations can be almost calculated from
12.5 % of the sea water surface fluxes and 87.5 % of the sea ice surface fluxes
(Figure 5.8b).
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Figure 5.10: θ profiles ((a)-(f), solid lines) and θe profiles ((a)-(f), dashed lines) for the V0515 case.
The surface types are sea ice ((a) and (b)), open lead ((c) and (d)), and sea water ((e) and (f)). The
decoupled BL simulations are shown on the left side ((a), (c), (e)) and the coupled BL simulations
(Section 5.3) are shown on the right side ((b), (d), (f)). The grey line marks the sea ice or sea water
temperature.
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Figure 5.11: LWP time series of the simulations of V0515 with the 3 different surface types (colors)
and the coupled BL (dashed lines) and decoupled BL (solid lines).

remains so for the entire simulation (Figure 5.11, solid lines).
Furthermore, almost no differences are seen in the time series of the IWP because
of no differences in the LWP time series (Figure 5.12, solid lines). Therefore, the
CEs of all three simulations are similar (Figure 5.13, solid lines).
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Additionally, the time series of the LWP show almost no differences between the
three simulations, which indicates that no moisture from the surface reaches the
cloud layer and consequently the cloud layer is decoupled from the surface and
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Figure 5.12: IWP time series of the simulations of V0515 with the 3 different surface types (colors)
and the coupled BL (dashed lines) and decoupled BL (solid lines).
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Figure 5.14: θ profiles of the decoupled (red) and coupled (blue) BL structures for V0429 (a) and
V0515 (b). Grey dotted lines mark the cloud top and cloud base.

5.3 Coupling the cloud layer to the surface
The previous section showed that the decoupling of the cloud layer from the
surface prevents the moisture of the surface from mixing with the atmospheric
levels above and with the cloud layer most of the time. To study the effect of a
cloud which is coupled to the surface, the θ profiles of the two different VERDI
simulations have been modified (Figure 5.14). For this, the first atmospheric level
is set to the temperature of the sea ice surface (-6.15 ◦C) and a mixing layer is built
towards the cloud base by modifying the θ profile. The θ at the first atmospheric
level is held constant up to the cloud base height. Then, from the cloud base
temperature upward, the whole θ profile is shifted by the difference between the
decoupled cloud base temperature and the coupled cloud base temperature. The
initial profiles of temperature and total specific humidity (water vapour and water)
(qtotl) are adjusted to these modified θ profiles such that the relative humidity
(RH) stays the same as in the decoupled θ profile. With these adjusted profiles,
three new simulations (with sea ice, open lead, and sea water surfaces) for each
VERDI case are performed.
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Figure 5.15: Domain average of the latent heat flux (blue) and the sensible heat flux (red) of the three
coupled simulations V0429 (sea ice surface (a), open lead surface (b), and sea water surface (c)). An
upward flux is defined as positive. Average over the y-direction of the latent heat flux (d) and the
sensible heat flux (e) after 6 h of simulation for all three surface types (colors).

5.3.1 Influence of the coupled BL on
the simulations of V0429

Due to the coupling of the BL to the surface, the BL is well-mixed from the
surface level to the cloud base height. The surface fluxes of the coupled sea ice
and open lead simulations are around twice that high as the decoupled simulations
over these two surfaces (Figure 5.15a, b). The coupled sea water surfaces fluxes
are positive from the beginning of the simulation and both, the latent heat flux and
the sensible heat flux, are around 15 W m−2 (Figure 5.15c). The cross section in
x-direction show that the latent heat flux and sensible heat flux are increased over
the open lead area (Figure 5.15d, e). They are higher at this place than the surface
fluxes of the sea water simulation.
For all three simulations, this mixing state remains over the whole simulation time
(Figure 5.3). Due to the shifting of the initial θ profile to colder temperatures,
the whole BL is colder compared to the decoupled simulations. The θe profiles
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Figure 5.16: Domain average of ∆QV at four different time steps (after 0h: blue, 2h: red, 6h: yellow,
and 10h: purple) for the differences in sea ice and open lead (a), sea ice and sea water (b), and open
lead and sea water (c) for the coupled simulations of V0429.

The ∆QV profiles in all three simulations show the effect of the coupled BL be-
cause the QV is transported to the cloud layer and ∆QV is increasing with time,
too (Figure 5.16). The sea water surface simulation shows that a considerable
amount of QV is transported to the cloud layer. Around a quarter of QV of the sea
water surface simulation is transported from the open lead surface to the cloud
layer (Figure 5.16c). This is more than in the decoupled BL simulations, even
the temperatures in the BL are colder. In general, ∆QV is smaller than in the
decoupled BL simulations because of the colder temperatures.
The time series of LWP show that the sea water surface simulation has the highest
LWP (Figure 5.5, dashed lines). The other two simulations show the same evo-
lution of the LWP, but the LWP of the open lead simulation is around 2-3 g m−2
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reveal a shallow unstable layer with a inversion at around 200 m over the surface
in the initial profile (Figure 5.3b, d, f). This inversion dissolves within two hours
and evolves into a mixed layer. The BL over the sea ice becomes colder over
time than in the other two simulations (Figure 5.3b). Over the sea water surface,
the θ profiles are slightly warming with time (Figure 5.3f). Comparing the BL
evolution of the decoupled simulations with the coupled simulations, the main
differences are that the BL of the decoupled simulations needs time to evolve a
mixed layer and the cloud layer is decoupled from the surface. In contrast to that,
the simulations with a coupled BL have neutral θ profiles or slightly unstable θe

profiles.
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higher than the LWP of the sea ice simulation. The difference to the decoupled
simulations is small: Due to the colder temperatures, the atmosphere can store
less QV than with warmer temperatures.
The IWPs of all three coupled simulations show a similar increase with time and
all have higher IWPs than the decoupled simulations (Figure 5.6). This is due to
the colder temperatures, thus more ice can form.
The CE gives an overview of how much condensate is produced during the coupled
BL simulations (Figure 5.7). All coupled simulations produce more condensate
than the decoupled simulations. In the first six hours, the sea water and open lead
simulation have a higher CE than the sea ice simulation. Then, the CE of the sea
water simulation decreases towards the CE of the decoupled simulations. The CE
of the open lead simulations is similar to the CE of the sea ice simulations after
six hours.

5.3.2 Influence of the coupled BL on
the simulations of V0515

The initial θ in the lowest atmospheric level (around 15 m) has to be cooled
by 5 ◦C to -6.15 ◦C being the temperature of the sea ice surface (Figure 5.14b).
Thus, the BL temperatures differ from the decoupled simulations more than in
the V0429 simulations, where the initial θ has to be cooled by approximately
2.5 ◦C. The surface fluxes of the coupled open lead and sea ice simulations are
around 2-3 W m−2 higher than the surface fluxes of the decoupled simulations
(Figure 5.17a, b). Compared to the decoupled sea water simulation the surface
fluxes are both positive now and between 8-12 W m−2 (Figure 5.17c). The latent
heat flux is twice as high over the open lead area compared to the decoupled
simulation (Figure 5.17d). Furthermore, the sensible heat flux is around a third
higher than the decoupled simulation (Figure 5.17e).
The initial neutrally stratified BL of the coupled V0515 simulations remains
neutral until the end of the simulation only for the sea water surface (Figure 5.10f).
The θ profiles show that the BL of the sea ice and open lead simulations is
decoupling again from the surface (Figure 5.10b and Figure 5.10d). The θe profiles
of all three simulations are initially slightly unstable near the surface and over
time, the θe profile of the sea ice simulation becomes decoupled from the surface.
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Figure 5.17: Domain average of the latent heat flux (blue) and the sensible heat flux (red) of the three
coupled simulations V0515 (sea ice surface (a), open lead surface (b), and sea water surface (c)). An
upward flux is defined as positive. Average over the y-direction of the latent heat flux (d) and the
sensible heat flux (e) after 6 h of simulation for all three surface types (colors).

Furthermore, the θe profiles of the open lead and sea water simulation remain
slightly unstable until the end of the simulation (Figure 5.10b and Figure 5.10d).
Hence, the major difference between the coupled and decoupled θ and θe profiles
is seen in the open lead and sea water simulations.
The ∆QV profiles show that QV, mainly from the sea water surface simulation,
reaches the cloud base height (Figure 5.18). Surprisingly, more QV is seen at the
surface of the sea ice and open lead than over the sea water surface (Figure 5.18b
and Figure 5.18c). Due to the small latent heat flux over these two surfaces the
initial QV remains near the surface (Section 4.3, Figure 4.9). This lasts only for
around two hours then the BL becomes decoupled and QV is higher over the sea
water simulations (Figure 5.10b, Figure 5.18b). More QV over the sea water and
open lead surface is seen after two hours, then the QV reaches the cloud base.
Conversely, the ∆QVopenlead-seaice profiles are all small at the surface and do not
reach the cloud layer, instead the moisture remains near the surface and is higher
over the open lead surface (Figure 5.18a). In general, QV is smaller than in the
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decoupled simulations.
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Figure 5.18: Domain average of ∆QV at four different time steps (after 0h: blue, 2h: red, 6h: yellow,
and 10h: purple) for the differences in sea ice and open lead (a), sea ice and sea water (b), and open
lead and sea water (c) for the coupled simulations of V0515.

The time series of the coupled simulations clearly show the highest LWP in the sea
water simulation (Figure 5.11). The LWP time series of the sea water simulation
increases fast at the beginning and reaches higher values than the decoupled
simulations. After two hours when the ice processes are turned on (Section 3.4),
the LWP decreases towards the values of the decoupled simulations. The LWP
of the open lead and sea ice simulations are slightly smaller than the decoupled
simulations.
A similar time series evolution is seen for the IWP of the coupled simulations
(Figure 5.12). The IWP increase in the sea water simulation is faster than in the
other two simulations and decreases towards the end of the simulation. In contrast,
the IWP of the sea ice and open lead simulations are increasing during the whole
simulation time whereas the IWP of the sea water simulation is not. All coupled
simulations have higher IWP than the decoupled simulations because of the colder
temperatures in the BL.
The colder temperatures influence the amount of IWP and LWP in V0515 more
than in V0429. Thus, it is necessary to look at the CE time series (Figure 5.13).
All coupled simulations have higher values of CE from the beginning of the
simulations than the decoupled simulations. The increase of CE is highest in the
sea water simulations and decreases after two hours when the ice particles start
to grow. Compared to that, the CE of the sea ice and open lead simulations are
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increasing after two hours. Both, the sea ice and open lead CE time series are
similar during the whole simulation time.
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5.4 Discussion and Conclusions
In this sensitivity study, the influence of different surface types on Arctic mixed-
phase clouds is analyzed. Therefore, two clouds (V0429 and V0515) during the
VERDI campaign are simulated. The different surfaces cause differences in the
sensible and in the latent heat fluxes. Especially, the domain average of the surface
fluxes over the sea ice and open lead surface are small compared to the fluxes over
the sea water surface. Due to the different BL temperatures in the two simulations,
the mean surface fluxes can even be negative because the air temperature is warmer
than the surface temperature. In all simulations the surface fluxes over the open
lead area are increased and reach values similar to the surface fluxes over the sea
water.
The BL structure near the surface shows the effect of the surface on the cloud
layer. If the BL is decoupled from the surface, the moisture remains at the surface
and cannot influence the cloud layer. Only if the BL is coupled to the surface
during the simulation, QV can reach higher atmospheric layers and finally the
cloud layer. This occurs in the V0429 simulations over the sea water surface.
The surface fluxes influence the stability of the BL and allow low-level moisture
to reach the cloud layer. In contrast, the BL of V0515 remains decoupled from
the surface over all three surface types because the inversion near the surface is
around 100 m higher than in the V0429 simulation. Hence, the moisture does
not reach the cloud layer because the surface fluxes are small or negative which
affects the BL structure at the surface. Thus, no influence of the surface is seen in
the cloud layer.
The impact of the surface on the cloud properties can be analyzed with the CE.
The decoupled simulations are all in the same range and show a similar evolution
over time. Except for the V0429 simulation over sea water, where the BL struc-
ture changes with time and the BL becomes coupled to the surface. Hence, the
influence of the sea water surface becomes relevant. More QV can reach the cloud
layer leading to a higher CE.
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simulations after four hours or earlier. The effect of the mixed BL in combination
with different surfaces is seen over all surfaces but most strongly over the sea water
surface. Interestingly, only small differences in CE are seen in the open lead and
sea ice simulations. Thus, the influence of the open lead on the cloud properties is
small. Only the sea water surface simulation shows a considerable effect, which
is more pronounced in the V0515 simulations because the BL evolves from a
neutral to a slightly unstable layer. The CE of the V0429 coupled and decoupled
sea water simulations become similiar towards the end of the simulation because
the decoupled simulation becomes coupled to the surface after two hours.

To come back to the research question raised in Chapter 1, the results presented
here suggest to draw the following conclusions:
Do different surface types influence the cloud properties of an Arctic mixed-
phase cloud?

◦ The BL structure at the surface as well as the temperatures above the surface
layer are important and influence the intensity of the surface fluxes.

◦ More QV can reach the cloud layer when the BL is mixed from the cloud
base height towards the surface.

◦ The sea water surface leads to a coupling of the BL in certain scenarios
(if the surface inversion is near the surface) even if the BL was decoupled
before.
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All coupled simulations have higher values of CE than the CE of the decoupled





CHAPTER6
The dissipation of an Arctic

mixed-phase cloud
Arctic mixed-phase clouds are long persistent and thus it is important to investigate
the processes which lead to eventual dissipation of such a cloud. This chapter de-
scribes the simulations of an Arctic mixed-phase cloud during the Arctic Summer
Cloud Ocean Study (ASCOS) campaign and studies the processes which lead to
dissipation of the Arctic mixed-phase cloud observed on 31 August 2008. The
results are published in Atmos. Chem. Phys. Discuss. (Loewe et al., 2016) and
accepted in Atmos. Chem. Phys.; The following text and graphics are based on
this publication.

6.1 The Arctic Summer Cloud
Ocean Study (ASCOS)

The ASCOS campaign took place during summer 2008, and the entire expedition
lasted more than one month in the central Arctic Ocean of the North Atlantic
(Tjernström et al., 2012). Detailed boundary layer (BL) and cloud measurements
were taken when the Swedish icebreaker Oden drifted with a multi-year ice floe
for three weeks around 87◦ N (Tjernström et al., 2014). This study will focus on
an episode towards the end of the ice drift, around 31 August 2008 (DoY 244).
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A low-level stratiform cloud layer had been quasi-persistent for about one week
but dissipated rapidly in the evening of DoY 244 (Sedlar et al., 2011; Mauritsen
et al., 2011; Sotiropoulou et al., 2014). The period of this persistent stratocumuls
layer (DoY 236–244) (Fig. 6.1) was dominated by a quasi-steady high pressure
system, with passages of a few weak fronts (Tjernström et al., 2012). The surfaces
temperature was around 2 ◦C, hence around the freezing point of salt water. The
transition to autumn freeze-up happens towards the end of the period. The BL
can be divided in 3 different layers (Tjernström et al., 2012). The first shallow
surface-based layer was approximately 200 m deep and the turbulence was driven
by wind shear. In the well-mixed layer from 800 to 1000 m, related to the cloud
layer, buoyant overturning driven by longwave cooling generated the turbulence.
Between these two layers a near-neutral stratified layer is located. The wind shear
was on average 0 above 200 m.
Mixed-phase stratiform clouds often tend to be decoupled from surface layer
turbulence by a statically stable layer. During ASCOS, low-level mixed-phased
clouds were decoupled from the surface about 75 % of the time (Shupe et al.,
2013; Sedlar and Shupe, 2014; Sotiropoulou et al., 2014). The cloud layer shown
in Fig. 6.1 was decoupled during the 8 h period of interest (Shupe et al., 2013). Ob-
servations from the vertically pointing Doppler millimeter cloud radar (MMCR)
shows the cloud top at around 1 km during the morning hours, with a thinning and
lowering cloud top during the afternoon (Fig. 6.1). The laser ceilometer measured
the cloud base at around 600 m to 700 m in the morning. During the day, the
cloud base decreased towards the surface. With observations from the MMCR, a
dual-channel microwave radiometer (MWR), a ceilometer, and radiosondes, the
cloud type was classified as mixed-phase during the first half of the 31 August
2008. The cloud type classification follows the method by Shupe (2007). The
retrieval of the liquid water path (LWP) from the MWR contains of an uncertainty
of 25 g m-2 (Westwater et al., 2001), explaining the negative LWP observations
in Fig. 2a. During DoY 244, the LWP increased from around 90 g m−2 to values
over 300 g m−2 and varied considerably during the first half of the day. Finally, the
LWP reached values around 50 g m−2 in the afternoon. The ice water path (IWP)
is integrated from profiles of the ice water content (IWC), which are derived
from MMCR reflectivity power-law relationships at vertical levels deemed to
predominantly ice-phase by the cloud phase classifier (Shupe et al., 2005, 2006).
The uncertainty in IWC retrieval, as large as a factor of two (Shupe et al., 2005,
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Figure 6.1: Radar reflectivity factor (colours, dBZ) contour time series for the period DoY 236 to 246
during 2008 (a) and for DoY 244 (b). The ceilometer measurements of the cloud base height is shown
with the black solid line in (b).

2006) results from a combination of systematic and random errors. The IWP was
in the range of 10 g m−2 in the morning and varied over a wide range until 12 UTC.
After 12 UTC the IWP was around or even below 5 g m−2 (Fig. 6.2).
A cloud condensation nuclei (CCN) counter fed from an inlet on Oden approx-
imately 20 m above the surface measured a mean CCN concentration of about
25 cm−3 at a supersaturation of 0.2 % during the time period of the ice drift (DoY
225–246) (Martin et al., 2011). During the evening of DoY 244, CCN concentra-
tions at the surface dropped below 1 cm−3 around the time that the cloud began
to dissipate (Mauritsen et al., 2011; Leck and Svensson, 2015). It is important to
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(a) (b)

(c) (d)
Figure 6.2: The observed and simualted LWP and RWP (a) and the IWP (b) is shown in blue and
red, respectively. The simulated LWP includes cloud droplets and raindrops. In the bottom row the
cloud phase classification is shown for two different heights, 725 m (c) and 950 m (d), during the 31
August 2008. The classification number is described as follows: 0 - clear, 1 - ice, 2 - snow, 3 - liquid,
4 - drizzle, 5 - liquid cloud + drizzle, 6 - rain, 7 - mixed-phase, 8 - haze, 10 - uncertain.

6.2 Model setup of the sensitivity experiments
The model study was divided into one control simulation and three sets of sensi-
tivity experiments (Tab. 6.1). The initial profiles were the same in all simulations
except for the moisture profiles of sensitivity experiment SensMoist. A detailed
description of the model setup is found in Section 3.4.
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understand that since the cloud layer was decoupled, at least initially, we do not
know how representative these values are for the cloud layer.



6.2. Model setup of the sensitivity experiments

Table 6.1: Overview and short description of the different sensitivity simulations with specifications
of the cloud droplet number concentration (CDNC), ice crystal number concentration (ICNC), and
relative humidity (RH).

Simulation Specifications
Control simulation CDNC = 30 cm−3, ICNC = 0.2 l−1

Sensitivity experiment 1 (SensMoist) dry-air advection below the cloud
dry-air advection above the cloudwith RH of 36%
dry-air advection above the cloudwith RH of 20%
dry-air advection above the cloudwith RH of 10%

Sensitivity experiment 2 (SensIce) ICNC = 1 l−1

ICNC = 10 l−1

Sensitivity experiment 3 (SensCDNC) CDNC = 10 cm−3

CDNC= 2 cm−3

6.2.1 Control simulation
The control simulation has a CDNC of 30 cm−3 and a fixed ICNC of 0.2 l−1; these
values are chosen based on the mean values during ASCOS reported in Section
6.1. Observations at the surface did not record any ice nuclei (IN) concentrations
because they were below the detection limit of the instrument, which ranges
between 0.1 l−1 and 2 l−1 (Z. Kanji, personal communication). However, the fact
that clouds during ASCOS precipitated predominantly ice crystals implies that IN
must have been present (Shupe et al., 2013). It is possible that advection with or
without entrainment of IN at cloud top rather than surface sources provided IN
for the observed cloud. An earlier field campaign with Oden during September
1991 measured a maximum ice-forming nuclei concentration of 0.25 l−1 at 88◦ N
(Bigg, 1996). Guided by these findings, the ice crystal concentration in the model
was set to be 0.2 l−1 in the control simulation.

6.2.2 Sensitivity experiments
The first sensitivity experiment (SensMoist) includes 4 simulations where the
moisture profile is changed either below the cloud base (sub-cloud layer) or above
the cloud top in order to mimic the effect of dry-air advection (Tab. 6.1). Below
cloud, the moisture profile is linearly dried to resemble 99 % RH at cloud base
decreasing to 85 % RH at the surface (Fig. 6.3, a), while keeping the temperature
profile the same as in the control simulation. Above cloud top, a 450 m deep layer
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of the atmosphere is progressively dried in 3 different simulations corresponding
to RH values of 36 %, 20 % and finally 10 % above and in contact with cloud top
(Fig. 6.3, b-d).
In order to investigate the sensitivity of the modeled cloud to changes in ice crystal
concentrations, the ice crystal concentration was increased to values well above
the expected low values in the Arctic in the second set of sensitivity experiments
(SensIce). Two simulations with ice crystal concentrations set to 1 l−1 and 10 l−1

were conducted.
The third sensitivity experiment (SensCDNC) considers the low CCN concen-
trations observed during the ASCOS field campaign. During DoY 244, CCN
concentrations at the surface dropped below 1 cm−3 (Mauritsen et al., 2011; Leck
and Svensson, 2015). The CDNC was decreased to 2 cm−3 and 10 cm−3, re-
spectively, in two simulations to investigate the impact of low CDNC on the
mixed-phase cloud development.

6.3 Results of the sensitivity experiments
6.3.1 Control simulation
The initial θ -profile shows a neutral to stable BL (Fig. 6.4a). A small inversion
is seen in both θ and θe profiles near 300 m; this is the decoupling inversion,
separating turbulence driven by the cloud layer from surface-driven turbulence.
After 4 h of simulation, the model θe-profiles display a well-mixed layer extending
from the surface to the inversion base near 1 km; this is also where the cloud top is
located (Fig. 6.5). The sensible heat flux and the latent heat flux are weak, because
the surface is covered with ice (Fig. 6.6). The observed values of both of these
fluxes are small, but positive (Sedlar et al., 2011). Thus, no strong influence of the
surface on the cloud is expected. The simulated cloud top corresponds well with
the cloud top seen by the MMCR at around 1 km (Fig. 6.1, b). The cloud base,
measured with a laser ceilometer, is between 600 m and 700 m at the beginning of
DoY 244. This altitude agrees well with the cloud base height of the simulated
cloud layer, which is around 600 m (Fig. 6.5). The BL deepens over the next 8 h,
causing the main inversion and the cloud top to rise by around 90 m (Fig. 6.5).
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The θ profiles imply that the lower half of the BL transitions towards less stable
and hence the decoupling inversion around 300 m disappears after 4 h (Fig. 6.4a).
The boundary and cloud layers thus quickly become coupled in the simulations.
This tendency to erode cloud decoupling is common in large eddy simulations
(LES) simulations (Savre et al., 2014).
The maximum ice water content (IWC) in the control simulation is two orders
of magnitude smaller than the liquid water content (LWC), around 0.0015 g kg−1

(Fig. 6.5). After 3 h the mixed-phase cloud generates ice and begins precipitating
ice crystals which fall through the sub-cloud layer and reach the surface (Fig. 6.5,
red). At the same time a secondary cloud layer briefly forms at the decoupling
inversion, likely associated with a moistening of the sub-cloud layer through
ice crystal sublimation. Rain (rain water content (RWC)) precipitates out of the
liquid layer after around 7 h but does not reach the surface due to evaporation
and conversion to ice (Fig. 6.5, green). After 4 h, when ice formation is relatively
constant, the control simulation develops a liquid cloudy layer that is persistent
throughout the simulation with a thickness of approximately 200 m (Fig. 6.5,
blue). The maximum LWC in the cloud is around 0.2 g kg−1. Observations of the
LWP show a more variable LWP in the morning than in the afternoon (Fig. 6.2).
The simulated LWP is around 50 g m−2 and most of the time in the range of the
observed LWP, which has an error of 25 g m−2. Because the simulated cloud is
not dissipating in the control simulation, the simulated LWP remains in that range
and is not decreasing during the day. The IWP of the control simulation seems to
be at the lower end of the observed IWP range and reaches only around 2 g m−2

after the ice processes are turned on.
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Figure 6.3: RH profiles for the sensitivity experiment SensMoist simulations. Modified parts of
the RH profile are shown in red. The initial RH profile is in blue. (a) RH profile for the simulation
with dry-air advection below the cloud. (b) shows the RH profile of the simulation with the dry-air
advection above the cloud with the RH of 36 %, (c) and (d) show simualtions with the dry-air advection
above the cloud with the RH of 20 % and 10 %, respectively. Black box marks the vertical extent of
the liquid cloud layer of the control simulation.
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Figure 6.4: θ (left) and θe (right) profiles of the initial conditions (dark green and green), and domain
averaged profiles after 2 h (blue), 4 h (orange), 6 h (yellow) and 8 h (purple) from the start of the control
simulation (a), the RH 10 % simulation (b), the ICNC=10 l−1 simulation (c), and the CDNC=2 cm−3

simulation (d).
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Figure 6.5: Domain averages of LWC (blue), IWC (red) and RWC (green) of the control simulation.
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Figure 6.6: Domain averaged latent heat flux (blue) and sensible heat flux (red) of the control
simulation.
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Figure 6.7: The domain averaged LWP and RWP for the control simulation (red), the simulation of
dry-air advection below the cloud (pink solid), the simulations of dry-air advection above the cloud
top with a RH of 36 % (pink dashed), a RH of 20 % (pink dotted) and a RH of 10 % (pink dash-dotted),
the simulations with an ICNC of 1 l−1 (blue solid) and 10 l−1 (blue dashed), the simulation with a
CDNC of 10 cm−3 (black dashed) and a CDNC of 2 cm−3 (black solid).

6.3.2 Sensitivity experiment - SensMoist
The availability of moisture above and below the cloud is an important ingredient
for the persistence of an Arctic mixed-phase cloud. Fig. 6.7 shows the evolution of
LWP in the SensMoist experiment (pink lines). Reducing the available moisture
in the atmosphere below the cloud does not change the persistence of the cloud.
Up to 8 h, the LWP of the simulation with reduced moisture below the cloud is
slightly smaller (by approximately 8 g m−2 compared to the control simulation
after 4 h) than in the control simulation and at the end of the simulation, the
LWP is almost the same (Fig. 6.7, pink solid line). The mean profiles of specific
humidity (QV) after 5 h of simulation show that the difference in moisture is small
near the surface between the different simulations indicating a strong mixing in
the sub-cloud layer (Fig. 6.8). A strong difference in QV is only seen above the
cloud top and between the control simulation and the two SensMoist simulations
with reduced RH. This suggests that the supply of moisture from near the surface
has only a limited influence on the cloud layer, resulting in a stable LWP around
50 g m−2. Imposing a region of dry-air above the cloud has a larger influence on
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Chapter 6. The dissipation of an Arctic mixed-phase cloud

Figure 6.8: Domain averaged profiles of the water vapor (QV) are shown after 5 h of simulation for
the control simulation (red) and the SensMoist simulations (RH 10 %: yellow, dry below: green, RH
36 %:purple, and RH 20 %: blue).

The θe profiles also show a clear weakening of the inversion after 2 h which is
due to the thinner cloud layer and consequently decreased turbulence (Fig. 6.4b).
Hence the BL cannot grow with time as it does in the control simulation (Fig. 6.5,
6.9). Following the reduction in LWC, IWC is also reduced relative to the control
simulation; the mass of the liquid droplets is decreased and therefore ice crystals
grow less rapidly. This causes the ice crystals to remain suspended in the atmo-
sphere longer due to their reduced size and fall speed (6.9, red). These results
examining the sensitivity of cloud to the moisture profile changes agree with the
behavior of the Arctic mixed-phase cloud as reported in Solomon et al. (2013).

6.3.3 Sensitivity experiment - SensIce
In the simulation with an increased ice crystal concentration to 1 l−1, the cloud is
still persistent over the simulation time, and IWC increases because of the large
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the cloud evolution. Drier air above the cloud layer leads to a decrease in LWP in
all three simulations (Fig. 6.7, dashed pink lines). The reduction is strongest when
RH above the cloud was reduced to 10 %. The LWC is reduced by almost a factor
of 2 compared to the control simulation (Fig. 6.9). When the source of moisture
from above is decreased, the BL and cloud layer become coupled between 2 h and
4 h, which is similar to the control simulation (Fig. 6.4b).



6.3. Results of the sensitivity experiments

Figure 6.9: Domain averages of LWC (blue) and IWC (red) of the SensMoist simulation with the RH
of 10 % above the cloud top.

number of ice crystals (Fig. 6.10). The impact on the liquid layer however is
marginal. The LWP is almost constant at around 50 g m−2, very similar to the
LWP evolution simulated when RH is reduced in the sub-cloud layer (Fig. 6.7).
Further increasing the ice crystal number to 10 l−1 leads to glaciation and finally
to dissipation of the cloud after 6 h (Fig. 6.7, blue dashed line). In this simulation,
the inversion near cloud top becomes weaker after 8 h and the weak stable layer
near 300 m erodes more rapidly than in the control simulation (Fig. 6.4c).

6.3.4 Sensitivity experiment - SensCDNC
When CDNC is reduced relative to the reference value in the control simulation,
the LWP time series shows a decrease to around 40 g m−2 with the CDNC 10 cm−3,
and to below 10 g m−2 for CDNC set to 2 cm−3 (Fig. 6.7, black lines). The
reduction in CDNC also leads to a weakening of the inversion around 1 km, while
the inversion near 300 m persists throughout the simulated duration, whereas it is
eroded after roughly 4 h in the control simulation (Fig. 6.4d). The weakening of the
main inversion is likely due to less radiative cooling at the cloud top, because of the
optically thinner, less opaque liquid layer due to lower CDNC. This also decreases
the cloud overturning circulation which in turn slightly strengthens the decoupling
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Figure 6.10: Domain averages of LWC (blue) and IWC (red) of the SensIce simulation with an ice
crystal concentration value of 1 l−1.
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inversion. The cloud-top radiative cooling is reduced, and subsequently the cloud-
driven circulation is unable to sufficiently penetrate the static stable layer near
300 m. With an optically thinner cloud above, the sub-cloud layer can cool more
efficiently, and this promotes the formation of secondary, thin liquid layer in the
vicinity of the lower temperature inversion near 300 m (Fig. 6.11). Rain forms
after 2 h from initialization, through collision and coalescence processes. Rain
from the main cloud layer can moisten the sub-cloud layer due to evaporation
until the cloud layer at 1 km almost dissipates. This simulation leads to a very
thin cloud with LWC values reaching 0.03 g kg−1 and maximum values of IWC
of 0.0015 g kg−1 close to the surface. Ice crystals falling from the upper cloud
layer pass through the lower liquid layer around 3 h simulation time, where they
grow at the expense of cloud droplets, resulting in IWCs as large as the control
simulation. This also causes the second, lower liquid cloud to become tenuous
and briefly intermittent (Fig. 6.11).



6.4. Discussion and Conclusions

Figure 6.11: Domain averages of LWC (blue), IWC (red) and RWC (green) of the SensCDNC
simulation with 2 cm−3 CDNC.

6.4 Discussion and Conclusions
Low aerosol concentrations are common in the high Arctic due to a lack of aerosol
sources in this region in particular during summer (Bigg, 1996; Heintzenberg
et al., 2006; Garrett et al., 2010; Heintzenberg and Leck, 2012). In persistent
precipitating boundary layer clouds, the aerosol concentration can be further
reduced through scavenging. Thus, changes in aerosol concentrations and con-
sequently CDNCs may strongly influence the lifetime and development of an
Arctic mixed-phase cloud. The current model study of an observed mixed-phase
cloud during the ASCOS field campaign shows that a CDNC concentration of
10 cm−3 is sufficient to sustain the cloud while a CDNC of 2 cm−3 leads to cloud
dissipation.
The results are in agreement with Mauritsen et al. (2011), who discussed a tenuous
cloud regime in the Arctic characterized by low CCN number concentrations.
Mauritsen et al. (2011) found that a CCN number concentration of 10 cm−3

marked the upper boundary for a transition regime below which cloud formation
becomes limited. Observations during three previous campaigns in the high Arctic
and during the ASCOS field campaign indicate a 25 to 30 % occurrence frequency
of CCN concentrations below this value, i.e. within the so-called tenuous cloud
regime (Mauritsen et al., 2011); during ASCOS the median CCN concentration
was 20 to 30 cm−3 as measured by two independent CCN counters set to the same
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supersaturation; CCN concentrations were below 10 cm−3 about 20 to 30 % of the
time (Tjernström et al., 2014).
Using both a three-dimensional and a single-column model (SCM) version of
the Met Office Unified Model (MetUM) numerical weather prediction model,
and exploring an extended period of ASCOS observations, Birch et al. (2012)
found that a constant CCN concentration of 10 cm −3 instead of 100 cm−3 gave
a better general representation of low-level mixed-phase cloud properties. In a
study of Arctic stratocumulus clouds and dynamic surface coupling, Sotiropoulou
et al. (2014) used an indirect method to show that that the presence of optically
thin clouds observed during ASCOS correlate with low CCN concentrations and
persist for about 30 % of the time. The analysis by Mauritsen et al. (2011), Birch
et al. (2012), and the findings in the present study indicate that a drop in aerosol
and CCN number concentration to values below 10 cm−3 may be an important
reason for mixed-phase cloud dissipation in the high Arctic in summer. It is
therefore important that models, in particular with interactive aerosol and cloud
microphysics, can represent this type of low aerosol cloud regime, while many
models assume constant droplet number or aerosol concentrations representative
for mid-latitudes (Wesslén et al., 2014; Sotiropoulou et al., 2016).
While Birch et al. (2012) ran their simulations over several days, the COSMO
simulations presented here are for 10 h and focused on the cloud development
during that time. With the high horizontal and vertical resolution, the COSMO
simulations focus on the cloud microphysics and cloud evolution over a shorter
time compared to the MetUM SCM simulations of Birch et al. (2012). The ide-
alized setup with periodic boundary conditions and the small domain limit the
investigation area and hence focus only on parts of the Arctic stratus cloud deck.
The COSMO simulated cloud was also sensitive to changes in the moisture profile.
Generally, LWC decreased when RH in the atmospheric layer above the cloud top
was decreased. This supports observational and modeling evidence suggesting
that the source of water vapor above cloud top is important for the persistence of
the liquid layer (Solomon et al., 2011; Sedlar et al., 2012; Morrison et al., 2012).
However, in our simulations, introducing a dry layer above the inversion did not
cause cloud dissipation. Reducing RH in the sub-cloud layer had only a modest
impact on the mixed-phase cloud. Mixed-phase clouds in the Arctic are frequently
decoupled from the surface (Sedlar and Shupe, 2014; Sotiropoulou et al., 2014)
and therefore do not necessarily rely on a moisture source near the surface to
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Increasing the ice crystal concentration to 1 l−1 had a moderate influence on the
simulated mixed-phase cloud, while an even higher ice crystal concentration of
10 l−1 led to glaciation and subsequent dissipation of the cloud. Rogers et al.
(2001) found that for thin, low-level stratus clouds, the IN concentration at -15
to -20 ◦C was around 1 l−1. Nevertheless, ice crystal concentrations in the Arctic
may vary over 3 orders of magnitude (Morrison et al., 2005) and a maximum
IN of 0.25 l−1 has been observed in a similar season and geographic region as
ASCOS (Bigg, 1996). Considering IN concentration of 0.25 l−1 or lower from a
past field campaign in the high Arctic (Bigg, 1996) and taking the absence of IN
measurements above the instrument detection limit during ASCOS into account,
a large increase in ice crystal number concentration to 10 l−1, seems an unlikely
mechanism responsible for the observed cloud dissipation during ASCOS. Hence,
these results suggest that reasonable increases in IN concentrations are not the
primary mechanism leading to cloud dissipation for this observed case.
The sensitivity experiments tested here, altering CDNC, ice crystal number con-
centration, and changing moisture sources to the cloud layer, were designed to
mimic changes in the large-scale circulation and advection of air masses with
different thermodynamic profiles and aerosol properties. In reality, it is likely
that changes in thermodynamical properties and aerosol will happen simulta-
neously, and that the combination of these processes will control the evolution
of the mixed-phase cloud (Kalesse et al., 2016). Nevertheless, we have shown
that, independently, dry-air advection above cloud top, ice crystal increase, and
CDNC reduction all contribute to a reduction of the liquid condensate layer of a
mixed-phased cloud. However, we find that the reduction of CDNC was likely the
primary contributor to the dissipation of the observed mixed-phase cloud during
this specific case.

To come back to the research questions raised in Chapter 1, the results presented
here suggest to draw the following conclusions:
Why does an Arctic mixed-phase cloud dissipate?

◦ A high ice crystal concentration of 10 l−1, which is unrealistic in this
environment at the temperatures of the observed cloud, leads to dissipation.

◦ Dry air advection above the BL inversion has a weakening effect on the
cloud liquid layer, but does not lead to dissipation.
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◦ A low CDNC of 2 cm−3 leads to dissipation of the observed Arctic mixed-
phase cloud.





CHAPTER7
Microphysical processes in Arctic

mixed-phase clouds
The following results are part of a model intercomparison study within the Impact
of Biogenic versus Anthropogenic emissions on Clouds and Climate: towards a
Holistic UnderStanding (BACCHUS) project1. The BACCHUS project is one of
three projects in the "Aerosol and Climate" research cluster2. It is a European
Union funded project (FP7 collaborative project) lead by ETH, Zürich (Switzer-
land). 21 institutes from the European Union, Switzerland, Norway, and Israel
work together to investigate the key processes of aerosol-cloud interactions. The
focus is on key regions Amazonian rain forest and Arctic, which are important for
Earth’s climate. The COSMO model (in the LES setup described in this thesis)
participates in a model intercomparison study of an Arctic stratocumulus cloud.
A closer look is given at the impact of aerosols and dynamical processes on the
stratocumuls cloud (Stevens et al. (2017a, abstract EGU), Stevens et al. (2017b,
in prep.)). In this chapter, microphysical processes of Arctic mixed-phase clouds
simulated by the COSMO model are analyzed.

1 http://www.bacchus-env.eu/
2 http://www.aerosols-climate.org/
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7.1 Diagnostic and prognostic
CDNC simulations

The simulations described here are similar to the ones in Chapter 6, as the same
Arctic mixed-phase cloud system on the same day and time of the Arctic Summer
Cloud Ocean Study (ASCOS) campaign is investigated. The setup is similar to
the setup in Chapter 6 except for the large scale subsidence (Section 3.4). The
simulations are separated into two groups, the diagnostic simulations and the
prognostic simulations. The diagnostic simulations have fixed CDNC as in all
other simulations in this thesis (Section 3.4). The prognostic simulations are
more realistic because for instance collision processes in the cloud are taken into
account. All simulations are done with different ice crystal number concentration
(ICNC) (0.2, 0.02, 1, and 1 l−1). The simulations with the diagnostic CDNC are
comparable to the simulations in Chapter 6. For the simulations with prognostic
CDNC, the aerosol size distribution and composition is initialized as a single
lognormal mode of ammonium sulfate with a geometric mean diameter of 94 nm
and a geometric standard deviation of 1.5. The aerosol number concentration is set
to a horizontally and vertically constant of 80 cm−3 or 30 cm−3 at the beginning
of the simulation (Table 7.1). The activation of the aerosol depends on the vertical
velocity and the supersaturation. In the current prognostic simulations a single
updraft velocity which is the vertical velocity at the actual grid point and not a
distribution of the the vertical velocity activates the aerosol. The CCN spectrum
is computed and finally the activated aerosol number concentration is calculated
after Nenes and Seinfeld (2003) and Fountoukis and Nenes (2005). The activated
aerosol number concentration depends strongly on the actual vertical velocity
(Figure 7.1). At a temperature of -10◦C and at a pressure of 900 hPa all particles
are activated at a vertical velocity greater than 0.01 m s−1. The aerosol concentra-
tion of 80 cm−3 needs higher vertical velocities to activate completely than the
aerosol concentration of 30 cm−3. To demonstrate differences in diagnostic and
prognostic simulations, Figure 7.2 gives an overview of the liquid water content
(LWC) and ice water content (IWC) for an ICNC of 0.2 l−1. The upper two
mixed-phase cloud simulations show a similar behavior as in Chapter 6. The LWC
is decreasing during the CDNC3_ICNC0p2 simulation and the cloud becomes
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Figure 7.1: Number fraction of activated particles for the horizontally and vertically constant aersol
concentration of 80 cm−3 and 30 cm−3 at -10◦C and 900 hPa (courtesy of Markus Karrer, Institute of
Meteorology and Climate Research, KIT).

Table 7.1: Overview of the different specifications of the Arctic mixed-phase cloud simulations within
the BACCHUS project.

Simulation Specifications
Diagnostic simulations:
CDNC30_ICNC1 CDNC= 30 cm−3, ICNC = 1 l−1

CDNC3_ICNC1 CDNC= 3 cm−3, ICNC = 1 l−1

CDNC30_ICNC0p2 CDNC = 30 cm−3, ICNC = 0.2 l−1

CDNC3_ICNC0p2 CDNC = 3 cm−3, ICNC = 0.2 l−1

CDNC30_ICNC0p02 CDNC = 30 cm−3, ICNC = 0.02 l−1

CDNC3_ICNC0p02 CDNC = 3 cm−3, ICNC = 0.02 l−1

CDNC30_noice CDNC = 30 cm−3, ICNC = 0 l−1

CDNC3_noice CDNC = 3 cm−3, ICNC = 0 l−1

Prognostic simulations:
CCN30_ICNC0p2 CCN= 30 cm−3, ICNC = 0.2 l−1

CCN80_ICNC0p2 CCN= 80 cm−3, ICNC = 0.2 l−1

CCN30_ICNC0p02 CCN= 30 cm−3, ICNC = 0.02 l−1

CCN80_ICNC0p02 CCN= 80 cm−3, ICNC = 0.02 l−1

CCN30_noIce CCN = 30 cm−3, ICNC = 0 l−1

CCN80_noIce CCN = 80 cm−3, ICNC = 0 l−1

optically thinner, while the mixed-phase cloud layer of the CDNC30_ICNC0p2
simulation persists during the whole simulation time (Figure 7.2a and Figure 7.2b).
Compared to these two simulations, the simulations with prognostic CCN show
differences (Figure 7.2c and Figure 7.2d). The liquid cloud layer becomes thin-
ner in the CCN=30 cm−3 compared to the CCN=80 cm−3 simulation, but does
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not dissipate. To evaluate how much of the aerosol distribution is activated to
droplets, the number density of cloud droplets (QNC) of the four ICNC=0.2 l−1

simulations is studied (Figure 7.3). Comparing Figure 7.3a with Figure 7.3g,
both simulations show almost the same amount of QNC around 20 to 25 cm−3.
5 cm−3 more QNC is seen in the CDNC30_ICNC0p2 simulation towards the end
of the simulation. Thus, an aerosol distribution with a maximum value of 30 cm−3

produces a QNC of around 20 to 25 cm−3, which is in the range of the QNC of
the CDNC30_ICNC0p2 simulation. The prognostic CCN=80 cm−3 simulations
produces a QNC of around 70 cm−3 after two hours of spin-up time. In the
prognostic simulation more variation in QNC distribution is seen inside the cloud
layer below 1 km (Figure 7.3e, g). The standard deviation of QNC (σQNC) of the
prognostic simulations indicate a higher deviation from the mean at about 700 m
than the diagnostic simulations (Figure 7.3b, d, f, h). Thus, higher variations in
horizontal direction of QNC are expected in the prognostic simulations than in the
diagnostic simulations. Hence, aerosol interactions lead to a more variable QNC.
The cloud liquid water path (LWP) of all 14 different simulations can be divided
in three groups (Figure 7.4). The first group includes all three CCN=80 cm−3

simulations. They show the highest values of LWP with maximum values around
65 g m−2 and appear not to depend on the ICNC amount. Some stronger variations
in the LWP time series are seen in the CCN80_ICNC0p2 simulation in the middle
of the simulation around 8 h and in the CCN80_ICNC0 simulation towards the
end. The minimum LWP is around 40 g m−2 at 10 h of simulation. The second
group is located below group 1 and consists of all three CCN=30 cm−3 and all four
CDNC=30 cm−3 simulations. They reach values around 30 g m−2. No influences
of the different ICNCs are seen. More variations in the LWP time series are seen
in the prognostic CCN simulations, especially in the CCN30_ICNC0p02 and
CCN30_ICNC0 simulations. The third group includes all four CDNC=3 cm−3

simulations. The LWP decreases from around 12 g m−2 to almost 0 g m−2 eventu-
ally. In brief, the LWP time series depend on the different concentrations of CCN
and CDNC.
The ice water path (IWP) of all 14 simulations can be divided into four groups
specified by ICNCs (Figure 7.5). The first group includes the two simulations with
an ICNC of 1 l−1 having the highest IWP values as expected. The CDNC3_ICNC1
simulation shows a fast decrease in IWP after 3 h to almost 0 g m−2. This Arctic
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(a)CDNC30_ICNC0p2 (b)CDNC3_ICNC0p2 simulation

(c)CCN80_ICNC0p2 simulation (d)CCN30_ICNC0p2 simulation
Figure 7.2: Domain average of LWC (blue) and IWC (red) of the CDNCD30_ICNC0p2 simulation
(a) and the CDNCD3_ICNC0p2 simulation (b), and for the CCN80_ICNC0p2 simulation (c) and the
CCN30_ICNC0p2 simulation (d).

mixed-phase cloud simulation and the other CDNC=3 cm−3 simulations almost
completely dissipate towards the end. The CDNC30_ICNC1 simulation shows
a minimum amount of IWP after 8 h around 4 g m−2, while the average IWP is
around 5 g m−2. The second group includes all simulations with an ICNC of
0.2 l−1. The IWP is between 1 g m−2 and 2 g m−2 during the whole simulation
time and after the 2 h of spin-up time. The IWP of the CDNC3_ICNC0p2 simula-
tion decreases and reaches 0 g m−2 after 14 h. In the same time range, the LWP
of this simulation decreases to values slightly above 0 g m−2. The third group
consists of all simulations with an ICNC of 0.02 l−1. The IWP is above 0 g m−2

and reaches maximum values around 0.3 g m−2. The fourth group includes all four
simulations with an ICNC of 0 l−1. No ice is formed during these simulations.

103



Chapter 7. Microphysical processes in Arctic mixed-phase clouds

0

500

1000

1500

H
e
ig

h
t 
[m

]

2 4 6 8 10 12 14 16

Hours since 31-08-2008 5UTC

0

20

40

60

80

Q
N

C
 [
c
m

-3
]

20

10

10

20

30 30

(a)CDNC30_ICNC0p2
0

500

1000

1500

H
e
ig

h
t 
[m

]

2 4 6 8 10 12 14 16

Hours since 31-08-2008 5UTC

0

10

20

30

40

σ
Q

N
C
 [
c
m

-3
]

(b)CDNC30_ICNC0p2

0

500

1000

1500

H
e
ig

h
t 
[m

]

2 4 6 8 10 12 14 16

Hours since 31-08-2008 5UTC

0

20

40

60

80

Q
N

C
 [
c
m

-3
]

2.5

0.5

2

0.5
2.5

0.5

(c)CDNC3_ICNC0p2
0

500

1000

1500

H
e
ig

h
t 
[m

]

2 4 6 8 10 12 14 16

Hours since 31-08-2008 5UTC

0

10

20

30

40

σ
Q

N
C
 [
c
m

-3
]

(d)CDNC3_ICNC0p2

0

500

1000

1500

H
e
ig

h
t 
[m

]

2 4 6 8 10 12 14 16

Hours since 31-08-2008 5UTC

0

20

40

60

80

Q
N

C
 [

c
m

-3
]

80

70

70

10

10
50
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(h)CCN30_ICNC0p2
Figure 7.3: Domain averaged QNC and σQNC of the CDNCD30_ICNC0p2 simulation ((a),(b)), the
CDNCD3_ICNC0p2 ((c),(d)), the CCN80_ICNC0p2 ((e),(f)) simulation and the CCN30_ICNC0p2
((g),(h)) simulations.
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Group 2

Group 1

Group 2

Group 3

Figure 7.4: The cloud liquid water path (LWP) time series of the 8 diagnostic simulations (solid lines)
and the 6 prognostic simulations (dotted lines) for the whole 16 h of simulation time.

Group 2

Group 1

Group 4

Group 3

Figure 7.5: The ice water path (IWP) time series of the 8 diagnostic simulations (solid lines) and the
6 prognostic simulations (dotted lines) for the whole 16 h of simulation time.
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Chapter 7. Microphysical processes in Arctic mixed-phase clouds

7.1.1 Microphysical process rates in the
simulations with ICNC = 0.2 l−1

The microphysical processes inside Arctic mixed-clouds are analyzed with the
following process rates: the autoconversion of cloud droplets to raindrops, the
autoconversion of ice particles to snow, the depositional growth of ice and snow,
the riming of ice and snow, and the sedimentation rate of rain, ice, and snow
(Chapter 2: Figure 2.2 and Figure 2.3). In the model riming occur if certain
critical diameters and critical masses are reached. For the ice-cloud- and snow-
cloud-riming the diameter of the ice particles have to be larger than 150 µm and
the mass of the ice particles have to be larger than 0.01 g kg−1. For the ice-rain-
and snow-rain-riming the diameter of the ice particles have to be larger than
100 µm and the mass of the ice particles have to be larger than 0.01 g kg−1. Ad-
ditionally, the cloud droplets have to be larger than 10 µm and 0.01 g kg−1. The
sedimentation processes are sinks of liquid and ice mass in the Arctic mixed-phase
cloud. Negative values signify that in a certain vertical level, rain, ice or snow
decrease because of the sedimentation process. Positive values signify an increase
in rain, ice or snow because of sedimentation from levels above.
The autoconversion of cloud droplets to raindrops is a major process in the
diagnostic CDNC simulations in the simulated Arctic mixed-phase cloud (Fig-
ure 7.8a). Differences in the autoconversion rate of rain are noticeable in the
CDNC3_ICNC0p2 simulation, where the optically thin cloud layer dissipates dur-
ing the simulation and the autoconversion mainly occurs in the cloud layer around
300 m (Figure 7.8a). The prognostic CCN simulation CCN80_ICNC0p2 shows a
lower autoconversion to rain rate in the cloud top layer at about 1 km than in the
CDNC30_ICNC0p2 simulation. At the same time, the CCN30_ICNC0p2 simu-
lation shows a stronger autoconversion to rain rate than the CDNC30_ICNC0p2
simulation near the cloud top. The strongest sink of condensate is the sedimenta-
tion of rain in the liquid-dominated cloud layer below the cloud top (Figure 7.8e).
Furthermore, the CDNC3_ICNC0p2 simulation shows a strong rain-out process in
the first 3 h of the simulation because afterwards the mixed-phase cloud dissipates
(Figure 7.6).
The autoconversion of ice to snow rate has values in the order of 10−15 g cm−3 s−1

in all four simulations (Figure 7.8i). Compared to the other ice growth and liquid
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Figure 7.6: Domain average of the sedimentation rate of rain of the diagnostic CDNC3_ICNC0p2
simulation.

growth processes it is not a relevant process. Autoconversion of ice crystals to
snow occurs mainly below the liquid-dominated cloud layer towards the surface.
The CDNC3_ICNC0p2 simulation has the smallest autoconversion rate of ice
crystals to snow because the cloud is dissipating during the simulations.
A further ice growth process is the depositional growth of ice and snow (Fig-
ure 7.9d, g). It is an important process in the liquid-dominated cloud layer for all
four different simulations. Here, the ice crystals grow on the expense of droplets
(Wegener-Bergeron-Findeisen (WBF) process). The depositional growth of ice
is negative (e. g. the cloud ice sublimates) near the surface in the prognostic sim-
ulations and in the CDNC30_ICNC0p2 simulation. Moreover, the depositional
growth of snow is around two orders of magnitude smaller than the depositional
growth of ice and occurs mainly in the mixed cloud layer. Near the surface, the
depositional growth of snow is negative in all simulations, which indicates that
the snow sublimates near the surface (Figure 7.9g).
No riming of ice and snow occurs in the prognostic simulations and in the diag-
nostic simulations. Thus, according to the results, the depositional growth of ice
is an important process for the ice growth.
The negative values of the sedimentation rate of ice and snow show that in certain
vertical level, ice or snow decrease because of the sedimentation process (Fig-
ure 7.8l and Figure 7.9a). Snow sedimentation is two orders of magnitude smaller
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than ice sedimentation. The ice sedimentation is positive below the cloud layer,
except for the CDNC3_ICNC0p2 simulation. During this simulation all process
rates become small after the cloud dissipates.

7.1.2 Microphysical process rates in the
simulations with ICNC = 0.02 l−1

The decrease in ICNC to 0.02 l−1 influences the microphysical processes in the
Arctic mixed-phase cloud. The autoconversion of cloud droplets to raindrops
shows a similar vertical distribution as in the simulations with ICNC to 0.2 l−1

(Figure 7.8b). During the CDNC3_ICNC0p02 simulations, more rain is formed
at about 300 m than in the other simulations. The sedimentation of rain occurs
most of the time near the cloud top and in the cloud layer in all simulations. The
sedimentation rate of the CDNC3_ICNC0p02 simulation is small because the
cloud is dissipating during the simulation.
The autoconversion rate from ice to snow is small and around 10−18 g cm−3 s−1

(Figure 7.8j). The process is zero in the CDNC3_ICNC0p02 simulation.
The depositional growth of ice is one order of magnitude smaller than in sim-
ulations with higher ICNC (Section 7.1.1, Figure 7.9d, e). At the same time,
the depositional growth of snow is around four orders of magnitude smaller and
almost zero below the cloud layer and negative near the surface, which means
snow is sublimating (Figure 7.9h).
No riming of ice and snow occurs in the prognostic CCN simulations and in
the diagnostic CDNC simulations as seen in the ICNC=0.2 l−1, too. Hence, the
depositional growth of ice is the most important process for the ice growth.
In general, the ice growth processes depend on the available amount of ice,
which is smaller in these simulations than in the ICNC=0.2 l−1 simulations. If
less ice and snow is present, less ice particles and snow can sediment conse-
quently (Figure 7.8m and Figure 7.9b). The two sedimentation rates, ice and
snow sedimentation, are one to four orders of magnitude smaller than the sedi-
mentation rates in the simulations with ICNC=0.2 l−1 around 10−13 g cm−3 s−1

and 10−18 g cm−3 s−1 (Figure 7.8m and Figure 7.9b).
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7.1.3 Microphysical process rates in the
simulations with ICNC = 0 l−1

In the simulations with ICNC = 0 l−1, no ice is present in the model and thus no
ice or snow can form. The only relevant processes are the liquid phase processes,
hence the growth of cloud droplets to rain and the sedimentation of rain.
The autoconversion rates of rain is highest in the CCN30_ICNC0 simulation
(Figure 7.8d). The overall vertical distribution of the autoconversion rates is
similar to the previous simulations with different ICNC. The autoconversion rate
is in the range of the autoconversion rates of the ICNC=0.2 and 0.02 l−1.
Furthermore, the sedimentation of rain serves as a sink to the liquid mass in the
cloud and is seen mainly at the cloud top, which is similar to the simulations with
ICNC=0.2 and 0.02 l−1 (Figure 7.8h).

7.1.4 Microphysical process rates in the
simulations with ICNC = 1 l−1

To study the sensitivity of the Arctic mixed-phase cloud to ice, two diagnostic
CDNC simulations with an ICNC of 1 l−1 are conducted and analyzed.
The autoconversion rate of cloud droplets to rain and the sedimentation of rain
are both smaller than in the other diagnostic CDNC simulations (Figure 7.8c, g).
The strongest sedimentation of rain is near the cloud top as seen in the previous
sections.
The depositional growth of ice is higher than the depositional growth of snow
(Figure 7.9c, f). The deposition rate of ice in the CDNC3_ICNC1 simulation is
slightly positive at about 300 m in contrast to the CDNC30_ICNC1 simulation,
where it is negative. This is due to the second thin cloud layer at about 300 m
which is longest seen in the CDNC3 simulations. The autoconversion rate of snow
is in the order of 10−13 g cm−3s−1 and strongest near the surface (Figure 7.8k).
Furthermore, the riming of ice and snow for CDNC30_IN1 is very locally dis-
tributed in the cloud layer (Figure 7.7a, b). No snow riming occurs in the
CDNC3_IN1 simulation.
The loss of ice mass in the Arctic mixed-phase cloud is shown by the sedimen-
tation rate of ice and snow (Figure 7.8n and Figure 7.9c). The sedimentation of
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(a)CDNC30_ICNC1
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(b)CDNC3_ICNC1
Figure 7.7: Domain averages of the ice and snow riming rate of the diagnostic simulations with
CDNC 30 cm−3 (left) and 3 cm−3 (right). All simulations have an ICNC of 1 l−1.

ice is highest near cloud top in the CDNC30_ICNC1 simulation and is around
one order of magnitude higher than in the ICNC=0.2 l−1 simulation (Figure 7.9a).
The sedimentation rate of snow is around two orders of magnitudes higher than
the other simulations and shows a similar behavior in vertical distribution as in
CDNC30_ICNC0p2.
In general, all rates which have to do with ice processes are one or even two orders
of magnitude larger compared to the ICNC of 0.2 l−1 simulations, because more
ice is initialized in the model and can grow (Figure 7.5). Thus, also the riming
process can play a role in the ice growth processes although it is small.
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Figure 7.8: Domain and time (2–16 h) averaged autoconversion rate and sedimentation rate of rain
and snow for the prognostic and diagnostic simulations with ICNC = 0.2, 0.02, 1, and 0 l−1.
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Figure 7.9: Domain and time (2–16 h) averaged sedimenation rate of ice and deposition rate of ice
and snow for the prognostic and diagnostic simulations with ICNC = 0.2, 0.02, and 1 l−1.
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7.2 Discussion and Conclusions
The sensitivity study of an Arctic mixed-phase cloud during the ASCOS field
campaign is part of the BACCHUS project. Insight into the microphysical pro-
cesses in an Arctic mixed-phase cloud is shown by different simulations. The
sensitivity study is divided into two main groups: the diagnostic CDNC simu-
lations and the prognostic CDNC simulations. The sensitivity of the simulated
Arctic mixed-phase cloud is analyzed by initially varying the CCN, CDNC, and
ICNC (Table 7.1).
The most important process for ice growth in all simulations is the depositional
growth of ice. In the simulated Arctic mixed-phase cloud, ice particles grow at
the expense of water vapor near the cloud top and in the mixed-phase cloud layer.
Further down, near the surface, the ice particles are shrinking by sublimation. The
CDNC=3 cm−3 simulations behave slightly different. The deposition rate of ice is
smaller and distributed more homogeneously in the vertical from at about 900 m
to 200 m than in the other simulations. This is probably because the mixed-phase
cloud is thinner and two liquid layers are formed. Hence, depositional growth
occurs in both liquid layers, the one at about 900 m and the other one at about
300 m. The rate itself is smaller than in all the other simulations because the cloud
finally dissipates. The depositional growth of snow and the autoconversion rate of
snow are around zero and significantly smaller than the depositional growth of ice
and have a small, almost negligible effect on the microphysical cloud processes.
The riming process of ice is very locally distributed in the cloud layer. Be-
sides that, riming of ice happens only in the diagnostic CDNC30_ICNC1 and
CDNC3_ICNC1 simulations, where it is episodically in the same order of magni-
tude as the depositional growth of ice. Thus, the WBF process, which describes
the ice growth at the expense of cloud droplets is an important process for ice
growth in the simulated Arctic mixed-phase cloud.
The main sink of ice particles is the sedimentation of ice in the diagnostic CDNC
and prognostic CDNC simulations. It occurs strongest in the cloud layer near
cloud top and is also seen in the mixed-phase cloud layer and near the surface.
The sedimentation of snow is significantly smaller than the sedimentation of ice
and strongest in the near surface layers.
The liquid growth process is described by the autoconversion of cloud droplets
to raindrops. In all simulations, the autoconversion rate is highest in the liquid
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dominated layer near cloud top or in the case of CDNC=3 cm−3 in the two liq-
uid layers, where it is strongest in the cloud layer around 300 m. In general,
the different ICNCs have only a small effect on the autoconversion rate of rain
and a pronounced effect is only seen in the ICNC=1 l−1 simulations, where the
autoconversion rate is around one order of magnitude smaller than in the other
simulations.
Obviously, the diagnostic CDNC=3 cm−3 simulation is special because the Arctic
mixed-phase cloud has two cloud layers and dissipates towards the end of the
simulation. The depositional growth of ice is still an important ice growth process
in the cloud layer. Furthermore, the sedimentation of rain is positive around at
about 300 m, which shows that a large amount of raindrops from layers above fall
into this layer. Finally, the cloud rains out, which leads to smaller microphysical
rates than in all the other simulations.
By comparing the sedimentation rate of rain with the sedimentation rate of ice, it
is noticeable, that the ice sedimentation is smaller than the rain sedimentation in
all simulation except for the highest ICNC simulations (ICNC=1 l−1). Therefore,
the smaller concentration of ice leads to the conclusion that the loss of condensate
in the cloud is mainly due to the sedimentation of rain. Morrison et al. (2012)
described the sedimentation process of ice as an important loss process if the
cloud is capped by a dry atmospheric layer. If the cloud is capped by a moisture
inversion the moisture can balance the loss by ice sedimentation due to moisture
entrainment at cloud top. The current simulations have a moisture inversion above
cloud top (Chapter 6, Figure 6.8). Thus, the ice sedimentation can be balanced.
Nevertheless, a strong growth of raindrops occurs and leads to be the main sink of
condensate of the cloud layer.
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◦ Condensate is lost from the cloud layer rather by rain than by ice sedimen-
tation.
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To come back to the research questions raised in Chapter 1, the results presented
here suggest to draw the following conclusions:
Which microphysical processes are relevant in Arctic mixed-phase clouds?

◦ Depositional growth of ice is the leading process in the simulated Arctic
mixed-phase clouds.

◦ The autoconversion of cloud droplets to raindrops is strongest near the cloud
top of the Artic mixed-phase clouds.

◦ Varying the initial ICNC does not influence the growth of the liquid droplets
in the Arctic mixed-phase clouds.





CHAPTER8
Conclusion andOutlook

This thesis showed a detailed analysis of simulated Arctic mixed-phase clouds
by dissecting the microphysical properties as well as providing an overview of
different influences on Arctic mixed-phase clouds development.The objectives of
this thesis were defined in Chapter 1 and will addressed concisely in the following
paragraphs. An outlook of possible future extensions is given at the end of this
chapter.

Arctic mixed-phase cloud simulations performed by the COSMOmodel
Field campaigns are important to gather data and to provide a picture of for
instance how a cloud evolves or interacts with the surface. However, these
measurements are always limited in space and time and never provide a full
four-dimensional view of the cloud. For further investigations, a model should
reproduce similar mixed-phase clouds. Here, the COSMO model was performing
well regarding the main cloud properties such as vertical extent or the liquid water
content (LWC). Four Arctic mixed-phase clouds observed during the VERDI
campaign were analyzed and compared to observations. Cloud top height and
the LWC agreed with the observations. Some differences in the droplet size
distribution were found. The simulations showed smaller droplet sizes because of
the prescribed shape of the distribution in the two-moment scheme of cloud mi-
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crophysics. The spatial characteristics of Arctic mixed-phase cloud were analyzed
and found to be inhomogeneous both in the observations and in the simulations.
To conclude, with the help of measurements, the COSMO model as in the setup
used in this thesis, was validated as a basis for the investigations in this thesis.

Influence of different surfaces types and boundary layer (BL) structures
on Arctic mixed-phase clouds
The Arctic climate is influenced by the ice covered ocean, which prevents moisture
and heat from propagating to the atmosphere. During spring, especially during
summer and autumn, the Arctic surface changes and open ocean areas occur.
Thus, the question arose if and how these different surface types affects clouds.
Furthermore, the Arctic BL structure can be decoupled from or coupled to the
surface (Sotiropoulou et al., 2014), which affects the moisture transport from the
surface to the atmosphere. To investigate the influences of the surface to Arctic
mixed-phase clouds, a sensitivity study was performed with three different surface
types (sea ice, open lead, and sea water) and two different BL structures (coupled
and decoupled). The simulations showed almost no influence of the surface to the
mixed-phase cloud when the BL was decoupled from the surface. If the surface
was coupled to the cloud layer during the simulation, the moisture was able to
reach the cloud base. This happened in V0429, which is a low mixed-phase
cloud with a cloud top at about 590 m. Furthermore, a sensitivity experiment was
performed in which the BL was coupled to the surface at the beginning of the
simulation by modifying the initial temperature and moisture profile and creating
a mixed BL. As a consequence, the moisture reached the cloud base height in all
simulations, except for the sea ice coupled simulation of V0515, in which the BL
decoupled from the surface during the simulation and kept the moisture near the
surface. In general, only small sensible heat flux and latent heat flux occurred
during the simulations over the sea ice and open lead surfaces, which consequently
had only small influence on the cloud liquid water path (LWP) of the clouds. In
contrast, the sea water surface had an influence on the LWP and the ice water path
(IWP) in the coupled simulations of V0515 and on the V0429 simulations.
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Analysis of the dissipation process of an Arctic mixed-phase cloud
Arctic mixed-phase clouds can persist for several days and have an effect on the
surface energy balance. For instance, Morrison et al. (2012) presented a concept
why these clouds are so long persistent. Therefore, the question arose how these
mixed-phase clouds dissipate. Thus, different mechanisms were analyzed to find
the main contributors to dissipation of an Arctic mixed-phase cloud. During the
Arctic Summer Cloud Ocean Study (ASCOS) field campaign, a long persistent
low-level mixed-phase cloud, which dissipated after some days, was observed
and simulations of this cloud were performed with the COSMO model. Three
sets of sensitivity experiments were conducted. In the first sensitivity experiment
(SensMoist), the moisture profile was modified either below or above the cloud
top to mimic dry-air advection. In a second sensitivity experiment (SensIce),
the initially set ice crystal number concentration (ICNC) was increased to 1−1

and 10 l−1. These concentrations were above the expected low values in the
Arctic (Bigg, 1996). In the last set of sensitivity experiments (SensCDNC), the
fixed cloud droplet number concentration (CDNC) was decreased to 10 cm−3

and to 2 cm−3. With this set of sensitivity experiments, a change in large-scale
advection of air masses was performed to mimic changes in aerosol conditions
and thermodynamic profiles. On the whole, the simulations showed that changing
the CDNC to 2 cm−3 caused the Arctic mixed-phase cloud to dissipate. It is even
likely that these different processes occur simultaneously and this model study
showed only one contributor at a time. Nevertheless, the main contributor to
dissipation was found to be the reduction of CDNC to 2 cm−3.

Identifying themainmicrophysical processes inside Arctic mixed-phase
clouds
For a better understanding of the microphysical processes inside Arctic mixed-
phase clouds, the same cloud as described in the study about the dissipation
processes of an Arctic mixed-phase cloud was investigated. The sensitivity study
was divided in two main groups: The first group included diagnostic simulations
with a constant CDNC. The initial constant CDNC were 30 cm−3 and 3 cm−3

and the ICNC were altered to 0 l−1, 0.02 l−1, 0.2 l−1, and 1 l−1. The second
group included simulations performed with prescribed cloud condensation nuclei
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(CCN) and prognostic CDNC. Therefore, the aerosol was initialized as a single
lognormal mode of ammonium sulfate with a geometric mean diameter of 94 nm
and a geometric standard deviation of 1.5. The aerosol number concentration
was set to 30 cm−3 and 80 cm−3 and the ICNC was modified to 0 l−1, 0.02 l−1,
and 0.2 l−1. Hence, a set of 14 simulations was performed. The microphysical
processes inside Arctic mixed-clouds were analyzed with the following process
rates: the autoconversion of cloud droplets to raindrops, the autoconversion of
ice particles to snow, the depositional growth of ice and snow, the riming of
ice and snow, and the sedimentation rate of rain, ice, and snow. It was found
that the warm rain process (autoconversion of cloud droplets to raindrops) was
strongest near the cloud top, which is the region where the highest LWC was
simulated. Additionally, the strongest sedimentation rate of rain was near the
cloud top in all simulations, except for the CDNC=3 cm−3, where a second layer
around 300 m above the surface and below the main cloud layer evolved and
finally the cloud dissipated. The sedimentation of rain was also higher than
the sedimentation of ice. Thus, the cloud mainly lost condensate via the liquid
phase and not the ice phase. Interestingly, the strongest ice phase process is the
depositional growth of ice, which indicated that the Wegener-Bergeron-Findeisen
(WBF) process was an important process inside the Arctic mixed-phase cloud.
Near the surface, the ice particles sublimated. In conclusion, this sensitivity study
revealed the microphysical processes inside an Arctic mixed-phase and found that
the autoconversion rate of cloud droplets to raindrops as well as the sedimentation
of rain played a major role in the cloud layer of the Arctic mixed-phase cloud.

Outlook
Based on the differences in the droplet size distribution discussed in the preceding
paragraphs, a further study could investigate the shape of the droplet size distri-
bution and modify it to a more realistic distribution. Useful observations would
be measurements of the aerosol number concentrations and size distributions
vertically inside an Arctic mixed-phase cloud.
The BL structure is considered to be important in the Arctic. Thus, it would be
interesting to see how the BL develops if the Arctic surface temperatures rise. The
sea water surface may become more important for the surface energy balance as
well as for the moisture transport through the BL. Thus, a mesoscale model study
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under climate change conditions could be helpful to assess this question.
The sensitivity study of an Arctic mixed-phase cloud dissected one specific Arctic
mixed-phase cloud and elucidated different possible contributors to the dissipation
process. Now, it would be interesting to see the main contributors for other clouds
for instance at different times of the year. In combination with trajectories, which
show the origin of the air masses the relative role of the different contributors to
dissipation can be quantified.
The sensitivity study of microphysical processes in Arctic mixed-phase clouds
is part of a model intercomparison study within the Impact of Biogenic versus
Anthropogenic emissions on Clouds and Climate: towards a Holistic UnderStand-
ing (BACCHUS) project1. A comparison of different models is currently being
conducted and prepared for publication. Thus, the comparison of different models
will help to verify the COSMO model results.

1 http://www.bacchus-env.eu/
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The Arctic is a very pristine and vulnerable region. The surface is most of the 
time ice covered. Changes of the surface occur in the transition seasons spring 
and autumn and interact with Arctic mixed-phase clouds. They are low-level 
clouds and regularly observed in these high latitudes. Moreover, they consist 
of supercooled droplets and ice particles at the same time. These clouds are 
influenced by changes in atmospheric conditions and are important for the 
surface energy balance.

This work provides new insights into macro- and microphysical properties of 
Arctic mixed-phase clouds: first, by comparing semi-idealized large eddy simu-
lations with observations; second, by dissecting the influences of different sur-
face types and boundary layer structures on Arctic mixed-phase clouds; third, 
by elucidating the dissipation process; and finally by analyzing the main micro-
physical processes inside Arctic mixed-phase clouds.
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