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Preface

Ultrasound Tomography is an emerging technology for medical imaging that is quickly approaching realization. Multiple research groups around the globe are engaged in research spanning theory to practical clinical applications and commercialization. In order to bring together the growing community we organized the first International Workshop on Medical Ultrasound Tomography (MUST), which was held from 1st to 3rd November 2017 in Speyer, Germany.

The purpose of this workshop was to discuss and exchange ideas and research results in order to boost Ultrasound Tomography. The workshop provided a setting for discussing recent developments in a wide variety of topics including theory and practical application of image reconstruction and calibration algorithms, signal and image processing, image analysis and evaluation as well as system and transducer design and clinical application of ultrasound tomography.

The program of the three day workshop included eight invited talks, which covered the history and possible future trends of Ultrasound Tomography (J. Greenleaf), the clinical motivation (P. Littrup) and status of breast imaging (H. Madjar), the connection to seismics (A. Fichtner) and geophysics (G. Pratt), the latest trends in ultrasound transducers (N. de Jong) as well as the aspects of commercialization of photoacoustic imaging systems (C. Wiest). Additionally 29 oral presentations were given and 11 posters were presented. In dedicated discussion sessions the current challenges and future directions of ultrasound tomography were discussed with the audience. 59 participants from 10 countries attended and actively contributed to a very successful workshop.

Oral and poster presenters were asked to submit a one-page abstract before the workshop, which was reviewed by the scientific committee. Authors of accepted abstracts as well as the invited speakers were asked to submit a full paper. This book comprises the written versions of most of the contributions presented during the workshop and thereby provides an overview of the state of the art in medical ultrasound tomography.

We would like to sincerely thank all the colleagues involved in the scientific and local committee for their commitment. We are furthermore grateful for the support by Deutsche Forschungsgemeinschaft (DFG), the city of Speyer and Pepperl + Fuchs GmbH.
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Current challenges in Breast Screening and Diagnosis: From Molecules to Peritumoral Regions and Radiomics – The Emerging Imaging of Whole Breast Stiffness
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Abstract

Current advances in breast imaging technologies have been improved breast cancer screening and diagnosis. In parallel, advances in the molecular understanding of underlying tissue biology have highlighted complex interactions between glandular and surrounding adipose tissue. This in turn has emphasized the role of tissue stiffness in the extracellular matrix, from progression of the individual cancer cell to the stiff invading margins of the peritumoral region around breast cancers. While advances in magnetic resonance imaging and ultrasound elastography can provide both diagnostic and prognostic information for an isolated mass region, whole breast evaluations of stiffness are needed for screening. Ultrasound tomography provides unique whole-breast imaging of tissue stiffness, thereby better characterizing the highest risk region at the interface between fibroglandular and adipose tissue, as well as peri-tumoral regions. Further work is needed on whole breast analyses that include emerging and highly promising work with radiomics of quantitative UST data.

Keywords: Ultrasound tomography, stiffness, elastography, density, radiomics, breast, cancer

1 The importance of adjacent fat for breast cancer initiation and imaging

To better understand the role of imaging for breast cancer screening and diagnosis, this paper broadly addresses some of the biological underpinnings of cancer initiation and develop-
ment. Moreover, the role of ultrasound tomography (UST) as a new breast imaging technology needs to be placed in perspective with strengths and weaknesses of current breast imaging modalities for screening and/or diagnosis. But before an overview of imaging specifics will be covered, insights into emerging concepts of cancer initiation may provide better understanding of the diversity and spectrum of breast cancer types. Opportunities for imaging surrogate biomarkers, such as tissue stiffness, can be placed in better context. Finally, improved localization of cancer initiation near the interface of fibroglandular and adipose tissue (IFGA) will be covered.

Figure 1: (adapted from [1]): The spectrum of breast cancer extends from high risk lesions, such as atypical ductal hyperplasia (ADH) to multiple forms of DCIS and invasive cancer.

Figure 1 shows a graphic representation of the progression by cells lining a normal duct to invasive ductal carcinoma [1]. Cancer development can be considered as a progression from a single layer of epithelial cells lining a normal duct to multiple layers beginning to fill a duct, with associated increased cancer risk, or atypical ductal hyperplasia (ADH). In fact, if two separate ducts are involved or extent of ADH is $\geq$2 mm, low-grade ductal carcinoma in situ (DCIS) is noted [2]. In addition, a spectrum of DCIS types may not imply imminent clinical cancer since occult DCIS has been noted in $\sim$9% of autopsy studies [3]. A complex “conversation” between tissues of intracellular, extracellular, ductal and surrounding stroma regions appears to control the development of different types of DCIS and their risk for cancer progression [4]. This cellular cross-talk is further supported by genetic expressions and interactions within the extracellular matrix (ECM) [4, 5]. Cancer of greater prognostic significance appears to begin with high-grade DCIS, since it is more likely to progress to
invasive cancer and/or develop recurrence following definitive treatment. For these reasons, over 95% of DCIS is treated aggressively by some form of surgery [6, 7], despite the lack of associated mortality reduction benefits from treating DCIS. Concurrent with aggressive treatment, continued diagnostic and imaging dilemmas emerge for the entire spectrum of ADH, DCIS and invasive breast cancer.

The most common risk assessment for breast cancer is the relative density on mammogram. However, correlations of mammographic density with breast cancer risk suffers the conundrum of decreased mammographic performance in women with dense breasts. Mammographic breast density, associated risk and prognostic significance has been thoroughly reviewed, confirming the role of ECM components, lysyl oxidase (LOX) enzymes and multiple forms of collagen [8]. Greater aromatase immunoreactivity has been noted in dense tissue, leading to the greater conversion of estrogens and association with developing breast cancer [9, 10]. Perhaps more importantly, cancers arising in dense breast tissue have been associated with larger tumor size, higher histologic grade, more advanced stage, higher local recurrence and risk of secondary breast-cancer, let alone worse survival [11]. Tissue interactions at the boundary of dense tissue also need to be considered.

Figure 2: (adapted from Mancuso) [12]: The complex role of adipocytes and the associated balance of adipokines in multiple diseases. Lean body habitus gives rise to an optimal balance that likely leads to disease prevention and improved immunity, whereas starvation and obesity lead to infection susceptibility and an array of obesity-associated diseases, respectively.
In most women, fat cells make up more of the breast than dense tissue. The human fat, or adipose, layer may be the largest endocrine gland in the body, mediating blood pressure, reproductive function, appetite, glucose homeostasis, angiogenesis and immune function [12]. The link between obesity and multiple diseases on the rise (figure 2) appears to include breast cancer. When the balance of adipokines tip toward an excessive pro-inflammatory state, multiple adipokines, such as leptin, have been implicated in the initiation of cancer via aromatase expression [13, 14]. Tumor growth of cancer cell lines become markedly accelerated in the presence of adipocytes [13]. Moreover, a bidirectional crosstalk between cancer cells and adipocytes lead to the formation of cancer-associated adipocytes (CAA). These CAA’s secrete the adipokine, fibronectin, along with collagen alterations, to generate a phenotypic change in fibroblast-like cells known as adipocyte-derived fibroblasts (ADF). When tumor cells are cultivated with these ADF’s, cancer cells now demonstrate increased invasive ability. CAA’s also display overexpression of collagen VI and ECM-related molecules that contribute to breast cancer progression. This entire progression leads to the presence of a dense collagenous stroma, the so-called desmoplastic reaction around breast cancers. This is the etiology of a clinically palpable mass and an imaging opportunity for displaying stiffness.

2 Tissue stiffness and cancer

Breast cancer detection has relied upon using palpable stiffness for hundreds of years. Imaging has predominantly relied upon assessment tissue stiffness using elastographic techniques by either ultrasound or MR [15-18]. In addition, mammography has also recently used tissue deformation as a surrogate of stiffness, noting improved breast cancer risk delineation beyond breast density alone [19]. A brief overview of imaging signs found with breast cancer will be presented prior to considering the adjunctive value of imaging stiffness.

2.1 Imaging for whole breast screening and targeted diagnosis

By mammography, the dominant signs of breast cancer relate to a focal mass or asymmetry, a “cluster” of microcalcifications and/or a region of architectural distortion. Newly diagnosed cancers by mammography were noted as a mass or asymmetry in over 2/3, by calcifications in 29% and by architectural distortion in only 4% [20]. Masses or persistent asymmetry by mammography are generally then evaluated by ultrasound, which predominantly identifies a cyst or solid mass for follow-up or biopsy, respectively. A suspicious group of calcifications, or cluster, usually consists of a heterogeneous, branching and/or fine group of ≥4 calcifications within an estimated 1 cm³ of breast tissue. However, most isolated calcifications (i.e., no discrete associated mass or architectural distortion) going on to biopsy are generally noninvasive (i.e., DCIS) and smaller size [20].
Breast tomosynthesis, or 3-D mammography, has shown improved detection of architectural distortion [21, 22]. Moreover, 3-D mammography better characterizes focal asymmetries and mass margins, which helps account for reduced screening callbacks and improved biopsy positive predictive value (PPV). Thereby, the significantly improved 3-D mammography performance of ~4/1000 additional cancer detection, with less call-backs and biopsies, over 2-D digital mammography provides a good example for new additional screening modalities to deliver BOTH sensitivity and specificity improvements, or “more bang for the buck”.

Whole breast evaluation by additional screening with magnetic resonance imaging (MRI) and ultrasound (US) has already been thoroughly covered [23-29]. MRI has become the “gold standard” of breast imaging, demonstrating significantly greater detection of mammographically occult breast cancers, particularly in the highest risk groups [23-25]. However, MR imaging costs, patient/imaging-center access and the use of intravenous contrast agents preclude its broad use for the general population. Whole breast ultrasound has also demonstrated significantly greater detection of mammographically occult cancers, ranging between 1.9-4.3 cancers/1000 depending upon overall technique and patient population [26-29]. However, unlike 3-D mammography, the significantly greater callbacks and resultant lower biopsy PPV emphasized the need for additional specificity. Nevertheless, the concept of evaluating the whole breast remains paramount.

### 2.2 Stiffness and elastography - the need for whole breast imaging?

US elastography has become more commonplace in nearly all US units used specifically for breast imaging, but only targets a grayscale region of interest. This can improve the specificity of mass detection, but lacking visualization of the whole breast ignores the potential for increased detection, or improved cancer sensitivity. US elastography has evolved from strain imaging [15-16] and the BI-RADS-like Tsukuba score, to shear wave imaging (SWI) and quantitative measures of the shear wave in kilopascals (kPa) or sound speed (m/s)[17]. Yet, similar to the strain artifact seen with cysts (i.e., the Blue-Green-Red (BGR) sign), shear waves do not travel through a liquid.

MR elastography more readily displays the whole breast [18], but remains predominantly a research technique limited to few imaging centers. Combining the strengths of MRI and US elastography can produce better localization of focal MR abnormalities by second-look US [30, 31]. More importantly, cancers noted by both qualitative US elastographic strain images [32] and quantitative SWI measurements [33] have also been used for tumor histology comparisons and prognostication. Both quantitative stiffness (kPa) and elasticity ratios [32, 34] have shown that high stiffness corresponded with adverse prognostic factors such as tumor size, node involvement, histologic grade, vascular invasion and Ki-67 expression. Greater stiffness was also noted in tumors that were ER negative, PR negative, p53 positive, high nuclear grade, and high histologic grade. Finally, stiffness has been used to better
US elastography has also helped define the underlying molecular etiologies of stiffness, extending into the peritumoral region. Indeed, quantitative SWI assessments of the peritumoral area [37] also led to using computer-aided diagnostic possibilities [38-39]. Interestingly, tumor response to NAC was also noted as changing stiffness of the peritumoral region [36], leading to the suggestion that abnormal collagen of the ECM was likely involved. Moreover, collagen cross-linking of the cancer-associated stroma and abnormal collagen has been defined up to a centimeter beyond breast cancers [40]. Recent efforts with 3-D elastography [41] perhaps better define the extent of peritumoral stiffness and look similar to 3-D vascular patterns [42]. Coincidentally, analyses of 3-D vascular patterns also varies with different tumor types [43] and show response to NAC by decreasing tumoral and peri-tumoral vascularity [44]. Perhaps the increased, tortuous “feeder” vascularity surrounding malignant tumors also contributes to stiffness from their tubular and collagenous architecture.

Correlations of current elastography and/or 3-D Doppler with clinically significant tumor, underlying molecular/cellular stiffness, and potential for improved specificity remains diagnostic – limited to localized masses detected by standard grayscale. Without whole breast evaluation, US elastography and/or 3-D Doppler lack the potential for tumor detection and improved sensitivity for breast cancer screening.

3 Ultrasound tomography (UST), stiffness and radiomics

Presentations at this conference will cover additional SoftVue details. The significant and ongoing UST imaging improvements that have gone into launching a multicenter trial of SoftVue as an adjunct to mammographic screening is beyond the scope of this paper.

Whole breast UST offers the potential for multi-parametric evaluation of breast tissue types by quantitative analyses that can eventually be used for radiomics. Extensive work has gone into the development of a UST prototype [45], now called SoftVue (Delphinus Medical Technologies, Inc.; Novi, Michigan). SoftVue has been thoroughly evaluated for volumetric breast density measurements, stiffness, comparison with clinical outcomes, MRI correlation and early experience with region of interest evaluations for radiomics [46-53]. UST imaging is acquired and displays optimal resolution in the coronal plane, allowing a symmetric comparison of central fibroglandular tissue with surrounding subcutaneous fat in each breast (figure 3).
The coronal plane best shows a tissue retraction phenomenon, or spiculation, surrounding some cancers, which has been clearly associated with improved mass characterization and important molecular subtypes of cancer (e.g., triple negative vs. luminal A) [54]. The circumferential visualization of each breast by UST in the coronal plane emphasizes an under-recognized localization of cancer origin at the Interface of FibroGlandular and Adipose tissue (IFGA) [55]. The IFGA localized 99% of cancers (N=291/294) by MRI [55] and nicely correlates with the biological importance of cancer initiation in proximity to fat [12-14]. Figure 3 graphically shows “where to look for cancer” in UST - at the IFGA, as well as the potential association with so-called Cooper’s peaks that can produce false positive shadowing (i.e., greater attenuation) by standard US. Greater stiffness by circumferential UST has also been noted at some of these Cooper’s peaks, but the additional reflection and SS image stacks generally can exclude dense parenchyma flowing from slice-to-slice from any underlying 3-D mass effect at the IFGA, especially if that mass is associated with spiculation.

The basic concept of UST stiffness relates more to the bulk modulus than any of the previously discussed strain or shear wave elastography provided by standard US units. UST data sets consist of reflection and quantitative transmission images of sound speed (SS) and attenuation (ATT). SoftVue combines these in a fusion format, which overlays stiffness upon an underlying reflection image [48]. The following images show the adjunctive benefit of whole breast stiffness in conjunction with reflection and SS for optimal detection and characterization.

Figures 4-6 demonstrate the synergy of viewing three stacks of UST images simultaneously. Figure 4 and 6 show the potential for improved mass detection by a focal area of stiffness for both benign and malignant masses, respectively. The benign cyst at 6:00 in figure 4 likely
contains thick, or inspissated, proteinaceous material with unusually high sound speed. Conversely, the stiffer area associated with the spiculated mass in figure 6 corresponds well with the anticipated cancer extension beyond the central tumor nidus into the peritumoral region with mild architectural distortion. Note that these masses lie on the IFGA, whereas most cysts in figure 4 are surrounded by parenchyma and don’t have a fat interface.

Figure 4: CYSTS - Coronal reflection, SS and stiffness images of a woman with dense breasts and the multiple cysts. Yellow arrow denotes a probable inspissated, or complicated, cyst at the 6 o’clock position that has even higher SS than all the other cysts (middle), and high focal stiffness (red-right). Yet, reflection (left) shows it still retains a sharp boundary, or capsule, with subtle homogeneous internal echoes. Despite relatively high sound speed of all other cysts, they showed no stiffness and relatively sharp margins with minimal central echoes on reflection. While it is unusual for any mass to have such focal high SS, the stiffness image shows the potential for better conspicuity IF this had been a cancer encountered during screening.

Figure 5: FIBROADENOMA - Coronal reflection, SS and stiffness images show a 2 cm fibroadenoma in the 3:00 position (yellow arrows). Reflection (left) and SS (middle) show well-defined margins, or capsule. Stiffness image (right) shows minimal stiffness (blue-green).
UST has attained sufficient image quality to allow more detailed assessment of mass margins, with associated characterization differences between the three image stacks. However, additional characterization benefits may be obtained by computer-aided assessment of pattern recognition of both mass contents and surrounding peritumoral regions [51, 53]. As a brief insight to the radiomics paper to follow, some of these mass patterns are already apparent to a radiologist’s perception by cross-referencing the 3 dominant imaging stacks. For example, cysts generally have a homogeneous central pattern on SS and reflection, whereas cancer is much more heterogeneous and irregular. Moreover, similar pattern analyses are already being applied for improved risk analyses for simple breast density assessments [56]. Radiomic analyses of UST patterns, using multiple SoftVue image stacks, within and surrounding any breast mass can provide improved tumor characterization well beyond the already improved image resolution of mass margins and BI-RADS criteria alone.

Finally, more work needs to be done with pattern analyses of stiffness to provide perhaps the most comprehensive breast mass assessment by UST, which may lie beyond the limits of current human perception.
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One-dimensional Marchenko inversion in stretched space
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Abstract

In acoustic inversion, we aim to retrieve the density and compressibility of an unknown medium from single-sided reflection data. The relationship between the desired medium properties and the acquired data is intrinsically nonlinear and can be described by an integral representation, which is often referred to as the Lippmann-Schwinger equation. If the wavefield were known throughout the medium, this equation simplifies as a linear map between the medium properties and the reflection data. To acquire the wavefield inside the medium, we propose to use a Marchenko equation. This equation has recently been derived in order to compute a wavefield at an arbitrary location in the medium directly from a single-sided reflection response. To solve the Marchenko equation in physical space, the propagation velocity of the medium must be known a priori. If we transform the wavefields and medium properties to a stretched spatial coordinate system in which the wave speed is constant, we can solve the Marchenko equation in stretched space instead. This solution can be obtained without any information on the medium other than its single-sided reflection response. By substituting this solution into an integral representation in stretched space, we can establish an exact and linear map between the medium properties in stretched space and the reflection data. We demonstrate that this map can be used for linear inversion in stretched space without involving any approximation. Our theory is derived for a one-dimensional medium only. In the future, we aim to investigate if this formulation can be extended to higher dimensions.

Keywords: Inverse problems, Inverse scattering

1 Introduction

The retrieval of the density and compressibility of an unknown medium from single-sided reflection data is a long-standing problem with applications at a range of scales [1, 2]. To solve this problem, we often make use of an integral representation, which is known as the
Lippmann-Schwinger equation. This equation relates the desired medium properties to the acquired data through an operator that depends on the wavefield in the medium. Since the wavefield in the physical medium is typically unknown, it is common practice to approximate this quantity by the wavefield in a background model, leading to the so-called Born approximation [3]. Alternatively, the wavefield inside the medium and the medium properties can be iteratively updated in a nonlinear inversion framework [4].

Recently, it was shown that the wavefields inside an unknown medium can also be retrieved by solving a multi-dimensional Marchenko equation [5]. This equation has recently been derived as an extension of its one-dimensional equivalent [6, 7]. If the solutions of the Marchenko equation can be substituted in the Lippmann-Schwinger equation, we may establish a linear map between the medium contrasts and the acquired reflection data. Unfortunately, a model of the propagation velocity is required in order to solve the Marchenko equation in physical space. Hence, constructing the desired map in space requires knowledge of the (exact) velocity. Without knowledge of the velocity, the Marchenko equation can still be solved as a function of the focal time [8], which is defined as the direct propagation time of a wave traveling from the acquisition location to the (unknown) location of observation.

In this contribution, we relate solutions of the Marchenko equation in a one-dimensional medium to wavefields in a stretched coordinate system. We start with a definition of the stretched coordinates and we present an integral representation, which has been derived recently in this coordinate system [9]. We show how the solutions of the Marchenko equation can be substituted directly into this representation. This substitution leads to a linear map between the medium properties in stretched space and the recorded reflection data. We demonstrate that this map can indeed be realized in a one-dimensional medium without any information other than the reflection data. Finally, we show that the map can be used to retrieve the medium properties by linear inversion.

We are not the first to derive a linear map from the Marchenko equation. In the past, several others have used this equation to resolve the medium parameters of a one-dimensional medium from its single-sided reflection response [10, 11, 12, 13]. For a long time, these works could not be extended to higher dimensions. Recently, it has been shown that the medium parameters of a three-dimensional layered medium can be retrieved directly from the solutions of the multi-dimensional Marchenko equation by solving a linear inverse problem [14]. In this contribution, we present an alternative inverse problem for the same purpose by substituting the solution of the Marchenko equation into an integral representation in stretched space.

2 Stretched coordinates

We consider a 1D medium with a specific velocity $c(x)$ and density $\rho(x)$ profile. An example of such a medium is shown in figure 1. In this figure, we also show the impedance $Z(x) = \rho(x)c(x)$. We can stretch the spatial coordinates $x$ to stretched coordinates $\xi$ through the following (stretching) transform:
One-dimensional Marchenko inversion in stretched space

\[ \xi(x) = \int_{x' = 0}^{x} \frac{c_0}{c(x')} dx' \]  

(1)

The medium parameters and wavefield quantities can be stretched accordingly. While waves propagate in the original coordinates with a variable (and unknown) velocity \( c(x) \), they propagate with a constant velocity \( c_0 \) in the stretched coordinates. Since we are free to choose this velocity ourselves (even though we may not know the velocity in the original coordinate system), \( c_0 \) is known by definition.

Quantities in the stretched coordinate system are indicated by a bar. In figure 2a, we show the stretched impedance \( Z(\xi) \) of the medium that was shown earlier in figure 1. Note that the yellow high-velocity layers have been squeezed in the stretched coordinates. Since \( c(x) = c_0 \) in the other layers, their thicknesses have not been altered.

![Figure 1: Example of a 1D medium: (a) velocity \( c(x) \) (in \( 10^3 \text{ m} \cdot \text{s}^{-1} \)), (b) density \( \rho(x) \) (in \( 10^3 \text{ kg} \cdot \text{m}^{-3} \)) and (c) acoustic impedance \( Z(x) \) (in \( 10^6 \text{ kg} \cdot \text{m}^{-2} \cdot \text{s}^{-1} \)) (with x in m). At \( x < 0 \) and \( x > 0.7 \), all medium parameters are constant. The colors indicate the different layers in the model.](image)

3 Stretched integral representation

The following integral representation has been derived to express wavefields in the stretched coordinate system [9]:

\[ p(\xi, s) - p^{inc}(\xi, s) = \int_{\mathbb{D}} \frac{\partial G(\xi - \xi', s)}{\partial \xi} p(\xi', s) \chi_r(\xi') d\xi'. \]

(2)

Here, \( p(\xi, s) \) is the wavefield at the stretched coordinate \( \xi \), expressed in the Laplace domain, where \( s \) is the transform parameter of time \( t \). Further, \( G(\xi, s) = \frac{c_0}{2\pi r} \exp \left( -\frac{\xi}{c_0} \right) \) is a Green’s function in a reference medium with constant velocity \( c_0 \) and \( p^{inc}(\xi, s) = q(s) \exp \left( -\frac{\xi}{c_0} \right) \) is the incident wavefield in the same reference medium (here, \( q(s) \) is the source wavelet).
The reflectivity contrast \( \chi_r(\xi) \) has been defined in terms of the impedance in the stretched coordinates, according to

\[
\chi_r(\xi) := \frac{1}{Z(\xi)} \frac{\partial Z(\xi)}{\partial \xi}. \tag{3}
\]

In figure 2b, we show the reflectivity contrast of the medium that we discussed before. Our aim is to retrieve this contrast function from recorded reflection data \( R(s) = \overline{p}(0,s) - \overline{p}^{inc}(0,s) \) at the acquisition level \( \xi = 0 \). Before we discuss this problem, we show how the wavefield \( \overline{p}(\xi,s) \) can be computed throughout the medium if the contrast \( \chi_r(\xi) \) is known. This is done by inverting equation 2 for the wavefield \( \overline{p}(\xi,s) \), given \( \chi_r(\xi) \), \( \overline{p}^{inc}(\xi,s) \) and \( \overline{G}(\xi,s) \). We have solved this equation by a Neumann series, leading to the wavefield in figure 3a.

4 Inversion

If the wavefield \( \overline{p}(\xi',s) \) is known throughout the medium, the following modeling operator can be designed:

\[
\mathcal{L} \{ \chi_r \}(\xi,s) := \int_{\mathbb{D}} \frac{\partial \overline{G}(\xi - \xi',s)}{\partial \xi} \overline{p}(\xi',s) \chi_r(\xi') \, d\xi'. \tag{4}
\]
Through operator $\mathcal{L}$, we can establish a linear map between the reflectivity contrast $\chi_r(\xi)$ and the scattered wavefield in the medium, following $p(\xi, s) - p^\text{inc}(\xi, s) = \mathcal{L}\{\chi_r\}(\xi, s)$ (i.e. equation 2). By evaluating this wavefield at $\xi = 0$, we find the following linear relation between the reflectivity contrast and the recorded data $R(s)$:

$$R(s) = \mathcal{L}\{\chi_r\}(0, s).$$

We can solve this equation for $\chi_r$. In figure 3b, we show the result of such inversion, where we have used a conjugate gradient scheme. As expected, this response matches the reflectivity profile in figure 2b. However, to realize this inversion, we required the wavefield $p(\xi, s)$, which is generally unknown in practice.

## 5 Marchenko operator

Recently, it has been shown that a wavefield at location $x$ in the medium can be retrieved by solving a Marchenko equation [5, 8]. To obtain this solution, one requires knowledge of the single-sided reflection response $R(s)$ and the traveltime $t_d(x)$ of the direct wave to propagate from the acquisition location to the observation location $x$. This traveltime is given by

$$t_d(x) = \int_{x'=0}^{x} \frac{1}{c(x')} \, dx'.$$  \hspace{1cm} (6)
Since the velocity of the medium is typically unknown, we prefer to solve the Marchenko equation as a function of $t_d$ rather than as a function of $x$ [8]. If we compare equations 1 and 6, it is clear that $\xi (x) = c_0 t_d (x)$. Hence, the solution of the Marchenko equation at $t_d$ can also be interpreted as the wavefield at the stretched coordinate $\xi = c_0 t_d$. This interpretation allows us to compute the wavefield in the stretched coordinates without knowledge of the velocity. We refer to these wavefields as $p^m (\xi, s)$, where superscript $m$ has been added to denote the solution of the Marchenko equation. To solve the Marchenko equation, we have scaled the wavefields with respect to powerflux, following a particular normalization that has recently been proposed [15, 16]. The wavefields that are obtained in this way are related to the quantities as they occur in equation 2, according to

$$p^m (\xi, s) = \sqrt{\frac{Z(0)}{Z(\xi)}} p (\xi, s). \quad (7)$$

To validate equation 7, we have solved the Marchenko equation with powerflux normalization for the model that was shown in figure 1. We emphasize that no information other than the reflection response has been used to obtain this solution. The retrieved wavefield $p^m (\xi, s)$ is shown in figure 4a. According to equation 7, this wavefield is related to the wavefield $\tilde{p} (\xi, s)$, which we have computed in figure 3a, after multiplication with $\sqrt{\frac{Z(0)}{Z(\xi)}}$. We applied this multiplication to the wavefields in figure 3a and show the result in figure 4b. As expected, the wavefields in figures 4a and 4b are very similar, which becomes even more evident after subtraction, see figure 5.

To create the desired map between the reflectivity and the reflection data at $\xi = 0$, we substitute equation 7 into equation 2, leading to

$$\tilde{p} (\xi, s) - \tilde{p}^{inc} (\xi, s) = \int_D \frac{\partial G (\xi - \xi', s)}{\partial \xi} p^m (\xi', s) \chi' (\xi') d\xi'. \quad (8)$$

In this representation, we have defined a rescaled reflectivity contrast $\chi' (\xi)$, according to

$$\chi' (\xi) := \sqrt{\frac{Z(\xi)}{Z(0)}} \chi (\xi) = \sqrt{\frac{1}{Z(\xi) Z(0)}} \frac{\partial Z (\xi)}{\partial \xi}. \quad (9)$$

In figure 2c, we show the rescaled reflectivity of the medium that we studied before. Based on equation 8, we can define the following Marchenko modeling operator:

$$M \{ \chi' \} (\xi, s) := \int_D \frac{\partial G (\xi - \xi', s)}{\partial \xi} p^m (\xi', s) \chi' (\xi') d\xi'. \quad (10)$$
it is clear that interpreted as the wavefield at the stretched coordinate $\xi$ in equation 2, according to with respect to powerflux, following a particular normalization that has recently been proposed of the Marchenko equation. To solve the Marchenko equation, we have scaled the wavefields reflection response has been used to obtain this solution. The retrieved wavefield for the model that was shown in figure 1. We emphasize that no information other than theTo validate equation 7, we have solved the Marchenko equation with powerflux normalization subtraction, see figure 5. The wavefields in figures 4a and 4b are very similar, which becomes even more evident after this multiplication to the wavefields in figure 3a and show the result in figure 4b. As expected, equation 8, we can define the following Marchenko modeling operator:

$$M \{ R' \} (\xi, s) = \int D \chi_r(\xi, s) \, \xi_0 \partial_\xi \left( \frac{\sqrt{Z(0) / Z(\xi)}}{Z(\xi)} \right),$$

where superscript $m$ has been added to denote the solution rather than as a function of $p_m(\xi)$. If we compare equations 1 and 6, this interpretation allows us to compute the wavefield in the stretched coordinates without knowledge of the velocity. We demonstrated in figure 6a. Note the close match with the reflectivity profile in figure 2c. Now that the reflectivity contrast is known, we can compute the wavefield $\mathcal{M} \{ R' \} (\xi, s)$ (given the retrieved values of $\mathcal{M} \{ R' \} (\xi, s)$). The constructed wavefield $\mathcal{M} \{ R' \} (\xi, s)$ can be compared with $\mathcal{M} \{ R' \} (\xi, s)$. If we deconvolve these wavefields at each stretched coordinate $\xi$ individually, an estimate of $\sqrt{Z(0) / Z(\xi)}$ can be obtained, see equation 7. By squaring the estimated values of $\sqrt{Z(0) / Z(\xi)}$, dividing by $Z(0)$ and taking the inverse, the acoustic impedance $Z(\xi)$ can be found. In figure 6b, we show that this procedure does indeed allow us to find the impedance profile of the medium in stretched space. Finally, we note that the retrieved reflectivity $\mathcal{M} \{ R' \} (\xi)$ and impedance $Z(\xi)$ profiles in stretched space can be transformed to reflectivity and impedance profiles in physical space if an estimate of the velocity $c(x)$ is available.

6 Discussion

The extension of the proposed methodology to three-dimensional media remains an open question. For laterally invariant media, it is relatively straightforward to decompose wavefields in

Figure 4: (a) Wavefield $\mathcal{M} \{ R' \} (\xi, s)$ as retrieved by the Marchenko equation (converted to the time domain). (b) Rescaled wavefield $\sqrt{Z(0) / Z(\xi)} \mathcal{M} \{ R' \} (\xi, s)$ (converted to the time domain).
terms of rayparameters and to solve a one-dimensional Marchenko equation for each rayparameter individually [8]. For laterally varying media with smoothly curved interfaces, the Marchenko equation can be solved in physical space [5], given that the velocity model (or an estimate thereof) is known \textit{a priori}. The need for a velocity model is two-fold. First, the velocity is required to impose the causality conditions that undergird the Marchenko equation. Second, the velocity is required to project the solutions of the Marchenko equation into physical space. From practical experience, we have realized that the causality conditions can often still be successfully applied without accurate velocity information [17]. However, these estimates can no longer be projected to the correct spatial coordinates in this case.

Stretched coordinates may provide a useful framework to solve the Marchenko equation in the future. As we have demonstrated, the one-dimensional Marchenko equation projects its solutions directly to the stretched coordinates of a one-dimensional medium. If a proper three-dimensional extension of the stretching transform could be developed, it might be possible to formulate a multidimensional Marchenko equation that projects its solutions into these stretched coordinates with no or limited information on the propagation velocity. The development of such a stretching transform is the main direction of our current research.

7 Conclusion

Wavefields in a one-dimensional acoustic medium can be retrieved in a stretched coordinate system by solving a Marchenko equation. This solution requires no information other than a single-sided reflection response of the medium. The retrieved wavefields are related to the pressure fields that are found in a stretched integral representation, apart from a scaling factor \( \sqrt{Z(0)/Z(\xi)} \). By substituting the solutions of the Marchenko equation into the stretched
integral representation, we establish a linear relation between the reflectivity in stretched space and the recorded data. This relation can be used to invert for the reflectivity. Once the reflectivity is found, the pressure field can be computed throughout the medium by evaluating the integral representation. By comparing the result with the original solution of the Marchenko equation, the scaling factor \((\sqrt{Z(0)/Z(\xi)})\) can be found. From this scaling factor, one can easily compute the impedance in stretched space, as we have demonstrated.
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Abstract

This paper is concerned with wave equation reflection imaging for source pulses that do not have low frequencies. It is well known that the lack of these low frequencies causes serious difficulties in the image reconstruction. We show that under favorable circumstances good images can be obtained nevertheless by a data completion procedure.
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1 Introduction

One of the biggest difficulties in seismic reflection imaging is the lack of low frequencies in the source pulses. As is well known (see e. g. [1], [5]) and well understood in a mathematical context (see [12], [6], [10]) this makes it impossible to quantitatively recover the velocity distribution. Recently much effort has been put into using sources which have a relevant amount of low frequencies [3]. Corresponding problems occur in medical ultrasound if it is based on reflection measurements only.

In the present note we study a purely mathematical approach which does not require extra measurements at low frequencies. We rather use a data completion procedure to synthesize the missing low frequency data. Our method is some sort of analytic continuation in the spirit of the work of Landau, Slepian and Pollak [11]. It is clear that one can’t expect miracles from such an approach due to the inherent instability of analytic continuation. However, we shall demonstrate by numerical estimates of the eigenvalues of the extension operator and by numerical simulation that quantitatively correct images can be reconstructed with acceptable stability, provided the range of missing frequencies is not too large. We closely follow [10].

The outline of the paper is as follows. In the next section we solve the inverse scattering problem for the wave equation with sources and receivers on a horizontal plane in the Born approximation. It is shown that the Fourier transform of the velocity distribution is determined
2 The inverse scattering problem and Fourier analysis

We study the following inverse problem: Consider the initial value problem of the wave equation

\[
\frac{\partial^2 u}{\partial t^2}(x,t) = c(x)^2 (\Delta u(x,t) + \delta(x-s)q(t)) \text{ for } t > 0, x \in \mathbb{R}^n, \\
u = 0 \text{ for } t < 0.
\]

Here, \( c = c(x) \) is the sought-for speed of sound in the medium which is situated in the half space \( x_n > 0, n = 2, 3 \). We assume that with a known constant background speed \( c_0, c^2 = c_0^2/(1+f) \) with a certain function \( f \). \( s = (s',0)^\top, r = (r',0)^\top \) denote sources and receivers, resp., sitting on \( x_n = 0 \), and \( q \) is the source pulse which vanishes for \( t < 0 \). The inverse problems consists in finding \( c, \text{ i.e. } f \), from the measurements of \( u(x,t) \) for all \( s, r \) on \( x_n = 0, t > 0 \); see Fig. 1.

In the following we make frequent use of the Fourier transform in \( \mathbb{R}^n \), for which we use the notation

\[
\hat{f}(\xi) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{-ix \cdot \xi} f(x) dx
\]
A 1D Fourier transform with respect to $t$ takes (1,2) into

$$-\Delta u(x, \omega) - \frac{\omega^2}{c(x)^2} u(x, \omega) = \delta(x-s)\hat{q}(\omega)$$

which has to be complemented by the outgoing Sommerfeld radiation condition. For each source position $s'$, each receiver position $r'$ and each frequency $\omega$ we put $g_{\omega}(r', s') = u(r', 0, \omega)$. This is our data function. It has been shown in [8] that, after linearisation the inverse problem is solved in the Born approximation by

$$\hat{f}(\rho' + \sigma', a(\rho') + a(\sigma')) = -\frac{c_0^2}{(2\pi)^{n/2} \gamma_n^2} \frac{\hat{g}_{\omega}(\rho', \sigma')}{\omega^2 \hat{q}(\omega)} a(\rho') a(\sigma')$$

where $a(\xi') = \sqrt{k^2 - |\xi'|^2}$, $k = \omega / c_0$, $\hat{g}$ is the 2$(n-1)$ D Fourier transform of the data function with respect to $r'$ and $s'$, and $\gamma_n = 1/4\pi$ for $n = 2$ and $1/8\pi^2$ for $n = 3$. Assuming that $\hat{q}(\omega)$ is significantly different from 0 for $\omega_{\min} \leq \omega \leq \omega_{\max}$ we find that the nD Fourier transform $\hat{f}$ of $f$ is determined by the data for $\xi$ inside the circle of radius $2k_{\max}$ and outside the domain $W$; Fig. 2. In the present context $k_{\max}$ is much bigger than $k_{\min}$ and can be considered as infinitely large.

---

**Figure 2:** The Fourier transform $\hat{f}$ is determined by the data in the blue domain. For $n = 2$ this domain is the circle of radius $2k_{\max}$, except for the two circles of radius $k_{\min}$ around ($\pm k_{\min},0$), which together make up the domain $W$. For $n = 3$ one has to rotate this picture around the $\xi_n$ axis.
3 Data completion

Let \( f \) be a function in \( \mathbb{R}^n \) whose Fourier transform is known outside a domain \( W \) (e. g. the \( W \) depicted in Fig. 2). Then, by taking the inverse Fourier transform, we obtain

\[
f(x) = (2\pi)^{-n/2} \int_W e^{ix \cdot \xi} \hat{f}(\xi) d\xi + (2\pi)^{-n/2} \int_{\mathbb{R}^n \setminus W} e^{ix \cdot \xi} \hat{f}(\xi) d\xi.
\]

The second term, which we denote by \( f_W(x) \), is known. In the first term we express \( \hat{f}(\xi) \) by the Fourier integral, obtaining

\[
f(x) = (2\pi)^{-n} \int_{\mathbb{R}^n} \int_W e^{i(x-y) \cdot \xi} f(y) d\xi dy + f_W(x).
\]

Putting

\[
K_W(x) = (2\pi)^{-n} \int_{\mathbb{R}^n} e^{ix \cdot \xi} d\xi
\]

this can be written as the second kind integral equation

\[
f = \mathcal{H}_W f + f_W, \quad (\mathcal{H}_W f)(x) = \int K_W(x-y) f(y) dy.
\]

We consider this integral equation only in a domain \( B \) that contains the support of \( f \). It is this integral equation on which our completion process is based. In principle it can be solved by the obvious iteration

\[
f \leftarrow \mathcal{H}_W f + f_W.
\]

A preliminary study has already been presented in [9]. Integral equations of this type occur in the Landau-Slepian-Pollak theory [11]. In the simplest case \( n = 1 \) and \( W \) the interval \([-k,k]\). Then \( K_W(x) = (k/\pi) \text{sinc}(kx) \) and the integral equation is considered in the interval \( B = [-r,r] \).

For this case the integral operator has been carefully studied in [11]. Its eigenfunctions turn out to be the prolate spheroidal wave functions, and the eigenvalues are all in \((0,1)\), with about \(2kr/\pi\) of them being virtually 1, the other ones virtually 0. From this it is clear that the solution of integral equation such as (7), although unique, is very unstable.

However, due to the special geometry of the set \( W \) in Fig. 2 we obtain a much more favorable result. First we compute the kernel function \( K_W \) (6) for the set \( W \) from Fig. 2. From the formula

\[
\int_{|\xi|<k} e^{ix \cdot \xi} d\xi = (2\pi)^{n/2} k^n \frac{J_n(k|x|)}{(k|x|)^{n/2}}
\]

(see e. g. formulas VII.1.2 and VII.1.3 in [7]) we conclude that for \( n = 2 \)

\[
K_W(x) = 2(2\pi)^{-1} k_{\text{min}}^2 \cos(k_{\text{min}} x') \frac{J_1(k_{\text{min}} |x|)}{k_{\text{min}} |x|}.
\]

where \( J_1 \) is the first kind Bessel function of order 1.
The second term, which we denote by $f_W$, the obvious iteration integral equation on which our completion process is based. In principle it can be solved by result. First we compute the kernel function $K_W$. However, due to the special geometry of the set $W$ of integral equation such as (7), although unique, is very unstable. 2

Putting $K_W(x) = \frac{\pi}{2}$, $f(x) = \frac{\pi}{2}$ and $K(x) = \frac{\pi}{2}$, we obtain $K_W(x) = 2x$. Then, by taking the inverse Fourier transform, we obtain $B(x) = \frac{\pi}{2}$.

We consider this integral equation only in a domain $B$. Then, by taking the inverse Fourier transform, we obtain $B(x) = \frac{\pi}{2}$.

From (6) for the set from Fig. 2. From the completion and corrupted it with 10% multiplicative Gaussian noise. With the corrupted $f_W$ we did 15 steps of the iteration (8) using 0 as initial approximation. After 15 steps the iteration became stationary. Cross sections along the vertical axis in Fig. 1 of the original structure $f$ (green), the corrupted structure $f_W$ as obtained without the completion process (blue), and the final result (red) are displayed in Fig. 3. It is obvious that the improvement achieved by the completion procedure is substantial.

### 4 Numerical experiments in seismics

We did some numerical experiments with the 2D seismic structure in Fig. 1 with wavelength 400 m and depth 2 km. We first computed $f_W$ to show what one can obtain without data completion and corrupted it with 10% multiplicative Gaussian noise. With the corrupted $f_W$ we did 15 steps of the iteration (8) using 0 as initial approximation. After 15 steps the iteration became stationary. Cross sections along the vertical axis in Fig. 1 of the original structure $f$ (green), the corrupted structure $f_W$ as obtained without the completion process (blue), and the final result (red) are displayed in Fig. 3. It is obvious that the improvement achieved by the completion procedure is substantial.

### 5 Numerical experiments in mammography

We created a breast phantom patterned after the Salt Lake City breast phantom [4], adjusted to pure reflection imaging, with the patient in supine position, see Fig. 4. We used 20 sources, with frequencies from 15 kHz to 1MHz. The ambient speed of sound was taken to be 1500 m/sec. Thus the wave length was 1.5 mm, hence the expected resolution 0.75 mm. The tumors have a diameter of 0.75 mm. As can be seen from Fig. 4 the tumors are clearly resolved, even with the correct speed of sound. The reconstruction has been done by the Kaczmarz method with 5 sweeps.
Figure 4: Top: Salt Lake City breast phantom. Middle: Reconstruction. 20 sources are sitting on the top boundary. Bottom: Horizontal cross sections through original (green) and reconstruction (blue). Width 20 cm, height 7.5 cm.
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Abstract

Ultrasound imaging and inversion is successfully used in many biomedical applications. Currently, there is a growing interest for full-wave form inversion for breast cancer detection as it allows for a quantitative reconstruction of the acoustic medium properties of breast tissue. However, it remains a challenge to do inversion on real measurement data. Because 3-D inversion is computationally demanding, the inversion is often limited to 2-D. To overcome problems that occur because of this reduction in dimensions, different approaches are used to compute the incident field which serves often as input for the reconstruction algorithms. In this work, we compute a 2-D approximation of the 3-D incident field and use it for 2-D Born inversion. This approach provides a better reconstruction as compared to commonly used approaches for computing the incident field.

Keywords: Imaging, Born inversion, incident field correction, breast ultrasound

1 Introduction

Ultrasound has shown to be a successful technique for imaging the interior of the human body. Reconstructing the speed of sound profile from the measured wave fields is a nonlinear inverse problem for which there are many solution methods available [1]. Born inversion (BI) is a commonly used method where the nonlinear inversion problem is linearized by making the assumption that the total amount of scattering is limited. This approximation is valid for most biomedical applications and it significantly reduces the computational complexity [2].

In a real ultrasound measurement system, acoustic waves show 3-D propagation characteristics. However, in a majority of recently developed wave based imaging methods, the inverse problem is solved in a 2-D framework due to computational restrictions. This reduction causes problems during the inversion of real data. In this work, we address this problem and propose
a new approach to compute the incident field which typically serves as input for inversion. In particular, we use a 2-D approximation for the measured 3-D incident field and show that using this approximated incident field for Born inversion improves the resulting reconstruction.

In section 2 we first explain Born inversion. Next, we formulate a 2-D approximation of the 3-D incident field using Hankel functions. In section 3, we present the results obtained with Born inversion using four different approaches to compute the incident field. Finally, a discussion about the obtained results and a conclusion is provided in section 4.

2 Theory

Let us consider an unknown scattering object embedded in a homogeneous medium as illustrated in Figure 1. The objects are located inside the spatial domain \( D \). This domain is enclosed by receivers located in \( S \) and sources in \( S' \). Acoustic wave fields that propagate in the 3-D spatial domain \( D \) satisfy the Helmholtz equation

\[
\nabla^2 \hat{p}(x) + \frac{\omega^2}{c^2(x)} \hat{p}(x) = -\hat{S}(x),
\]

where \( \hat{p}(x) \) is the acoustic pressure field, \( \hat{S}(x) \) is the primary source, \( \omega \) is the angular frequency, \( c(x) \) is the speed of sound profile of the medium, and \( x \) is the location in Cartesian coordinates.

The pressure field \( \hat{p}(x) \) can be decomposed into an incident field \( \hat{p}^\text{inc}(x) \) which is generated by the source and propagates in the homogeneous embedding, and a scattered field \( \hat{p}^\text{sct}(x) \) which equals

\[
\hat{p}^\text{sct}(x) = \omega^2 \int_{x' \in D} \hat{G}(x - x') \chi(x') \hat{p}(x') dV,
\]

where \( \hat{G}(x - x') \) is the Green’s function and \( \chi(x') \) is the contrast function given by

\[
\chi(x') = \frac{1}{c^2(x')} - \frac{1}{c_0^2}.
\]

Figure 1: Schematic representation of system geometry.
Under the assumption that the scattering in the domain \( \mathbb{D} \) is weak, the total field inside the integral in equation (2) can be approximated by the incident field. This linearization is known as the Born approximation. After the Born approximation, the scattered field equals

\[
\hat{\rho}_{\text{Born}}(x) = \omega^2 \int_{x' \in \mathbb{D}} \hat{G}(x-x') \chi(x') \hat{\rho}_{\text{inc}}(x') dV, \tag{4}
\]

The linearized integral equation (4) can be solved for the unknown contrast function \( \chi(x') \) by using iterative solution methods [2, 3].

When the measurement is done in 3-D and the inversion in 2-D, problems occur in the reconstruction due to an erroneous description of the incident field. In the next section, we describe how the incident field is constructed such that the resulting field satisfies the 2-D wave equation while still showing some of the 3-D radiation characteristics.

### 2.1 Incident field approximation

To describe the incident field in two dimensions, we start with the 2-D Helmholtz equation in polar coordinates, viz.

\[
r^2 \frac{\partial^2 \hat{\rho}(r, \phi)}{\partial r^2} + r \frac{\partial \hat{\rho}(r, \phi)}{\partial r} + r^2 \frac{\omega^2}{c_0^2} \hat{\rho}(r, \phi) + \frac{\partial^2 \hat{\rho}(r, \phi)}{\partial \phi^2} = 0. \tag{5}
\]

As Hankel functions satisfy the 2-D wave equation, the incident pressure field may be approximated as [4]

\[
\hat{\rho}_{\text{approx}}(r, \phi, \omega) = \sum_{n=-\infty}^{\infty} c_n(\omega) H_n^{(1)} \left( \frac{\omega}{c_0} r \right) e^{in\phi}, \tag{6}
\]

where \( H_n^{(1)} \) are Hankel functions of the first kind with the corresponding coefficients \( c_n(\omega) \). To find the coefficients \( c_n(\omega) \), we iteratively minimize the \( L_2 \)-norm of the mismatch \( \Delta \) between the measured and approximated field, hence

\[
||\Delta||_2^2 = ||\hat{\rho}_{\text{inc}}^3(\omega) - \hat{\rho}_{\text{approx}}(r_m, \phi_m, \omega)||_2^2, \tag{7}
\]

with \( \hat{\rho}_{\text{inc}}^3 \) the incident field satisfying the 3-D wave equation and \( r_m \) and \( \phi_m \) pointing to each receiver location. In this way, we may find an incident wave field that satisfies the 2-D wave equation and at the same time shows a large resemblance with the actual 3-D incident wave field. Once the coefficients are found, the approximated 2-D incident field is computed from equation (6) and used for Born inversion.
Figure 2: Original (top) and reconstructed (bottom) speed of sound profiles. The reconstructed profiles are obtained with Born inversion using four different incident fields.

3 Results

To test the proposed approach, we first solve the forward problem in 3-D for a circular array, containing point sources and point receivers, scanning a cylindrical and a spherical object. Next, we use a 2-D Born inversion method to reconstruct the acoustic medium properties and compare the resulting reconstructions obtained using four different approaches. These four approaches are based on computing the incident field using (1) an infinite line source ($p_{2-D}^{inc}$), (2) a point source ($p_{3-D}^{inc}$), (3) a point source followed by a correction to compensate for geometrical spreading ($\sqrt{r}p_{3-D}^{inc}$), and (4) a point source followed by the proposed method to approximate the field using Hankel functions ($p_{approx}^{inc}$).

3.1 Configuration

Synthetic 3-D data is obtained by solving the forward problem using the full-wave method proposed in [5]. The outer circular array has a radius of 15 mm and contains 20 point sources equally distributed. The inner circular array has a radius of 10 mm and contains 150 receivers. The spherical object has a radius of 2 mm while the cylindrical object has a radius of 2 mm with 20 mm of height. The spatial computational domain of 20 mm $\times$ 20 mm $\times$ 20 mm is discretized with a grid size of 0.37 mm. Sources and receivers are located in the plane $z = 10$ mm. The speed of sound of the embedding is $c_0 = 1510$ m/s and the contrast is $c = 1580$ m/s.
The 2-D Born inversion is tested for the four different incident field approximations, using the same measurement data for each case. Two frequencies (0.5 MHz and 0.75 MHz) are used for Born inversion to get accurate results. The reconstruction is done in the plane $z = 10$ mm.

### 3.2 Born Inversion Results

The applicability of the proposed approach to compute the incident field is investigated by using 2-D Born inversion. The reconstructed speed of sound profiles are displayed in Figure 2. It is shown in the reconstruction results that using the 2-D incident field ($p_{2-D}^{inc}$) is the worst approach among the other approaches used in this work. With the 3-D incident field ($p_{3-D}^{inc}$), the cylindrical object is reconstructed successfully but problems occur for the spherical object. Multiplying the 3-D incident field with $\sqrt{r}$ ($\sqrt{r}p_{3-D}^{inc}$) to correct for geometrical spreading gives rise to a noisy reconstruction in which the objects are still clearly recognisable but with wrong amplitudes. Finally, using the proposed formulation for the incident field ($p_{approx}^{inc}$) gives the best result with respect to amplitude of the contrast and noise in the image.

To show how accurate the reconstructed speed of sound values are, cross-sections of the reconstructed speed of sound profiles along the diagonal is given in Figure 3. With $p_{2-D}^{inc}$ and $\sqrt{r}p_{3-D}^{inc}$ the boundaries and the locations of the objects are determined correctly, but with wrong amplitudes for the speed of sound. The reconstructions improve significantly when using $p_{3-D}^{inc}$ and $p_{approx}^{inc}$, where $p_{approx}^{inc}$ outperforms $p_{3-D}^{inc}$. 

Figure 3: Cross-section of the speed of sound profiles.
Finally, Born inversion results at four different iteration numbers (it = 4, 16, 64, and 256) for the four approaches are presented in Figure 4. In general, by comparing the results obtained for different number of iterations, the superiority of the proposed approach is clearly shown. Note that for all methods the reconstruction degrades significantly after a certain number of iterations. The main reason of this problem is that we use a full-wave method to compute the synthetic measurement while the inversion is done within Born approximation. This problem can be solved by using regularization techniques [6] or full-wave inversion methods [7].

4 Conclusion

In this work, a new approach is proposed for applying 2-D inversion on 3-D measurement data. This new approach approximates the incident field from the original 3-D incident field and uses
this approximated incident field for inversion. Results with Born inversion show that this new approach provides a better reconstruction compared to the currently applied approaches. The correct speed of sound values cannot be reconstructed with the 2-D incident field and the 3-D incident field multiplied by $\sqrt{r}$. The 3-D incident field is a better option compared to the previous ones but it has problems with an object which has 3-D characteristics.

Born inversion is a method with limitations because of the weak scatterer approximation. Problems are expected in the presence of strong scatterers. The proposed method can also be used with other wave based inversion methods. A full-wave inversion method can overcome the limitations one may encounter with Born inversion.
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\textbf{Abstract}

Ultrasound transmission tomography offers quantitative characterization of the tissue or materials by their speed of sound and attenuation. Reconstruction of such images is an inverse problem which is solved iteratively based on a forward model of the Helmholtz equation by paraxial approximation and thus is time-consuming. Hence, developing optimizers that decrease this time, in particular reducing the number of forward propagations is of high relevance in order to bring this technology into clinical practice. In this paper, we solve the inverse problem of reconstruction in a two-level strategy, by an outer and an inner loop. At each iteration of the outer loop, the system is linearized and this linear subproblem is solved in the inner loop with a preconditioned conjugate gradient (CG). A standard Cholesky preconditioning method based on the system matrix is compared with a matrix-free Quasi-Newton update approach, where a preconditioned matrix-vector product is computed at the beginning of every CG iteration. We also use a multigrid scheme with multi-frequency reconstruction to get a convergent rough reconstruction at a lower frequency and then refine it on a higher-resolution grid. The Cholesky preconditioning reduces the number of CG iterations by approx. 70\%–85\%; but the computation time for determining the system matrix for the Cholesky preconditioner is dominating, offsetting the gains of the reduction of iterations. The matrix-free preconditioning method saves approx. 30\% of the computation time on average for single-frequency and multi-frequency reconstruction. For the robust multi-frequency reconstruction, we test three breast-like numerical phantoms resulting in a deviation of 0.13 m/s on average in speed of sound reconstruction and a deviation of 5.4\% on average in attenuation reconstruction, from the ground truth simulation.

\textit{Keywords:} Ultrasound transmission tomography, Preconditioning, Multigrid reconstruction
1 Introduction

Breast cancer diagnostics based on ultrasound computed tomography (USCT) promises high specificity for early cancer detection. Some 2D or 3D USCT devices [1] measure reflection and transmission tomography at the same time. Transmission tomography offers quantitative characterization of the imaged tissue or materials by speed of sound and attenuation profiles [2]. In this paper, we focus on the image reconstruction of transmission tomography based on the Karlsruhe USCT system [1].

For image reconstruction of transmission tomography, we consider the wave equation in the frequency domain. The Helmholtz equation models the wave propagation of ultrasound through an acoustic background medium including refraction, diffraction and multiple scattering as

\[ \Delta p + k_0^2 (1 + \eta)^2 p = 0, \]  

(1.1)

with the frequency dependent pressure field \( p \). The acoustic medium is described by the background wave number \( k_0 = \omega / c \) and the refractive index \( 1 + \eta \), where \( \omega = 2 \pi f \) accounts for the angular frequency for frequency \( f \) and speed of sound (SoS) \( c \) of the background medium, and \( \eta \) accounts for the deviation of the SoS from the background medium. The full solution of the Helmholtz equation poses a very high computational burden. To mitigate this limitation for medical imaging, the paraxial approximation was chosen [3][4] which is fast enough to be applied for radiological and material diagnosis at the same day. The paraxial approximation describes the ultrasound field via nearly plane waves in forward direction. We use the wide-angle parabolic equation (WAPE) [5] and perform Lie-Trotter splitting [6] to the (formal) solution of the parabolic/paraxial approximation. The forward solution on the computational grid can be calculated by

\[ p_{k+1} = e^{i\Delta z k_0 \eta_k} \cdot \text{iff} \left( e^{i\Delta z \sqrt{k_0^2 - \xi^2}} \cdot \text{fft}(p_k) \right). \]  

(1.2)

The index \( k \) at \( p \) and \( \eta \) denote the considered \( z \) slice, whereas the indices for the other directions are omitted. The spectral variable is denoted by \( \xi \) and the discrete Fourier transformations are denoted by \( \text{fft} \) and \( \text{ifft} \) in 1D or 2D, whether the problem is 2D or 3D respectively.

The image reconstruction consists of determining the distribution of SoS and attenuation which are both derived from \( \eta \). To be specific, \( \eta = a + b \frac{i}{\omega} \), where \( \text{Re}(\eta) = a = \frac{c_0}{c} - 1 \) describes the deviation in the SoS (\( c \) is the SoS in the object and \( c_0 \) in the background medium), and \( \text{Im}(\eta) = \frac{b}{\omega} \) accounts for frequency dependent attenuation. Hence, we need to estimate the parameter \( \eta \) according to the forward model (1.2) given the measurements taken by the USCT system. This is known as an inverse problem usually provided as a nonlinear
least-squares problem, and it is ill-posed due to the nonlinearity and the extremely large scale of the problem. Therefore, we use Newton type methods to linearize the problem together with preconditioned conjugate gradient (CG) method to solve the linearized system at every Newton iteration.

Iterative methods such as CG [8] and generalized minimal residual (GMRES) [14] are widespread to solve a sequence of linear systems that arise in Newton’s framework, without forming the Jacobian matrices explicitly while the Jacobian-vector multiplications are approximated by the finite difference method. A challenge is to determine a preconditioner to accelerate the convergence of the Jacobian-free iterative methods. Existing preconditioning methods [15][16] require the full information of the Jacobian for the first outer iteration and the lower or upper triangular part of the Jacobian for each outer iteration. For large problems, it is still expensive to compute the Jacobian even for the first outer iteration. Moreover, if the Jacobian is dense or has some sparse structure, computing the lower or upper triangular part can be as expensive as computing the whole matrix [16]. On the other hand, few existing preconditioning techniques are truly “matrix-free”, where neither the full nor the partial system matrix needs to be formed explicitly [17]. One example can be found in [9], where Morales and Nocedal proposed a preconditioner for CG which has the form of a limited memory Quasi-Newton matrix and is generated using information from CG iterations without requiring explicit knowledge of the system (Jacobian) matrix. Xu et al. [17] proposed an inner-iteration preconditioner based on the weighted Jacobi method, and used it for preconditioning the CGLS [18] and BA-GMRES [19] methods in a trust region framework. In this paper, we adopt the Quasi-Newton updating preconditioning techniques [9][10] for CG in our USCT image reconstruction task.

2 Methods

2.1 Gauss-Newton method

The reconstruction is defined by the least-squares problem on the squared $L_2$ norm of the residual

$$S(\eta) = \frac{1}{2} \| r(\eta) \|_2^2,$$  \hspace{1cm} (2.1)

where vector $r(\eta) : \mathbb{C}^N \rightarrow \mathbb{C}^M$, called residual vector, is given by $r(\eta) = F(\eta) - p_d$. Here, $p_d \in \mathbb{C}^M$ are the measured pressure field from the USCT system, and $F(\eta) : \mathbb{C}^N \rightarrow \mathbb{C}^M$ is the predicted pressure field computed according to the forward model of (1.2), i.e., $p = F(\eta)$. The unknowns $\eta \in \mathbb{C}^N$ are the parameters that we want to estimate for reconstruction. The derivatives of $S(\eta)$ can be expressed in terms of the Jacobian $J(\eta)$, which is the $M \times N$ matrix of the first partial derivatives of the residuals, defined by
\[ J(\eta) = \left[ \frac{\partial r_j}{\partial \eta_i} \right]_{j=1,2,\ldots,M} = [\nabla r_1(\eta)^T, \nabla r_2(\eta)^T, \ldots, \nabla r_m(\eta)^T]^T. \]  

(2.2)

The gradient and Hessian of \( S(\eta) \) can then be expressed as follows:

\[ \nabla S(\eta) = \sum_{j=1}^{M} r_j(\eta) \nabla r_j(\eta) = J(\eta)^T r(\eta), \]  

(2.3)

\[ \nabla^2 S(\eta) = \sum_{j=1}^{M} \nabla r_j(\eta) \nabla r_j(\eta)^T + \sum_{j=1}^{M} r_j(\eta) \nabla^2 r_j(\eta) = J(\eta)^T J(\eta) + \sum_{j=1}^{M} r_j(\eta) \nabla^2 r_j(\eta). \]  

(2.4)

To minimize the nonlinear objective function \( S(\eta) \) of (2.1), we use the Gauss-Newton (GN) method, which can be viewed as a modified Newton’s method [7]. Instead of solving the standard Newton equations \( \nabla^2 S(\eta_k) d_k = -\nabla S(\eta_k) \) for a search direction \( d_k \) (which can be overdetermined or underdetermined depending on \( N, M \)), we solve the following system, i.e. the normal equations, to obtain the search direction \( d_k \):

\[ J_k^T J_k d_k^{GN} = -J_k^T r_k. \]  

(2.5)

Here, the use of the approximation \( \nabla^2 S_k \approx J_k^T J_k \) relieves us to compute individual residual Hessians \( \nabla^2 r_j, j = 1,2,\ldots,M \), which are needed in the second term in (2.4).

To solve the linearized system of (2.5), where the system matrix now corresponds to \( J_k^T J_k \), we selected the conjugate gradient (CG) method [8] which does not need the system matrix explicitly but only matrix-vector products on both sides of the equation (2.5). Based on the forward model, we can formulate two iterative schemes for the evaluation of the derivative of the forward operator and its adjoint. They are respectively called the sensitivity operator \( F' \) and the adjoint operator \( F'^* \) in [4]: the former produces the product of \( J_k \) and its input vector while the latter produces the product of \( J_k^T \) and its input vector.

After the search direction \( d_k^{GN} \) is computed by the CG method, we would like to choose a step length \( \alpha_k \) to give a substantial reduction of \( S \) along this direction, but at the same time we do not want to spend too much time making this choice. The ideal choice would be the global minimizer of the univariate function \( \phi(\alpha_k) = S(\eta_k + \alpha_k d_k^{GN}) \). There is a closed-form solution for \( \alpha_k \) if \( S \) is a simple quadratic function. In our case, however, \( S \) is much more complicated and to find even a local minimizer of \( \phi \) requires many evaluations of \( S \) and possibly \( \nabla S \). Therefore, we use a practical backtracking line search method [7] to decide the step length \( \alpha_k \) along the search direction \( d_k^{GN} \). A general description of the iterative Gauss-Newton method follows.

---

**Algorithm 2.1 (Gauss-Newton method)**

Given initial solution \( \eta_0 \);

for \( k = 0,1,2,\ldots \)

Solve \( f(\eta_k)^T f(\eta_k) d_k = -f(\eta_k)^T r_k \) by the conjugate gradient method;

Find the step length \( \alpha_k \) for \( d_k \) using line search;

Set \( \eta_{k+1} = \eta_k + \alpha_k d_k \);

if \( MSE < GNtol \) then stop; endif

endfor

\% MSE stands for mean squared error.

---
2.2 Preconditioners for the conjugate gradient method

For large-scale applications with symmetric system matrices, CG is usually used with preconditioners. A widely used and efficient preconditioner is the incomplete Cholesky preconditioning. The Cholesky factorization is a decomposition of a matrix $A$ into the form $A = LL^T$, where $L$ is a lower triangular matrix. Incomplete Cholesky factorization is a variant in which $L$ might be restricted to have the same pattern of nonzero elements as $A$; other elements of $L$ are ignored [8].

The incomplete Cholesky preconditioning is based on the system matrix while in our forward model computing and storing the Jacobian is expensive both in time and memory consumption. Moreover, when the matrix gets large, factorization is a nontrivial task even though the matrix is sparse. Therefore, matrix-free preconditioning techniques are preferable for our application. An elaborate and recent approach is through limited memory Quasi-Newton update [9][10] given the gradient function without forming the Hessian. This approach approximates the diagonal of the Hessian via Quasi-Newton updates as preconditioners, using information gathered and updated from CG iterations. The preconditioner does not require explicit knowledge of the system matrix and is therefore suitable for our application where only products of the system matrix times a vector can be computed.

Let us denote the problem of (2.5) as $Ax = b$ (i.e., $A = J_k^T J_k$, $x = d_k^{GN}$, $b = -J_k^T r_k$), which we use the preconditioned CG method to solve for the Gauss-Newton search direction $x$, i.e., $d_k^{GN}$. It is equivalent to the following optimization problem

$$\text{minimize } q(x) = \frac{1}{2} x^T Ax - b^T x.$$ (2.6)

The Quasi-Newton matrices are updated by means of the Broyden–Fletcher–Goldfarb–Shanno (BFGS) formula,

$$H^{(j+1)} = H^{(j)} + V_j^T H^{(j)} V_j + \theta_j y_j y_j^T,$$ (2.7)

where

$$V_j = I - \theta_j y_j y_j^T, \quad \theta_j = 1/y_j^T s_j, \quad s_j = x^{(j+1)} - x^{(j)}, \quad y_j = \nabla q(x^{(j+1)}) - \nabla q(x^{(j)}).

$$ (2.8)

The pair of vectors $(s_j, y_j)$ is called a correction pair. Practically, we do not form the matrices $H^{(j)}$, but only store the correction pairs and the scalars $\theta_j$, and then use a recursive formula as described in [11] to compute the product of $H^{(j)}$ and the CG residual vector. A general description of the preconditioned CG method with Quasi-Newton update preconditioner (PREQN) follows.
Algorithm 2.2 (preconditioned CG method with PREQN preconditioner)

Given $A_k, b_k, x^{(0)}$; \( \text{\% Note that } k \text{ means the number of iteration in the outer Gauss-Newton loop.} \)

\[
r^{(0)} = b_k - A_k x^{(0)},
\]

for \( j = 1, 2, \ldots \)

\[
\rho^{(j-1)} = r^{(j-1)} z^{(j-1)},
\]

if \( j = 1 \) then

\[
p^{(1)} = z^{(0)},
\]

else

\[
\beta^{(j-1)} = \frac{r^{(j-1)} z^{(j-1)}}{r^{(j-2)} p^{(j-2)}}, \quad p^{(j)} = z^{(j-1)} + \beta^{(j-1)} p^{(j-1)}; \quad \text{endif}
\]

\[
a^{(j)} = \frac{r^{(j-1)} p^{(j)} A_k p^{(j)}}{r^{(j)}}, \quad x^{(j)} = x^{(j-1)} + a^{(j)} p^{(j)}, \quad r^{(j)} = r^{(j-1)} - a^{(j)} A_k p^{(j)}; \quad \text{endif}
\]

if \( \|r^{(j)}\|_2 < \text{CGtol} \) then stop; \text{ endif}

endfor

In Algorithm 2.2, only one call to the PREQN preconditioner routine is needed for each CG iteration. The routine is summarized as Algorithm 2.3.

Algorithm 2.3 (PREQN preconditioner)

Given \( k, j, r^{(j-1)}, (s_{j-1}, y_{j-1}) \); \( \text{\% } k \text{ is the number of iteration in the outer Gauss-Newton loop.} \)

\( \text{\% } j \text{ is the number of iteration in the inner CG loop.} \)

if \( j > 1 \) then decide if \((s_{j-1}, y_{j-1})\) is to be saved; \text{ endif}

if \( k == 1 \) then \( z^{(j-1)} = r^{(j-1)}; \quad \text{\% No preconditioning for CG at the first outer iteration.} \)

else \{ if \( j == 1 \) then \text{ build preconditioner } H_{k+1}; \quad \text{ endif} \}

\( z^{(j-1)} = H_k r^{(j-1)}; \quad \text{ endif} \)

2.3 Multi-frequency reconstruction

Convergence for single-frequency reconstruction is only guaranteed if the typical size of the reconstructed object multiplied by the ultrasound frequency is smaller than a given constant [12]. If this condition is not fulfilled, the starting solution must be sufficiently near to the true solution; a simple starting solution like the average SoS in the object fails to converge. Therefore, if we want to reconstruct larger objects at higher frequencies, we can use a multi-frequency method. For each frequency, the problem is solved on a grid resolution that is matching the condition for the used frequency [12]. Firstly, we obtain a convergent rough reconstruction at a lower frequency. From this rough reconstruction with fewer parameters/pixels, we then interpolate a starting solution for the finer reconstruction with more parameters, which corresponds to the reconstruction at higher frequency. This starting solution should be close to the true solution for the high-frequency reconstruction, and hence using it we expect a convergent solution for the high-frequency reconstruction. A general description of our multi-frequency reconstruction follows.

Algorithm 2.4 (Multi-frequency reconstruction)

Given initial solution \( \eta_0 \), the starting frequency \( f = f_{\text{start}} \), the maximum frequency \( f_{\text{max}} \); \n
for \( i = 1, 2, \ldots \)

\( \eta_{i-1} = \text{interpolation}(\eta_{i-1}); \quad \eta_i = \text{reconstruction}(\eta_{i-1}); \quad \text{increase } f \text{ by } f = f \times \text{factor}; \quad \text{if } f > f_{\text{max}} \text{ then stop; } \text{ endif} \)

endfor
3 Results

In our simulated reconstruction tests, the measurements of pressure field \( p_d \) are modeled as \( F(\eta_{\text{exact}}) \) plus additive Gaussian noise characterized by the signal-to-noise ratio (SNR). By minimizing the least-squares problem (2.1), we obtain a solution \( \eta \) that approximates \( \eta_{\text{exact}} \). Considering the robustness of reconstruction with noisy data, we also test Tikhonov regularization where instead of solving (2.5) by CG at every outer iteration (Gauss-Newton iteration), we solve \((J_k^T J_k + \lambda^2 I) d_k^{CG} = -J_k^T r_k\) where \( I \) is the identity matrix and \( \lambda \) is the Tikhonov regularization parameter determined by the L-curve method [13].

We firstly test the incomplete Cholesky preconditioning. We use the Matlab build-in function \texttt{ichol} to obtain the incomplete Cholesky factorization of the system matrix (Jacobian), as a preconditioner to the Matlab build-in conjugate gradient function \texttt{pcg}. We use the sensitivity operator \( F' \) to generate the complete Jacobian by giving it a series of input vectors \( e_1 = [1,0,...]^T, e_2 = [0,1,...]^T, ..., e_N \). Since the computation of the Jacobian is expensive, we do not apply it at every outer iteration, and a preconditioner generated at a given outer iteration is reused for multiple outer iterations. We test five different scenarios denoted as “preconditioner (re)”, where \( re = \{1, 5, 10, 20, \text{and } 1000\} \) indicates that the preconditioner is updated after \( re \) outer iterations. So for example, “preconditioner (5)” means a new preconditioner is generated at every fifth outer iteration. Besides, we also test the situation without preconditioner. For all the six situations, we run four versions of our reconstruction algorithm: (1), (3) no regularization with data of SNR=60dB, SNR=40dB, resp.; (2), (4) Tikhonov regularization with data of SNR=60dB, SNR=40dB, resp. Therefore, we test 24 combinations in total and we report for each combination the sum of outer iterations (S\(_{\text{outer}}\)), the sum of CG iterations (S\(_{\text{cg}}\)), and the average CG iterations per outer iteration (S\(_{\text{mean}}\)), as shown in Figure 1. Note that S\(_{\text{mean}}\) = S\(_{\text{cg}}\)/S\(_{\text{outer}}\). The results show that the incomplete Cholesky preconditioning can reduce about 70%~85% of the CG iterations. It can also reduce outer iterations. The preconditioner update rate, on the other hand, has almost trivial impact on CG iterations.
Although the incomplete Cholesky preconditioning reduces CG iterations, it actually does not save computation time in our tests. This is because of the extra computation for forming the Jacobian, especially for large-scale problems where the Jacobian computation is too expensive even though we only have to do it once at the first outer iteration. In contrast, the matrix-free preconditioner PREQN does not need to calculate the Jacobian explicitly. We have rewritten the Fortran PREQN routine\(^1\) [10] into Matlab code and then tested it in our algorithm with several configurations. Specifically, we test six configurations where the main differences are frequency, problem size \(N\) (number of parameters/pixels to be reconstructed), and CG tolerance (see the \(G\)\(N\)tol parameter in Algorithm 2.2). The six tested configurations are:

\[
\begin{align*}
test1 &= (2.5\text{MHz}, 48\times38, 0.05), & test2 &= (2.5\text{MHz}, 48\times38, 0.01), \\
test3 &= (2.5\text{MHz}, 96\times76, 0.01), & test4 &= (2.5\text{MHz}, 96\times76, 0.005), \\
test5 &= (1.5\text{MHz}, 104\times80, 0.01), & test6 &= (1.5\text{MHz}, 104\times80, 0.005).
\end{align*}
\]

We set the stop condition of the Gauss-Newton reconstruction (see the \(G\)\(N\)tol parameter in Algorithm 2.1) to \(1e^{-5}\). The sum of outer iterations, sum of CG iterations, average CG iterations per outer iteration, and the computation time are reported in Figure 2. The program was executed under MATLAB R2017a on a laptop equipped with Intel Core i7-6700HQ (4 GHz).
cores, 2.6GHz) CPU and 16 GB RAM. As shown from the last chart of Figure 2, the PREQN preconditioning does save computation time for all the tests. For smaller problems or larger CG tolerances, the time saved by PREQN preconditioning is not impressive. This implies that the cost of applying preconditioner is similar to the time saved by the reduction in the number of CG iterations. However, for larger problems such as test5 and test6, the PREQN preconditioner saves about 50% computation time. On average, the computation time saved is about 30% for the six tests.

![Figure 2: Results of PREQN preconditioning.](image)

The above six reconstruction tests we have reported are for small objects, where the radius of region of interest (ROI) is about 10–20 mm. The radius of measuring device for Karlsruhe USCT II is 130 mm, and we have used scaling factors of 0.14 and 0.25 for the previous tests. For reconstruction without scaling, we use the multi-frequency reconstruction method. We start at 250kHz and increase the frequency with a factor of 1.1 each time, reaching the max. frequency 2.5MHz after 26 frequency steps. For all the frequencies before the final one, we use a relatively loose tolerance for reconstruction, in order to get a quick approximate solution which is then interpolated as the starting solution of the next higher frequency. We test multi-frequency reconstruction with three numerical phantoms under MATLAB R2016a running on a standard node of bwForCluster\(^2\), which is equipped with 2×Intel Xeon E5-2630v3 (Haswell) (8 cores, 2.4 GHz) CPU and 64 GB Memory. The phantom 1 is a simple simulation of a breast where the background is water, and from outside to inside are skin, fat,

\(^2\) https://www.bwhpc-c5.de/wiki/index.php/Main_Page
gland, and tumor. The phantom 2 is with more shapes allowing identifying sharp edges. The phantom 3 contains the structure of a breast as segmented from a clinical MRI image. The results are reported in Figure 4, where the values are accumulated values of 26 frequencies from 250kHz to 2.5MHz. The PREQN preconditioning reduces both the outer iterations and the CG iterations for multi-frequency reconstruction. The computation time saved is about 30% on average for the three tested phantoms. At the final frequency of 2.5MHz, the number of parameters/pixels is 344×270 with the pixel size of 0.59 mm (also the ultrasound wavelength).

As for visualized results, we report in Figure 3 the Matlab program (running on the laptop used before) snapshots for phantom 3. The multi-frequency reconstruction begins from a starting frequency of 0.5MHz, reaching the final frequency 2.5MHz after 8 frequencies, where the number of parameters/pixels is 110×68 at the final frequency. In Figure 3, the top row 2D images are reconstructed SoS and attenuation respectively. The bottom row 1D profiles focus on the parameters/pixels at the pink dotted lines, where the reconstructed profiles are given in red and their simulated reference in blue. For the 1D profiles, the standard deviation from the simulation for SoS is 0.001 m/s, while the standard deviation for attenuation is 3.4%.

![Fig. 3: Visualization of reconstructed speed of sound (blue image) and attenuation (yellow image) of phantom 3.](image)
4 Conclusions

We use the Gauss-Newton method for USCT image reconstruction by minimizing a nonlinear least-squares problem defined according to measurements data and the forward split-step formulation of the wide-angle parabolic equation (WAPE). The system is linearized in the form of a Jacobian and we choose the conjugate gradient (CG) method to solve the normal equation inside the Gauss-Newton loop, since CG does not need the explicit Jacobian matrix but only matrix-vector products. The commonly used incomplete Cholesky preconditioning for CG can reduce about 70%–85% CG iterations but the computation time for the Jacobian matrix is dominating, and as a result, it fails to reduce the overall computation time significantly. The matrix-free preconditioner via Quasi-Newton update, on the other hand, does not need to form the Jacobian explicitly and saves about 30% of the computation time on average. Reconstruction for large-size problems with high ultrasound frequencies requires starting solutions which are near to the true solutions. We use a multigrid scheme to firstly get a convergent rough reconstruction at lower frequency and then interpolate it for the starting solution with higher frequency. Together with the matrix-free preconditioning, multi-frequency reconstruction gives decent SoS reconstruction for $344 \times 270$ parameters at 2.5MHz in reasonable computation time. In future work, more effective problem-dependent preconditioning techniques will be studied for our USCT image reconstruction. Especially for the multigrid reconstruction framework, the non-uniform convergence rates for coarse scale features and fine scale features should be taken into consideration.

Acknowledgements

The research was supported by the Deutsche Forschungsgemeinschaft (DFG) under grants no. HE 3011/37-1 and HO 5565/2-1.

References


Efficient simulation of ultrasonic waves using an extended spectral element method

C. Boehm, N. Korta Martiartu, M. van Driel, L. Krischer, M. Afanasiev, and A. Fichtner

Department of Earth Sciences, ETH Zurich, Zurich, Switzerland
E-mail: christian.boehm@erdw.ethz.ch

Abstract

We present methods for accurate and computationally efficient simulations of ultrasonic waves in the time domain. Our approach is based on the spectral element method and adaptively changes the computational domain over time. The key idea is to utilize the spatio-temporal localization of the wavefield, and to take advantage of the finite speed at which energy propagates through a medium. By skipping the computation of the wavefield in regions that have no impact on the measurements, we can reduce the computational cost significantly. This is important for a wide range of applications, and particularly useful for waveform inversion, which typically requires a large number of simulations in every iteration. Furthermore, we present tools to accurately mesh the shape of a scanning device for ultrasound breast tomography with conforming unstructured hexahedral meshes. This includes custom-tailored refinement styles as well as strategies to mask out elements based on the opening angle.
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1 Introduction

Waveform inversion for ultrasound computed tomography (USCT) is a promising tool to image the acoustic properties of breast tissue. In recent years, several studies applied waveform tomography to different scanning setups in both 2D and 3D, and simulated wave propagation in both time and frequency domain [11, 17, 19, 22, 23, 25].

Despite the availability and ever-increasing power of high-performance computing architectures, waveform inversion remains computationally challenging. Because of the non-linearity and the absence of an analytic inverse operator, the problem can only be solved iteratively. At its numerical core, waveform inversion requires the recurring simulations of acoustic waves
propagating through breast tissue to generate synthetic data, which can be compared to data measurements.

Hence, using efficient simulation methods is crucial to make waveform inversion computationally feasible. In this paper, we present extensions to the spectral element method that are tailored to consecutively simulating multiple scans for ultrasound tomography. The spectral element method is a high-order numerical scheme for accurate time-domain simulations of the wave equation. It was originally introduced by Patera [16] for applications in fluid dynamics and has since then become widely used to model seismic wave propagation from regional to global scale [3, 8, 12, 18, 24].

While finite difference methods usually require rectilinear grids for the discrete system, spectral element methods work with fully unstructured meshes and thus offer a lot of flexibility. In particular, they facilitate (1) to represent the wavefield at arbitrary points in space, (2) to handle complex shapes and geometries, (3) to apply boundary conditions, and (4) to model emitting and receiving transducers accurately.

The rest of the paper is organized as follows. After briefly outlining the key principles of the spectral element method, we show that it is possible to truncate the computational domain without losing accuracy in the simulated waveforms. Furthermore, we outline a strategy to overlap the simulation of multiple scans in time. In addition, we discuss the generation of conforming hexahedral meshes to model the scanning device.

2 Method

2.1 Spectral element discretization

Consider the acoustic wave equation on the spatial domain $\Omega \subset \mathbb{R}^d \ (d = 2, 3)$ and time interval $[0,T]$ given by

$$\beta(x) \partial_t^2 u(x,t) - \nabla \cdot (\rho^{-1}(x) \nabla u(x,t)) = f(x,t), \quad \text{on} \ \Omega \times [0,T],$$

with the initial conditions

$$u(x,0) = 0, \quad \partial_t u(x,0) = 0, \quad \text{on} \ \Omega,$$

and homogeneous Neumann-type boundary conditions

$$\nabla u(x,t) \cdot \vec{n}(x) = 0 \quad \text{on} \ \partial \Omega \times [0,T].$$

Here, $u$ denotes the pressure field, $f$ is an external source generated by an emitting transducer, and $\vec{n}(x)$ is the outward pointing normal direction. The model is parameterized by the density $\rho$ and the compressibility $\beta$, but we could change this easily to different parameters, e.g.,
by the relation $\beta^{-1} = \rho c^2$, where $c$ denotes the speed of sound. We have omitted attenuation in equation (1), but extensions to visco-acoustic formulations using memory variables are possible [9]. Furthermore, we keep the boundary conditions simple to improve the readability.

Equations (1) - (3) give the so-called strong form of the wave equation. This is the starting point of finite difference methods that replace all differential operators appearing in these equations by point-wise approximations defined on a discrete grid. In contrast, finite element methods are based on the weak form of the wave equation, which can be obtained by multiplying equations (1) and (3) with test functions $v$ defined on $\Omega$ and integrating over the domain. Applying the Gauss-Green theorem and integration by parts allows us to shift the spatial derivatives onto the test functions and to eliminate the boundary term from the equation. This gives for all $t \in (0, T]$ and all test functions $v$:

$$
\int_{\Omega} \beta(x)v(x) \partial_t^2 u(x,t) \, dx + \int_{\Omega} \rho^{-1}(x) \nabla v(x) \cdot \nabla u(x,t) \, dx = \int_{\Omega} v(x)f(x,t) \, dx. 
$$

Detailed reviews of the spectral element method can be found several times in the literature, e.g. in [4, 6, 7, 13]. Here, we briefly summarize the main components. The spatial domain is subdivided into a finite number of elements, where the wavefield is approximated locally by high-order Lagrange polynomials. Hence, the integrals in (4) are replaced by the sum of integrals over all elements, and the majority of the computations are carried out locally on the elements. A key concept of the spectral element method is to use the Gauss-Lobatto-Legendre collocation points for both the interpolation nodes of the Lagrange polynomials and the quadrature rule. This yields two main advantages: (1) the approximation error decays very fast (e.g., exponentially for analytic functions) and hence, fewer grid points per wavelength are required to properly discretize the wave equation. (2) this quadrature rule naturally yields a diagonal mass matrix, which enables the use of explicit time stepping schemes without the need to solve a linear system. Furthermore, all computations can be carried out in a matrix-free fashion. This results in a very low memory consumption and excellent scaling properties.

### 2.2 Lazy wave propagation

All acquisition geometries of USCT scanning devices have in common, that the transducers cover a relatively small area, e.g., along a ring or the side walls of the scanning device. This means that although the waves propagate through the entire computational domain over the course of the simulation, we actually only require the solution in small subregions towards the beginning and the end of the simulation. In the following, we outline how to exploit this characteristic feature in the design of the spectral element method, and to reduce the computational cost of the simulation. Further details can be found in [2]. The main ingredient is a time-dependent partition of the computational domain into the inactive subdomain $\Omega_i(\tau)$ and the active subdomain $\Omega_a(\tau)$. Here, $\Omega_i(\tau)$ consists of all points $x \in \Omega$, which are either
(i) outside of the region of influence of all emitter locations, or,

(ii) outside the domain of dependence of the receiver locations.

In other words, the inactive domain contains all points to which either the travel time from all source locations is greater than $\tau$, and/or the travel time to all receiver locations is greater than $T - \tau$. All remaining points belong to the active subdomain, which we define as $\Omega_a(\tau) = \Omega \setminus \Omega_i(\tau)$.

By construction, we can skip the computations in the inactive domain, because either no energy has been transmitted to it yet, or energy will not be transmitted from here to any point where it can be measured before the end of the simulation. When comparing the resulting wavefield to the solution of the original set of equations (1) – (3), we see that the differential wavefield of the two solutions can be interpreted as solution to a wave equation with a source emitted at the boundary $\partial \Omega_a \cap \partial \Omega_i \subset \Omega_i$ in the interval $[\tau, T]$. By definition of the inactive subdomain, energy emitted by this source will not reach any of the receiver locations before the end of the simulation. Hence, ignoring the inactive subdomain $\Omega_i$ in the computations, still gives the exact wavefield at all receiver locations. This concept is called lazy wave propagation [2].

The approach is particularly powerful for simulating multiple consecutive scans with a similar set of receiving transducers. Here, we can stack multiple sources in time and introduce time lags that start the simulation of the subsequent scan as soon as its source location becomes inactive during the previous simulation. In contrast to classical source encoding techniques that superimpose individual wavefields [14, 25], this strategy still accurately computes every individual signal without any artificial interference. Furthermore, mesh initialization and domain decomposition are only required once.

Lazy wave propagation is easy to integrate into conventional implementations of the spectral element method. For each emitter, we need to precompute the time intervals, in which each element will be active during the simulation. Note that approximate travel times between each element and all locations of emitters and receivers are sufficient, as long as they do not underestimate the travel time. For instance, we can work with the Euclidean distance and an upper bound for the speed of sound. If there are multiple sources, we can compute time delays based on the time when the source location gets inactive during the previous simulation. Then, in each time step, the following tasks need to be carried out:

(i) Partition the elements into the active and inactive subdomain based on the precomputed time intervals.

(ii) Set the wavefield to zero in all inactive elements.

(iii) Compute internal and external forces for all active elements.

(iv) Advance the global fields in time and continue with the next time step.
The second step is only necessary in the case of several consecutive sources. It ensures all energy is removed from the inactive subdomain before the new source starts.

Lazy wave propagation applies to both forward and adjoint simulations. In addition to decreasing the computational cost of the simulation, this is also particularly interesting to reduce the memory requirements for buffering the forward wavefield for the adjoint simulation.

2.3 Mesh generation

One of the main advantages of spectral element methods is the ability to accurately represent complex shapes and the geometry of the domain in the mesh. Creating a conforming hexahedral mesh of the scanning device is a non-trivial task though, because the grid must avoid hanging nodes. In addition, we seek to avoid unnecessarily small elements, because this would put a strong restriction on the time step for the numerical wave simulation due to the CFL condition. Although extensions to tetrahedral meshes are possible [5], using hexahedral conforming meshes are key to efficient simulations. This is due to the tensorized structure of the spectral element basis on hexahedra, which can be utilized for highly efficient computations.

Fortunately, the shape of USCT scanning devices is typically topologically similar to a hemisphere or a cylinder. For these shapes it is possible to create hexahedral meshes efficiently by extending the so-called cubed sphere method [20]. Starting with a cubed sphere we first mask out all the elements in the upper hemisphere. Then, we compute the radially symmetric distance between the hemisphere and the actual semi-ellipsoidal shape. Finally, we apply this deformation to the mesh by stretching the elements where necessary. This keeps the conforming structure of the mesh and it provides a nearly optimal ratio, when comparing the smallest and largest element sizes. Section 3.2 shows how such meshes can be generated for a USCT scanning device.

3 Numerical Examples

In this section, we show how the spectral element method can be applied efficiently to scanning systems that took part in the SPIE USCT Data Challenge [21]. All examples presented in this section were computed with Salvus [1], a high-performance software package designed to solve large-scale waveform tomography problems. Salvus is a comprehensive collection of packages that cover the complete toolchain of time-domain waveform inversion with modules for numerical wave propagation, meshing, inversion, and workflow management. Our goal with Salvus is to bridge the gap between research and production codes with a design based on C++ and Python wrappers that separate the physical equations from the numerical core. This design together with the use of open-source high-level libraries, such as PETSc and Eigen, ensures that Salvus is both flexible and scalable.
3.1 2D CSIC/UCM USCT

We consider the dataset from the SPIE USCT Data Challenge [21] provided by the Spanish National Research Council (CISC) and the Complutense University of Madrid (UCM).

The setup consists of two plates with 16 transducers each that circumscribe a circular region of interest with a diameter of 20 cm. The transducers of one plate act as emitters and the elements on the other plate record the pressure field. The receiving plate is placed at 11 different positions during the acquisition, which cover a segment of 180 degrees. To generate synthetic waveforms, it is sufficient to consider all positions of the receiving plate at once. This gives a total of 176 receivers per emitting transducer.

Figure 1 shows snapshots of the pressure wavefield using lazy wave propagation. The grey-shaded area depicts the inactive region where we skip the computation of the wavefield. Although the artificial boundary between the active and the inactive domain changes the wave equation, errors do not propagate inside the active subdomain. Over the course of the simulation, only 27% of the elements are active on average. Although this would ideally save about 73% of the computational cost, this reduction is hard to achieve in practice if the simulation runs on multiple processors. This is due to the time-dependence of \( \Omega_a \), which makes it difficult to achieve a good load balancing without frequent repartitioning of the domain.

![Figure 1: Snapshots of lazy wave propagation. The black dots indicate the transducer locations. The emitting plate is on the left half of the disk and all receiving plates are on the right. The grey-shaded areas indicate the inactive subdomain in which the wavefield is not computed. There are no errors propagating from the artificial boundary into the active subdomain.](image)

However, during the acquisition, each transducer on the emitting plate is activated consecutively and we can overlap the individual simulations in time. We consider a simulation time of
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Figure 1 shows snapshots of the pressure wavefield using lazy wave propagation. The grey-shaded area depicts the inactive region where we skip the computation of the wavefield. Although the artificial boundary between the active and the inactive domain changes the wave equation, errors do not propagate inside the active subdomain. Over the course of the simulation, only 27% of the elements are active on average. Although this would ideally save about 73% of the computational cost, this reduction is hard to achieve in practice if the simulation runs on multiple processors. This is due to the time-dependence of $\Omega_a$, which makes it difficult to achieve a good load balancing without frequent repartitioning of the domain.
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**Figure 2:** Snapshots of lazy wave propagation with stacked sources. The grey-shaded areas indicate the inactive subdomain. After 0.75 ms the second emitter is triggered, which creates a second active domain.

### 3.2 3D KIT USCT

In this example, we consider the 3D USCT system developed at the Karlsruhe Institute of Technology [10, 21]. It has a hemi-ellipsoidal 3D aperture, which is 16 cm tall and has a diameter of 26 cm.
Figure 3(a)-(c) show the three steps of the mesh generation process. The ellipsoidal shape requires small deformations of the cubed sphere, where the elements are stretched in vertical direction. The ratio of the largest to the smallest local time steps required by the CFL condition indicates the quality of the mesh. In this example, the minimum value is only 38% smaller than the largest local time step.

To improve the visibility, Figure 3 shows the mesh for a dominant frequency of only 100 kHz to obtain larger and fewer elements. The total number of elements in the mesh depends, of course, on the highest frequency to be resolved. Here, we use approximately two elements per dominant wavelength and fourth-order polynomials, which results in approximately 9 grid points per wavelength. Figure 3(d) shows a snapshot of a spectral element simulation for a dominant frequency of 300 kHz and a mesh with approximately 520,000 elements. The synthetic breast phantom was created using the OA-Breast Phantom toolbox [15].

![Figure 3: (a) Top view of the cubed hemisphere that consists of a deformed cube in the interior and shells attached to each face of the cube that accurately follow the shape of the sphere. (b) Vertical cut through the cubed sphere before applying the mesh deformation. (c) Vertical cut through the final hemi-ellipsoidal mesh. The colour encodes the time step required by the CFL condition. (d) Snapshot of a spectral element simulation with a synthetic breast phantom.](image)

In addition to the shape of the device, we can also take the transducer characteristics into account when generating the mesh. In particular, we can use the opening angle of the emitter to mask out areas where the amplitude of the pressure field will be negligible. This can easily be done with Salvus with a few lines of Python code. To avoid reflections from the artificially
introduced surfaces, we apply absorbing boundary conditions during the simulation. Truncating the domain reduces the number of elements in the mesh, which directly translates into a reduction of the computational cost. Figure 4 shows an example of a truncated mesh, where incorporating the opening angle into the mesh generation reduces the number of elements by almost 50%.

![Figure 4](image)

Figure 4: (a) Vertical cut through the truncated mesh. The black circle indicates the location of the emitter. The red elements were removed from the mesh. (b) Top view of the truncated mesh generated by masking out elements along 4 cutting planes.

4 Conclusions

Applying full-waveform inversion to USCT data remains computationally challenging. Because the recurring simulations of the wave equation vastly dominate the total cost, it is crucial to employ efficient solvers. In this paper, we have presented methods to reduce the cost of waveform simulations without losing accuracy. Our approach is based on the spectral element method and adaptively changes the computational domain over time. By combining lazy wave propagation with conforming hexahedral meshes that are tailored to the acquisition geometry, the computational cost per simulation can be reduced considerably.
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Abstract

The seismic method is a widely-used geophysical method in the hydrocarbon exploration industry. This has led to the development of powerful imaging tools, in some cases inspired by and akin to those used in medical ultrasound tomography. In both exploration seismology and in medical imaging, the experiment involves the propagation of sound waves over distances of a few tens of wavelengths to a few hundred wavelengths. In both cases the transmitters and receiver design is used to control bandwidth and illumination apertures. However, in exploration seismology i) access to the target is unusually restricted, ii) geological targets are often embedded in strongly scattering material, iii) we cannot ignore 3-D heterogeneity, elastic wave effects including mode conversions, and anisotropic wave propagation, and iv) we must account for the presence of high amplitude dispersive modes associated with the free surface of the Earth.

In seismic exploration, the past decade has seen the emergence of ‘Full Waveform Inversion’ (FWI) as a remarkably successful innovation. Historically, seismic imaging methods have been most successful when applied to back-scattered (aka reflected) waves. FWI, in contrast, has to date been most successful with transmitted (aka refracted) waves. FWI of reflected data is progressing, but significant problems remain. These include i) handling the significant non-linearity and non-uniquenesses that are inherent in the experiment, and ii) convincing skilled interpreters that FWI yields a new type of image that contributes in significant (but unusual) ways. It is suggested that the field of medical ultrasound tomography shares these problems and that there is much to be learned by cross-fertilization in both fields.

Keywords: Seismic imaging, Full Waveform Inversion, Ultrasound
1 Introduction

Seismic reflection methods are a critical technology in the world’s search for hydrocarbon resources. They are also widely used in a wide variety of other applications, including mineral resource exploration, environmental engineering, geotechnical engineering, and archeological investigations. These methods evolved throughout the 1950’s to the present day, enormously aided by the development of the digital computer from the 1960’s onward [1]. There are obvious parallels between reflection seismology and medical ultrasound that have been recognized for many years [2, 3]. The seismic reflection method has benefitted from a wide range of innovations since its inception right up to the present day. The purpose of this paper is to share some of the recent innovations in ‘Full Waveform Inversion’ (FWI) that have received wide spread attention in reflection seismology. It is suggested that some of the lessons learned in the exploration field may be useful in the field of medical ultrasound.

2 Seismic reflection method

In marine environments reflection data are typically acquired from purpose-built vessels (see Figure 1), using air gun arrays that direct energy downwards, and recorded using hydrophones deployed using ‘streamers’ towed behind the vessel. Streamers can be many kilometers in length, and may contain many hundreds of hydrophone elements. Data volumes are enormous...
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2 Seismic reflection method

In marine environments reflection data are typically acquired from purpose-built vessels (see Figure 1), using air gun arrays that direct energy downwards, and recorded using hydrophones deployed using ‘streamers’ towed behind the vessel. Streamers can be many kilometers in length, and may contain many hundreds of hydrophone elements. Data volumes are enormous since seismic ‘shots’ are typically triggered at intervals of 25 m to 50 m, and data from each shot is recorded in each individual element along the streamers.

Seismic reflection data require extensive processing before the data can be interpreted and used for decision-making in the development of a potential reservoir. In contrast to conventional, B-scan medical ultrasound, seismic sources and receivers are not beam-forming; any beam-forming required is applied at the processing stage. Seismic data processing typically requires many weeks or months before a final product is available, and a team of many processing scientists may be involved. Perhaps the definitive description of the processing workflow is that provided by the well known textbook, ‘Seismic Data Processing’ [5]. As a crucial step in the processing, the data are regathered into ‘Common Midpoint gathers’ in which the redundancy of the data acquisition is used to analyze a multiplicity of reflections with a wide aperture from subsurface imaging points. By analyzing the coherency of these reflections an estimate can be made of the subsurface sound-speed (this is referred to in the industry as ‘velocity analysis’).

Once the sound-speed (velocity) model has been estimated, this smooth, low wavenumber model is then used in a variety of ‘seismic migration’ methods to form reflectivity images of the subsurface. The two representations of the subsurface (the model, and the image, Figure 2) are derived from distinct aspects of the data: velocity models are informed by the the reflection traveltimes obtained from velocity analysis, and the reflectivity images arise from the reflection waveforms themselves; the two representations contain distinct spectral characteristics (the former contain primarily low wavenumbers, whereas the latter contain primarily high wavenumbers). This is similar to the manner in which sound speed images and reflection images may be computed from the same medical ultrasound scan (Figure 3).
Figure 3: Medical ultrasound tomography can produce multiple modalities, such as the sound-speed (left) and the reflection image (right) (N.Duric, personal communication)

3 Full waveform inversion (FWI)

In the past two decades it has become possible to formally invert seismic waveform data in order to obtain models of the subsurface that are objectively consistent with observed shot gathers. The possibility arises from elegant mathematical results obtained in the 1980’s and 1990’s [6, 7, 8, 9, 10], from concerted efforts to solve the computational challenges in innovative ways, and from the significant increase in computational power available. Early results with real data were first published in the mid-1990’s [11], but for many years the method remained relatively obscure, as the industry viewed the approach as i) too esoteric and unproven, and ii) too computationally intensive for routine use (especially in 3-D).

3.1 Development of FWI – theoretical aspects

FWI has a distinct relationship to ‘Diffraction Tomography’, a technique developed in the early 1980’s in the medical tomography field to overcome the diffraction limitation on ultrasound images [12, 13], and attempts were soon made to apply the method to geophysical settings [14, 15]. Unfortunately Diffraction Tomography was not suitable for application to most real geophysical problems (at least in the original form in which the anomalies were sought in a constant background medium) ¹. Contemporaneously with the emergence of Diffraction Tomography, a series of papers were published [6, 7, 8] that filled the gap by providing a formal inverse method for seismic data that potentially solved the problem of heterogeneous background media. The method later became known as FWI, and it implemented the use of

¹ Recently developments in diffraction tomography [16] claim that this issue can be overcome by treating refraction and diffraction effects in consecutive steps during the imaging.
iterative methods to handle the inherent non-linearity of the wave equation (with respect to the velocity parameter). The methodology was first developed for time-domain problems, but in keeping with Diffraction Tomography, our group [8, 10] developed the method in the frequency domain, in which case the forward problem can be cast as the matrix problem

\[ S(\omega, p) u(\omega) = f(\omega), \]

where \( S \) is the ‘differencing matrix’ that captures the finite approximation to the Helmholtz operator (i.e., the acoustic wave operator \( \nabla^2 + \omega^2/c^2 \)), \( u \) is a vector containing the acoustic wavefield solution, and \( f \) is the (mostly zero-valued) vector of source terms. All terms depend on \( \omega \), the frequency of the experiment, and the differencing matrix depends on \( p \), the parameter vector (representing the full distribution of acoustic velocities with each cell). We solve this matrix equation to generate simulated (synthetic) data for a given velocity model.

The inverse problem is to find a distribution of model parameters, \( p \) (i.e., velocities) that predict the observed data. Introducing a data residuals vector \( \delta d(\omega) \) representing the differences between the frequency domain predicted and observed data, we define a misfit functional

\[ E(p) = \frac{1}{2} \delta d^T d, \]

for which the gradient (stepest ascent direction)

\[ (\nabla_p E)_i = \frac{\partial}{\partial p_i} E(p) = \mathcal{R} \left\{ u^T \left[ \frac{\partial S}{\partial p_i} \right] v \right\} \]

[10], where a new, ‘backpropagated’ wavefield \( v \) is introduced satisfying\n
\[ S v = \delta d^* \]

(i.e., the conjugated data residuals are used as source terms to backpropagate the wavefield). This shows that the gradient calculation is the result of a classic double-focussing operation in which the forward propagated wavefield \( u \) is correlated with the backpropagated wavefield \( v \) at each imaging point. This double-focussing is equivalent to acoustic holography [17], and is also equivalent to a single pass of seismic migration [6, 10].

In order to proceed to a model update we require the computation of a step length \( \alpha \), chosen to optimally update the model in the negative gradient (stepest descent) direction, following which we may then iterate the method using

\[ p^{(k+1)} = p^{(k)} - \alpha \nabla_p E^{(k)}. \]

Following convergence for the current frequency, \( \omega \) (or block of frequencies) we may move on to the next imaging frequency to improve the reconstruction. In total each iteration requires that at minimum 3 forward models be solved per frequency, per iteration, and per source location (the forward model, the backpropagation model, and at least one further model to estimate the step length).
3.2 Development of FWI – applications

While the elements of FWI were in place in the mid 1980’s, it was at least a decade before enough was understood (and enough compute power was available) to enable real data results to be obtained [11]. A key moment in seismic FWI took place in 2004 when a blind test organized by BP [18] provided an opportunity to showcase the potential of FWI in a controlled setting. The image in Figure 4 was presented at that workshop by our group, and it proved highly influential. Within a few years FWI research groups had been formed by many of the major Oil & Gas exploration companies and service companies, and a significant body of literature subsequently emerged. FWI is now considered to have allowed many producers to realize significant economic uplift. Nevertheless research into FWI continues in order to improve the convergence characteristics of the optimization, to efficiently handle the massive computational burden, and to extend the method to more general physics (i.e. to properly handle the properties of a subsurface which is 3-D, elastic, attenuating and anisotropic)[19, 20].

4 Application of FWI to Medical Ultrasound Data

The scaling comparison illustrated in Table 1 provides motivation for applying methods from Exploration Seismics to Medical Ultrasound data.
It may be seen that at 1 MHz the medical ultrasound system shares the same number of wavelengths with those encountered in long-offset seismic exploration data (at 25 MHz, for maximally distal source-receiver pairs). Thus the numerical grids used for 2-D FWI in Exploration Seismics are appropriate for 2-D reconstructions of these ultrasound data.

<table>
<thead>
<tr>
<th>Kinematic scaling</th>
<th>Exploration Geophysics</th>
<th>Medical Ultrasound</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low frequency</td>
<td>High frequency</td>
</tr>
<tr>
<td>Propagation distance</td>
<td>$L$</td>
<td>16 km</td>
</tr>
<tr>
<td>Frequencies</td>
<td>$f$</td>
<td>2.5 Hz</td>
</tr>
<tr>
<td>Sound speed</td>
<td>$c$</td>
<td>4000 m/s</td>
</tr>
<tr>
<td>Wavelength</td>
<td>$\lambda = c/f$</td>
<td>1.6 km</td>
</tr>
<tr>
<td>Fresnel zone size</td>
<td>$\sqrt{L\lambda}$</td>
<td>4.9 km</td>
</tr>
<tr>
<td>Number of wavelengths</td>
<td>$N_\lambda = L/\lambda$</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1: A comparison of kinematic scaling parameters in both Exploration Geophysics and Medical Ultrasound. The first two columns represent the low and high frequency cases for exploration, with approximately 10 wavelengths from source to receiver for the lowest frequencies, and 100 wavelengths for the highest frequencies. For medical ultrasound, even at 1 MHz we already have 100 wavelengths of propagation. The parameters for Medical Ultrasound are taken from the Computed Ultrasound Risk Evaluation (CURE) system [21], comprising a 20 cm diameter solid-state ultrasound ring array with 256 active, non-beamforming transducers.

It is understood in FWI that the achievable spatial resolution is of the order of $\lambda/4$. A comparison of the scaling parameters in Table 1 indicates that 1 MHz ultrasound data may yield a resolution of $\lambda/4 \approx 0.4$ mm. This spatial resolution is already competitive with X-ray CT resolutions. Although Table 1 indicates that using higher frequencies of, say, 3 MHz could push the resolution limit to perhaps 0.1 mm, there are difficulties in using higher frequencies for FWI: First, as we increase the frequency (and decrease the wavelength) the total number of wavelengths, $N_\lambda$ in the transmission path grows significantly larger than 100. The larger $N_\lambda$, the greater the computational cost, and also the greater the risk of non-convergence in FWI due to ‘cycle-skip’ non-linearity [22]. Second, the increased number of wavelengths at higher frequencies also implies an increase in total attenuation. In seismic exploration it is common to express attenuation through the seismic ‘Q-factor’, a dimensionless parameter the inverse of which measures the energy loss per cycle in a propagating wave. The conversion from Seismic Q to the attenuation factor used in medical ultrasound is provided in Appendix A. Seismic Q is approximately frequency-independent, so that when measured in dB the attenuation varies approximately linearly with both propagation distance and frequency. As may be seen on Table 2, attenuation losses in human tissue are more significant than in the sedimentary rocks encountered in exploration seismics. At 1 MHz we expect to experience approximately 14 dB of total attenuation, whereas at 3 MHz this triples to 41 dB. This creates a signal detection issue, all the more important for FWI which relies on the fidelity of the waveform data.
### Dynamic scaling

<table>
<thead>
<tr>
<th></th>
<th>Exploration Geophysics</th>
<th>Medical Ultrasound</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low frequency</td>
<td>High frequency</td>
</tr>
<tr>
<td></td>
<td>Low frequency</td>
<td>High frequency</td>
</tr>
<tr>
<td>Propagation distance</td>
<td>$L$</td>
<td>16 km</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16 km</td>
</tr>
<tr>
<td>Frequencies</td>
<td>$f$</td>
<td>2.5 Hz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25 Hz</td>
</tr>
<tr>
<td>Frequencies</td>
<td>$f$</td>
<td>1 MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 MHz</td>
</tr>
<tr>
<td>Sound speed</td>
<td>$c$</td>
<td>4000 m/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4000 m/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1500 m/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1500 m/s</td>
</tr>
<tr>
<td>Number of wavelengths</td>
<td>$N_\lambda = L/\lambda$</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>300</td>
</tr>
<tr>
<td>Seismic Q</td>
<td>$Q$</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
</tr>
<tr>
<td>Attenuation factor $\alpha$</td>
<td>$20 \ln_{10} (\pi/cQ)$</td>
<td>0.14 dB/cm/MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.14 dB/cm/MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.91 dB/cm/MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.91 dB/cm/MHz</td>
</tr>
<tr>
<td>Total attenuation</td>
<td></td>
<td>0.55 dB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5 dB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14 dB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>41 dB</td>
</tr>
</tbody>
</table>

Table 2: A comparison of dynamic scaling parameters in both Exploration Seismology and in Medical Ultrasound. As in Table 1, the first two columns represent the low and high frequency case for exploration, and the second two columns represent the low and high frequency case for medical ultrasound.

In 2007 the author and several collaborators from the medical ultrasound community published a study [23] in which FWI was applied to data from the CURE system. The results of the sound-speed (time-of-flight) reconstruction is shown in the middle panel of Figure 5, and the FWI sound-speed reconstruction is shown in the right-hand panel. The improvement in the resolution of the reconstruction in the FWI image is evident: the smallest simulated breast masses are not visible on the time-of-flight reconstruction, whereas the FWI reconstruction shows all simulated masses, as well as the details of the skin and subcutaneous fat layers. In the original paper the method was also successfully applied to in-vivo breast scanning data.

Although FWI has proven in many exploration case studies to be of great utility, this has not led to full scale replacement of seismic migration as an imaging technique. Migration is a well understood method for obtaining high-resolution reflectivity images, and seismic interpreters continue to rely on the migration/reflectivity images for decision-making purposes. There are several reasons for this: First, FWI appears to be limited to cases where $N_\lambda \lesssim 100$; higher frequency results are both computationally very expensive (especially in 3-D), and are at greater risk of cycle-skipping non-linearity problems. Second, FWI is limited in depth, due to the difficulty in penetrating the subsurface with transmission (refraction) energy to reservoir depths when the streamer length is limited. Nevertheless, even if higher resolution FWI images were available at reservoir depths, interpreters are not familiar or comfortable with the high-resolution velocity images, and prefer to use tried-and-tested reflectivity images. Even though these images may suffer from limitations and artifacts, these too are well understood and interpreters are familiar with these.
The reluctance of interpreters to accept FWI as a primary tool for decision-making appears to have a direct parallel in medical ultrasound, where radiologists are trained in the use of backscattering (B-scan) images and may be equally reluctant to use FWI sound-speed images for decision-making diagnoses. As a result, we have pursued ‘Reverse Time Migration’ (RTM) with medical ultrasound data. Compared to traditional B-mode techniques, RTM uses a much more accurate propagation model to re-focus the forward and backpropagated wavefields. Recently we published the application of RTM to the same breast phantom used above [24]. Figure 6 shows the result of that application; the images are much more consistent with those expected from B-scan imaging, and therefore more amenable to diagnostic purposes.

5 Conclusions

Exploration seismics is a parallel technology to medical ultrasound. The seismic method is well established and relies extensively on the imaging methods of seismic migration to produce high-resolution reflectivity images. In recent years, Full Waveform Inversion, or FWI has attracted great interest due to the potential for creating more informative images of the subsurface, using formal inverse methods. FWI works well with transmission data (i.e., seismic refractions), but FWI for back-scattered data (i.e., seismic reflections) remains challenging due to convergence issues; non-linearity in seismic FWI is especially challenging in presence of strong heterogeneity. Recent mathematical advances show some promise in this regard [25].
The advent of FWI presents new challenges for users and decision makers (i.e., seismic interpreters, and medical radiologists): the method yields a new type of image that responds to sound-speed variations rather than reflectivity. The contributions of FWI images are significant but unusual, and making effective use of this technology may require a paradigm shift in interpretative science.
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Figure 6: Filtered RTM reconstructions of the breast phantom. A Laplacian filter is used to remove low wavenumber artifacts related to the presence of direct arrivals in the data. The migration was performed using a sound-speed model using time-of-flight tomography [24].
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Appendix A. Conversion from Seismic Q to attenuation

Seismic $Q$ is a dimensionless parameter defined by

$$\frac{1}{Q} \equiv -\frac{\Delta E}{2\pi E} \approx -\frac{1}{\pi} \frac{\Delta A}{A}, \quad (6)$$

(for $Q \gg 1$), where $E$ and $A$ are the peak strain energy and the peak amplitude, and $-\Delta E$ and $-\Delta A$ are the energy and amplitude losses per cycle, [26]. The loss in amplitude measured in Decibels over one cycle is therefore

$$20 \log_{10} \left( \frac{A - \Delta A}{A} \right) = 20 \log_{10} \left( 1 - \frac{\Delta A}{A} \right) \quad (7)$$

$$= 20 \log_{10} \left( 1 + \frac{\pi}{Q} \right) \quad (8)$$

$$\approx \frac{20}{\ln 10} \left( \frac{\pi}{Q} \right) \quad (9)$$

(again, for $Q \gg 1$), and given the wavelength $\lambda = c/f$, the loss per distance per frequency is thus

$$\alpha = \frac{20}{\ln 10} \left( \frac{\pi}{cQ} \right). \quad (10)$$
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Abstract

Ultrasonic Computed Tomography (USCT) is an imaging technique that has proven effective for soft-tissue characterization. The classical tomography procedures are adapted to broadband data acquired in scattering configurations under Born approximation for homogeneous media and far-field conditions, while the heterogeneous objects are probed by spherical waves in near-field conditions. An elliptical Fourier transform theory is then derived to solve the near-field inverse problem in case of harmonic ellipsoidal waves. More recently, the use of USCT has been envisaged for bone imaging. In this field, the large variations of impedance distribution (high impedance contrast) require that the modelling of wave propagation be integrated into the reconstruction scheme. In that case, iterative inversion schemes are proposed. These various reconstruction procedures are validated against experiments and numerical simulations.

Keywords: Ultrasonic Computed Tomography, Inverse Born Approximation, Iterative Approximation, Full Waveform Imaging, Breast, Bones

1 Introduction

This paper presents the theoretical framework that enables to find specific responses, on the one hand, to the problem of soft tissue imaging (typically breast cancer detection) and, on the other hand, to the problem of bone characterization (typically osteoporosis, bone infection and cancer detection). The difficulties raised are somewhat different as in soft tissues the very small fluctuations to be quantified suffer from their very low values. This poor echogenic index generally induces low detection probability, for instance in the case of large diffuse masses. In addition, invasive lesions that must not be overlooked, may be of millimetric size. In bone
imaging, the difficulties arise from the very high echogenic index of the bone that strongly alters the propagation of the ultrasonic waves. Solutions consist in optimally assessing these non-linear effects in an iterative approach aiming at local linearization. In this paper, we describe a Ultrasonic Computed Tomography (USCT) method based on the use of the first-order inverse Born approximation (IBA) method, applied to the case of a homogeneous and constant background. The unknown object function, which is assumed to be weakly heterogeneous, is linearly related to the field measured via a spatial Fourier transform. The inverse problem is based on the filtered back-projection algorithm. However, such approaches are limited for breast inspection, in which the probe is either in contact with the skin or located within a near-field distance when using a coupling device (water bag or water tank). In this case, an extension of the method is proposed via a tool called Elliptical Fourier transform [1]–[3]. Nevertheless, the first-order Born USCT has some limitations when dealing with highly-contrasted scatterers. When the problem can be reduced to the study of a fluid-like cavity buried in an elastic cylinder surrounded by water, an extension of the IBA method can be proposed, taking into account physical phenomena such as wave refraction [4]. The first approach is purely experimental and consists in performing reflection and transmission measurements, using an iterative correction procedure, which compensates for refraction effects arising at the boundary between bone and the surrounding tissues. The main limitation of the method is the heavy experimental costs involved (multiple iterative experiments). We have then suggested a numerical non-linear inversion algorithm, in which the minimization procedure between the full recorded and simulated data is performed using a Polak-Ribière conjugate-gradient method mainly developed in non-destructive testing domain, or an efficient quasi-Newton technique mainly developed in seismology (related to the full waveform inversion method). An overview of the performances and the limitations of these tomography methods applied to breast and bone imaging problems are presented and discussed.

2 USCT Formulation

2.1 Physical background

Ultrasonic Computed Tomography (USCT) applied to soft tissues has been studied in several publications [5]–[8], and the use of powerful computers makes it possible nowadays to introduce more complex algorithms [1], [9]. Numerous experimental devices have been developed [10]–[12].

Let $A$ be the operator that describes the acoustic propagation or the scattering phenomena in the heterogeneous medium of interest (including boundary and/or Sommerfeld conditions). Let $S$ be the acoustic sources, which are assumed to be known. The variable $\varphi$ denotes the resulting acoustic field, and satisfies the equation:
\[ A \varphi = S \]  

Let us assume the medium to be composed of a known domain (the reference medium as the background) resulting in an operator \( A_0 \), and an unknown domain (the object) resulting in an operator \( A' \) such as:

\[ A = A_0 + A' \]  

Assuming that \( \varphi_0 \), the solution of the unperturbed problem, is known:

\[ A_0 \varphi_0 = S \]  

Let \( \varphi' \) be the difference between \( \varphi \) and \( \varphi_0 \), that is the field perturbation induced by the perturbation by the object of the reference medium. Therefore \( \varphi' \) is the solution of

\[ A_0 \varphi' = -A' (\varphi_0 + \varphi') \]  

If the Green function \( G_0 \) of the unperturbed problem is given by \( G_0 = -A_0^{-1} \), the Eq.4 can be written:

\[ \varphi' = G_0 A' (\varphi_0 + \varphi') \]  

The latter equation is the Lippmann-Schwinger non-linear equation, and a solution can be found by using a perturbation scheme, based on successive linear approximations. The "Born series" is one of these schemes introducing different development orders. Within the first-order Born approximation, the field perturbation \( \varphi' \) is neglected in every internal point of the scatterer. The solution \( \varphi'_1 \) can be written:

\[ \varphi'_1 = G_0 A' \varphi_0 \]  

In the frequency range (> 3 MHz) of USCT of weakly heterogeneous soft tissues, in first approximation the reference medium is considered to be constant, leading to an Inverse Born Approximation (IBA) method with a constant background. The final objective is to obtain suitable images from scattered measurements \( (\varphi')^m \), where the subscript \( m \) stands for measurements. Rotating the transducers around the object and transmitting broadband pulses at each angular position can be handled using the same approach as in X-ray tomography. This provides a slice-by-slice spectral coverage of the object spectrum (2-D-spatial Fourier transform, \( F_{2D} \)):

\[ A' = (F_{2D}^{-1}) (\varphi')^m \]  

where \( (F_{2D}^{-1}) \) denotes the inverse two-dimensional spatial Fourier transform. The first reconstruction method was then performed using a classical algorithm of the summation of filtered
back-projections [1], [13], [14]. This IBA formulation assumes a far-field propagation hypothesis, but often the object to be inspected is excited in a near-field region by a spherical wave (harmonic ellipsoidal waves). The functions of domain decomposition then have as spatial support an ellipse whose foci are the position of the transducers. This decomposition has been called the Elliptic Fourier Transform [2].

The expression of the diffracted field \( \phi' \) depends on the transfer function of the medium, the wave number \( k \), and the diffraction angle. Depending on the fluid or elastic configuration, the transfer function, denoted \( H(\theta, \omega) \), can be written:

- for fluid modeling

\[
H(\theta, \omega) = k_0^2 \left[ \hat{\gamma}_X + \hat{\gamma}_\rho \cos \theta \right] (\vec{K}) = -k_0^2 \left[ \hat{\gamma}_Z (1 - \cos \theta) + \hat{\gamma}_c (1 + \cos \theta) \right] (\vec{K})
\]

\[
\hat{\gamma}_X = \frac{Z - Z_0}{\chi_0}; \hat{\gamma}_\rho = \frac{\rho - \rho_0}{\rho}; \hat{\gamma}_Z = \log \left( \frac{Z}{Z_0} \right); \hat{\gamma}_c = \frac{c_\rho^2 - c_0^2}{c^2};
\]

- for elastic modeling

\[
H(\theta, \omega) = -k_0^2 \left[ \hat{\gamma}_\lambda - \hat{\gamma}_\mu \cos \theta + 2 \hat{\gamma}_\rho \cos \theta \right] (\vec{K}) \]

\[
\hat{\gamma}_\lambda = \frac{\lambda}{\lambda_0 + 2 \mu_0}, \quad \hat{\gamma}_\mu = \frac{\mu}{\lambda_0 + 2 \mu_0};
\]

\[
\vec{K} = k (\vec{n}_0 - \vec{n}); \cos \theta = \vec{n}_0 \cdot \vec{n};
\]

with \( \chi \) is the compressibility, \( \rho \) is the density, \( Z \) is the impedance, \( c \) is the compressional speed of sound, and \( \lambda, \mu \), are the Lamé coefficients. \( \hat{\gamma} \) stands for the 2D elliptical Fourier transform of the parameter \( \gamma \). The subscript \(^0\) represents the parameters related to the background medium. \( n_0 \) and \( n \) are the normal vectors in the incidence direction and in the observed direction (\( \theta \) is the diffraction angle). These equations involve the acoustic parameters offering distinct directivity patterns that can be separated according to spatial scanning performed: transmission (\( \theta = 0^\circ \)), reflection (\( \theta = 180^\circ \)) and diffraction (\( \forall \theta \)).

### 2.2 From soft to hard tissue modeling

With hard biological tissues, such as bones, having larger acoustic impedances than those of the surrounding medium, the weak scattering assumption is no longer realistic. Indeed, the path of the transmitted wave changes from its initial course because of refraction. This results in the propagation of more complex waves, such as those occurring in elastic volumes (compressional and shear waves). The weak scattering hypothesis is therefore not realistic.

Provided some assumptions, the application of USCT can be extended to bone imaging. If the object to be imaged can be modeled by a set of concentric isotropic homogeneous noncircular fluid-like media representing the homogenized surrounding tissues, bone and marrow, only
Compressional waves are taken into account. Using low frequency transducers (< 3 MHz), the wavelength of the compressional wave (propagating at velocities ranging between 2000 and 4000 m.s\(^{-1}\)) in the cortical bone is typically greater than 1 mm, which remains much larger than the typical size of bone microstructures. Therefore, the cortical shell of the bone can be intrinsically seen as a weakly heterogeneous medium, and ultrasonic wave propagation will be minimally disturbed. Thus, the Born approximation is satisfied in this area. The IBA method with a variable background can be used; the background being the set consisting of the homogeneous solid cylinder and the homogeneous fluid surrounding medium. The solution \(\varphi'_1\) can be then written:

\[
\varphi'_1 = G_p A' \varphi_b
\]

where \(G_p\) is the suitable Green function of the variable background. \(\varphi_b\) and \(A_p\) are respectively the corresponding field and the corresponding operator such as:

\[
A_b \varphi_b = S \quad \text{and} \quad A_b G_b = I
\]

where \(I\) is the identity operator. The strategy can be applied iteratively:

\[
\varphi'_n = G_b^{n-1} A'_n \varphi_b^{n-1}
\]

where \(G_b^n\) is the inhomogeneous Green function of the variable background adapted for every iteration step \(n\). This non-linear inversion scheme is called Compound USCT, and the reconstruction algorithm is therefore the same as the previous classical one. The solutions are iteratively determined using Eq. 7. Experimentally, this approach was adapted to bone sample considered as a tube-like sample. The refraction effects are cancelled using a specific set-up in order to impose straight ray propagation inside the shell of the tube/bone [4]. Despite limitations due to heavy data processing requirements and complex acoustic signals resulting from multiple physical effects involved (various paths into the shell, roughness of the water/bone interfaces etc...), this approach gives images that are quantitatively related to the compressional wave velocities in a cross-section of a cortical shell, and the error remains within reasonable limits (about 7%).

A second non-linear inversion method was investigated. In this case, the medium is modeled without any \textit{a priori} knowledge by performing a simple geometrical discretization of the object. The algorithm involves successive linearizations of the Lippmann-Schwinger representation. The initial guess in the iterative process is provided by the first-order Born approximation. If the solution is known with the order \((n-1)\), the \(n\)-order solution \(A_n\) will satisfy:

\[
[(\varphi')^m - \varphi'_{n-1}] = G_b^{n-1} [A'_n - A'_{n-1}] \varphi_b^{n-1}
\]
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At each iteration, the algorithm numerically solves a forward diffraction problem in order to calculate the appropriate inhomogeneous Green function $G^{n-1}_b$ and the internal field $\varphi^{n-1}_b$. Contrary to what occurs with the Compound USCT, this method requires only one series of experimental data, and involves the inversion of a huge, full and complex matrix. The matrix inversion procedure is the key point in this method. A mean-square solution can be calculated using a conjugate-gradient method associated with a regularization procedure. Our first approach is iterative, and the inversion procedure is carried out frequency by frequency from the sinogram in the frequency domain. The stability of the algorithm is improved using a Tikhonov regularization process. The minimization of the cost function (the difference between recorded and simulated waveforms) is computed using the Polak-Ribière conjugate gradient process. The detail of the algorithm is presented in [15], [16] for a numerical and experimental academic targets, and in [17] for a real lamb shoulder bone. To make use of the broadband frequency content of the impulse signal used, the idea is to begin with the low frequencies, which carry overall information, and to gradually inject the high frequencies to simultaneously improve both the qualitative aspects (the resolution) and the quantitative aspects (the characterization). However, this technique is computationally time consuming. The second proposed method consists in resorting to the more advanced Full Waveform Inversion (FWI) techniques that are at the forefront in the field of geophysics [18], [19]. The term "full" refers to the use of the full-time series. The aim is to simultaneously reconstruct the compression and shear waves in the bone without considering that the tissue density is spatially constant as in the previous method. Indeed, full waveform inversion is an imaging method that is based on full numerical modeling of wave propagation in the medium. The gradient of the cost function is obtained as the convolution product of the forward field with an adjoint field obtained by calculating the propagation of the time-reversed residuals. In this iterative process, some artifacts can alter the quality of the reconstruction. In order to reduce these artifacts and ensure a coherent reconstruction of the parameters, different pre-conditioning or regularization techniques can be proposed. The minimization of the cost function that we use is based on the quasi-Newton technique called Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [20], which is far more efficient in terms of convergence than conjugate-gradient techniques. The details of the algorithm are presented in [21].

3 Results

The feasibility of these different algorithms was tested on data obtained using mechanical and electronic ultrasonic scanners, allowing diffraction-, reflection- and/or transmission-mode measurements.

3.1 Breast phantom imaging

The breast training phantom CIRS™ Model 052A mimics the ultrasonic and anatomic characteristics of tissues found in an average patient. The soft tissue mimicking phantom made of
At each iteration, the algorithm numerically solves a forward diffraction problem in order to calculate the appropriate inhomogeneous Green function and the internal field. Contrary to what occurs with the Compound USCT, this method requires only one series of experimental data, and involves the inversion of a huge, full and complex matrix. The matrix inversion procedure is the key point in this method. A mean-square solution can be calculated using a conjugate-gradient method associated with a regularization procedure. Our first approach is iterative, and the inversion procedure is carried out frequency by frequency from the sinogram in the frequency domain. The stability of the algorithm is improved using a Tikhonov regularization process. The minimization of the cost function (the difference between recorded and simulated waveforms) is computed using the Polak-Ribière conjugate gradient process. The detail of the algorithm is presented in [15], [16] for a numerical and experimental academic targets, and in [17] for a real lamb shoulder bone. To make use of the broadband frequency content of the impulse signal used, the idea is to begin with the low frequencies, which carry overall information, and to gradually inject the high frequencies to simultaneously improve both the qualitative aspects (the resolution) and the quantitative aspects (the characterization). However, this technique is computationally time consuming. The second proposed method consists in resorting to the more advanced Full Waveform Inversion (FWI) techniques that are at the forefront in the field of geophysics [18], [19]. The term “full” refers to the use of the full-time series. The aim is to simultaneously reconstruct the compression and shear waves in the bone without considering that the tissue density is spatially constant as in the previous method. Indeed, full waveform inversion is an imaging method that is based on full numerical modeling of wave propagation in the medium. The gradient of the cost function is obtained as the convolution product of the forward field with an adjoint field obtained by calculating the propagation of the time-reversed residuals. In this iterative process, some artifacts can alter the quality of the reconstruction. In order to reduce these artifacts and ensure a coherent reconstruction of the parameters, different pre-conditioning or regularization techniques can be proposed. The minimization of the cost function that we use is based on the quasi-Newton technique called Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [20], which is far more efficient in terms of convergence than conjugate-gradient techniques. The details of the algorithm are presented in [21].

3 Results

The feasibility of these different algorithms was tested on data obtained using mechanical and electronic ultrasonic scanners, allowing diffraction-, reflection- and/or transmission-mode measurements.

3.1 Breast phantom imaging

Zerdine™ contains cystic and solid masses which appear respectively dark and bright on B-mode (ultrasound sonography) and USCT images. B-mode images were made using a clinical ultrasound device, Esaote™ AU5, with a 7-MHz linear probe. Near-field USCT images were made using the 1024-element electronic and mechanical scanner developed by our laboratory and presented in detail in [22]. Figure 1 shows, in the center, the USCT map of the analyzed phantom containing 5 dark masses and one bright mass. The two images on the side represent the B-mode images made of the areas of the phantom identified by the white rectangles. Differences arise because the scanner performs an entire 2D circular scan (Θ = 30 cm, 720 reflection measurements) around the breast phantom whereas a unique position of the probe (one incident direction) is considered with the B-mode system.

![Figure 1: Imaging of the CIRS™ breast phantom. At the center, the USCT image (using the 1024-element scanner built by our laboratory), and on the sides, two B-mode images (using 7-MHz Esaote™ AU5 scanner) of the areas marked by the white rectangles. The inlaid picture shows the semi-circular 1024-element array used. Details can be found in [23]](image)

3.2 Bone qualitative imaging

The USCT device, in this application, is a circular antenna having an internal radius of 150 mm and equipped with 8 fixed 1-MHz transducers distributed over a 360 ° angle (Δθ_{fixed} = 45°) [24]. The validity of USCT was tested on artificial and fresh bone sample. As fresh sample, in-vitro experiments were conducted on a fibula from a 10-year old child, containing water in the inner cavity. The mean cross-section of the bone was 17 ± 2 mm and that of the inner cavity was 6 ± 2 mm. Figure 2 shows the USCT map (255 x 255 pixels) of the fibula. On the image, the outer and inner boundaries (i.e. the marrow area) were defined from image processing.
using an active contour method (Snake algorithm). If the outer contour is well defined, the resolution for the inner boundary is poor. The active contour method corrects its calculation by successive apodisations. This results in a smoothing of the boundary, which does not represent the actual bone area.

A human bone mimicking phantom (Sawbones™, tibia-fibula) was also studied. The cavity diameter of the tibia is 12.5mm. The fibula mimicking phantom had no inner cavity. The distance between bones was ~8 mm [24]. The USCT images of objects were compared with X-ray computed tomography (X-ray CT) images obtained at the same cross-section levels, with an X-ray CT device (Mediso™, Hungary) (Figure 2).

Figure 2:  (A) Circular antenna with an internal radius of 150 mm, 8 fixed 1-MHz transducers (Imasonic™), and a multiplexer electronic setup (8x8 channels, 12 bits, sampling frequency of 20 MHz) (Mistras-Eurosonic™) (B) The USCT-image of a child fibula. The inlaid picture shows the fresh bone sample. In dotted lines, the outer and inner boundaries are plotted using a Snake algorithm. (C) X-ray CT, and (D) USCT of a Sawbones™ composite bone-mimicking phantom. Details can be found in [24].
3.3 Bone quantitative imaging

The third results are obtained based on the non-linear schemes and quantitative USCT of bones. The first non-linear method (frequency-hopping method) was performed with a fresh and cleaned lamb shoulder bone, immersed in a water tank. Data acquisition was performed using a mechanical scanner, with one 500 kHz-transducer (Imasonic™) as a transmitter, and one hydrophone (Reson™) as a receiver. The usable bandwidth ranges from approximately 150 kHz to 750 kHz. The received signals were digitized (14 bits, 20 MHz) using a data acquisition sheet (Spectrum Mi4031). The sector scanned was 360 degrees with both transmitter and receiver, with an angular increment of 10 degrees (36 x 36 signals). The compressional wave and shear wave velocity in bone were respectively 2700 (± 200) m/s and 1250 (± 200) m/s (1476 m/s for the speed of sound in the water tank). Iterations were performed by gradually increasing the working frequency with four frequencies chosen within the useful bandwidth: 150 kHz, 250 kHz, 500 kHz and 750 kHz. Regarding the quantitative aspects, the compressional wave velocity was reconstructed with a relative error of about 30% [17].

For the full waveform inversion method, the results are purely numerical. No experimental results were obtained yet, but that will be the focus of future work. Figure 3 shows the main quantitative (compressional wave velocity and density) reconstruction obtained with a numerical phantom. The phantom has a realistic geometry of a tibia/fibula paired bone, surrounded by a water-like medium. The incident signal is a Ricker (second derivative of a Gaussian) 200 kHz-wavelet, and the virtual array has 8 sources and 128 receivers, with 9 cm of radius [21].

4 Conclusions and future work

Ultrasonic Computed Tomography (USCT) appears as an alternative imaging tool capable of revealing the internal structure of soft tissues (mammography), delineating the shape of bones (cortical thickness), and even providing the possibility of parametric estimation (the sound speed and density map). In this work, the scope of USCT methods was extended from low impedance contrasted media such as soft tissues (the classical domain of USCT) to more contrasted domains such as cortical bone structures using non-linear and correction schemes. The wave field and associated Green function of the reference background medium were determined iteratively at the various steps. In future work, we plan to investigate various ways of improving these methods. Work is in progress, for instance, on the matrix inversion procedure involved in the FWI method and particularly on the regularization process, which is a very important aspect of the inversion scheme, especially in the case of high-contrast targets. Optimization, signal and image processing studies on how to handle the heavy experimental data are also ongoing (wavelet analysis, blind deconvolution, segmentation, Cramer-Rao bounds) [24]–[26].
Figure 3: (Top) Experimental quantitative USCT of a lamb shoulder bone using non-linear frequency-hopping method. Images and details can be found in [17]. (Bottom) Numerical quantitative USCT of a tibia/fibula paired bone using non-linear full waveform inversion method. Images and details can be found in [21].
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Abstract

Refraction-corrected ray-tracing methods in Ultrasound Transmission Tomography (USTT) are able to reconstruct the acoustic properties of tissues with good accuracy when using medium to high frequencies (>3 MHz). However, these methods, are generally time-consuming in comparison with reconstructions based on straight lines, which provide on the other hand, very low-quality images. In this work, we propose an on-the-flight reconstruction method that exploits the computing capabilities of current GPUs. The method uses Bézier polynomials to assess the geodesic path joining a pair of ultrasound detectors for a given sound speed map. The outcome of the proposed algorithm demonstrates that Bézier curves can be an effective and accurate method to compute bent-rays for fast USTT reconstruction. Besides, the method is faster than typical acquisition times in USTT, so it can be considered a step towards real-time reconstructions suited for clinical practice.

Keywords: USTT, USCT, refraction-corrected ray-tracing, Bézier polynomials

1 Introduction

Ultrasound Transmission Tomography is a promising technique that provides quantitative images of the speed of sound and acoustic attenuation of tissues under study. To reconstruct these acoustic parameters of tissue, it is necessary to employ an appropriate model for wave propagation that finds the right balance between computational efficiency and physical accuracy to describe the processes taking place in breast tissue. To achieve that, it is needed to analyze which are the dominant physical processes that take place in the medium explored, in this case breast tissues. Zhu and Steinberg [1] showed for both in vivo and numeri-
cal phantoms, that refraction is the most important process, while scattering is a secondary process dominating the distortion of the ultrasound wave front. This supports the adoption of bent-rays methods in USTT, as it has been demonstrated that they are able to reproduce well refraction effects up to 20%, which is larger than the changes in sound speed inside the breast (typically <8% [2,3]).

When using relatively high frequencies (>3 MHz), refraction-corrected ray-tracing methods can reconstruct the mentioned acoustic properties of tissue with high image quality. However, most of these methods are based on the numerical solution of the eikonal equation, which provides the time at which the wavefront will arrive at any given point of the domain, with the posterior use of algorithms to extract the geodesic path. This procedure increases the computational cost of these algorithms in comparison with straight-rays methods, therefore precluding real-time applicability. On the other hand, straight-rays methods fail around structures with large sound speed variations, because they ignore refraction, which makes them not suitable to obtain high-quality images of breast tissue.

In order to develop refraction-corrected ray-tracing USTT in a computationally efficient manner and being able to perform on-the-flight reconstructions, in this work we propose a fast and straightforward ray-linking method that exploits the large computational capabilities of current GPUs in parallelized problems. The proposed method avoids solving the eikonal equation and the gradient methods commonly employed to obtain optimal paths between detectors. In our method, each thread of the GPU evaluates the travel-time along a smooth curve chosen out of a family of restricted Bezier curves, connecting emitters and receivers. The curve with the shortest travel-time (geodesic curve) is the one used for the reconstruction [4].

2 Materials and methods

2.1 Ray-linking problems with Bezier polynomials

There are multiple methods to join two points with optimal curves. One possible approach is the use of Bézier polynomials. According to Bézier’s method, a given curve can be obtained from a polygon [5]. If the curve is created as a polynomial of degree n, the polygon will have (n+1) vertices. We will define these vertices with the vector P. The initial and final points of this vector, $P_0$ and $P_n$, will represent the extremes of the curve. The Bézier curve defined this way will always pass through the extreme points, but not necessarily through the remaining vertices of the polygon. Most common Bézier curves used are based on n=1 to 3. With n=1 the Bezier curve are straight lines linking two given points, for n=2 the Bézier curve is a quadratic polynomial, and so on.
A quadratic Bézier curve, given by the function $B(t)$ and determined by the vertices: $P_0$, $P_1$ and $P_2$ is given by the following parametric expression:

$$B(t) = (1-t)^2P_0 + 2t(1-t)P_1 + t^2P_2, \quad t \in [0,1].$$

If $P_1$ is shifted in both $x$ and $y$ directions, many curves can be obtained. $P_1$ choice will determine the characteristics of the Bézier curve. The parameter $t$ provides points to sample the Bézier function and therefore, $B(t)$ will contain the set of points that belongs to the Bézier curve.

Given a family of paths that connects two points obtained with Bézier polynomials, the optimal path among them can be calculated by for a given sound speed map and selecting the curve that provides the lowest TOF. The strategy we propose to use the quadratic Bézier curves ($n=2$) for bent-ray tracing is schematically represented in Fig. 1. The points $P_0$ and $P_2$ correspond to the coordinates of emitter and receiver, respectively. The total set of points $P_1$ that defines different curves can be obtained by providing a range of shifts in directions parallel and perpendicular ($N_\perp$ and $N_\parallel$) to the straight line that links the detectors. Once the center point is found, if a shift in each direction is given ($d_\perp$ and $d_\parallel$), it is straightforward to move the point $P_1$ in the grid.

We can numerically evaluate the time-of-flight (TOF) for each given path subdividing it into small segments and then computing the sum of the product of their lengths $d_l$ and the inverse of the speed (from the SS map) in that segment:
In equation (1) $c_i$ is the SS at the pixel determined by the parameter $i$, being $N$ the number of points used to evaluate the Bézier curve, and $dl_i$ is the distance between two contiguous points of the curve.

We used CUDA to implement the method, as the different evaluations of the Bézier curves for different points $P_1$ can be done in parallel using GPUs, speeding up the calculations considerably. In the method proposed, the curvature of the path can be controlled by changing the range of the shift in the parallel and perpendicular direction of $P_1$.

For the seek of comparison with a reference method, we analyzed the output curves provided by our method against the ones provided by an implementation of the Fast Marching Method (FMM), which solves numerically the eikonal equation. All the details of the implementation of FMM used can be found in reference [6]. In Fig. 2, we represented the differences of simulated paths obtained with the classical FMM method and the proposed Bézier-based method, for a water-breast tissue interface (1480 m/s and 1550 m/s respectively).

\[
TOF = \sum_{i=0}^{N} \left( \frac{1}{c_i} \right) dl_i
\]  

Figure 2: Comparison between the estimations with FMM and Bézier trajectories. Around the simulated object, FMM bend the paths even when rays travel along a homogeneous medium. Bézier ray tracing can be adjusted to overcome that issue.
Due to the higher SS value of breast tissue, some of the rays around the interface will bend their trajectories. In our case, when using FMM, some rays around the inclusion, that only travel in water, appear bent, which is clearly not correct (those rays are indicated by red arrows in the right panel of Fig. 2). However, we can adjust the parameters of the Bézier-based method ($N_\perp$ and $N_\parallel$) to avoid this problem and still retain the right behavior in the regions close to the inclusion. It is important to note that other implementations of FMM exists, but they need higher-order interpolations to achieve good enough accuracy, which requires much longer computational time.

Once the method to simulate the wave propagation is determined, any general method to solve the optimization problem can be formulated, as for example, the Maximum Likelihood - Expectation Maximization (ML-EM), whose updating expression is given by:

$$
\xi_j^{(n+1)} = \frac{\xi_j^{(n)} \sum_{i=1}^{M} A_{i,j} \frac{p_i}{\sum_{k=1}^{N} A_{i,k} \xi_k^{(n)}}}{\sum_{i=1}^{M} A_{i,j}}
$$

(3)

where $\xi_j^{(n+1)}$ is either the sound speed or the absorption coefficient value in the pixel $j$ for the next iteration based on the value $\xi_j^{(n)}$ at the current iteration. $A_{i,j}$ represents the sensitivity coefficients or the path followed by the wave and $p_i$ is the parameter used to characterize the measured pressure field at the receiver location and with which we can reconstruct the acoustic parameter of interest.

### 2.2 Ray tracing for sound speed reconstructions

The reconstruction of SS maps using geometrical acoustics is done from TOF values. The algorithms used to obtain SS maps are based on the following system of equations:

$$
TOF_i^{\text{sim}} = \sum_{j=1}^{n} A_{i,j} S_j , \quad i = 1: M
$$

(4)

Where $j$ represents the scanned pixel, $i$ identifies the receiving transducer, $S_j$ is the slowness at pixel $j$ and the coefficients $A_{i,j}$, are the sensitivity kernel elements that relate the data with the pixels involved in the wave propagation. These coefficients represent the discrete version of the ray in the image grid. $TOF_i^{\text{sim}}$ is the simulated TOF value estimated at detector $i$.

With the previous equation, an estimate of the TOF value with a given model of the slowness can be obtained. This value will differ in an amount $\delta T$ from the measured data $TOF_i^{\text{exp}}$, which can be use to formulate the inverse problem for the reconstruction:

$$
\delta T_i = TOF_i^{\text{exp}} - TOF_i^{\text{sim}}
$$

(5)
2.3 The amplitude-decay method for attenuation reconstructions

When an acoustic wave propagates through a medium, it will experience a loss of amplitude due to geometrical spreading and by the absorption and scattering characteristics of the medium of propagation given by:

\[ A = A_0 e^{-\alpha(f) x} \] (6)

Where \( A \) and \( A_0 \) are the final and initial amplitudes of the wave once it has a distance \( x \) in a given medium, with an attenuation that present a certain dependence with the frequency of the wave as \( \alpha(f) \).

The amplitude-decay method assumes [8]:

- A linear dependence on the frequency in the attenuation coefficient:
  \[ \alpha(f) = \alpha_0 f \] (7)

- The attenuation in water is neglected.
- The energy is assumed to be concentrated at the central frequency of the signal.

Using the former assumptions and measurements in water, a way to avoid calculating the geometrical spreading of the wave is obtained. A simple expression to formulate the inversion problem for the attenuation reconstruction can be given as

\[
\sum_{j=1}^{n} A_{i,j} \alpha_0 j = \frac{1}{f_c} \ln \left( \frac{A_{\text{water}}}{A_{\text{phantom}}} \right)
\] (8)

Where, as before, \( j \) represents the scanned pixel, \( i \) identifies the receiving transducer, \( \alpha_0 j \) is the absorption coefficient at the pixel \( j \) and the coefficients \( A_{i,j} \) will relate the data with the pixels connected with the ray that represents the energy propagation of the wave. \( A_{\text{water}} \) is the amplitude of the signal at the \( i \) receiver when there is only water in the field of view (FOV) and \( A_{\text{phantom}} \) is the amplitude at the same position as before but with the phantom located in the FOV.

2.4 In-vitro real data experiments

To evaluate the performance of the algorithm proposed, we used experimental data acquired with the Multimodal Ultrasound for Breast Imaging (MUBI) system. The MUBI scanner is a USCT prototype (see Fig. 3(a)) [7] comprising two coplanar medical 128-element linear arrays of transducers, with a central frequency of 3.2 MHz and a 50% bandwidth (Prosonic, Korea). Array probes and breast phantoms are arranged inside a water tank to ensure good
acoustic coupling. The arrays can be moved independently of each other using stepper motors with high mechanical precision (0.1°) to cover several locations around the breast phantom. The radius of rotation is variable between 45 mm and 100. A SITAU 112 (Dasel, Spain) 128 channel ultrasonic equipment is used, with parallel acquisition, beam steering and dynamic depth focusing capabilities. The data measured is transferred through a USB interface to a computer for data post-processing.

To acquire transmission data, one of the arrays acts as emitter and the other one as receiver (as it is indicated in Fig. 3 (a)). For each emitting position, the location of the receiver is shifted several times in order to cover a variable area describing a fan-beam. This process is performed sequentially changing the orientation of the fan-beam until the whole field of view is scanned. Fan-beams are taken at regular angular intervals. Total acquisition time with this prototype is around 10 minutes per coronal plane. Most of the time is spent in arrays motion.

![Image of the MUBI scanner with rotating fan-beams](image)

**Figure 3:** Experimental arrangement of the MUBI scanner with rotating fan-beams. A variable number of fan-beams can be used in this setup to scan the whole field of view [7].

The data acquired with the MUBI system consisted on a tissue-mimicking phantom whose main characteristics can be seen in Fig. 4 and Table I. Two holes were performed inside the phantom. The first one was filled with water once the phantom was located inside the water tank and in the second one we mixed different concentrations of alcohol and graphite, resulting in a region with small differences in terms of SS with respect to the background of the phantom, but increased attenuation. Due to the axial symmetry of the phantom only a central slice was acquired.
Figure 4: *In-vitro* tissue mimicking phantom created for USTT reconstructions. (a). lateral view of the phantom. (b). depicts a scheme of the top view of this phantom.

<table>
<thead>
<tr>
<th>Region</th>
<th>Water (ml)</th>
<th>Gelatin (ml)</th>
<th>Graphite (ml)</th>
<th>Formaldehyde (ml)</th>
<th>Ethanol (ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background</td>
<td>800.0</td>
<td>63.0</td>
<td>78.4</td>
<td>2.4</td>
<td>64.2</td>
</tr>
<tr>
<td>Cyst</td>
<td>400.0</td>
<td>61.0</td>
<td>58.8</td>
<td>1.2</td>
<td>16.0</td>
</tr>
</tbody>
</table>

Table 1: *In-vitro* tissue mimicking phantom composition for measurements in the MUBI scanner.

To reconstruct this phantom, we used the proposed Bézier-based reconstruction method and also, a simple analytic straight-rays method based on filtered back-projection (FBP) for comparison. To obtain the TOF and amplitude values of the signals acquired, we used cross-correlation and envelope-based methods respectively [4]. To provide a reference for our reconstructions, for all the USTT acquisitions performed in the MUBI scanner, a high-resolution reflectivity acquisition of the same tomogram was also obtained. The reflectivity reconstructions are based on the Full Angle SpatialCompound (FASC) technique [7].

### 3 Results and Discussion

Fig. 5 shows the SS and AA reconstructions of the phantom under study with analytic and Bézier iterative methods. The reconstruction time per slice was \( \sim 0.23 \) seconds for both FBP-SS and FBP-AA (top and bottom left panels of Fig. 5 respectively) as the same angular and radial sampling is used for both reconstructions. The reconstructions using Bézier took \( \sim 10 \) seconds/slice for the SS and using the pre-calculated Bézier bent-rays from the SS reconstruction, the AA maps can be obtained in 2 seconds/slice.

The information obtained from both reconstruction algorithms is similar. Nevertheless, FBP reconstructions tend to miss-estimate the actual size of the structures inside the phantom, as
they do not take into account refraction. Due to the considerable changes of SS in this phantom, refraction is an important phenomenon in order to obtain accurate reconstructions.

The proposed Bézier-based reconstruction method requires an amount of time similar to the one required for acquiring and processing USTT data, so it can be considered a real-time reconstruction method suited for clinical practice, while providing SS and AA images with good enough quality.

One advantage of the proposed method is that it can be easily extended to 3D-Data, for scanners such as the USCT developed at KIT [8]. In this kind of systems, the amount of recorded data is very large, and approximated reconstruction methods can be very useful to obtain images in a reasonable amount of time. Furthermore, the proposed method can be used to provide the initial estimated image for full wave-inversion (FWI) methods [9]. These methods are known to provide better image quality than ray-tracing ones, but they require to start the iterative process with an initial image that is close enough to the actual one to avoid convergence problems. For that reason, starting a FWI algorithm with an image obtained with a ray-tracing method such as the one proposed here, with refraction effects corrected, can reduce possible artifacts and improve its convergence.

Figure 5: Sound speed (SS) and Acoustic attenuation (AA) reconstruction for the tissue-mimicking phantom. Left panel shows FBP reconstructions of the phantom, central panel Bézier-based bent rays reconstructions and right panel the reflectivity reconstruction as reference. At the top are SS reconstructions and at the bottom AA ones. FBP reconstructions miss-estimate the actual dimensions of the structures in the phantom.
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Abstract

Full-waveform inversion (FWI) is an iterative method that produces high-quality quantitative models by minimising the misfit between observed and modelled data. Its application to medical imaging is still in its infancy, especially when FWI is applied to datasets and models in 3D. Here we implement a robust, efficient and reliable 3D FWI algorithm to invert a synthetic 3D ultrasound dataset obtained from a realistic phantom of the breast and we study the impact of having low-frequency data as well as neglecting absorption, density and 3D effects. We then apply our FWI algorithm to a 2D \textit{in vivo} dataset with no information other than the recorded data, the total number of transducers and their nominal position. Our results suggest that 3D data acquisition as well as 3D data FWI and low-frequencies are essential to produce high fidelity models with enough quality to improve breast cancer diagnostics with ultrasound.

\textit{Keywords}: 3D full-waveform inversion, 3D acquisition, low-frequency ultrasound

1 Introduction

Breast cancer is the most common type of cancer amongst women worldwide and the second with the highest mortality rate \cite{1}. Advances in imaging techniques are key to improve its early detection and diagnosis in order to reduce its mortality rate. Due to its low cost, mammography is generally the preferred technique for standard routine screenings. It is based on the projection of X-rays through the breast and the assumption that the cancer mass is denser than the surrounding tissue. This imaging technique has helped reduce the number of breast cancer deaths considerably, but it has some disadvantages: it uses ionising radiation that is harmful for the patient, it has a low sensitivity when applied to dense breasts, it does not provide quantitative images of different tissue properties and it can lead to false-positive diagnostics when trying to detect breast cancer early \cite{2}.
Recently, ultrasound tomography has emerged as a safe alternative imaging method for breast cancer diagnosis that does not rely on ionising radiation and which can provide images of speed of sound in tissue, sound attenuation and tissue density, amongst others. Typically, ultrasound tomography algorithms are based on ray theory, which limits their spatial resolution to the first Fresnel zone [3]. On the other hand, full-waveform inversion (FWI) honour the physics of finite-frequency wave propagation and is able to image variations of acoustic properties at sub-wavelength scales, which is significantly better than the resolution power of ray-based approaches [4].

Despite the computational burden of FWI algorithms, three-dimensional (anisotropic) FWI is nowadays standard practice in the oil industry [4]. In breast imaging, 2D FWI has been previously applied to in vivo ultrasound datasets [5], but the application of 3D FWI to these datasets has not yet been demonstrated in in vivo 3D data, partly due to the lack of adequate data-acquisition systems.

In this paper we demonstrate the potential of 3D FWI for imaging the breast and we show its feasibility on a realistic 3D breast phantom. We then analyse the benefits of having low-frequency data (below 0.5 MHz) for FWI and we investigate the impact of neglecting density, absorption and 3D effects. In the last section of this manuscript we apply our algorithm to a 2D in vivo ultrasound dataset having very little prior information of the acquisition system, and obtain a high-resolution model of the breast. We finally discuss briefly how the results could be improved, especially in terms of the acquisition strategy.

2 Methodology

The theoretical framework of FWI is well established. Here we present the basic formulation in order to understand its application to the medical imaging problem. The goal of FWI is to find a model \( m \) that minimises the misfit between the observed data, \( d_{\text{obs}} \), and the modelled data \( d(m) \). In other words, this is equivalent to minimising the least-squares norm:

\[
f(m) = \frac{1}{2} \left| d_{\text{obs}} - d(m) \right|^2
\]

with respect to the model parameter vector \( m \). This requires solving the forward problem \( G(m) = d(m) \), where \( G \) is an operator that describes how to calculate the data from the model parameters - in practice, \( G \) is the implementation of the (acoustic) wave equation. The optimisation problem in equation (1) is non-linear because the wave equation does not have a linear relation between model parameters and pressure. In FWI we seek a local minimum of the functional described in equation (1), \( m_0 \), such that the updated model after one iteration is the starting model plus a model perturbation, \( m = m_0 + \delta m \). After linearising the problem by assuming that a small model perturbation introduces a small perturbation in the difference between observed and modelled data, the perturbation can be expressed as:
\[ \delta m = -H^{-1} \frac{\partial f}{\partial m} \] (2)

Where \( H \) is the Hessian operator, which contains all the second-order differentials of the misfit function, and \( \frac{\partial f}{\partial m} \) is the gradient. Due to the large dimensions of the Hessian, only an approximate magnitude of the diagonal elements is retained. To compute the gradient, we perform forward wavefield propagations from each source as well as backward propagations of the residual between observed and modelled data for each receiver and cross-correlate the two at each time-step for every cell in the model.

The computational cost of FWI is larger than that of ray-based methods because it requires full wave equation propagations but it leads to models with significantly higher resolution. Our parallel algorithm is able to perform 3D time-domain FWI with or without absorption by solving the visco-acoustic wave equation using a fourth-order in time and sixth-order in space finite-difference (FD) time-stepping algorithm. To optimize its performance, the accuracy of the FD stencil in 3D is tenth-order in space. The code is parallelised across distributed and shared memory systems, and it is optimised to minimise memory and CPU footprint, which makes it suitable for large 3D problems. In the next section we demonstrate the feasibility of 3D FWI to image a numerical breast phantom with our FWI implementation and we apply our algorithm to a 2D \textit{in vivo} dataset. Further details of our algorithms can be found in [4].

## 3 Results

In this section we show the result of applying our FWI algorithm to two ultrasound datasets: 1) a 3D dataset from a realistic numerical breast phantom and 2) a 2D \textit{in vivo} breast dataset. For the first dataset we study the impact of low-frequency content in the ultrasound, absorption, density and 3D effects. We then discuss the workflow used to obtain a model of speed of sound for the second dataset, which requires minimal user interaction, and we review the importance of low frequencies and the consequences of ignoring 3D effects in \textit{in vivo} data inversions.

### 3.1 3D breast phantom

The first ultrasound dataset is generated from the 3D breast phantom in Figure 1, which simulates the human breast [6]. We design velocity, density and absorption models based on typical measured values, and these are respectively shown in Figures 1a, 1b and 1c. The bulk of the model is formed by a glandular region and is represented by a random medium, which is surrounded by an irregular subcutaneous fat layer and an outer thin skin layer. Several spherical inclusions have been added inside the glandular region to simulate cancer and fat masses. The dimensions of the discretised model are $95 \times 431 \times 431$ in cells, with a grid spacing of 0.29 mm that ensures there is no dispersion of P-waves beyond the maximum inverted frequency.
We now perform several tests by generating ultrasound data with or without absorption, with fixed or variable density and with a 2D or 3D data acquisition geometry and we analyse the results of inverting these data using our FWI code. First, we generate synthetic ultrasound data for the 3D breast phantom in Figure 1a and fixed values of density and absorption, equal to the values for water (density of $1000 \text{ kg/m}^3$ and $Q = 10^3$). The data is generated using 350 sources equally distributed across 3 rings and a three-cycle toneburst source wavelet with a center frequency of $750 \text{ kHz}$ and a time sampling of $0.11 \mu s$ is used to generate $120 \mu s$ of data. The ultrasound signal is then recorded at 1280 receivers distributed across 5 rings with 256 receivers in each ring. The source and receiver rings have a diameter of $12 \text{ cm}$, their center is at the center of a coronal view of the breast and the distance between rings is constant - but different for source and receiver rings so that these are uniformly distributed in the vertical direction. Figure 2 shows the results of applying 3D FWI on the data up to a frequency of $1.4 \text{ MHz}$ by using different starting models and starting frequencies for the inversion. To reduce the computation time, 35 out of 350 sources are used at each iteration and these are different for each iteration so that all sources are used in each iteration block.

Pairs of coronal and sagital views for two particular slices are shown in Figure 2 for each model, respectively. The true model for these two views is shown in Figures 2a and 2b, in which the dotted lines indicate the position at which the slices for the complementary view are taken. Figures 2c and 2d show the simplest starting model used for the inversions, which only contains water. This is used to invert the data starting at a frequency of $700 kHz$ and the results are shown in Figures 2e and 2f. The recovered model differs significantly from the true model such that only the skin and outer region of the subcutaneous fat are recovered well, whereas anything inside the glandular region is distorted. This behaviour commonly appears when the starting model is not good enough or/and when there is a lack of low frequencies so that the modelled data is delayed by more than half a cycle with respect to the observed data, leading to what is known as cycle skipping. To test this hypothesis, we design a better starting model by smoothing the true model with a three-dimensional Gaussian filter, which is shown in Figures 2g and 2h, and we run FWI again with this starting model and the same starting frequency. Figures 2i and 2j show the resulting recovered model. In this case, the modelled data for the first iterations is not delayed by more than half a cycle with respect to the observed data.
We now perform several tests by generating ultrasound data with or without absorption, with fixed or variable density and with a 2D or 3D data acquisition geometry and we analyse the results of inverting these data using our FWI code. First, we generate synthetic ultrasound data for the 3D breast phantom in Figure 1a and fixed values of density and absorption, equal to the values for water (density of 1000 kg/m^3 and Q = 103). The data is generated using 350 sources equally distributed across 3 rings and a three-cycle toneburst source wavelet with a center frequency of 750 kHz and a time sampling of 0.11 µs is used to generate 120 µs of data.

The ultrasound signal is then recorded at 1280 receivers distributed across 5 rings with 256 receivers in each ring. The source and receiver rings have a diameter of 12 cm, their center is at the center of a coronal view of the breast and the distance between rings is constant - but different for source and receiver rings so that these are uniformly distributed in the vertical direction. Figure 2 shows the results of applying 3D FWI on the data up to a frequency of 1.4 MHz by using different starting models and starting frequencies for the inversion. To reduce the computation time, 35 out of 350 sources are used at each iteration and these are different for each iteration so that all sources are used in each iteration block.

Pairs of coronal and sagital views for two particular slices are shown in Figure 2 for each model, respectively. The true model for these two views is shown in Figures 2a and 2b, in which the dotted lines indicate the position at which the slices for the complementary view are taken. Figures 2c and 2d show the simplest starting model used for the inversions, which only contains water. This is used to invert the data starting at a frequency of 700 kHz and the results are shown in Figures 2e and 2f. The recovered model differs significantly from the true model such that only the skin and outer region of the subcutaneous fat are recovered well, whereas anything inside the glandular region is distorted. This behaviour commonly appears when the starting model is not good enough or/and when there is a lack of low frequencies so that the modelled data is delayed by more than half a cycle with respect to the observed data, leading to what is known as cycle skipping. To test this hypothesis, we design a better starting model by smoothing the true model with a three-dimensional Gaussian filter, which is shown in Figures 2g and 2h, and we run FWI again with this starting model and the same starting frequency. Figures 2i and 2j show the resulting recovered model. In this case, the modelled data for the first iterations is not delayed by more than half a cycle with respect to the observed data.

Figure 2: Pairs of coronal and sagital views of speed of sound for the true model (a and b, respectively), a water starting model (c and d), the recovered model starting from water and at f_{min} = 700 kHz (e and f), a smooth starting model (g and h) and the recovered models starting from the smooth model and at f_{min} = 700 kHz (i and j) and starting from water and at f_{min} = 300 kHz (k and l). All inversions are in 3D, the maximum inverted frequency is 1.4 MHz and density and absorption are fixed during modelling and inversion.
data and FWI successfully recovers an accurate velocity model of the breast. The recovered model is more resolved than the starting model and the different spherical masses inside the glandular region as well as the irregular boundaries of the subcutaneous fat layer are well recovered. However, obtaining a good starting model sometimes requires the intervention of the user and is not the best practice to have a well-conditioned inversion problem. Instead, the presence of low frequencies can overcome this issue directly from the data without requiring any other algorithm or user’s intervention. This is shown in Figures 2k and 2l, in which FWI has been applied using the water starting model in Figures 2c and 2d and starting the inversion at 300 kHz. We observe that, unlike the result in Figures 2e and 2f, starting the inversion at lower frequencies is enough to recover a very accurate model of the breast, provided low frequencies are present in the data. The resolution of the recovered model is only limited by the maximum frequency at which the inversion is performed - increasing the frequency increases the computation cost - and the limited number of transducers. In terms of computation run time for these tests, it takes approximately 21 hours when running the code in parallel across 36 nodes. Although several strategies could be implemented to reduce the compute time, these results already suggest that high resolution 3D models of the breast can nowadays be obtained by performing 3D FWI, which require minimal user intervention.

Next, we investigate the effects of neglecting density and absorption on the recovered models after 3D FWI. We first repeat the previous tests by modelling data with fixed density and absorption - equal to those of water - but we now run FWI up to 1 MHz to reduce the compute cost. We start the inversion at 300 kHz by using a water starting model and we keep density and absorption fixed, which leads to the result shown in Figures 3a and 3b. We then generate observed data by using the visco-acoustic wave equation with the density and absorption models in Figures 1b and 1c, and we perform acoustic FWI of the new observed data by ignoring density and absorption effects, i.e. by keeping them constant and equal to those of water. The boundaries of the recovered model as well as the spherical inclusions are well recovered, as shown in Figures 3c and 3d. Nevertheless, ignoring absorption and density leads to a recovered model that is generally slower and not as accurate as when we do not have these effects in the modelling. This is in part because absorption delays and attenuates the wavefield and also because the dynamics of the wavefield is not correct due to an incorrect density. Overall, we conclude that the consequences of ignoring density and absorption effects for a typical breast during FWI are not significant, although this may differ for denser breasts. For the rest of this manuscript, density and absorption are therefore ignored.

In the last test on this section we investigate the impact of neglecting 3D effects and performing 2D FWI. In order to compare 2D and 3D inversions, we generate data with a single circular array of transducers that contains 50 emitters and 256 receivers and which has its center at the center of a coronal view and is at \( z \approx 1.66 \text{ cm} \). Figure 4 shows the data generated for a single emitter as a function of time for each transducer in the array when we consider a 2D model of the breast at the same location as the array (left picture) and when we model data using the full 3D model (right picture). We observe there are differences in the reflected part of the signal (black arrow) and also in the transmitted part (black circle), which is due to off-plane effects when we consider the full 3D model. For these tests, a three-cycle toneburst source wavelet with a centre frequency of 500 kHz has been used to avoid numerical dispersion introduced by using different modelling codes in 2D and 3D with different stability conditions.
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data and FWI successfully recovers an accurate velocity model of the breast. The recovered model is more resolved than the starting model and the different spherical masses inside the glandular region as well as the irregular boundaries of the subcutaneous fat layer are well recovered. However, obtaining a good starting model sometimes requires the intervention of the user and is not the best practice to have a well-conditioned inversion problem. Instead, the presence of low frequencies can overcome this issue directly from the data without requiring any other algorithm or user’s intervention. This is shown in Figures 2k and 2l, in which FWI has been applied using the water starting model in Figures 2c and 2d and starting the inversion at 300 kHz. We observe that, unlike the result in Figures 2e and 2f, starting the inversion at lower frequencies is enough to recover a very accurate model of the breast, provided low frequencies are present in the data. The resolution of the recovered model is only limited by the maximum frequency at which the inversion is performed - increasing the frequency increases the computation cost - and the limited number of transducers. In terms of computation run time for these tests, it takes approximately 21 hours when running the code in parallel accross 36 nodes. Although several strategies could be implemented to reduce the compute time, these results already suggest that high resolution 3D models of the breast can nowadays be obtained by performing 3D FWI, which require minimal user intervention.

Next, we investigate the effects of neglecting density and absorption on the recovered models after 3D FWI. We first repeat the previous tests by modelling data with fixed density and absorption - equal to those of water - but we now run FWI up to 1 MHz to reduce the compute cost. We start the inversion at 300 kHz by using a water starting model and we keep density fixed, which leads to the result shown in Figures 3a and 3b. We then generate observed data by using the visco-acoustic wave equation with the density and absorption models in Figures 1b and 1c, and we perform acoustic FWI of the new observed data by ignoring density and absorption effects, i.e. by keeping them constant and equal to those of water. The boundaries of the recovered model as well as the spherical inclusions are well recovered, as shown in Figures 3c and 3d. Nevertheless, ignoring absorption and density leads to a recovered model that is generally slower and not as accurate as when we do not have these effects in the modelling. This is in part because absorption delays and attenuates the wavefield and also because the dynamics of the wavefield is not correct due to an incorrect density. Overall, we conclude that the consequences of ignoring density and absorption effects for a typical breast during FWI are not significant, although this may differ for denser breasts. For the rest of this manuscript, density and absorption are therefore ignored.

In the last test on this section we investigate the impact of neglecting 3D effects and performing 2D FWI. In order to compare 2D and 3D inversions, we generate data with a single circular array of transducers that contains 50 emitters and 256 receivers and which has its center at the center of a coronal view and is at \( z \approx 1.66 \text{ cm} \). Figure 4 shows the data generated for a single emitter as a function of time for each transducer in the array when we consider a 2D model of the breast at the same location as the array (left picture) and when we model data using the full 3D model (right picture). We observe there are differences in the reflected part of the signal (black arrow) and also in the transmitted part (black circle), which is due to off-plane effects when we consider the full 3D model. For these tests, a three-cycle toneburst source wavelet has been used to avoid numerical dispersion introduced by using different modelling codes in 2D and 3D with different stability conditions.

The 3D data generated with a single transducer ring is now inverted using both a 2D and 3D water starting models, and 2D and 3D FWI are respectively performed starting at a frequency of 150 kHz up to 1 MHz. The resulting recovered models as well as the true model corresponding to the same coronal slice in which the ring of transducers is located are shown in Figure 5.
From these results we conclude the following: 1) 2D FWI of 3D data leads to a less accurate model than that obtained with 3D FWI and 2) 3D FWI of data acquired with a single acquisition ring leads to off-plane effects in the recovered model. The first observation is made by comparing Figures 5b and 5c and noting that the edges of the breast as well as the spherical inclusions are better defined in Figure 5c than those in Figure 5b. On the other hand, the second remark is made by comparing Figures 5a and 5c and observing that the spherical inclusions in Figure 5c denoted by 1 and 2 are not present in the true model and that the spherical inclusion denoted by 3 is larger than the same inclusion in the true model. Additionally, the edges of the breast skin and subcutaneous fat are also distorted and are slightly larger when compared to those in the true model. These are consequence of waves travelling through planes slightly above or below the current plane, which could be minimised by using focused transducers. Another way to separate off-plane effects is to acquire data in three dimensions by, for instance, using several acquisition rings, and performing 3D FWI as demonstrated in Figure 2 (e.g. compare size of the spherical inclusions or the irregular shape of the subcutaneous fat in the true model in Figures 2a and 2b with those for the recovered model in Figures 2k and 2l).

In summary, the previous tests suggest that high resolution models of a typical density breast can be obtained with no prior information by using FWI if density and absorption are ignored, low-frequency transducers are used and data is acquired and inverted in three dimensions.

### 3.2 2D in vivo data

In this section we perform 2D FWI of an *in vivo* dataset acquired with the CURE (Computed Ultrasound Risk Evaluation) system at the Karmanos Cancer Institute (Wayne State University). This system is formed by a single ring of transducers of 20 cm in diameter with a total
of 256 transducers that can act both as sources and receivers. We have no other information regarding the exact location of the transducers or a water shot to calibrate their location, the temperature of the water bath - that determines the velocity of sound in water - or the source wavelet. We apply 2D FWI on this dataset rather than 3D FWI to reduce the computation cost and minimise any external intervention, although 3D FWI would be possible.

First, we do some minimal data processing and interpolate the data so that the time sampling is 0.04 $\mu$s, which allows us to invert the data up to 1.75 MHz without having numerical dispersion given that the grid spacing is 0.15 mm. We then remove data generated by a malfunctioning source, which reduces the total number of working sources to 255, and we band-pass filter the data to reduce the noise at frequencies below 200 kHz and beyond 1.75 MHz. Figure 6a shows the band-pass filtered data for a working source as a function of time for all transducers. We observe that this data contains strong coherent noise at early times, which is present in the gathers for all the sources and which will negatively affect FWI as it will try to match modelled data to the observed data. To minimise this, we discard data arriving before 30 $\mu$s during the inversion and we also discard data arriving later than 180 $\mu$s to further reduce the computation time. But before inverting the data, we need a source wavelet accurate at low frequencies, as well as the location of the transducers. Typically, this is obtained by calibrating the system using a water shot, i.e. an acquisition without any target. As the data we have has been acquired in vivo with a target, we can only use the first arrivals present in the data corresponding to the water wave in those regions in which it does not cross with reflections or transmissions. These reduces the amount of traces for calibration from 256 to 50 and it does not allow us to obtain a source wavelet variation with aperture angle but an average wavelet. We calibrate the location of the transducers by using the method suggested by [7] and we extract the source wavelet based on the picked first arrivals on the observed data and the same arrivals for data modelled with an arbitrary source band-pass filtered as the observed data and assuming a constant background of just water [4]. Figures 6b and 6c show the extracted source wavelet and its spectrum, respectively.

We now perform 2D FWI of the minimally pre-processed data by ignoring density and absorption effects. For all the inversions, the starting and recovered models have a dimension of $1464 \times 1464$ in cells and we run FWI by using 85 sources per iteration, and the results are shown in Figure 7. The average run time is of 23 hours across 11 nodes.

Figure 7a shows the recovered model obtained by starting the inversion at a frequency of 500 kHz and using a water starting model. Due to the lack of low-frequency data, FWI does not recover a good reconstruction of the breast and it is difficult to identify any feature that, for instance, may allow a radiologist identify the presence of a tumour. Thus, we first obtain a better starting model by using bent-ray tomography [8], which produces the smooth and homogeneous recovered model in Figure 7b. In the latter we can identify the presence of a high-velocity region (red ellipse) that might be a tumour, but the recovered model does not have many details and no other features can be distinguished. We then apply FWI again with the latter as a starting model and with a minimum frequency of 800 kHz, leading to the recovered model in Figure 7c. In this test we see a clear improvement in terms of details: the structure of the high-velocity mass is changed, the breast skin and the edge of the subcutaneous fat are
better defined and some features can be observed inside the breast that were not visible in the bent-ray tomography result. Nevertheless, we also observe the presence of some artefacts that are caused by cycle-skipping, such as the discontinuous skin layer on the left-hand-side or a slow velocity semi-circular layer in the middle of the breast that cuts through other features. To overcome cycle-skipping we finally apply FWI using the bent-ray tomography result as a starting model but we now start the inversion at $500kHz$, resulting in the recovered model is shown in Figure 7d. From this model we observe that lowering the minimum frequency used in the inversion helps overcome cycle-skipping provided there is data at these frequencies, and results in a detailed model of velocities with coherent structures inside the breast and very well defined breast boundaries. The high degree of detail in the recovered model in Figure 7d is such that some features that may be blood vessels, milk ducts or lymphatic vessels can be observed - see for instance the region from $x = 6cm$ to $x = 12cm$ and from $y = 8cm$ to $y = 15cm$. 

![Figure 6](image)

**Figure 6**: From left to right and top to bottom, a) band-pass filtered raw data for a single source for the 2D *in vivo* data, b) the corresponding extracted wavelet in time and c) its frequency spectrum. The extracted source has a centre frequency near $900kHz$.

Nevertheless, we expect a more accurate FWI recovered model when a calibration with a water shot and source extraction in the laboratory are available. Additionally, the structures observed in Figure 7d may not all be from the same plane, and 3D acquisition as well as 3D FWI would be necessary to separate them and determine the volume of the high velocity mass. If 3D acquisition is not available, off-plane effects could be separated to a certain extent by 3D FWI, especially if the radiation pattern of the sources is not strongly de-focused - unlike a point source -, but we recommend 3D data acquisition as well as 3D FWI for a more accurate recovery of breast velocity models.
Nevertheless, we expect a more accurate FWI recovered model when a calibration with a water shot and source extraction in the laboratory are available. Additionally, the structures observed in Figure 7d may not all be from the same plane, and 3D acquisition as well as 3D FWI would be necessary to separate them and determine the volume of the high velocity mass. If 3D acquisition is not available, off-plane effects could be separated to a certain extent by 3D FWI, especially if the radiation pattern of the sources is not strongly de-focused - unlike a point source -, but we recommend 3D data acquisition as well as 3D FWI for a more accurate recovery of breast velocity models.

Figure 7: Recovered models of speed of sound obtained from the 2D in vivo data after using a) FWI at $f_{\text{min}} = 500\, \text{kHz}$ and a constant water starting model, b) bent-ray tomography and FWI with the time-of-flight model as a starting model at c) $f_{\text{min}} = 800\, \text{kHz}$ and d) at $f_{\text{min}} = 500\, \text{kHz}$. The maximum frequency for all FWI tests is $1.75\, \text{MHz}$.

4 Conclusions

The application of full-waveform inversion for breast imaging is still in an early stage, especially for 3D datasets. Here we have implemented a robust, reliable and efficient 3D algorithm to invert 3D ultrasound data from a realistic phantom of the breast. Our results show that 3D
FWI leads to more accurate recovered models of the breast than those obtained with 2D FWI and that 3D data acquisition is required in order to separate off-plane effects. We also demonstrate that the use of low-frequency ultrasound transducers – a few hundreds of kHz – mitigates the non-linearity of the inversion problem and leads to high-fidelity models with minimal interaction from the user. The results also show that neglecting absorption and density during the inversion does not have a strong impact for standard density breasts, although it leads to less accurate and slower recovered models of speed of sound. Finally, the successful application to a 2D *in vivo* dataset with little prior information confirms that low-frequency ultrasound or good starting models – e.g. from bent-ray tomography – and 3D data acquisition are required for an accurate reconstruction of the speed of sound in the breast.
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Ultrasound Computed Tomography: Historically Guided Musings
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**Abstract**

Computed Tomography with ultrasound waves, in both through transmission and reflection geometries, has been investigated for over 40 years. In that time investigators have concentrated on the complex interactions of ultrasonic waves with the tissue of the human female breast in an effort to delineate malignant from benign lesions. Over the years the relentless improvement of both electronics and computer power has allowed the inverse solution of more and more complex mathematical models of wave propagation through complex tissue such as the breast. However, the need for complete three-dimensional acquisition of scattering waves from the tissue continues to be a difficult technological problem. In addition to the technical challenges are the challenges of finding where in the flow diagram of breast disease patients traversing the health care system to place ultrasound breast tomography to provide the most effective contribution to the efficacy and efficiency of breast disease detection, diagnosis, and treatment. Meanwhile, other modalities are developing that provide very stiff competition to the field of computed ultrasound tomography of the breast. This paper provides some results and ruminations from the past and some comments about the future.

*Keywords:* Computed tomography, Breast, Transmission, Reflection

1 **Introduction**

The earliest and currently most widely used mode of ultrasound for obtaining clinical images is the echo or backscatter mode [1]-[5]. Although the tissue characteristics responsible for generating the backscattering signals as the ultrasound wave passes through biological tissues are not well understood, the resulting qualitative images are widely used for noninvasively diagnosing a variety of diseases with relatively inexpensive equipment [5]. The early clinical ultrasound B-mode scanners obtained tomograms (slice images) of distributions of
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reflectivity within the tissue without the need for computerized analysis such as required by X-ray or MR computer-assisted tomography (CAT) scanning equipment. This fortuitous circumstance of obtaining tomograms without the need for computational analysis propelled the backscatter B-scan mode of ultrasonic imaging into the forefront of clinical diagnostic instrumentation at a very early stage [2]

Quantitative images (i.e., in which the numerical value of each pixel represents a basic physical property of tissue such as speed) were obtained using computerized transmission ultrasonic tomography in the eighth decade of the last century [6]-[11]. Our group was apparently the first to describe ultrasound transmission tomography [8], Glover et al. [11] were probably the first to apply the newly developed techniques of ultrasonic transmission tomography to patients in vivo. Carson et al.[12] also have imaged soft tissue in patients. McDonnell et al. are using ultrasonic transmission tomography to study ultrasonic mechanisms of attenuation in the infarcted myocardium [13].

Transmission ultrasound tomography currently requires a geometry in which ultrasound can be transmitted from a plurality of directions covering 360° around the organ under examination. Approximately 15 percent of American women will develop carcinoma of the breast and many more will develop other diseases which must be distinguished from carcinoma [14].

For these reasons, the breast has been the principal organ to which transmission tomography ultrasound has been applied [7]- M. O'Donnell, J. W. Mimbs, B. E. Sobel, and J. B. Miller, "Ultrasonic attenuation in the normal and ischemic myocardium," in Proc. Nat. Bureau Standards 2nd Int. Symp. Ultrasonic Tissue Characterization, Gaithersburg, MD, June 13-15, 1977, p. 63. ] [17]. The geometry required by the ultrasound CAT obtained with the patient lying prone with a breast suspended in a tank of water while transducers are scanned around the breast in some fashion to complete the required set of data.

The relationship between the incoming ultrasound wave and the scattered exit wave has been known for several decades [18].

2 Methods

The straight line integral relationships between the real part of tissue refractive index NR (ultrasonic speed) and measured transit time T for ultrasonic pulses traveling through tissue, and the relationship between the imaginary part of refractive index NI (attenuation coefficient) and the log of the amplitude A of the received pulse have been derived elsewhere [10] and are;
The position of the transmitter is at a while b is the position of the receiver and ds is taken along a straight line between a and b in the direction k of the impinging wave. The derivation of these equations require that variations in refractive index N to be small to eliminate second-order terms propagation [10]. More accurate models of the transmission tomography problem in tissues which take into account the curved nature of the ultrasound rays were developed by Mueller and Kaveh [17] and Stenger and Johnson [19].

### 3 Results

As early as 1977 we used reconstructions of distributions of acoustic speed to correct compound B-scans for aberrations due to inhomogeneous refractive indexes [14] and also applied ultrasonic tomography to diagnosing breast cancer [16]. Around that time Mueller et al. [17] and Duck et al. [18] described quantitative tomography methods for the backscattered mode as well. Transmission ultrasound tomography currently requires a geometry in which ultrasound can be transmitted from a plurality of directions covering $360^\circ$ around the organ under examination.

The purpose of this paper is to describe some of the results of early investigators in the field who used very simple ultrasound speed and attenuation tomograms in a set of patients that were scheduled for a biopsy.

Figure 1 illustrates bilateral ultrasound tomograms obtained in the early 70’s that indicate a scirrhous carcinoma in the right breast with no such indication in the left breast. The speed and attenuation in the lesion of this fatty breast are high. It was known then that malignant lesions could have either low or high attenuation but normally had a high speed of sound.

Striking visual localization of solid lesions can be produced by the joint colored display of velocity and attenuation. In such displays the solid lesion appears as a localized region of relatively high velocity which in young patients is surrounded by highly attenuating parenchyma and in older patients is either rimmed by a relatively highly attenuating boundary or is congruent with a region of relatively high attenuation (Fig. 2).
Figure 1: Reconstructions of attenuation and speed in the coronal plane of a 68-year-old woman showing scirrhous carcinoma having high attenuation relative to atrophic background tissue and high acoustic speed. Contralateral breast shows no high-speed region.

Figure 2: Ultrasonic speed (blue) and attenuation (red) are synergistically displayed by superimposing two images in separate colors. The exact relationship of speed and attenuation images can be seen and aids in evaluation the border and internal characteristics of the lesions.
From these early examples of ultrasound computed tomography, the field has been developed to a point where clinical trials are being conducted with scanners that are nearly ready for commercial application. However, the future may have some revolutionary changes in store as has the past.

4 Future

Ultrasonic computed tomography has improved over the past 5 decades because of the relentless advances in computer power. Most of the methods of solving the wave equation have been known but the forward/back functional minimization methods required massive compute power, which now is possible. Data acquisition remains a problem because the required geometry for a complete inversion of the wave equation requires 360 degrees of scattering information. Because this remains an unsolved problem, at least in clinically relevant times, there needs to be a breakthrough in approaches to the problem. But this author feels there is help on the way.

In the immediate future, there will be a disruptive change in the field of ultrasonics caused by advanced artificial intelligence. Methods similar to those used to master the game of GO will impact the field of clinical ultrasound [21][22]. Already methods of AI have been used to improve the impulse response of ultrasound systems [23]. Whether such AI systems will impact reconstruction algorithms for transmission and reflection computed tomography is yet to be determined but it seems that the probability of such an impact is not zero.

Another area of impact will be in the field of diagnosis from the images produced by the ultrasound transmission tomography systems. Already many projects are focusing on the application of AI methods to image evaluation. Whether this method will be applied to the data or to the images is unknown. One thing is certain, compute power is improving relentlessly along with AI efficacy and the two together will be a powerful tool in the healthcare arena.
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Abstract

This work presents a description of the Multi-Modal Ultrasound Breast Imaging System (MUBI) and our first results obtained with tissue-mimicking phantoms. MUBI is a joint development of the Spanish National Research Council (CISC) and the University Complutense of Madrid (UCM), and it is intended to be a flexible platform for multi-modal ultrasound imaging research, mainly oriented to breast diagnosis. Up to now, four imaging techniques have been implemented in this system: phased-array, phase coherence imaging, acoustic radiation force imaging (these three with full-angle spatial compounding), and ultrasound tomography. A brief introduction to each method is given along with preliminary experimental results.

Keywords: Breast Imaging, USTT, Bézier curves, Phase-coherence imaging.

1 Introduction

While the standard technique for breast cancer screening is X-ray mammography, ultrasound (US) breast imaging is currently considered a complementary procedure useful for further assessment of suspicious findings. US does not use ionizing radiation, provides high-contrast real-time images, allow a cleaner distinction between fluid-filled cysts and solid masses, and it is a pain-free technique [1]. Furthermore, mammographically dense breast tissue produces a high level of false negatives in mammography [2], while ultrasound imaging is not affected by that condition [3]. Nevertheless, there are several reasons why US is not the first choice in screening programs: ultrasonic diagnosis depends on the technician skills, the scanning time is relatively long and imaging and registering the whole breast by a hand-held technique is challenging [4]. As most of these limitations arise from its hand-held nature, automated
breast ultrasound scanners have been proposed as an alternative. Several configurations have been proposed, such as a plane transducer arrangement (usually in a ring configuration) that generate coronal slice images [5-8] and moves in the axial direction to collect volumetric data, and a three-dimensional distribution of transducers that generate a 3D image directly [9]. In the first case, the reconstruction problem is simpler (2D imaging), while the resolution in the axial direction is limited by the elevation focusing of the transducers. In the second case the reconstruction problem must be solved in 3D (more computing demanding), but with the advantage of obtaining the same resolution in all directions.

The approach followed for the configuration of MUBI system is the ring configuration. A ring of 16 phased-array transducers of 128 elements each is used to obtain coronal-plane images while moving it in the axial direction for volumetric acquisition. The center frequency is $f = 3.2$ MHz and the distance between elements is $d = 0.22$ mm ($\approx \lambda/2$ in water), and the ring opening is 220 mm (Figure 1.a). A multiplexing electronics is embedded in the ring housing, allowing emitting and receiving with each single array (pulse-echo) or with any pair of them (through-transmission). This way, both reflectivity and ultrasound tomography (UST) datasets can be acquired.

The electronics have been in-house developed, based on a 128 channel full-parallel phased-array system, with real-time emission and reception beamforming capabilities (dynamic-depth focusing in reception) as well as full parallel channel acquisition for UST datasets. Different from other approaches, beamforming in emission allows implementing full-angle spatial compounding of B-Mode images and acoustic radiation force impulse elastography. While the final ring system is still under construction, a proof of concept with two moving arrays in a water tank was built for the algorithms development and system validation (Figure 1.b). Two pairs of 3.2 MHz and 5 MHz arrays were attached to independent arms moved by stepper motors, which allows simulating the full ring. A SITAU-112 (Dasel SL) phased-array system was used for emission and reception.

Figure 1: (left) Ring transducer of the MUBI system (right) proof of concept with moving arrays.
In the following sections the first results obtained with the MUBU prototype (Figure 1.b) are presented, showing the implementation of the following imaging techniques: Full angle spatial compound (FASC) of reflectivity images, Phase coherence imaging, full angle spatial compound of ARFI images (FASC-ARFI) and ultrasound tomography images of speed of sound and attenuation.

2 Full angle spatial compound of reflectivity images

Spatial compounding of reflectivity images improves contrast-to-noise ratio by reducing the speckle variability, and hence, generating a more homogeneous image [10-11]. Furthermore, artifacts like shadows and reverberations are attenuated by averaging images acquired from different positions. In the MUBI system the Full Angle Spatial Compound (FASC) method was implemented, where 16 sector-scan images (each one acquired with a different array) are scan converted to a rectangular grid and averaged to obtain a compounded image (Figure 2). In [12] the expected resolution and the point spread function isotropy of this approach were analyzed by simulation and experimentally, concluding that the FASC resolution can be considered homogenous and isotropic in the region of interest, and is about 50% worse than the axial resolution of each B-Scan.

One of the main issues for image compounding is the speed of sound variation during propagation of the wave. If the velocity map were previously computed from the USTT dataset, it could be used to correct the beam trajectory and the samples distance for each B-Scan line before scan conversion, completely eliminating the refraction effect. Nevertheless, the higher speed-of-sound mismatch is expected at the water-tissue interface, which can be reasonably
corrected without a detailed knowledge of the speed-of-sound distribution inside the breast. In [13] a method for correcting the water-tissue refraction on FASC was proposed, based on estimating the contour of the breast from the B-Scan images and bending each ray at the breast entry point according to the Snell’s law, for an assumed constant speed-of-sound. Then, scan conversion to a rectangular grid is performed by bilinear interpolation of each pair of consecutive refracted B-Scan lines, and the compounded image is obtained by averaging. This process is iteratively repeated, modifying each time the average speed of sound to get the maximum image sharpness [14].

Figure 3: Compounded image of a phantom (top-left) before and (top-right) after refraction correction at the water-tissue interface. (bottom) Global Sharpness value of the compounded image for three different metrics (Brenner, Tenenbaum and Normalized Variance) versus the average speed of sound into the phantom.

Figure 3 top-left shows the FASC image of a breast phantom (Blue Phantom, EEUU) without refraction correction, where the general blurring effect and the artifacts generated by the speed of sound errors are evident. The red dots show the water-tissue interface points automatically detected from the center line of each B-Scan, and the red trace shows the interpolated interface used to correct the beam trajectories. Figure 3 top-right shows the image obtained after applying the proposed method, which clearly shows all the phantom structures.
with good resolution and contrast. Figure 3 bottom shows the image global sharpness value for three different metrics: Brenner, Tenenbaum and Normalized Variance. With all of them, the maximum sharpness is given for $c = 1560$ m/s, which is the optimum speed of sound average value for this phantom.

3 Phase Coherence Imaging

Phase Coherence Imaging (PCI) has been proposed to improve the resolution and contrast of ultrasound images [15]. It performs an adaptive beamforming by weighting the beamformer output by a coherence factor (PCF), obtained from the instantaneous phase dispersion along the aperture data. Assuming strict dynamic depth focusing, when all signals come from a reflector at the focus, their instantaneous phases will be equal, coherence factor will be unity and the echo signal will be kept in the output image. On the other hand, if the reflector is not at focus, the phase dispersion increases and the coherence factor becomes lower and reduces the indication amplitude in the output image. This way, resolution and contrast are simultaneously improved, as well as artifacts like grating lobes and reverberations are reduced.

Another property of PCI is reducing grain noise in coarse grained materials (like austenitic steel, titanium alloys, etc.) while keeping the indications of real flaws, even if they have low reflectivity with regard to the noise level [16], which is being exploited for non-destructive-testing. Our hypothesis is that a micro-calcification (or a cluster of them) will increase the phase coherence value with regard to the surrounding tissue, which could be used to enhance their presence in the image, a possible application in the medical field.

Figure 4: (left) Original FASC image of the phantom and (right) after applying the phase coherence processing. Both images with 50 dB dynamic range and inverted grayscale palette in (right).

Figure 4 left shows a detail of the center region of the phantom, where several bright spots can be observed. They correspond with small air bubbles and material inhomogeneities,
which could resemble the echoes generated by micro-calcifications (small point-like reflectors). Figure 4 right shows the image after phase coherence processing, with the same dynamic range and an inverted grayscale palette. While most of the background texture is eliminated by PCF the point-like indications remain, because of their higher phase coherence value with regard to the surrounding tissue. This would help to enhance microcalcifications visibility, a hypothesis that is being verified by manufacturing phantoms with size and concentration controlled calcium carbonate grains.

Despite the MUBI system uses arrays with a pitch below $\lambda/2$, it is usually difficult to reach this figure when building large ring or ellipsoid array transducers. For larger pitch arrays grating lobes appear, generating artifacts that could hide the presence of weak reflectors. Figure 5 left shows the image of a set of nylon wires obtained with a 5 MHz, 128 elements and $1.7\lambda$ pitch array in water obtained by the total focusing method (TFM), where the grating lobes are clearly visible and partially hide the indications of the leftmost column of wires. Figure 5 right shows the image after applying the phase coherence processing, where the grating lobes artifacts are eliminated (up to 80 dB dynamic range), while the weak indications of the nylon wires are clearly visible.

![Figure 5: (left) Image of a set of cooper and nylon wires in water obtained by TFM with a 1.7\lambda pitch array and (right) after phase coherence processing. Dynamic range is 80 dB in both images.](image)

4 Acoustic Radiation Force Impulse imaging

It is generally accepted that lesion stiffness is highly related with tumor malignancy [17] and hence, generating a stiffness map of the tissue (elastography) would be of great value in automated breast imaging systems. The most extended ultrasound technique for this task is quasi-static elastography, where the imaging transducer is used to slightly compress the tissue by hand, producing a deformation measured by cross-correlation of A-Scans before
and after compression. For the same applied stress, soft tissue shows higher deformation than hard tissue, which allows creating a color map of the tissue stiffness. Because the applied force is not known, the map is qualitative, showing relative stiffness differences between regions but no a quantitative value of the elastic modulus.

Because the breast is not in contact with the transducer in the MUBI system, the quasi-static approach cannot be followed. Instead, we implemented the acoustic radiation force impulse (ARFI) imaging method [18], based on remotely displacing the tissue by emitting a highly focused (low #F) and long duration burst with the same array used for imaging (pushing pulse). The pushing pulse produces tissue displacements in the focus neighborhood that can be measured by cross-correlation of pre and post compression A-Scans, and a qualitative stiffness map can be generated.

One of the main limitations of ARFI is that the region of measurable displacements is restricted by the focus length, usually short for satisfying the low #F requirement. Hence, for imaging large regions like the breast cross-section, several pushing beams have to be emitted at different focal depths and steering angles, increasing the acquisition time. Furthermore, because the tissue displacement depends on the acoustic intensity and tissue attenuation, both changing with depth and angle, some procedure for normalizing the displacement images is required. In [19] we proposed a procedure to normalize and combine partial ARFI images, based on the system focal configuration, transducer characteristics and global tissue parameters found by ultrasonic measurements. Different from other approaches, the measured displacements are not used for normalization, and it is not required that the operator selects a homogeneous elasticity region as reference.

Figure 6: (left) Raw multi-focus ARFI image of a gelatin phantom and (right) after normalization proposed in [19]

Figure 6 left shows the raw ARFI image obtained with the MUBI system for the elasticity phantom described in [20], based on different concentrations of gelatin and graphite for
generating a softer background with a hard inclusion of 25 mm diameter. Several bands can be observed because of the non-constant acoustic intensity within each focus region, along with an angular decay in displacements due to the angular array sensitivity, and some fading effect with depth due to tissue attenuation. All these effects are automatically corrected by the proposed algorithm, producing a homogeneous background level and a better delimited hard inclusion (Figure 6 right). Nevertheless, the noise increases in the region far away from the array, because tissue displacements are near the detection limit at large depths.

The spatial diversity of the ring transducer configuration can be exploited to improve the quality of ARFI images. In [20] we performed, for the first time, full angle spatial compounding of ARFI images, showing a significant improvement in contrast-to-noise ratio (CNR) and signal-to-noise ratio (SNR) with regard to conventional single-angle images. Figure 7 left shows the FASC-ARFI image of the phantom used in Figure 6, with an improvement of 3.5 times in CNR with regard to each single-angle image (Figure 6 right). Figure 7 right shows the reflectivity FASC image, where the hard inclusion can be distinguished by its edge but not by speckle differences in both regions. On the other hand, the FASC-ARFI (Figure 7 left) image shows the inclusion with its correct size and with a large contrast with regard to the background, which matches the large stiffness difference of both regions.

![Image](image.png)

Figure 7: (left) FASC-ARFI image of a gelatin phantom with a 25 mm diameter hard inclusion (right) FASC reflectivity image of the same phantom.

5 Ultrasound Transmission Tomography (USTT)

Using the MUBI scanner in transmission mode we can reconstruct the acoustic properties of the tissues in the field-of-view: their speed-of-sound (SS), and their acoustic attenuation (AA) coefficient (in dB/mm/MHz).
The acquisition scheme for USTT follows the fan-beam approach for CT systems (see Fig. 8). For each emitter array position, the receiving array is moved sequentially to cover a chosen angle (Fan-Beam angle) opposite to the emitter. For each position of the receiver, all (or a subset) of the emitter array elements are sequentially used as source, and the signals received by all (or a subset) of the receiving array elements are registered. Then, the emitter array is moved and the fan-beam acquisition is repeated.

Figure 8: MUBI scanner configuration using the maximum transducer separation of 200 mm.

Figure 9: Reconstructed images of the tissue-mimicking phantom acquired with the MUBI scanner. (Left) Reflectivity image. (Center) SS and AA maps obtained with straight rays (i.e. without refraction correction). (Right) SS and AA maps obtained with refraction correction using the proposed method based on Bézier curves.
Reconstruction methods in ultrasound transmission tomography (USTT) are usually very time-consuming, as they usually require to model the full-wave propagation to obtain accurate results [22]. Therefore, approximate methods based on ray-tracing are useful to obtain images with good enough accuracy in a few seconds. In the case of the MUBI scanner, we use a new ray tracing method based on a family of Bézier curves [23] which exploits the large computing capabilities of current GPUs. Bézier curves are able to accurate model the bent paths of refracted rays in the tissues.

Reconstructed SS and AA images of a tissue-mimicking gelatin phantom acquired with the MUBI scanner in transmission mode are shown in Fig. 9. The images obtained with the Bézier curves show less artifacts than the ones obtained using straight-rays.

6 Conclusion

Several ultrasound imaging techniques have been implemented in the MUBI system, some of them quite innovative for breast imaging, as phase coherence processing, full angle spatial compound of ARFI images and UST reconstruction based on Bezier curves.

Phase coherence imaging has the potential of enhancing microcalcifications visibility by increasing their contrast with regard to the surrounding tissue gray level. Some preliminary evidences are presented in this work, and deeper analysis is ongoing by manufacturing phantoms with controlled size and concentration of calcium carbonate grains.

Full angle spatial compound of ARFI images has proven to improve image quality with regard to single-angle images, being a promising technique for breast cancer screening with automated systems. Current work is centered on implementing quantitative elastographic techniques based on measuring the velocity of shear waves, which would also reduce the acquisition time and the risk of thermal increase with regard to ARFI.

The proposed UST reconstruction method based on Bezier curves exploits the large computing capabilities of current GPUs, and images have fewer artifacts than when using straight-rays. The speed-of-sound images, reconstructed in a few seconds with this method, could be used to account for beam refraction inside the breast during the reflectivity image compounding process, without excessively penalizing the execution time.

Some of the acquired datasets are available online at the USCT data exchange and collaboration website (http://ipeusctdb1.ipe.kit.edu/~usct/challenge/) [21].
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Abstract

Ultrasound in combination with full-waveform inversion (FWI) is gaining interest as a method to screen breasts for the presence of tumors. FWI has the advantage that is capable in retrieving acoustic medium properties useful for advanced tissue characterization. Many of the existing systems use center frequencies above 2 MHz resulting in sub-millimeter wavelengths. Using FWI in combination with these short wave lengths is challenging due to the computational costs involved. To investigate the applicability of a system with a low-frequency transducer for breast cancer detection, we have built our own two-dimensional circular scanning system. The system contains two 0.5 MHz transducers that are used to make a circular scan of an object. To test the system, several scans of agar phantoms have been made and processed using SAFT. The next step will be to use the acquired data to test the applicability of FWI as a mean to improve breast cancer detection using ultrasound.

Keywords: ultrasound tomography, breast cancer, 2-D scanner, full-waveform inversion

1 Introduction

Ultrasound is gaining interest as an efficient modality to screen for breast cancer[1, 2, 3, 4, 5]. Mainly because it works better than conventional X-ray mammography for dense breasts typical for young women. In addition, it avoids the use of ionizing radiation typical for X-ray mammography, while being relatively cheap compared to MRI. Up to date, ultrasound imaging is most frequently done using synthetic focusing techniques (SAFT). With SAFT, only the echogenicity of the medium is displayed whereas tissue specific information such as speed of sound is not obtained. To obtain these medium properties, ray-based methods
have been investigated [6]. However, their success is limited, in particular when using low frequencies. Meanwhile, promising results are obtained with full-wave form inversion (FWI) on both synthetic [7, 8, 9] and measured data [10].

FWI is based on the acoustic wave equation. This way, effects such as multiple scattering, refraction, diffraction and/or dispersion can be accounted for. As all these effects are present in the data to a certain extent, the method has the potential to be more accurate than ray- or eikonal-based methods [6]. A downside of FWI is the computational complexity. As the wave field needs to be modeled at multiple points per wavelength, depending on the applied FWI methods, the computational demand may be come excessive, especially for 3-D inversion. An efficient way to limit this demand is to lower the frequency as this will result in longer wave-lengths. For this reason, we are interested in frequencies near 0.5 MHz, which corresponds to wave lengths in the order of 3 mm and hence voxel sizes of 0.5 mm. To test the applicability of FWI at frequencies of 0.5 MHz, we have built a simple 2-D circular scanning system referred to as the Delft Breast Ultrasound Scanner: DBUS.

2 DBUS system

The Delft Breast Ultrasound Scanner (DBUS) is a 2-D circular scanning system. A sketch of the system is shown in figure 1. It contains two circular 0.5 MHz transducers submerged in water (Panametrics V318). The source is mounted on a fixed ruler to allow for varying radii and is standing still during the complete scanning procedure. It is connected via an amplifier (E&I 210L) and an attenuator (JFW 50BR-036) to an arbitrary waveform generator (Agilent 33521A). Meanwhile, the receiver is connected to an analog-to-digital converter (Spectrum M3i.4142-exp). Contrary to the source, the receiver is mounted via a ruler onto the outer-axis of a dual rotary table (LG Motion LGR1090-PD) and can rotate around the phantom. To illuminate the phantom from all sides by the static source, the phantom is attached to the center axis of the rotary table. For each scanning configuration, typically two scans are made; the first scan is made in the presence of the object and is performed for all source/receiver combinations, the next scan is made in the absence of the object and is acquired for a single source position only. The latter scan may be used for transducer characterization.

3 Results

Various objects have been scanned, varying from plastic bottles to agar-based phantoms. A typical example of the latter object is shown in figure 2. For each configuration, two scans are made; one in absence and one in presence of the object. The resulting A-scans together with their spectral profiles are displayed in figure 3. The figure clearly shows that the center frequency of the applied transducers is near 0.5 MHz. Note that the phase shift caused by the object is limited. The resulting B-scans, again in absence and in presence of an object is shown in figure 4. These scans clearly show that the wavefield becomes distorted by the object.
have been investigated [6]. However, their success is limited, in particular when using low frequencies. Meanwhile, promising results are obtained with full-waveform inversion (FWI) on both synthetic [7, 8, 9] and measured data [10]. FWI is based on the acoustic wave equation. This way, effects such as multiple scattering, refraction, diffraction and/or dispersion can be accounted for. As all these effects are present in the data to a certain extent, the method has the potential to be more accurate than ray- or eikonal-based methods [6]. A downside of FWI is the computational complexity. As the wave field needs to be modeled at multiple points per wavelength, depending on the applied FWI methods, the computational demand may become excessive, especially for 3-D inversion. An efficient way to limit this demand is to lower the frequency as this will result in longer wave-lengths. For this reason, we are interested in frequencies near 0.5 MHz, which corresponds to wave lengths in the order of 3 mm and hence voxel sizes of 0.5 mm. To test the applicability of FWI at frequencies of 0.5 MHz, we have built a simple 2-D circular scanning system referred to as the Delft Breast Ultrasound Scanner: DBUS.

### 2 DBUS system

The Delft Breast Ultrasound Scanner (DBUS) is a 2-D circular scanning system. A sketch of the system is shown in figure 1. It contains two circular 0.5 MHz transducers submerged in water (Panametrics V318). The source is mounted on a fixed ruler to allow for varying radii and is standing still during the complete scanning procedure. It is connected via an amplifier (E&I 210L) and an attenuator (JFW 50BR-036) to an arbitrary waveform generator (Agilent 33521A). Meanwhile, the receiver is connected to an analog-to-digital converter (Spectrum M3i.4142-exp). Contrary to the source, the receiver is mounted via a ruler onto the outer-axis of a dual rotary table (LG Motion LGR1090-PD) and can rotate around the phantom. To illuminate the phantom from all sides by the static source, the phantom is attached to the center axis of the rotary table. For each scanning configuration, typically two scans are made; the first scan is made in the presence of the object and is performed for all source/receiver combinations, the next scan is made in the absence of the object and is acquired for a single source position only. The latter scan may be used for transducer characterization.

### 3 Results

Various objects have been scanned, varying from plastic bottles to agar-based phantoms. A typical example of the latter object is shown in figure 2. For each configuration, two scans are made; one in absence and one in presence of the object. The resulting A-scans together with their spectral profiles are displayed in figure 3. The figure clearly shows that the center frequency of the applied transducers is near 0.5 MHz. Note that the phase shift caused by the object is limited. The resulting B-scans, again in absence and in presence of an object is shown in figure 4. These scans clearly show that the wavefield becomes distorted by the object.

By applying SAFT on the measured data, a reconstruction of the phantom is obtained. For this measurement, an agar phantom containing two metal wires with a diameter of 0.75 mm and a nylon straw with a diameter of 6 mm is used. The nylon straw is filled with water. The resulting SAFT image, see figure 5, clearly reveals the boundary of the agar phantom as well as all the inclusions and suggests that the measured data is suitable to start testing FWI on measured data.
Figure 3: Two A-scans measured by the source and receiver positioned opposite each other; one without object (blue curve) and one with the agar phantom shown in figure 2. (red curve) in both time (top) and frequency domain (bottom).

Figure 4: Two normalized B-scans on a dB-scale measured by the system; one without object (left) and one with object (right).
4 Discussion and conclusion

To meet the demand for a low-frequency scanning system to test FWI, we have built a 2-D circular scanning system. The main components of the system are a water tank, a dual rotary table for two independent rotations, two single element circular transducers, and electronics to transmit a pulse and to read out the receiver. The center frequency of the transducers are 0.5 MHz. Processing the data acquired with the system using SAFT shows that the system works well. The next step will be to use the acquired data to test FWI on measured data.

References


Upper Bound of Accuracy for Self-Calibration of an 3D Ultrasound Tomography System without Ground Truth

Wei Yap Tan¹, Till Steiner², and Nicole V. Ruiter¹

¹Karlsruhe Institute of Technology, Germany
Email: wei.tan@kit.edu
²Pepperl+Fuchs GmbH, Germany

Abstract

A self-calibration method was presented for a 3D Ultrasound Tomography System (USCT) in IEEE Ultrasonics Symposium (IUS) 2015 [1]. The method sequentially calibrates a complex USCT system with 2041 transducers based on time-of-flight (TOF) measurements. A direct evaluation of the calibration result was not possible due to unknown ground truth. In this work we present a method to estimate the upper boundary for the calibration accuracy. Evaluation with experiment data shows an estimated upper boundary of the mean error of 0.11 mm, which is smaller than the required accuracy of $\lambda/4 = 0.15$ mm for high quality image reconstruction [2].
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1 Introduction

The current 3D USCT system at KIT has a semi-ellipsoidal arrangement of 2041 ultrasound transducers, which are grouped into 157 transducer arrays (TAS) with four emitters and nine receivers each as shown in Figure 1. These transducers have a center frequency of 2.5 MHz with 50% bandwidth and an opening angle of approximately 30° at $-6$ dB.

The semi-ellipsoidal aperture has a diameter of 26 cm and a depth of 18 cm. Additional virtual positions of the ultrasound transducers can be achieved by applying translational and rotational movements to the aperture.
It is a challenging task to manually calibrate the USCT due to the large amount of transducers and data acquisition channels. Possible error sources in USCT are position errors, temperature errors, delay errors and malfunctioning transducers. For high quality reconstruction of objects in the ROI of USCT, a TOF error less than one fourth of the wavelength ($\frac{\lambda}{4}$) is required [2] for the reconstruction of reflectivity image with the synthetic aperture focusing technique (SAFT) [3].

A self-calibration method based on time-of-flights (TOF) between the emitters and receivers was introduced in [1]. The self-calibration method is capable of separating each potential error sources and sequentially calibrate them by solving nonlinear equation systems with the Newton’s method.

The proposed method was evaluated with simulated and experiment data. In the simulations, the capability of the method in quantifying and compensating multiple error sources was shown. However, a direct evaluation of the calibration accuracy with the experiment data was not possible due to the unknown ground truth. In this work we present a method to estimate the upper boundary for the calibration accuracy.

## 2 Methods

The goal of this work is to provide an estimation on the calibration accuracy for USCT under the absence of the ground truth. As the self-calibration method calibrates the USCT based on TOF between emitters and receivers with nonlinear equation systems, the calibration accuracy can be given by investigating the error propagation in these equation systems. The errors considered are errors in the detected TOF as input data of the equation systems.
2.1 Error Propagation in Equation Systems

In numerical mathematics, the condition number $\kappa$ is used to describe the error propagation in equation systems [4]. The condition number shows how a small change in the input data is reflected in the function values for an equation system. In terms of error propagation, the condition number quantifies the sensitivity of the equation system against errors in the input data.

The determination of the condition number for a nonlinear equation system is performed by applying numerical methods. According to [4], the condition number for a nonlinear equation system is calculated by

$$\kappa = \frac{\|J(x)\|}{\|f(x)\|\|x\|}.$$  \hspace{1cm} (1)

For each calibration step, the maximum condition number $\kappa_{\text{max}}$ of the equation systems is estimated by repeated evaluations of the Eq. (1) at a point $x$ with small changes $\delta x$. The points $x$ are for instance the transducer positions and the expected delays in USCT.

In general, an equation system with a condition number $\kappa \geq 1$ is characterized as well conditioned. If $\kappa$ is much greater than 1, the equation system is considered poorly conditioned. Whereas, for $\kappa = \infty$ the equation system has no solution [4].

The relative error of the solution $\frac{\Delta x}{\|x\|}$ of an equation system can be calculated with the maximum condition number $\kappa_{\text{max}}$ and the relative input error $\frac{\|\Delta b\|}{\|b\|}$ as in Eq. (2).

$$\frac{\|\Delta x\|}{\|x\|} \leq \kappa_{\text{max}} \cdot \frac{\|\Delta b\|}{\|b\|}.$$  \hspace{1cm} (2)

The input error $\|\Delta b\|$ can be determined from the experimental data of USCT under controlled environment. For example, we conducted in this work a series of consecutive empty measurements of USCT without objects in the aperture. It was assumed that the transducer positions were fixed and the temperature distribution in the water was known. The input error $\|\Delta b\|$ is then the maximum deviation of the detected TOF for each emitter-receiver-combination in these measurements.

Since the numerical methods used for solving nonlinear equation systems requires the inversion of the Jacobian matrix, it is important to check the Jacobian matrix for singularity in each iteration step. A Jacobian matrix contains the first-order partial derivatives of an equation system. One method for detecting the singularity is to calculate the determinant of the Jacobian matrix. A Jacobian matrix is singular when the determinant is equal to zero.
2.2 Residual of the Calibration

When solving an equation system \( F(x) = b \) with numerical methods such as the Newton’s method, the result \( \hat{x} \) is an approximation of the actual solution \( x \). The residual \( r \) is given by

\[
 r = b - F(\hat{x}).
\]

The minimization of the residual is often used to systematically improve the solution in iterative methods. In addition to the maximum iteration, it can be used as a termination criterion when solving the equation systems.

In the absence of ground truth, the residual can be used to measure the accuracy of the approximated solution. The solution \( \hat{x} \) is considered close to the actual solution \( x \) when the residual is small. In the self-calibration method, the residual of the equation systems is calculated in each calibration step using the unit meter.

2.3 Calibration Accuracy

In this work, the calibration error \( \hat{\varepsilon} \) is estimated by

\[
 \hat{\varepsilon} = |\Delta b| \cdot c \cdot \sum_{i}^{N} \kappa_{\text{max},i} + \sum_{i}^{N} r_{i},
\]

with \( N \) as the number of calibration steps. The variable \( c \) is the speed of sound in the medium. In Eq. (4), the calibration error consists of two terms. The first term contains the amplification of the TOF errors \( |\Delta b| \) through the equation systems. The second term is the residual of the equation systems. Fig. 2 shows an example of the calibration error estimation in one calibration step with an equation system consisting of two unknowns.

In Fig. 2, the upper boundary of the calibration errors due to error propagation in the equation system is plotted with the blue circle around the exact solution \( x_{0} \). This upper boundary is further enlarged with the residual \( r \) of the equation system as shown by the gray dashed circle.

According to Eq. (4), the calibration error can be reduced by minimizing the TOF errors \( |\Delta b| \) and the condition number \( \kappa_{\text{max}} \) in each calibration step. The minimization of the condition number can be achieved by maximizing the ratio between the number of equations to the number of unknowns in the equation system. This reduces the contribution of each TOF error in the approximated solution. In the self-calibration method, the number of equations can be increased by including more emitter and receiver combinations.
When solving an equation system \( F(x) = b \) with numerical methods such as the Newton’s method, the result \( \hat{x} \) is an approximation of the actual solution \( x \). The residual \( r \) is given by

\[
\begin{align*}
  r &= b - F(\hat{x}) \\
\end{align*}
\]

The minimization of the residual is often used to systematically improve the solution in iterative methods. In addition to the maximum iteration, it can be used as a termination criterion when solving the equation systems.

In the absence of ground truth, the residual can be used to measure the accuracy of the approximated solution. The solution \( \hat{x} \) is considered close to the actual solution \( x \) when the residual is small. In the self-calibration method, the residual of the equation systems is calculated in each calibration step using the unit meter.

### 2.3 Calibration Accuracy

In this work, the calibration error \( \hat{\varepsilon} \) is estimated by

\[
\hat{\varepsilon} = |\Delta b| \cdot c \cdot N \sum \kappa_{\text{max}},
\]

with \( N \) as the number of calibration steps. The variable \( c \) is the speed of sound in the medium.

In Eq. (4), the calibration error consists of two terms. The first term contains the amplification of the TOF errors \( |\Delta b| \) through the equation systems. The second term is the residual of the equation systems. Fig. 2 shows an example of the calibration error estimation in one calibration step with an equation system consisting of two unknowns.

In Fig. 2, the upper boundary of the calibration errors due to error propagation in the equation system is plotted with the blue circle around the exact solution \( x_0 \). This upper boundary is further enlarged with the residual \( r \) of the equation system as shown by the gray dashed circle.

According to Eq. (4), the calibration error can be reduced by minimizing the TOF errors \( |\Delta b| \) and the condition number \( \kappa_{\text{max}} \) in each calibration step. The minimization of the condition number can be achieved by maximizing the ratio between the number of equations to the number of unknowns in the equation system. This reduces the contribution of each TOF error in the approximated solution. In the self-calibration method, the number of equations can be increased by including more emitter and receiver combinations.

### 3 Evaluation with USCT

In this section, we investigated the relationships between the amount of emitter-receiver-combinations included for the calibration, the condition number in each calibration step and the TOF error. In the self-calibration method in [1], the angle \( \alpha \) is used to select receivers with an angle to the normal vector of each emitter smaller than this angle.

A-scans from these selected emitter-receiver-combinations are used for the calibration. Due to the semi-ellipsoidal form of the USCT aperture, TAS in the lower part will not be calibrated. Table 1 shows the calibrated TAS of USCT with different values of the angle \( \alpha \). For a complete calibration of all TAS in USCT, a minimum angle \( \alpha \) of 45° is needed.

On the other hand, the TOF errors can be reduced by excluding A-scans with low signal-to-noise ratio (SNR) or malfunctioning transducers and electronics. This strategy contradicts with the idea of minimizing the condition number with more emitter-receiver-combinations. As the ultrasound transducer has a limited opening angle, increasing the emitter-receiver-combinations requires using A-scans from larger transmitting and receiving angles, which have lower SNR.

From this we conclude that the minimization of calibration errors can only be achieved by compromising between minimization of the condition number and TOF errors. Hence, a careful selection of emitter-receiver-combinations for the calibration is crucial for a good calibration result.
Table 1: Number of calibrated TAS in USCT with different values of the angle $\alpha$

<table>
<thead>
<tr>
<th>Angle $\alpha$</th>
<th>10°</th>
<th>20°</th>
<th>30°</th>
<th>40°</th>
<th>$\geq 50°$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of calibrated TAS</td>
<td>72</td>
<td>114</td>
<td>138</td>
<td>150</td>
<td>157</td>
</tr>
</tbody>
</table>

The condition number of each calibration step is computed for the angle $\alpha = 10° \ldots 60°$ and shown in Fig 3. The condition number reduces with more emitter-receiver combinations used for the calibration except for the position calibration. Despite this, the overall condition number improves with larger angle $\alpha$.

In order to determine the TOF error $|\Delta b|$, ten consecutive empty measurements were performed with USCT. During the measurements, the positions of the ultrasound transducers were assumed to be constant and the water temperature was monitored. The TOF errors were then computed for angle $\alpha$ from 10° to 60° and plotted in Fig 4.

According to Fig. 4 the maximum TOF error increases rapidly from angle $\alpha$ larger than 20° and reaches the used detection window of 2 µs during the TOF detection with matched filter.

Figure 3: The figure shows the condition number $\kappa_{\text{max}}$ of each calibration step according to the angle $\alpha$. 
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Table 1: Number of calibrated TAS in USCT with different values of the angle $\alpha$ for the calibration except for the position calibration. Despite this, the overall condition number improves with larger angle $\alpha$.

In order to determine the TOF error $|\Delta b|$, ten consecutive empty measurements were performed with USCT. During the measurements, the positions of the ultrasound transducers were assumed to be constant and the water temperature was monitored. The TOF errors were then computed for angle $\alpha$ from 10° to 60° and plotted in Fig 4.

According to Fig. 4 the maximum TOF error increases rapidly from angle $\alpha$ larger than 20° and reaches the used detection window of 2 µs during the TOF detection with matched filter.

The condition number of each calibration step is computed for the angle $\alpha = 10°, 20°, 30°, 40°, 50°, 60°$ and shown in Fig 3. The condition number reduces with more emitter-receiver combinations used.

The investigation proved that the minimization of both the condition number and the TOF error to be a contradicting process. For the calibration of all TAS in USCT, the angle $\alpha$ was set at 45°. Table 2 lists the estimated calibration errors with a water temperature of 30°C during the measurements. The total residual was significantly smaller than the TOF error in the order of $1 \times 10^{-7}$. A mean calibration error of 0.11 mm was estimated for a total condition number $\kappa_{all} = 1.64$.

This rapid increase is caused by the fact that some A-scans with bad SNR were not sorted out in the filtering process and appear as outliers in the statistic.

The 99th percentile confirms this assumption as shown in Figure 4. For angles $\alpha$ smaller than 40°, the TOF error was approximately 0.1 µs. Meanwhile, the plotted mean TOF error shows an increase in TOF errors with larger angle $\alpha$ as expected.

The investigation proved that the minimization of both the condition number and the TOF error to be a contradicting process. For the calibration of all TAS in USCT, the angle $\alpha$ was set at 45°. Table 2 lists the estimated calibration errors with a water temperature of 30°C during the measurements. The total residual was significantly smaller than the TOF error in the order of $1 \times 10^{-7}$. A mean calibration error of 0.11 mm was estimated for a total condition number $\kappa_{all} = 1.64$.

| $|\Delta b|$ | $|\Delta b| \cdot c$ | $|\Delta b| \cdot c \cdot \kappa_{all}$ |
|------------|----------------|----------------------------------|
| Mean       | 45.68 ns       | 68.95 µm                         | 0.11 mm |
| 0.99-Percentil | 0.64 µs     | 0.97 mm                       | 1.60 mm |
| Maximum    | 1.98 µs        | 3.00 mm                        | 4.90 mm |

Table 2: Calibration error with $\alpha = 45°$
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4 Improvements in the Image Quality

One critical aspect during the construction of the 3D USCT is the machining accuracy required for the aperture and the transducer arrays. The current version of USCT was built with an accuracy of 10 µm, which implied large technical efforts and costs. The possibility to build the USCT at a coarser accuracy and calibrate the transducer positions will hence be beneficial.

In the following investigation, the USCT was simulated with maximum position errors of individual transducer in a range between 1 µm and 1 cm. For each maximum position error an empty measurement and a measurement with a point scatterer in the middle of the USCT aperture were simulated. The A-scan was sampled at 10 MHz. In order to achieve high accuracy in the simulated TOF of the transmission and reflection signal, fractional delay filter in the Fourier space was used [6]. Other errors sources such as delays and temperature errors were not simulated.

The transmitted coded excitation is a chirp signal with a start frequency at 1.66 MHz and a stop frequency at 3.33 MHz. The TOF detection was performed with a matched filter at 10 MHz sample rate. For the image reconstruction, a SAFT reconstruction with speed of sound and attenuation correction was used [7] and the image resolution was 10 µm.

In Figure 5, the maximum intensity and the full width at half maximum (FWHM) of the point spread function (PSF) [8] of the reconstructed point scatter was normalized to the ground truth. The image quality is closest to the ground truth with both normalized values nearest to one.

Figure 5: The figure shows the maximum intensity and FWHM of the PSF of the reconstructed point scatter normalized to the ground truth with and without the calibration. The image quality is closest to the ground truth with both normalized value nearest to one. The reconstructions without calibration failed to produce a focused image for errors larger than 1 mm.
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In the following investigation, the USCT was simulated with maximum position errors of individual transducer in a range between 1 µm and 1 cm. For each maximum position error an empty measurement and a measurement with a point scatterer in the middle of the USCT aperture were simulated. The A-scan was sampled at 10 MHz. In order to achieve high accuracy in the simulated TOF of the transmission and reflection signal, fractional delay filter in the Fourier space was used [6]. Other errors sources such as delays and temperature errors were not simulated.

The transmitted coded excitation is a chirp signal with a start frequency at 1.66 MHz and a stop frequency at 3.33 MHz. The TOF detection was performed with a matched filter at 10 MHz sample rate. For the image reconstruction, a SAFT reconstruction with speed of sound and attenuation correction was used [7] and the image resolution was 10 µm.

In Figure 5, the maximum intensity and the full width at half maximum (FWHM) of the point spread function (PSF) [8] of the reconstructed point scatter was normalized to the ground truth. The image quality is closest to the ground truth with both normalized values nearest to one. The reconstructions without calibration failed to produce a focused image for errors larger than 1 mm.

Figure 5: The figure shows the maximum intensity and FWHM of the PSF of the reconstructed point scatter normalized to the ground truth with and without the calibration. The image quality is closest to the ground truth with both normalized value nearest to one. The reconstructions without calibration failed to produce a focused image for errors larger than 1 mm.

The resulting images were similar to the ground truth for reconstructions with and without calibration for maximum position errors under 100 µm, which is smaller than $\lambda/4 = 152\mu$m of the center frequency at 2.5 MHz.

For maximum position errors larger than 1 mm, the reconstruction without calibration failed to produce a focused image of the point scatter as shown in Figure 6. The reconstruction with calibrated USCT at maximum position error of 10 mm has a higher maximum but a larger FWHM than the ground truth.

5 Conclusion

In this work, we proposed a method for estimating the upper boundary of the calibration error of USCT based on the investigation of the error propagation in equation systems. An upper boundary of the mean calibration error of 0.11 mm was estimated with the experiment data of ten consecutive measurements under controlled environment, which is smaller than one fourth of the wavelength used as required for high quality image with USCT [2].

The evaluation also showed that the minimization of the calibration error is a tradeoff between minimizing the condition number $\kappa$ and the TOF error. The estimation method enables finding the optimal selection of emitter-receiver combinations to obtain the smallest upper boundary of the calibration error.

In Section 4, the simulations of a point scatter with different maximum errors in the transducer positions demonstrates the improvements in the image quality with the self-calibration. It was also showed that for the current USCT system, a machining accuracy of 100 µm would be sufficient for usable image quality when neglecting other error sources such as delays, jitters in the electronics and temperature errors. The investigation also showed that the self-calibration
was able to calibrate position errors up to 1 mm and reconstructs focused image comparable to the ground truth as shown in Figure 6.
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Abstract

According to the application field, working frequency of ultrasonic transducers needs to be tailored to a certain value. Low frequency ultrasonic transducers with working frequencies of 1 kHz to 1 MHz are especially interesting for sonar applications, whereas high frequency ultrasonic transducers with working frequencies higher than 15 MHz are favorable for high-resolution imaging in biomedical and non-destructive evaluation. Conventional non-destructive testing devices and clinical ultrasound imaging systems are typically operated at frequencies between 1 MHz and 10 MHz. Depending on the operational scenario, thickness, layout, and inner structure of the ultrasonic transducer has to be customized. We here report on different manufacturing technologies for ultrasonic transducers in a broad frequency range. 1-3 piezocomposites based on piezoceramic fibers can be fabricated in almost every thickness allowing for transducer frequencies between 40 kHz and 8 MHz. The soft mold process enables the fabrication of high frequency ultrasonic transducers with potential frequencies of 5 MHz up to 40 MHz. Highly integrated ultrasonic transducers can be prepared by screen-printing a sequence of electrode, piezoceramic, and isolation layers on microelectronic substrates. With that, patterned ultrasonic transducers with working frequencies between 5 MHz and 30 MHz are possible.

Keywords: 1-3 piezocomposite, ultrasonic transducer, piezoelectric fiber, piezofiber composite, piezoelectric thick film, soft mold process
1 Introduction

Ultrasonic transducers are widely used for imaging in sonar, non-destructive testing, and medical diagnostics. They are particularly favorable compared to X-ray imaging, because of their non-ionizing character, low cost and to the fact that from images and measurements physical and structural information of the examined media can be obtained [1]. Whereas for sonar applications ultrasonic transducers with frequencies spanning from 1 kHz to 1 MHz are needed (covering 1-100 kHz for weapons sonar and 100 kHz to 1 MHz for imaging sonar), higher frequencies are necessary for non-destructive testing and medical diagnostics [2]. Conventional non-destructive testing devices and clinical ultrasound imaging systems are typically operated at frequencies between 1 MHz and 10 MHz. To improve the spatial resolution of ultrasonic images, ultrasonic transducers are necessary, which can be operated at higher frequencies. Due to decreasing penetration depth with increasing frequency, high frequency ultrasonic transducers allow for near-surface or intracorporal imaging, for instance in the context of dermatological, ophthalmological, dental or intravascular examinations. They are also interesting for small animal imaging and non-destructive testing of fiber-reinforced plastics, small-sized substance-to-substance bonds, and electronic components.

Designing ultrasonic transducers is always subject of a compromise between high sensitivity for large penetration depth and large bandwidth for high axial resolution. These properties are primarily determined by the parameters of the piezoelectric material used, moreover by the backing and the electrical and acoustic impedance matching [3]. 1-3 piezocomposites of piezoelectric rods embedded in a non-piezoelectric and elastic polymer matrix enable transducers of higher sensitivity and bandwidth compared to single phase piezoceramic materials because of their approximately 40% to 50% higher electromechanical coupling as well as the tunable and up to the factor of 5 lower acoustic impedance and lower dielectric constant. The weak acoustic coupling between discrete rods in the polymer matrix allows for phased array transducers with acoustically separated elements simply by applying patterned instead of full electrodes. Moreover, soft polymer matrices bring the ability to form curved transducers for focusing.

Due to the periodicity of piezoceramic rods within 1-3 piezocomposites, spurious modes are activated by rod-to-rod interactions [4]. These spurious modes can drastically affect the efficiency of the ultrasonic transducer if they occur near the operational thickness mode [5]. It is thus necessary to shift these modes to frequencies almost as high as the thickness mode resonance, which corresponds to a ratio $t/p > 3$ between the thickness of the piezoelectric composite $t$ and its periodicity $p$ [6]. Therefore, 1-3 piezocomposite technologies for transducers in different frequency ranges have to enable not only appropriate composite thickness but in addition a sufficiently fine inner structure. This is challenging especially for frequencies higher than about 15 MHz, which are gaining an increasing interest during the last 20 years driven by the desire for high-resolution imaging.
Introduction

The dice-and-fill process is a long-established and recognized industrial technology to produce such 1-3 piezocomposites [7]. For this, a series of parallel cuts is made into a bulk piezoelectric plate in two directions perpendicular to each other. The resulting kerfs are then backfilled with a polymer and the base ceramic support as well as the excessive polymer on top removed by grinding and polishing. This method has been approved for the manufacture of ultrasonic transducers with frequencies ranging between 1 MHz and 15 MHz. For frequencies up to 20 MHz, backfilled rod structures are further subdivided to achieve smaller lateral periodicity called pitch. The depth and width of the dicing blade and the brittleness of the piezoelectric material limit the dice-and-fill process. Fine-grained piezoceramics are necessary as a prerequisite for high frequency ultrasonic transducers with small pitches.

For ultrasonic transducers with frequencies lower than 1 MHz, 1-3 piezocomposites with thickness larger than 2 mm are necessary, reaching approximately 15 mm thickness for frequencies of 100 kHz. These requirements are fulfilled by 1-3 piezocomposites based on piezoelectric fibers. They can be fabricated in almost any length. Only the voltage necessary for poling limits the thickness of the piezofiber composite. For piezoelectric materials based on soft PZT (lead zirconate titanate) materials, electric fields of 2 kV/mm are required for poling. A piezofiber composite with 50 mm thickness would thus need a poling voltage of approximately 100 kV.

2 Piezofiber composites based on the arrange & fill method

2.1 Random fiber composites

In 1999 we introduced the arrange & fill process for fabrication of piezocomposites based on piezoceramic fibers [8]. For this, bundles or fixed arrangements of piezoceramic fibers are aligned into a mold and subsequently infiltrated with a polymer matrix. The cured piezocomposite strand can be sliced into plates with a thickness according to the desired resonance frequency. Furthermore, the soft character of the composite material enables CNC (Computerized Numerical Control) machining to virtually any shape or size. Thus, a quick and cost-effective manufacture of large quantities of piezocomposites is possible [9]. Figure 1 shows a selection of possible piezofiber composites and a cross section of a 1-3 piezocomposite with random distribution of fibers with a diameter of 300 µm.
For fabrication of piezoceramic fibers, different manufacturing technologies have been reported in literature. Piezoceramic fibers with diameters between 100 µm and 1000 µm are typically derived from fiber spinning or extrusion methods. For fiber spinning, piezoceramic powders are dispersed into a binder solution to form a uniform slurry with high solids concentration. The slurry is then spun through a nozzle into a coagulation bath. There, the binder solution precipitates leading to a rigid green fiber, which will subsequently be dried and sintered. Technologies reported in literature are the Viscous Suspension Spinning Process (VSSP), where viscose is used as polymer binder [10] and the ALCERU Process (Alternative Cellulose aus Rudolstadt) based on cellulose binders [11]. We recently introduced the polysulfone spinning process for fabrication of piezoceramic fibers [12]. There, a binder solution of polysulfone binder and N-Methylpyrrolidone (NMP) as solvent is used. For all spinning methods, fiber diameter can be adjusted by the diameter of the spinneret, the slurry discharge velocity and the spinning speed.

Fiber extrusion is a relatively simple method to produce ceramic fibers with different cross sections. First, a feedstock of binder and piezoceramic powder is formed, which is then extruded through a nozzle using a screw extruder [13], [14]. Again, resulting green fibers are debindered and sintered.

Due to the random distribution of the piezoceramic fibers, resulting piezofiber composites are free from spurious modes based on the periodicity of the arrangement. The maximum operation frequency is determined by the diameter and thus the planar mode of the piezoceramic fiber. Moreover, thick piezocomposite blocks with flat or convex/concave formed surfaces can easily be prepared by dicing and CNC machining. This makes piezofiber composites well suited for broadband ultrasonic transducers with frequencies ranging between 40 kHz and 8 MHz.
2.2 Regular fiber composites

For regular piezofiber composites, piezoceramic fibers are positioned into a mask according to the required pattern. The fixed arrangement is than placed into a mold and subsequently infiltrated with a polymer. After curing, the composite strand will be machined into custom shape and sliced into single transducers. A schematic presentation of the process and samples of piezocomposites with regular arrangement of piezofibers are shown in Figure 2.

Piezofiber composites with regular arrangement of fibers are especially interesting for ultrasonic transducers with defined volume fraction of piezoceramic fibers. Beside that, subsections of the transducer with fixed fiber positions can be formed, which allow for acoustically separated array elements.

For a 3-D Ultrasound Computer Tomography (USCT) system, we recently developed piezofiber composites with single fibers located at specific positions of a circular piezocomposite plate [15]. Heart of the USCT system is a 3-D semi-ellipsoidal shaped water filled container with 2041 unfocused ultrasound transducers integrated into the periphery (wall) of the container. Each transducer should exhibit a center frequency of approximately 2.5 MHz, 1 MHz bandwidth and 60° opening angle at -3 dB. Initially, dice-and-fill technique has been used to produce square ultrasonic arrays. 157 ultrasonic transducers with 4 emitting and 9 receiving elements each have been prepared and tested. It turned out, that due to the square shape and the size of 0.81 mm² of each element, opening angle as well as sound pressure homogeneity are limited. 3-D simulation of potential transducer designs identified round shaped transducers with active area of 0.16 mm² to be ideal in respect of sound pressure and opening angle. Piezoceramic fibers offer the possibility to fabricate round piezoceramic transducers with different diameters. For the considered design, piezoceramic fibers with a diameter of about 460 µm have been arranged in a certain pattern as shown in Figure 2 to improve the signal-to-noise ratio in resulting images by preventing periodic artifacts. Structured electrodes were applied to each single fiber by sputtering gold and connected to the outer control electronics. So each fiber could be addressed individually for emitting and receiving ultrasonic waves.
Piezofiber composites with different thickness have been cut from one 150 mm long composite block. Thus, a series of discs with identical position and properties of single fiber transducers was received. Resonance frequency as well as thickness mode coupling coefficient have been measured in dependence of composite thickness. Both are displayed in Figure 3. The coupling coefficient of the piezofiber transducers reached mean values $k_t > 60\%$ for transducers with thickness greater than 0.8 mm. For transducers with smaller thickness the planar mode of the piezofibers interfered with the thickness mode resonance resulting in a reduced coupling coefficient and larger variation of values. In future, fiber diameter has to be reduced in order to obtain highest performance at 2.5 MHz.
Piezocomposites based on the soft mold process

The soft mold process offers the opportunity for fabrication of fine-scale piezocomposites with free design of ceramic rod geometry and spatial distribution [16]. This makes the process especially interesting for the development of high frequency ultrasonic transducers. Special characteristic of the process is the direct molding of piezoceramic rod arrangements from flexible negatives using slip casting technology. Therefore, soft plastic templates are taken from a positive master mold, which has been structured by microsystems technologies like silicon deep reactive ion etching (DRIE) or LIGA (Lithographie, Galvanik und Abformung) technique. They are filled with a ceramic slurry under vacuum. After drying, ceramic green bodies are demolded and sintered. Thereby the ceramic green body shrinks by approximately 20-25%. The spacings are subsequently filled with a polymer and the base and the top removed by grinding. The process is schematically pictured in Figure 4. In opposite to the dice-and-fill process, rod shape, size, spacing and arrangement can be chosen in a high variety. Master molds as well as soft molds are reusable which makes the process cost-effective. Besides, time and effort for manufacturing becomes independent from rod size and layout.

For fabrication of a 20 MHz ultrasonic transducer, we investigated arrangement and spacing of different rod geometries on generation and frequency of spurious modes [17]. Ceramic rods based on triangle and half hexagon cross sections tended to topple during sintering. Best results have been obtained for round rods. Based on those findings, silicon master molds of round
rods with 200 µm height, 45 µm diameter, and 55 µm or 60 µm pitch have been prepared. Rod arrangement has been varied between square and hexagonal. Figure 6 shows the layout of the investigated rod structures. After demolding and sintering ceramic rods with 160 µm height, 34 µm diameter and 42 µm or 45 µm pitch could be received. Compared to the conventional dice-and-fill process, unattainable rod spacings of 8 µm or 11 µm are possible using soft mold process. The sintered PZT structures showed a dense, fine grained and homogenous microstructure as can be seen in Figure 5.

1-3 piezocomposites derived from the structures A-D were ground to approximately 90 µm thickness in order to reach 20 MHz thickness mode resonance frequency. Depending on rod arrangement and rod pitch, spurious modes occurred at higher frequencies (see Figure 6). For the square arrangement of round rods, first resonance caused by rod-to-rod periodicity was measured at ca. 27 MHz for 42 µm pitch and at ca. 24 MHz for 45 µm pitch. The hexagonal arrangement even improved resonance behavior by shifting spurious modes to higher frequencies of ca. 37 MHz for 42 µm pitch and at ca. 28 MHz for 45 MHz pitch.
rods with 200 µm height, 45 µm diameter, and 55 µm or 60 µm pitch have been prepared. Rod arrangement has been varied between square and hexagonal. Figure 6 shows the layout of the investigated rod structures. After demolding and sintering ceramic rods with 160 µm height, 34 µm diameter and 42 µm or 45 µm pitch could be received. Compared to the conventional dice-and-fill process, unattainable rod spacings of 8 µm or 11 µm are possible using soft mold process. The sintered PZT structures showed a dense, fine grained and homogenous microstructure as can be seen in Figure 5.

Figure 5: Sintered PZT structures of round rods in square and hexagonal arrangement (Scanning Electron Microscopy images of top and side view)

1-3 piezocomposites derived from the structures A-D were ground to approximately 90 µm thickness in order to reach 20 MHz thickness mode resonance frequency. Depending on rod arrangement and rod pitch, spurious modes occurred at higher frequencies (see Figure 6). For the square arrangement of round rods, first resonance caused by rod-to-rod periodicity was measured at ca. 27 MHz for 42 µm pitch and at ca. 24 MHz for 45 µm pitch. The hexagonal arrangement even improved resonance behavior by shifting spurious modes to higher frequencies of ca. 37 MHz for 42 µm pitch and at ca. 28 MHz for 45 MHz pitch.

The technology has the potential to further reduce rod size and pitch. At present, we are aiming to scale down rod layout for fabrication of ultrasonic transducers with working frequencies up to 40 MHz.

4 Screen-printed ultrasonic transducers

Piezoceramic thick films with typical thickness of 30 µm up to 150 µm offer the opportunity of integrated solutions based on microsystems technologies. Using the screen-printing process, net-shaped structures can easily be applied on flat or tubular substrates without further structuring. We developed a piezoceramic thick film paste based on low sintering PZT powder. It can be printed and sintered on standard electronic substrate materials like alumina (Al₂O₃), low temperature cofired ceramics (LTCC), zirconia (ZrO₂) and selected steel grades. In combination with the stepwise printing and sintering of electrode and isolation layers, compact microsystems are possible.

For a 2-D matrix array transducer a sequence of patterned thick film layers were printed on a 0.25 µm thick Al₂O₃ substrate (99.6%, Rubalit 710, CeramTec, Germany) comprising Au bottom electrode, PZT thick film, Au top electrode, dielectric isolation, and Au electrode fan-out tracks [18]. The thickness of the PZT film was adjusted to 140 µm thickness by repeated printing of PZT thick film layers. 6 x 6 PZT elements of 2 mm x 2 mm size with 1.7 mm x 1.7 mm top electrode were printed with 2.3 mm element pitch. Figure 7 shows the top view of the final device.
The resonance frequencies of printed ultrasonic transducers strongly depend on the substrate thickness and the thickness of the PZT layer. Since the PZT layer is sintered on top of the substrate, a strong bond between the active piezoelectric layer and the substrate material is generated. When thickness of the substrate is small enough, a combined vibration of the PZT thick film and the substrate will occur. In the case of the 2-D matrix array transducer, resonance frequency was measured at 7.4 MHz. This frequency could be used to build a multilayer planar resonant device for particle manipulation. Therefore, a fluid cavity chamber with a glass reflector was attached to the Al₂O₃ substrate. 10 µm fluorescent polystyrene microspheres were used as model structures for particle manipulation. By driving the PZT elements with 7.5 Vₚ₋ₚ sinusoidal signal at the resonant frequency, microparticles within the fluid were levitated and trapped to pressure nodes in the fluid chamber. The experiments proved that screen-printed ultrasonic transducers can generate sufficient acoustic power for ultrasonic manipulation devices.

Depending on the acoustic properties of the substrate material as well as the layout and thickness of the PZT thick film and the substrate, also higher resonance frequencies can be activated. A profound understanding of wave propagation and accurate dimensioning are necessary to construct ultrasonic transducers with resonance frequencies between 5 MHz and 30 MHz.

5 Conclusion

Diverse manufacturing technologies are necessary to produce ultrasonic transducers with different working frequencies. Piezofiber composites are suited for low frequency ultrasonic transducers. Depending on application needs, fiber arrangement can be chosen to be regular or random. A new approach for cost-effective fabrication of 2041 transducers in a USCT system...
has been developed based on 1-3 piezocomposites with defined position of single piezoceramic fibers. Using structured electrodes, each fiber could be individually addressed and worked as a single transducer. The coupling coefficient of the piezofiber transducers reached mean values \( k_t > 60\% \) depending on transducer thickness. The soft mold process allows for the manufacture of 1-3 piezocomposites with a high variety of rod shape, size, spacing and arrangement. For the development of a 20 MHz transducer, square and hexagonal arrangement of round rods with different spacings were investigated. Best results have been achieved from 1-3 piezocomposites made of round rods with 34 µm diameter and 42 µm pitch in hexagonal arrangement. There, spurious modes could be shifted to frequencies up to 37 MHz. Patterned ultrasonic transducers with working frequencies between 5 MHz and 30 MHz are possible by screen-printing a sequence of electrode, piezoceramic, and isolation layers on substrates like Al₂O₃, LTCC, ZrO₂, and selected steel grades. A 2-D matrix array transducer has been developed for a particle manipulation device. Resonance frequency of screen-printed PZT thick film devices strongly depend on acoustic properties of the substrate material as well as the layout and thickness of the PZT thick film and the substrate. The technology can be used to build highly integrated microsystems.
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Abstract

At the Karlsruhe Institute of Technology (KIT), a 3D-Ultrasound Computer Tomography (3D-USCT) medical imaging system for early breast cancer detection is currently developed. With the next generation of 3D-USCT 2.5, the current region of interest (ROI) of 10 x 10 x 10 cm³ shall be increased to 20 x 20 x 20 cm³ to allow reliable imaging results also for bigger female breasts. Therefore, the opening angle (OA) of the future transducers should be increased to approx. 60 ° at 3 dB while other characteristics such as bandwidth (BW) and resonance frequency should be preserved or even improved. Based on the current dice-and-fill approach in transducer production, optimization is performed on piezoelectric sensor geometry and size, type and structure of matching and backing layer and interconnection technology of the several parts of the transducer.
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1 Introduction

Breast cancer is the most common cancer in females in the world [1, 2]. The spreading probability of the tumor and thus the chances of survival are correlated to its size [3]. Therefore, early detection plays a vital role in reducing the mortality of breast cancer.

KIT developed a 3D USCT imaging system for early breast cancer detection [4] [5] [6]. Imaging is achieved by Synthetic Aperture Focusing Technique (SAFT) using a multistatic setup of 2041 ultrasound transducers, grouped in 157 Transducer Array Systems (TAS) embedded in a semi-ellipsoidal aperture (Figure 1). A center frequency of 2.5 MHz is
applied. The bandwidth (BW) and opening angle (OA) at 3 dB amount to 1 MHz and 36 °, respectively. The fundamental connection between an ultrasound transducer’s emission and reception sensitivity in the azimuth and elevation angle space is the transducer’s aperture size.

Finite element (FE) simulations have shown that a reduction in size of the current generation transducer elements by roughly a factor 2 from 900 µm to 500 µm is required to realize an OA of 60 ° at 3 dB. Wave simulations also revealed that a circular instead of the current rectangular aperture will result in additional homogeneity of the sound field.

As circular sensors are difficult to produce in the dice-and-fill approach, octagon shaped transducers are built for USCT 2.5. The octagon shape can be achieved with the established dice-and-fill technique by adding 2 sawing cuts. Furthermore, inspired by compressive sensing, an irregular distribution of the sensor elements on the TAS is applied which covers almost the full surface area of US transducer. Further improvements are introduced regarding connectivity and bandwidth.

## 2 Motivation

### 2.1 3D USCT 2.0 current status

The current USCT 2.0 system covers a ROI of 10 x 10 x 10 cm^3. Results from the clinical trial with the University hospital Jena indicated that a bigger ROI is beneficial to cover a broader range of breasts and adapt also to the buoyance broadening effect of floating breasts [5]. Each of the 157 TAS consists of 13 rectangular transducer elements 0.9 x 0.9 mm in size [7]. One TAS consists of four emitters, nine receivers which are regularly distributed in a square grid, covering just the inner part of the TAS (Figure 2).
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The bandwidth (BW) and opening angle (OA) at 3 dB amount to 1 MHz and 36 °, respectively. The fundamental connection between an ultrasound transducer’s emission and reception sensitivity in the azimuth and elevation angle space is the transducer’s aperture size.

Finite element (FE) simulations have shown that a reduction in size of the current generation transducer elements by roughly a factor 2 from 900 µm to 500 µm is required to realize an OA of 60 ° at 3 dB. Wave simulations also revealed that a circular instead of the current rectangular aperture will result in additional homogeneity of the sound field.

As circular sensors are difficult to produce in the dice-and-fill approach, octagon shaped transducers are built for USCT 2.5. The octagon shape can be achieved with the established dice-and-fill technique by adding 2 sawing cuts. Furthermore, inspired by compressive sensing, an irregular distribution of the sensor elements on the TAS is applied which covers almost the full surface area of US transducer. Further improvements are introduced regarding connectivity and bandwidth.

2.1 Motivation

The current USCT 2.0 system covers a ROI of 10 x 10 x 10 cm^3. Results from the clinical trial with the University hospital Jena indicated that a bigger ROI is beneficial to cover a broader range of breasts and adapt also to the buoyance broadening effect of floating breasts [5]. Each of the 157 TAS consists of 13 rectangular transducer elements 0.9 x 0.9 mm in size [7]. One TAS consists of four emitters, nine receivers which are regularly distributed in a square grid, covering just the inner part of the TAS (Figure 2).

Figure 2: Left: Inner part of one TAS of USCT 2.0. Middle: Closer view on the piezoelectric elements. Four squares are connected to form one receiver (blue) or emitter (red). Right: Schematic side-view on one TAS of USCT 2.0.

For next generation 3D USCT (called 3D USCT 2.5) several should be improved contribute to a homogenous illumination and imaging contrast.

2.2 Design considerations for next generation 3D USCT

For next generation 3D USCT (called 3D USCT 2.5) several should be improved contribute to a homogenous illumination and imaging contrast.
2.2.1 Opening angle (OA)

The benefit of an increased OA is schematically shown in Figure 4.

![Figure 4: Illumination of an exemplary 3D-USCT system (top down view) for transducers with a small OA (left) compared to transducers with a larger OA (right).]

2.2.2 Bandwidth

The BW of the transducers should be increased, as a larger BW better contrast in SAFT images, see Fig. 6. An increased coverage of the K-space, the spatial Fourier domain, can be achieved by broadening the bandwidth of the transducers. [8] Also, full wave inversion schemes and transmission tomography benefits from lower frequency components included in a broader bandwidth which covers also lower frequency down to 0.5 MHz.

2.2.3 Irregular distribution of sensor

An irregular distribution of the elements leads to greater coverage of the ROI and more homogeneous illumination. This is inspired by the “compressive sampling” concept now utilized in many apertures of various imaging systems as also ultrasound imaging systems.

2.2.4 Reduction in sparsity of sampling

An upgrade from 13 to 17 elements is performed. There are still nine receivers but the number of emitters has been doubled from four to eight emitters. Electronic constraints inhibit an upgrade to 9 emitters for symmetric emitter/receiver distribution. More emitters reduce the sparsity in imaging, leading to a more homogeneous coverage of the ROI. The final transducer distribution is shown in Figure 14.

2.3 Simulations

2.3.1 MATLAB

Ultrasound wavefield emission simulations for different surface geometries (“transducer apertures”) have been performed as “piston model”. As it is well known from antenna and
transducer design, there is a reciprocal relationship between the element / aperture size, and the directivity / opening angle of the sound beam. A reduction in transducer side length /diameter from 900 µm to 550 µm should lead to an increase in OA to 50 °-60 ° at 3 dB.

![Image](image1.png)

**Figure 5:** MATLAB aperture piston model simulations: US sound field for rectangular 0.9 mm (upper left), rectangular 0.4 mm (lower left), circular 0.94 mm (upper right) and circular 0.45 mm (lower right).

![Image](image2.png)

**Figure 6:** SAFT simulations for many point scatterers for varying BW. Contrast increases for broader bandwidth, while the resolution is more or less retained.
Circular elements express a more homogeneous sound over field compared to rectangular elements. (Figure 5).

SAFT simulations have been performed on point scatterers with varying BW (Figure 6). The results show that for SAFT image reconstruction, more BW leads to higher contrast in the images.

### 2.3.2 KLM

KLM simulations have been performed to find the ideal matching layer thickness for a broad BW. Simulations on TMM4 as a matching layer are shown in Figure 7. In the given configuration the resonance was the broadest for a 200 µm TMM4 layer due to two resonance peaks.

![Figure 7: KLM model showing piezo thickness over frequency for a 200µm TMM4 matching layer with varying PZT thickness on the Y axis. X axis give the frequency range.](image)

### 2.3.3 Finite element simulation

As 1D KLM simulations are insufficient to analyze lateral and shear wave effects of a design, a higher spatial dimensional simulation was utilized. Finite element (FE) simulations in 3D and 2D were performed. Also the impact of various materials on the Transducer performance were analyzed. PZFlex was used as standard tool for piezoactive materials and non-piezoactive materials. The spatial properties of the transducer design was meshed with at least 3 times spatial sampling. Temporal sampling was derived automatically by the simulation tool, exported was the sound pressure field in each element in the water in the farfield in 2 to 6 cm distance.
Circular elements express a more homogeneous sound over field compared to rectangular elements. (Figure 5).
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2.3.3 Finite element simulation

As 1D KLM simulations are insufficient to analyze lateral and shear wave effects of a design, a higher spatial dimensional simulation was utilized. Finite element (FE) simulations in 3D and 2D were performed. Also the impact of various materials on the Transducer performance were analyzed. PZflex was used as standard tool for piezoelectric materials and non-piezoactive materials. The spatial properties of the transducer design was meshed with at least 3 times spatial sampling. Temporale sampling was derived automatically by the simulation tool, exported was the sound pressure field in each element in the water in the farfield in 2 to 6 cm distance.

3 Approach and method

First, the final transducer design approach will be presented. Afterwards, the individual process steps in the complex transducer production and their accompanying challenges and ideas are explained in more detail.

3.1 Transducer design and built up process

The Transducer Array System is built up starting from the backing where a 5 mm thick PVC substrate (Figure 13) with 2mm conical holes at the locations of the sensor elements acts as a base substrate on which top-side a flex-print is glued (Figure 10 right), providing the connectivity for the individual transducer elements. Pin holes guarantee alignment of the flex print and backing PVC.

A PU-tungsten composite material is molded into the holes (Figure 21 left), degassed and cured at room temperature over night.

Small PZT slabs of 700µm x 700µm are glued on copper pads of the flexprint with low temperature curing silver glue. Next, the square elements are shaped into octagons with a width of 550µm with a wafer dicing saw (Figure 16).

On the waterside, a matching layer is glued onto the piezoelectric sensor also with conductive silver-glue providing the common ground connection. Defined distance and parallelism is provided by a precise laser-cut spacer ring (Figure 18).

Two pins fix the rear part of the flex-print. A multi-channel plug ensures easy electrical connection to the back-end electronics (Figure 21 middle). The complete structure is waterproofed and mechanically stabilized with a hard-rubber like PU (Figure 19 left). A schematic side-view of the whole setup is shown in figure 9.
1) PVC backing with molded composite

2) flex print

3) PZT glued onto flex print with silver glue, then sawing

4) -silver glue on tin foil, spacer ring on top
   -glue on spacer ring for housing
   -assemble backing with PZT and pins

5) molding with PU

6) assembly of intermediate PCB with electronics

7) parylenation

Figure 9: schematic of the whole build-up process for one TAS of next generation.
Electrical characterization was performed with a phase-impedance analyzer for all piezoelectric elements. Ultrasound characteristics were evaluated quantitatively with a hydrophone in a 3-axis water tank for selected sample transducers [8, 9].

3.2 PCB design

A Flexprint design was chosen as PCB base for electrical connectivity for the transducers.

Molding tests with the backing composite material led to bulging of the flex print. In response, four pin holes to span the foil have been added to facilitate molding. The layout and final product are shown in Figure 10.

![Flexprint PCB layout (left) and flex-print prototype v2 glued on a PVC substrate (right).](image)

3.3 Composite materials

Research was conducted in the field of composite material to find possible matching and backing layers. The focus has been set on backing materials. A strongly attenuating composite of PU and tungsten powder was developed [10]. Acoustic impedance values of up to 11 MRayl are realizable. The improved acoustic matching to the rear improves the BW of the transducer by coupling US energy into the backing and attenuating the sound wave before reentering the piezo element. Degassing of the compound is difficult but possible with addition of a defoamer. Figure 11: 10 cm long rod of developed PU-tungsten composite material (left) and its lower part under the microscope (right). Degassing is possible, no major air inclusions are visible.

3.4 Backing

3.4.1 V1: Completely molded backing

First, tests were performed to investigate the molding ability of the backing composite with integrated pins of 2 mm in diameter. Tests have been successful (Figure 12). Next, a metal form with the actual TAS dimension has been built with alignment pin holes. The molded backing turned out to be not planar enough for the requirement of 20µm tolerancy.
Figure 11: 10 cm long rod of developed PU-tungsten composite material (left) and its lower part under the microscope (right). Degassing is effective; no major air inclusions are visible.

Figure 12: PU-tungsten composite integration test. The material shows surface roughness of the Teflon mold.

3.4.2 PVC substrate with molding of holes

As a completely molded backing proved to be difficult to realize, a combination of a planar backing substrate and molding was proposed. A PVC substrate with 2 mm holes behind the piezo locations was manufactured. The inner walls of the bore holes were parallel. Degassing of the backing composite through the holes was not possible properly.

An improved version with conical holes to the rear side to facilitate degassing (Figure 13) was later done. The end of the bore hole are rounded on the flex print side to facilitate plan parallel gluing of the flex print onto the PVC substrate.
3.5 Positioning of piezos

3.5.1 V1

To increase the accuracy tolerance in x and y, larger PZT slabs of 1.5 mm side length are positioned onto the target locations with the pick and placer machine. Hereby, the x,y alignment accuracy is increased to ± 500 µm. In this configuration, the piezo has to be cut through completely. As the flex foil is 50 µm in thickness, the tolerance in z is reduced to ± 10 µm to not cut the leads.

3.5.2 V2

In order to increase the z tolerance at the expense of x, y tolerance, the piezos are decreased in side length to 700 µm. This reduces the x, y tolerance to ± 100 µm. Now, the residual piezo parts after sawing are so small that they mostly break during sawing.

In case the residual parts don’t break, they are small enough that no complete cut-through is needed. Simulations have shown that sub-structuring to half or three quarter depth does not have a significant influence on acoustic performance of the transducer [11].

3.6 Sawing

The wafer dicing saw needs fiducial marks on opposite sides of the flex print every 45 ° for correct alignment of the sample. They are achieved by generating a regular octagon grid over the whole size of the TAS (Figure 14) and deleting the lines, but leaving the last few millimeters on the edge of the circular aperture. First tests with a fully automatized sawing procedure led to significant deviations from the desired octagon grid.

Therefore, the program has been split into two subprograms for 0 °/90 ° and 45 °/135 °. Before running each of these programs, a manual optical alignment on the fiducial marks or on the sawing traces is performed. These steps comprise possible errors.
Figure 14: Transducer distribution for USCT TAS 2.5 (red circles). Black lines show the octagon sawing pattern that constrains the available sensor positions to its regular grid.

For a series production of the transducers, a fully automatized sawing process without manual interruption is aimed for. First measurements on the octagon shaped transducers expressed a significantly smaller opening angle than expected by the PZFlex simulations. Lateral waves are suggested to virtually increase the aperture, thereby decreasing the OA.

To reduce the influence of lateral waves, sub-structuring of the octagons into four parts (see Figure 16: Left: Test of additionally sub-structuring octagon. Right: TAS 2.5 prototype assembled with single element octagon dice-and-fill transducers,) is a possible solution. The decreased lateral dimensions of the sensor shift lateral modes to higher frequencies where they do not interfere with the USCT center frequency.

Figure 15: Octagon-shaped sensors after sawing, photos from a microscope.
3.7 Gluing

In the first build ups a significant portion, 20-30% of the sensors fell off during the sawing process. Further tests indicated improper heat curing of the silver glue. An optimized hardware setup improved the temperature profile while curing for one hour. Another improvement of the conductive silver glue utilization was an automated centrifugal mixer which ensured better homogeneity and viscosity. Additionally, quantitative analysis of the mechanical strength of the piezo/flex-print connection is needed to understand the reason for the failures of the piezo elements, to optimize the amount of glue printed, the curing profile and possibly also the type of glue.

In a first test series, PC3000 silver glue was stencil-printed on Cu foil on a 4 mm PVC substrate. Stencil openings varied between 400 µm, 500 µm and 600 µm. The highest shear values have been collected for the 600 µm opening. Bigger openings are not used to avoid excessive squeeze-out of the glue while placing the sensors.

To evaluate the mechanical strength of the glued connection between the sensors and the Cu/Polyimide substrate, systematic quantitative analysis has been conducted with an in-house shear tester. A double-sided sheet with copper on one side and PI on the other side was glued onto 4 mm thick PVC substrates. Three samples were prepared for each side facing upwards, combining to six total samples.

A stencil was prepared to print a defined amount of silver glue on the specified piezo positions. Next, square piezoelectric elements (700 x 700 µm, height: 550 µm) were placed into the wet glue with a pick and placer machine. After curing at 120 °C for 20 min in the oven and cool down, the shear tests were conducted. Figure 20 shows images of the several process steps. Curing could to a bulging of the PVC substrate.
Figure 17: After shearing the piezos on Cu foil (lower left), shearing on the PI side (lower right), more glue is left on the PI surface.

Table 1 shows the mean shear force and the standard deviation for the Cu and the PI substrate. Out of 96 placed elements, four showed significantly lower shear values (<300 g) than the rest. Local impurities of the substrates are assumed to be the reason for this. They are excluded from the mean and standard deviation calculation. The measured shear values have to be scaled down to the final sensor surface area.

The values should guarantee firm mechanical connection that also withstands the forces exerted by the sawing blade.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Mean (g)</th>
<th>Std (g)</th>
<th>Mean (g)</th>
<th>Std (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – Cu</td>
<td>1288.6</td>
<td>388.9</td>
<td>1330.2</td>
<td>365.5</td>
</tr>
<tr>
<td>2 – Cu</td>
<td>1261.9</td>
<td>393.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 – Cu</td>
<td>1442.7</td>
<td>271.9</td>
<td>1743.4</td>
<td>400.6</td>
</tr>
<tr>
<td>4 – PI</td>
<td>1482.2</td>
<td>213.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 – PI</td>
<td>1933.4</td>
<td>446.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 – PI</td>
<td>1802.0</td>
<td>351.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Mean shear force and corresponding standard deviation of the shear tests performed on PC 3000 silver glue.

3.8 Matching options

3.8.1 TMM4

The acoustic impedance of Rogers TMM4 an aluminum oxide composite with of 6.4 MRayl acoustic impedance is near optimal for a single-layer matching between PZT and water. TMM4 is a very stiff, mechanical mil-and drillable material and exhibits low water absorption. Besides being a strong electrical insulator, thermal conductivity of TMM4 is quite high.
This is helpful for correct water temperature measurements, as the USCT temperature sensors are situated behind the TMM4 plate.

### 3.8.2 Silver glue and foil as matching

In collaboration with the TU Delft, an alternative design approach was followed with the idea to suppress lateral waves by replacing the stiff matching layer by a composite material of conductive silver glue with a thin sheet of metallic foil as common ground connection and matching layer.

Conductive silver glue, for instance Heraeus PC3000, is available with acoustic impedances suitable as a matching layer for PZT and water.

One approach is the application on the PZT base material, forming here the composite, which can be afterwards structured by sawing. Another approach is to glue a whole disc of the matching layer/PZT composite material onto the flex print. Alternatively, LASER cutting can structure transducers at arbitrary positions and in arbitrary shape. The constraint of the sensor positions to the octagon grid is obsolete. Additionally, LASER cutting results in conical cuts which should lead to varying aspect ratio which should lead to a frequency spreading and damping of unwanted spurious lateral oscillation modes.

Finally, a thin layer of foil is required for common ground connection. Usually, aluminum foil is used while tin was considered as potential option too having a fitting acoustic impedance and a lower better fitting sound speed.

Difficulties in this approach are a planar application of silver glue and a planar application of the ground foil (Figure 18). To provide additional support for the foil, an aluminum spacer ring (Figure 18) with the same thickness as the sensors was designed to be placed on the outside edge of the TAS. Waterproofing is achieved with a thin layer of parylene.

![Figure 18: Left: Aluminium foil + PC 3000 silver conductive, middle: stainless steel spacer, right: transducer prototype with aluminum foil as common ground on the front side.](image-url)
4 Evaluations and results

4.1 TMM4 matching layer

Figure 19 shows the assembled prototype with a TMM4 matching layer from front and rear. Due to process difficulties, 7 out of 17 sensors were working after final assembly. Figure 20 shows a frequency over angle plot from one of the elements and the corresponding pressure over frequency for the main direction perpendicular to the sensor surface. The electrical characterization of the same element can be observed in Figure 20 right.

Mean and standard deviation of important acoustic parameters are given in Table 2.

Figure 19: Assembled TAS 2.5 prototype. The rear side is filled with PU for mechanical stabilization (left). A TMM4 plate acts as a matching layer to water (right).

Figure 20: Frequency over angle for one element of transducer 1 (left). Pressure over frequency for main direction (middle). Corresponding electrical characterization from a –Impedance-Phase-analysator with only weakly pronounced serial and parallel resonances from the piezoelectrical material (right).
4.1 TMM4 matching layer

Figure 19 shows the assembled prototype with a TMM4 matching layer from front and rear. Due to process difficulties, 7 out of 17 sensors were working after final assembly. Figure 20 shows a frequency over angle plot from one of the elements and the corresponding pressure over frequency for the main direction perpendicular to the sensor surface. The electrical characterization of the same element can be observed in Figure 20 right.

Mean and standard deviation of important acoustic parameters are given in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>BW (MHz)</th>
<th>Opening angle (°)</th>
<th>Pressure (Pa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.82</td>
<td>28.52</td>
<td>532.39</td>
</tr>
<tr>
<td>Std Dev</td>
<td>0.18</td>
<td>10.46</td>
<td>617.77</td>
</tr>
</tbody>
</table>

Table 2: Acoustic properties of prototype with TMM4 matching.

4.2 Tin foil matching layer

Figure 21 shows the final assembly steps for the prototype with a tin foil matching layer. Acoustic measurements are performed in the near future. The manufacturing process seems more challenging compared to a stiff matching layer and has to be optimized.

Figure 21: Left: Holes of the PVC substrate filled with PU-tungsten composite backing material. The backing is only applied behind the sensor elements. The backing and flex print are glued onto the tin foil matching. Middle: Pins align the back end of the PCB to fit in the casing later. Right: Tin foil matching layer after application.

4.3 Aluminium + PU matching layer

Figure 22 shows a frequency over angle plot from one of the elements expressing high BW and the corresponding pressure over frequency for the main direction perpendicular to the sensor surface. Figure 23 shows a frequency over angle plot from one of the elements expressing high OA and the corresponding pressure over angle at 2.4 MHz. Mean and standard deviation of important acoustic parameters are given in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>BW (MHz)</th>
<th>Opening angle (°)</th>
<th>Pressure (Pa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.55</td>
<td>40.25</td>
<td>2969.86</td>
</tr>
<tr>
<td>Std Dev</td>
<td>0.57</td>
<td>21.78</td>
<td>3317.26</td>
</tr>
</tbody>
</table>

Table 3: Acoustic properties of prototype with PU + aluminum matching.
5 Discussion and conclusion

First prototypes were assembled with a flex print PCB in the described process and first results are encouraging. The developed PU-tungsten composite backing material led to a significant increase in BW through improved acoustic matching to the rear of the transducer. While a in principle sufficient performance in sound pressure, bandwidth and open angle for the TMM4 + PZT piezo prototyped could be shown, the prototyped process is currently not finalized and as reliable as aimed for. The currently only semi-automatized process leads still to variations and in result to the failure of a significant portion of the transducer elements; especially in the glueing and filling step. This is currently under intensive investigation with further test prototypes. Further shear tests on the piezo have to be conducted to ensure all piezo elements reliable connected to the flex substrate to gain yield >95% even after the sawing step. To prove the applicability and also potential mass producibility of the new design approach, complete TAS have to be built.
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Abstract

Early detection and curative diagnosis has highly improved with the introduction of ultrasound. Curation concerns symptomatic patients, differentiation of lesions, guided interventions, pre-operative staging and follow up after breast cancer treatment. Early detection means population wide screening, but also individualized screening and risk adapted diagnosis. Many screening programmes include only regular mammographic examinations for women above the age of 50 years, where efficacy is proven. However 25-30% of breast cancer occurs in premenopausal woman and 30% of menopausal women have dense breasts where mammography fails in up to 50%. Furthermore, women with dense breasts have higher risk to develop breast cancer. Diagnostic studies using high quality ultrasound technology have proven a 30-40% increased detection rate of small cancers in young women and women with dense breasts. The problem is that ultrasound is operator dependent and requires a systematic examination to cover the whole breast. Reproducibility is problematic with hand-held systems. ABUS technology (Automated Breast Ultrasound Systems) was developed to overcome these problems but requires a number of scan procedures to cover the entire breast, it depends also on operator skills and the static scans do not allow to measure vascularity or elasticity or to perform guided interventions.

Keywords: Breast cancer, Breast ultrasound, Screening, Early detection, Differential diagnosis

1 Introduction

First applications of ultrasound for the examination of the female breast began more than 60 years ago and it took almost 30 years until technical development allowed sufficient use in clinical routine. Although technology is continuously advancing, the indications to use ultrasound for breast cancer diagnosis are under controversial discussion since many years. Its role depends on equipment quality, clinical objectives and skills of medical professionals with different specialisations.
In the early studies, ultrasound was mainly used for circumscribed lumps or mammographic
densities to differentiate simple cysts from solid lesions [1]. The development of modern
equipment in the past twenty years allowed for accurate detection and differential diagnosis of
small lesions [2, 3]. Guidelines for technical standards and quality control in breast Ultrasound
were published by the International Breast Ultrasound School [4]. In the USA the critical
discussions about breast ultrasound lead to increased acceptance when Stavros, Kolb and other
authors published their study results which proved the high accuracy in lesion differentiation
and detection [5, 6]. As a result of the newly enhanced attention the American College of
Radiology published the first Ultrasound BI-RADS edition [7]. During the following years the
attention of clinicians for the extended use of ultrasound to solve breast problems increased all
over the world.

2 Breast cancer detection

Mortality reduction by mammographic screening of menopausal women was demonstrated by
a number of randomised screening studies in many countries. However, screening was always
criticised due to the problems of over diagnosis and a lack of sensitivity in young women and
women with dense breasts. During the past 10 to 15 years, ultrasound has been employed
as an adjunct to mammography whenever suspicious lesions were detected in order to better
characterise lesions and if indicated, to perform an ultrasound-guided interventional procedure
to confirm the diagnosis [8].

Ultrasound is widely used in routine diagnostics in order to improve lesion detection and char-
acterization [5, 6, 9, 10, 11, 12]. Several studies have shown that diagnosis of breast lesions
with mammography alone is limited in young women and in menopausal women with dense
breast tissue [11, 12]. Furthermore, risk of breast cancer development is highly increased
in women with dense breasts [13, 14]. A study of more than 200,000 women, showed that
breast cancer risk is five times increased in dense breasts compared to women with involu-
tional changes [13]. Our own observations show that dense breast tissue (ACR 3-4) is found in
about 30% of menopausal patients. In a clinical setting with curative diagnosis, these patients
would routinely receive an additional ultrasound examination. However, in most screening
programmes breast density is not even recognized as a predictor for poor mammographic de-
tection and high breast cancer risk. However, the second edition of the German S3 guidelines
for early detection of breast cancer strictly recommends the addition of ultrasound in these
patients [15].

2.1 Curative diagnosis

Curative diagnosis in non- screening patients refers to individuals with various clinical prob-
lems, such as:
2.1 Curative diagnosis

Curative diagnosis in non-screening patients refers to individuals with various clinical problems about 30% of menopausal patients. In a clinical setting with curative diagnosis, these patients would routinely receive an additional ultrasound examination. However, in most screening programmes breast density is not even recognized as a predictor for poor mammographic detection and high breast cancer risk. However, the second edition of the German S3 guidelines criticised due to the problems of over diagnosis and a lack of sensitivity in young women and a number of randomised screening studies in many countries. However, screening was always mortality reduction by mammographic screening of menopausal women was demonstrated by. Radiology published the first Ultrasound BI-RADS edition. During the following years the role of breast ultrasound for improved differential diagnosis was investigated over a period of more than twenty years. Equipment quality was variable and the diagnostic criteria for lesion description were not well standardized. Stavros analysed standardized diagnostic criteria in 750 patients using high resolution ultrasound equipment in 625 benign and 125 malignant lesions [17]. Ultrasound differentiated malignant from benign lesions with a sensitivity of 98.4% and a negative predictive value of 99.5%. These results were verified by several other authors [11, 12, 18, 19, 20, 21]. As a result of these results, the American College of Radiology formed an international expert working group in order to evaluate the role of breast ultrasound and to develop standardised diagnostic criteria. In 2003, the first ultrasound BI-RADS catalogue was published [7]. A modification has been published in 2006 by a DEGUM working group together with the German speaking ultrasound societies ÖGUM and SGUMB [21].

The published data show improved differential diagnosis of breast lesions by ultrasound in addition to mammography (Table 1). The sensitivity for cancer diagnosis increases by 10-20% with ultrasound in comparison to mammography alone. Due to the physics of sound propagation ultrasound is superior in dense breasts where mammography shows a lack of contrast between fibroglandular tissue and lesions. Ultrasound shows even small lesions with low echogenicity in highly echogenic dense breast tissue. However, quality assurance, standardization of examination technique and interpretation is essential [4, 22].

<table>
<thead>
<tr>
<th></th>
<th>N=</th>
<th>Ca’s</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stavros 1995</td>
<td>747</td>
<td>125</td>
<td>98.4%</td>
<td>67.8%</td>
<td>76.8%</td>
<td>-</td>
</tr>
<tr>
<td>Moss 1999</td>
<td>559</td>
<td>256</td>
<td>88.9%</td>
<td>77.9%</td>
<td>78.9%</td>
<td>82.7%</td>
</tr>
<tr>
<td>Rahbar 1999</td>
<td>161</td>
<td>38</td>
<td>95.0%</td>
<td>42.0%</td>
<td>89.0%</td>
<td>42.0%</td>
</tr>
<tr>
<td>Zonderland 1999</td>
<td>4728</td>
<td>338</td>
<td>91.0%</td>
<td>98.0%</td>
<td>83.0%</td>
<td>97.0%</td>
</tr>
<tr>
<td>Berg 2004</td>
<td>258</td>
<td>177</td>
<td>83.0%</td>
<td>34.0%</td>
<td>67.8%</td>
<td>75.0%</td>
</tr>
</tbody>
</table>

Table 1: Comparison of ultrasound and mammography for breast lesion characterization
2.1.2 Preoperative diagnosis, local staging

If malignant lesions are detected and characterized, preoperative planning is essential. Measurements of tumour size, localization within the breast and skin and nipple distance are relevant information for the surgeon. Also discrimination between unifocal, multifocal and multicentric lesions is important to plan for tumour adapted breast conserving or more radical surgery or neoadjuvant chemotherapy.

Fornage showed that ultrasound provides an accurate measurement of breast cancer size with a correlation coefficient between histopathology and ultrasound of 0.84 and 0.72 for mammography respectively [23].

In order to define the value of ultrasound for local staging we performed a prospective blind study in 100 patients with breast cancer [24]. Breast cancer was palpable in 83%, mammography visualized 96% and ultrasound 98% respectively. Measurement of tumour size showed the highest correlation between histopathology and ultrasound (0.91), for mammography 0.79 and for palpation 0.77. Multifocal and multicentric lesions were found in 39 of the cancer patients where ultrasound detected 34 compared with 13 by mammography.

Similar results were obtained by other studies using ultrasound alone or in combination with MRI with a detection of additional malignant foci in 27%-34% not seen by mammography [19, 24, 25, 26, 27, 28]. The role of second look ultrasound after positive MRI and negative mammography requires further considerations.

The accurate measurement of tumour extension allows also the use of ultrasound for accurate follow up measurements in patients receiving neoadjuvant chemotherapy [29]. Ultrasound is also recognized for its ability to provide accurate guidance for interventional procedures [15].

2.2 Screening

Literature data show that ultrasound is superior compared with mammography in the detection of small lesions in women with dense breasts (ACR 2-4). Therefore, according to the S3 guidelines for early detection ultrasound is recommended in BI-RADS 0 and 3 cases as well as BI-RADS 4-5 and in dense breasts (ACR 3-4) to improve cancer detection and differentiation [15]. The rationale for using ultrasound as an adjunct to mammographic screening to compensate for the reduced sensitivity in dense breasts was described by Berg et al. [30].

Gordon examined a large population of 12,706 women with normal mammograms and normal clinical findings [31]. She detected 1,575 solid tumours which were not palpable or visible by mammography. In 279 patients, (2.2%) an interventional diagnosis was performed and 44 cancers were confirmed.
In a similar population of 11,220 women, Kolb found three occult cancers per 1000 breast ultrasound examinations [6]. He selected only women with ACR breast density 2-4 (n = 3,626) in order to reduce the number of ultrasound examinations. Comparison of tumour size with mammographically detected carcinomas showed a similar distribution of early tumour stages. In a following study with a similar protocol including 13,547 patients he confirmed these results (9). Dividing the patients in groups with breast density 2, 3 and 4, he found a higher sensitivity for ultrasound and a lower sensitivity of mammography in dense breasts. Besides cancers, Kolb detected other lesions in 6% and an interventional diagnosis was required in 2.6%.

Buchberger found additional cancers in 4.1 per 1000 ultrasound examinations among 8,103 patients which were not detected clinically or by mammography [32]. Additional lesions were found in 5% of all examinations and in 3.3% an interventional diagnosis was required.

A multicentric screening study (American College of Radiology Imaging Network - ACRIN) published by Berg compared ultrasound and mammography in 2,637 high risk patients [33]. Forty participants were diagnosed with cancer. Twelve were suspicious on mammography, 8 suspicious on both mammography and ultrasound and 12 on ultrasound alone. In 8.8% of the 2,637 women additional lesions were detected by ultrasound and interventional diagnosis was performed in 5.7%. The rate of additional cancers detected with ultrasound was 4.2/1000.

All these studies prove that a significant number of cancers is detected if whole breast ultrasound is used in addition to mammography in the order of 3-4/1000 women. However, this increases the number of false positives between 0.3% in a single investigator study up to 5.7% in a multicenter study. But compared with a recall rate of 5-6% or higher in mammographic screening this increase is relatively low and may even be lower in follow up examinations.

It may be problematic under the current conditions to implement ultrasound into a nation-wide screening programme due to a wide variation in investigator skills and technical standards. The minimum requirements of official authorities to perform breast ultrasound are far below standards recommended from scientific societies.

3 Discussion

Compared with mammography, ultrasound has advantages in differentiating breast cancer from benign lesions, in preoperative assessment and even in the detection of early cancers which are mammographically and clinically occult. The advantage of breast ultrasound compared to mammography increases with higher breast density and in young women where sensitivity of mammography is low. This is an important issue, as dense breast tissue is very common. More than half of the women younger than 50 years have heterogeneously dense (50-75%) or very dense (>75%) glandular breast tissue [34]. One third of women older than 50 years have also dense breasts [33] and sensitivity of mammography in women with dense breasts is below 50%.
Interval cancer rate is highly increased in this group [13, 35] and furthermore, dense breast tissue is a marker of highly increased risk for breast cancer development [13, 36, 37].

Ultrasound has not yet been proven in randomized screening but the study results are comparable to mammographic screening-detected invasive cancers [14]. In two counties of Austria, Salzburg and Tirol, mammographic pilot screening studies have demonstrated improved tumour detection with the addition of ultrasound in dense breasts and therefore this combination of both modalities was implemented into the nationwide screening programme.

It is also remarkable that reporting breast density is a legal issue in the USA, which requires that patients are informed about their breast density after mammography. Additional ultrasound or MRI must be offered to avoid delay in breast cancer diagnosis.

The problem of ultrasound is the dependence of different variables [4, 22]. Some operators use ultrasound only in circumscribed areas of mammographic densities or palpable abnormalities, instead of screening the whole breast. Others are willing to perform survey scanning, but due to lack of experience, they overlook small lesions or have a high rate of false positive findings when they cannot distinguish artefacts with sound attenuation from real lesions. Scientific bodies such as the International Breast Ultrasound School (www.ibus.org), the American College of Radiology (www.acr.org) and the German Ultrasound Society (www.degum.de) have published recommendations to improve breast diagnosis, qualification and equipment standards which could provide qualified health service for breast problems in the near future [40].

Indications for breast ultrasound (if quality requirements are met)

- Differentiation of mammographic lesions BI-RADS 0, 3-5
- Palpable lesions: Differentiation between cystic/solid and benign/malignant
- Preoperative planning for breast conservation or mastectomy: tumour size, localization, multifocality and multicentricity
- Follow up measurements of tumour response under neoadjuvant chemotherapy
- Guidance for interventional diagnosis
- Additional breast survey scanning in mammographic dense breasts (ACR 3-4)
- Young women < 40 years and in pregnancy and during lactation
- Additional screening in high risk patients

4 Future aspects

The small field of view with hand-held ultrasound makes whole breast screening difficult, both with 2D and 3D systems. Automated Breast Ultrasound Systems (ABUS) are currently tested in several clinical trials, but this technology does not overcome the problems of investigator
dependence. They require several scan procedures for at least the upper and lower outer and inner quadrants which is operator dependent and time consuming. The different volumes cannot be merged together to display the whole breast like on mammograms or MRI images. If suspicious areas are found, Doppler blood flow detection or elastography for measuring tissue stiffness cannot be added and if interventional procedures are indicated, a separate hand held realtime examination is required.

In my opinion as a clinician a whole breast scanner would be desirable to overcome these limitations. The instrument should store volume data of the whole breast and give information about tissue reflectivity as well as other physical information like blood flow, velocity, stiffness or attenuation. It would also be highly useful to merge ultrasound images and mammograms or MRI images together or to combine mammography with ultrasound. This was suggested by K. Richter many years ago who performed exciting studies with a simple prototype [38, 39]. Surprisingly, this simple but effective technique was unfortunately forgotten, may be it finds a come-back.
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Abstract

Both mammography and standard ultrasound (US) rely upon subjective criteria within the breast imaging reporting and data system (BI-RADS) to provide more uniform interpretation of outcomes, as well as differentiation and risk stratification of associated abnormalities. We have been developing a new technique for breast imaging that is based on ultrasound tomography which has the potential to provide extended detection and/or diagnostic criteria. Informed consent was obtained from all patients, prospectively recruited in an IRB-approved protocol following HIPAA guidelines. Images were produced by tomographic algorithms for reflection, sound speed and stiffness, then reviewed by a board-certified radiologist. In the first phase of the study, UST images were compared to multi-modal imaging to determine the appearance of lesions and breast parenchyma. In the second phase of the study, correlative comparisons with MR breast imaging were used to establish basic operational capabilities of the UST system including the identification and characterization of parenchymal patterns. Our study demonstrated a high degree of correlation of breast tissue structures relative to fat subtracted contrast enhanced MRI. With a scan duration of $\sim 1-3$ minutes, no significant motion artifacts were observed. Initial clinical results suggest an ability to characterize masses. Experience with the SoftVue system indicates that rendering of parenchymal structures and masses is similar to MRI while providing unique metrics for lesion characterization.

\textbf{Keywords:} Breast, Ultrasound, 3-D Imaging, Tomography, Cancer
1 Introduction

In the USA, breast cancer is the most common cancer among women, accounting for 1/3 of cancers diagnosed. Statistically, ~230,000 new cases of invasive breast cancer and ~63,000 in situ breast carcinomas are diagnosed annually in the US; breast cancer is the third leading cause of cancer death among women, causing ~40,000 deaths in the US every year [1]. According to SEER statistics, approximately 61% of women are found to have localized breast cancers at the time of diagnosis; about 31% are found to be regional disease; another 5% are diagnosed with distant metastases while about 3% are unstaged [2]. The 5-year survival rate for women with localized cancer is 98%; for those with regional disease, it drops to 84%; for those diagnosed with distant stage, the survival rate drops dramatically to 23%; while for unstaged cancers the 5-year survival rate is about 58%. Figure 1 illustrates the dependence of survival on cancer stage.

Improved breast cancer detection would have the greatest effect on the statistic of nearly 1 in 3 women who are diagnosed each year with later stage (regional or greater) breast cancer, totaling approximately 60,000 women per year in the United States. The net effect would be an increase in survival time and a corresponding decrease in mortality rates. This is also suggested in a recent meta-analysis, whereby increased participation and sensitivity lead to additional invasive cancer detection and greater mortality reduction [3].

Limited performance of mammography. For women with dense breast tissue, who are at the highest risk for developing breast cancer [4-7], the performance of mammography is at its worst [8]. Consequently, many cancers are missed at their earliest stages when they are the most treatable. Improved cancer detection for women with denser breasts would decrease the proportion of breast cancers diagnosed at later stages, which would significantly lower the mortality rate.

Figure 1: The dependence of mortality rates on cancer type and stage. From Kerlikowske et al, Arch Intern Med/Vol 160, April 10, 2000.
The Breast Screening Challenge. X-ray mammography detects about 5 cancers per 1000 screens [9]. However, its positive predictive value (PPV) is low and its sensitivity is greatly reduced in women with dense breast tissue [9]. Although digital breast tomosynthesis (DBT) may improve upon some of the limitations of standard mammography, it is unlikely to create a paradigm shift in performance [10] while generating potentially higher levels of ionizing radiation [11]. MRI can significantly improve on these limitations by its volumetric, radiation-free imaging. Studies have shown that MRI can have a positive impact in the breast management continuum ranging from risk assessment to diagnosis and treatment monitoring [11-22]. However, MRI can have a high false positive rate, requires contrast injection and the exams can be both long and costly [13]. Furthermore, MR has long been prohibitively expensive for routine use and there is a need for a low-cost equivalent alternative.

Recent studies have demonstrated the effectiveness of hand held ultrasound imaging in detecting breast cancer, particularly for women with dense breasts [23-33]. We have examined the data from these studies to extract the statistics of cancer detection by imaging mode. The results are summarized in Figure 2. It is striking to note that ultrasound (US) almost doubles the detection rate of invasive cancers in dense breasts. However, despite these successful study outcomes, handheld ultrasound is unlikely to be adopted for screening because it is operator-dependent, and its imaging aperture is small, which hinders whole breast imaging. Furthermore, ultrasound’s increased sensitivity to invasive cancer is offset by lowered sensitivity to DCIS since mammography detects more microcalcifications [34]. Although such a trade-off may be justified by the fact that mortality from invasive cancers is much higher than that from DCIS, a combined screening (mammography plus US) would provide a comprehensive screen. It has therefore been proposed that US be used for screening, supplemental to mammography.
To that end, automated breast ultrasound (ABUS) has been introduced as a way of overcoming these issues, mainly by reducing operator dependence and increasing the field of view. For example, the GE Invenia ABUS ultrasound system for breast cancer screening, originally developed by U-Systems, recently received screening approval, adjunctive to mammography, from the FDA, because it demonstrated an ability to detect cancers missed by mammography in dense breasts. The SomoInsight screening study [23], indeed showed that ABUS plus mammography outperformed mammography alone, leading to the first FDA approval for ultrasound screening for breast cancer.

The fundamental quandary of breast screening today is the knowledge that (i) mammography misses cancers in dense breasts, (ii) that Automated Breast ultrasound (ABUS) detects cancers that mammography misses and yet (iii) screening continues largely with mammography only. This paradox is amplified even further by the proliferation of state breast density notification laws in the USA which mandate that this information be available to women undergoing breast cancer screening. The primary reason this paradox exists today is that ABUS screening increases call back rates (up to a factor of 2 in case of the SomoInsight study [22]). The improvement in classification performance, measured by the area under the ROC curve, is modest because the increase in sensitivity is partially offset by an increase in false positives thus slowing its adoption. Technically, with its basic B-mode capability, ABUS has the same issue with false positives as hand held ultrasound. It is therefore unlikely that ABUS will be widely adopted for screening in the foreseeable future without more tissue-specific imaging capability. Improved lesion characterization would help lower the barriers to adoption of screening ultrasound.

Ultrasound Tomography (UST) is an emerging technique that has the potential for quantitative, tissue specific imaging and characterization, by virtue of its transmission imaging capability [35-60]. Improved specificity would lower call back rates and lower barriers to adoption. An adjunctive use of UST would have the potential to improve specificity relative to current ABUS and provide a comprehensive screen that would uncover invasive cancers otherwise missed by mammography. Detection of such early stage invasive cancers would provide women with curative treatment, the opportunity for which might be otherwise lost.

2 Methods and Materials

In an initial attempt to assess the potential of UST in breast imaging, studies were carried out at the Karmanos Cancer Institute, Detroit, MI, USA. Informed consent was obtained from all patients, prospectively recruited in an IRB-approved protocol following HIPAA guidelines. Patients were scanned at the Alexander J Walt Comprehensive Breast Center. Standard multi-modality imaging was available for all patients. The Walt Breast Center houses SoftVue, a UST system manufactured by Delphinus Medical Technologies, Inc (Novi, MI). SoftVue was
used to scan the recruited patients for this study. Coronal image series were produced by tomographic algorithms for reflection, sound speed and stiffness. All images were reviewed by a board-certified radiologist with more than 20 years of experience in breast imaging and US-technology development. Symptomatic study participants were scanned with a SoftVue UST system. Pathological correlation was based on biopsy results and standard imaging (e.g., US-definitive cyst). Tomographic algorithms were used to generate images stacks of reflectivity, sound speed and stiffness for each patient. Lesions were identified based on correlation with standard imaging so that the tumor sound speed (SS) and stiffness could be assessed. An example of each type of image is shown in Figure 3.

In the first phase of the study, correlative comparisons with multi-modal imaging were carried out to assess lesion properties relative to mammography, US and MR. In the second phase, comparison with MR breast imaging was used to establish basic operational capabilities of the UST system including the identification and characterization of parenchymal patterns and determination of the spatial resolution of UST. The third phase of the study focused on lesion characterization using standard BIRADS criteria.

3 Results and Discussion

3.1 Multi-modal comparison

Figure 4 shows a 9mm IDC at 3 o’clock. CC and MLO mammographic views of the affected breast are shown on the left with the lesion identified by arrows. The UST views corresponding to the coronal planes that contain the lesions are across the top with reflection, sound speed and stiffness images laid out from left to right. The corresponding ultrasound and MR images are shown along the bottom. Inspection of the images shows good correspondence in shape
and location of the lesion. The greatest similarity is between the UST images and fat-subtracted, enhanced MRI. IDC is generally hypoechoic in reflection and has high sound speed and stiffness. An IDC in a heterogeneously dense breast is shown in Figure 5.

![9mm IDC @ 3:00 o’clock](image)

Figure 4: A 9mm IDC at 3 o’clock. CC and MLO mammographic views of the affected breast are shown on the left with the lesion identified by arrows. The coronal UST views are shown in the form of reflection, sound speed and stiffness images. The corresponding ultrasound and MR images are also shown.

### 3.2 MR Concordance

UST and MR imaging were performed within weeks of each other. UST imaging was carried out with the SoftVue system (Delphinus Medical Technologies) and the MR exams with a Philips Achieva 3T system. As discussed above, UST images correlate best with MR images. Further inspection shows that of the three UST image types, the sound speed image correlates best with MR. Figure 6 shows a coronal view comparison between UST speed of sound and MR contrast enhanced fat subtracted images of representative parenchyma.

The parenchymal patterns are very similar with the only major difference relating to the shape of the breast. This difference can be explained by the fact that the SoftVue system utilizes water so that buoyancy foreshortens the breast while with MR, gravity lengthens the breast in the AP dimension (i.e. prone).
The greatest similarity is between the UST images and fat-subtracted, enhanced MRI. IDC is generally hypoechoic in reflection and has high sound speed and stiffness. An IDC in a heterogeneously dense breast is shown in Figure 5.

3.2 MR Concordance

UST and MR imaging were performed within weeks of each other. UST imaging was carried out with the SoftVue system (Delphinus Medical Technologies) and the MR exams with a Philips Achieva 3T system. As discussed above, UST images correlate best with MR images. Further inspection shows that of the three UST image types, the sound speed image correlates best with MR. Figure 6 shows a coronal view comparison between UST speed of sound and MR contrast enhanced fat subtracted images of representative parenchyma. The parenchymal patterns are very similar with the only major difference relating to the shape of the breast. This difference can be explained by the fact that the SoftVue system utilizes water so that buoyancy foreshortens the breast while with MR, gravity lengthens the breast in the AP dimension (i.e. prone).

Figure 5: A 8mm IDC at 6 o’clock showing concordance with other modalities.

Figure 6: Top: Coronal UST sound speed images for 6 different patients. Bottom: Corresponding fat subtracted contrast enhanced MR images.
3.3 Mass characterization using BIRADS

Characterization of Cancer. Figures 7, 8 and 9 show three examples of breast cancer. The three cancers range in size from 7 to 15mm. The left side of each image provides a coronal view of tumor location and extent of accompanying dense tissue. The right side shows a zoomed-in view of each tumor showing more detailed morphology. Visual inspection using the standard BIRADS lexicon suggests that the cancers can be characterized as being irregular in shape in all three modalities, hypoechoic in reflection and spiculated in reflection and sound speed. Furthermore, the tumors have high sound speed and stiffness.

Figure 7: Left: A cancer at 9 o’clock. Right: Zoomed in views

Figure 8: Left: A cancer at 4 o’clock. Right: Zoomed in views.
Characterization of benign lesions. Figures 10, 11, 12 and 13 show examples of benign masses, ranging in size from 4 to 20mm. The left side of each image provides a coronal view of tumor location and extent of accompanying dense tissue. The right side shows a zoomed-in view of each mass for more detailed morphology. Visual inspection using the standard BI-RADS lexicon suggests that cysts can be characterized as being well circumscribed in all three modalities and anechoic in reflection (Figure 10). Furthermore, the cysts have sound speeds similar to water and no stiffness signature. Fibroadenomas (FAs) are characterized as being well circumscribed in all three modalities and hypoechoic in reflection (Figure 10). Furthermore, FAs have sound speeds higher than that of water and have variable stiffness. Some FAs are stiff (Figure 11), some have mixed stiffness (Figure 12) and some are very soft (Figure 13).
Figure 11: Left: A fibroadenoma at 7 o’clock. Right: Zoomed in views.

Figure 12: Left: A 5mm cyst inside a fibroadenoma at 5 o’clock. Right: Zoomed in views.

Figure 13: Left: A fibroadenoma at 3 o’clock. Right: Zoomed in views.
US-BI-RADS criteria are predominantly devoted to assessment of tumor shape, margins and interaction with adjacent tissue [61, 62]. However, criteria such as shadowing or enhanced through transmission are not applicable to UST’s circular geometry. UST, operating at 3 MHz, appears more sensitive to specular reflectors of benign mass capsules, or the spiculations and/or architectural distortions of many cancers. Measurement of physical properties like sound speed are unique to UST [63-68]. Moreover, the whole-breast feature of localized tissue stiffness also opens the possibility of improved cancer detection for screening. These differences in characterization are being investigated as part of a predictive model to determine how much improvement in specificity over conventional ultrasound can be expected.

4 Conclusions

In this study we reviewed the status of breast cancer screening and the potential role that ultrasound tomography (UST) could play in breast imaging. Several results from recent ongoing UST studies were used in this review. The main conclusions from those studies are:

(i) UST sound speed demonstrated a high degree of correlation of breast tissue structures relative to fat-subtracted, contrast enhanced MRI. This correlation of structures was most evident in coronal plane comparisons.

(ii) UST demonstrated a spatial resolution of 0.7mm in the coronal plane, similar to MRI.

(iii) Initial clinical results suggest an ability to characterize lesions using Standard BI-RADS criteria of visual assessment of margins (in all 3 UST modalities), in combination with relative stiffness values. These parameters leverage all three imaging modes of UST (reflection, sound speed and stiffness).

UST is a promising new modality that has the potential to complement existing breast imaging methods to aid in lesion detection and characterization. Future larger scale studies will assess UST’s role in diagnostic and screening settings.
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Abstract

3D Ultrasound Computer Tomography (USCT) emitting and receiving spherical wave fronts overcomes the limitations of 2D systems by offering a nearly isotropic 3D point spread function, a large depth of field, less loss of out-of-plane reflections, and fast 3D data acquisition. 3D devices for clinical practice require a more complex hard- and software due to the huge data rate, time-consuming image reconstruction, and large number of small transducers. The here reviewed KIT 3D USCT is a prototype for clinical studies, which realizes for the first time the full benefits of a 3D system.
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1 Introduction

Ultrasound computer tomography (USCT) was first investigated in the 1970s, see e.g. the work by Schomberg [1]. The main advantages of such USCT systems for breast cancer detection and diagnosis are simultaneously recordings of reflection, attenuation and speed of sound images, high image quality, fast data acquisition, and no use of ionization radiation.

Building such a device for clinical practice was not successful for a long time - mostly due to the huge data rate and the time-consuming image reconstruction. Yet, promising ex-vivo results have been archived by numerous groups, e.g. [2]–[5]. Currently, the first 2D and 2.5D systems have become available for clinical evaluation [6], [7]. Usually USCT systems implement unfocused ultrasound emission and reception to reconstruct optimally focused reflection images by synthetic aperture post-beamforming. However, in most systems post-beamforming is only applied in one imaging plane. This leads to large slice thickness with
limited depth of field, loss of out-of-plane reflections, and large number of movement steps to acquire a stack of images of the whole volume [7]. 3D USCT, using spherical wave fronts for imaging, overcomes these limitations [8].

However, a 3D system requires a large number of transducers approx. two orders of magnitude larger than in a 2D system to fulfil the sampling theorem. In order to approximate a spherical wave front, the individual transducer area has to be small, which leads to low sound pressure and low signal-to-noise ratio (SNR). For in-vivo imaging, the data acquisition time has to be short to prevent image degradation by patient movement. Also, the image reconstruction using post-beamforming is very time consuming.

The current prototype for 3D USCT, the KIT 3D USCT II, is the first full 3D system for in-vivo imaging. It demonstrates that imaging with a sparse transducer setup is possible. First clinical data showed that 3D acquisition and reconstruction of speed of sound and attenuation images give a direct access to tissue types and cancer detection as proposed by Greenleaf [9]. The prototype, the hardware setup, the image reconstruction methods and experimental and clinical results are described in this overview paper.

2  Methodology

2.1  Device and hardware setup

The KIT 3D USCT prototype is shown in Fig.1. The patient is lying in a prone position on the patient bed. The breast is imaged in a fixed setup in a water bath. The aperture with 2041 transducers surrounds the breast. Due to no breast deformation and defined patient positioning, the volume images of the female breast are reproducible.

The device has a semi-ellipsoidal aperture with 628 emitters and 1413 receivers. Approx. spherical wave fronts are generated by each emitter at 2.5 MHz (approx. 50% bandwidth). Rotational and translational movement, so-called aperture positions, of the complete sensor system creates further virtual positions of the ultrasound transducers. The aperture in form of a semi-ellipsoid was optimized in respect to the isotropy of the 3D point spread function (PSF), the image contrast and the illumination [8]. An overview of the specifications of the KIT 3D USCT is given in Table 1 (all errors are given as standard deviations).

Sound pressure is generated and received using lead-zirconate titanate (PZT) composites. One quadratic module of PZT composite contains nine receivers and four emitters. Each transducer array is embedded including its pre-amplifier and control electronics in a Transducer Array System (TAS) casing. Each TAS contains a temperature sensor for tracking the temperature distribution and shift at 157 positions during measurements.
limited depth of field, loss of out-of-plane reflections, and large number of movement steps to acquire a stack of images of the whole volume \cite{7}. 3D USCT, using spherical wave fronts for imaging, overcomes these limitations \cite{8}. However, a 3D system requires a large number of transducers approx. two orders of magnitude larger than in a 2D system to fulfil the sampling theorem. In order to approximate a spherical wave front, the individual transducer area has to be small, which leads to low sound pressure and low signal-to-noise ratio (SNR). For in-vivo imaging, the data acquisition time has to be short to prevent image degradation by patient movement. Also, the image reconstruction using post-beamforming is very time consuming.

The current prototype for 3D USCT, the KIT 3D USCT II, is the first full 3D system for in-vivo imaging. It demonstrates that imaging with a sparse transducer setup it is possible. First clinical data showed that 3D acquisition and reconstruction of speed of sound and attenuation images give a direct access to tissue types and cancer detection as proposed by Greenleaf \cite{9}. The prototype, the hardware setup, the image reconstruction methods and experimental and clinical results are described in this overview paper.

### Methodology

#### Device and hardware setup

The KIT 3D USCT prototype is shown in Fig. 1. The patient is lying in a prone position on the patient bed. The breast is imaged in a fixed setup in a water bath. The aperture with 2041 transducers surrounds the breast. Due to no breast deformation and defined patient positioning, the volume images of the female breast are reproducible.

The device has a semi-ellipsoidal aperture with 628 emitters and 1413 receivers. Approx. spherical wave fronts are generated by each emitter at approx. 50% bandwidth. Rotational and translational movement, so-called aperture positions, of the complete sensor system creates further virtual positions of the ultrasound transducers. The aperture in form of a semi-ellipsoid was optimized in respect to the isotropy of the 3D point spread function (PSF), the image contrast and the illumination \cite{8}.

An overview of the specifications of the KIT 3D USCT is given in Table 1 (all errors are given as standard deviations).

<table>
<thead>
<tr>
<th>Type of specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. parallel channels</td>
<td>480</td>
</tr>
<tr>
<td>Digitization</td>
<td>(20 \text{ MHz} @ 12 \text{ bit})</td>
</tr>
<tr>
<td>On-board memory</td>
<td>(80 \text{ GByte})</td>
</tr>
<tr>
<td>Multiplex factor</td>
<td>3</td>
</tr>
<tr>
<td>Multiple sampling</td>
<td>1 to 128</td>
</tr>
<tr>
<td>No. TAS</td>
<td>157</td>
</tr>
<tr>
<td>No. emitters</td>
<td>628</td>
</tr>
<tr>
<td>No. receivers</td>
<td>1,413</td>
</tr>
<tr>
<td>Diameter TAS</td>
<td>(28 \text{ mm})</td>
</tr>
<tr>
<td>Emitters / TAS</td>
<td>4</td>
</tr>
<tr>
<td>Receivers / TAS</td>
<td>9</td>
</tr>
<tr>
<td>Receiver channels / TAS</td>
<td>3</td>
</tr>
<tr>
<td>Area individual transducer</td>
<td>((0.9 \text{ mm})^2)</td>
</tr>
<tr>
<td>No. sub-elements / transducer</td>
<td>(2 \times 2)</td>
</tr>
<tr>
<td>Area sub-element</td>
<td>((0.4 \text{ mm})^2)</td>
</tr>
<tr>
<td>Max. excitation voltage</td>
<td>80 V</td>
</tr>
<tr>
<td>Opening angle</td>
<td>(38.2^\circ \pm 1.5^\circ @ -6 \text{ dB})</td>
</tr>
<tr>
<td>Resonance frequency</td>
<td>(2.7 \pm 0.08 \text{ MHz})</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>(1.5 \pm 0.15 \text{ MHz} @ -6 \text{ dB})</td>
</tr>
<tr>
<td>Sound pressure</td>
<td>(5.9 \pm 0.63 \text{ kPa} @ 12 \text{ cm})</td>
</tr>
</tbody>
</table>

Table 1: Specification of KIT 3D USCT
Additionally, two calibrated PT100 temperature sensors are embedded in the TAS holder to enable increased accuracy. The measured temperature distribution can be applied during the image reconstruction to estimate the distribution of the speed of sound in the contact medium water.

The data acquisition is carried out with an FPGA based system, which can store up to 80 GByte of A-scans [10]. The system is housed in a 19” crate with a central processing board containing the control of the transducers, free programmable pulse shape of the transducer, and control of the system by a PCI Mezzanine Card (PMC) handling all input and output tasks of the crate. The PMC is a 1.4 GHz Pentium M board running Linux as operational system and supports a fast Ethernet interface and has a SATA interface to a solid state drive for storage of the measured data. The crate contains beside the central processing board 20 data acquisition boards (FLT). Each FLT contains 24 receiver channels, summing up to 480 channels processed simultaneously in the system and enabling data acquisition at one aperture position in approx. ten seconds. The digitalization is performed by three 8-fold (12 Bit @ 20 MHz) ADCs per board. After digitization, the parallel data streams are processed by FPGAs. The data streams are bandpass filtered (1.67 to 3.33 MHz @ −60 dB) and the data rate is reduced by a factor of 6, performing bandpass undersampling. Using this approach, it is possible to store up to 47 data sets at different aperture positions in one data acquisition process in the internal memory buffer.

The aperture is realized as semi-elliptical TAS holder. The TAS holder is the container for the contact medium water and has several openings for water supply and drainage. The semi-elliptical aperture has a diameter of 26 cm and a height of 18 cm. The whole device is embedded in a patient bed as shown in Fig. 1 with a length of 2 m, a width of 70 cm and a height of 90 cm. It holds the aperture connected to the data acquisition hardware, translation- and rotation mechanics and motors, power supplies, water reservoir and heating, and disinfection system. It is covered by a mattress and serves as examination couch.

A 3D system requires a large number of transducers approx. two orders of magnitude more than a 2D system. The technical feasibility limits the number of transducer positions resulting in a sparse aperture and causing artefacts due to grating lobe effects in the resulting images [11]. A ring aperture requires a transducer distance smaller than \(0.5 \lambda R/r\), where \(R\) is the radius of the ring and \(r\) the radius of the ROI [12]. A semi-spherical aperture leads to an upper limit of \((2 \pi r/\lambda)^2\) transducers [13], if a uniform 1D sampling for the azimuth and elevation angles is applied.

For an exemplary ring system with radius 11.5 cm (see Table III) 103 GByte of raw data per breast have to be processed. To record, store and process this data is certainly challenging but feasible today. For a fully sampled sphere of this size the number of transducers, i.e. \(10^3\), and the amount of data, i.e. 40 TByte, to be processed are no longer feasible.
Therefore, a compromise between the number of transducers and the image quality has to be made, i.e. contrast between image content and grating lobe artefacts. A quantification of the signal-to-artefact ratio for the KIT 3D USCT can be found in [11].

2.2 Image reconstruction

The applied reconstruction algorithm for reflectivity images is the 3D synthetic aperture focusing technique (SAFT). SAFT calculates at each image point the mean of all reflections which might originate from this position. For the simplest reconstruction, the harmonic mean of the speed of sound may be assumed to be constant, e.g. the speed of sound of water at the temperature measured during image acquisition. Alternatively, more accurate estimations of the speed of sound distributions, e.g. a speed of sound map calculated from the recorded transmissions, can be applied [14]. Correcting for the attenuation can be similarly estimated from the attenuation map of the breast [15].

The speed of sound and attenuation are reconstructed using a ray-based approach. The transmission signals are detected and the time-of-flight and relative signal energy, respectively, are applied in an algebraic reconstruction technique (ART) to calculate the resulting images. A compressive sensing algorithm, i.e. a 3D adaption of total variation minimization (TVAL3) is employed for optimization [16].

The computing system for reconstruction consists of a reconstruction PC (4 x AMD Opteron Octacore, 2.3 GHz, 256 GB RAM) and an external crate for Graphical Processor Units (GPU) (One Stop Systems) is connected via a second-generation PCI-Express bus. The external GPU crate is equipped with four Nvidia GeForce GTX 590 cards, with two GF100 GPUs per card. This results in a total number of eight separate GPUs for image reconstruction [17]. A time of flight interpolation based GPU implementation (TOFI-SAFT) [18] was developed which accelerates our previous GPU implementation of speed of sound corrected SAFT by a factor of 7 with only minor reduction of image quality. The approximation allows reconstructing speed of sound and attenuation corrected SAFT images as fast as non-corrected SAFT. A speed of sound and attenuation corrected SAFT volume of 444² x 266 voxels, with 128³ resolution of the attenuation and SOS maps and 10⁷ A-scans can be calculated in 9 min. on eight GPU Titan.

The resulting reflectivity, speed of sound and attenuation images can be viewed separately, directly overlaid or overlaid with an applied threshold. The direct overlay codes the speed of sound or attenuation in a color map and the reflectivity as grey values. The overlay is done by adding the color-coded image to the grey image with an adjustable degree of transparency. The thresholded-fused image follows the method in [6], where a color image only marks image areas where the speed of sound and attenuation are above given thresholds, and then is overlaid on top of the reflectivity volume.
For comparison with other breast imaging modalities image registration may be applied. This enables direct comparability on a voxel to voxel basis, either for convenient viewing by radiologists or even for automatic analysis. Examples of MRI to USCT registration [19] are given in the results section, results of an evaluation of tissue classification using USCT to X-ray mammography registration is given in [20].

3 Imaging properties and clinical study

The predicted performance of the system, i.e. low spatial variance and isotropy of the 3D PSF, was evaluated in terms of FWHM [21]: A bonding wire with a diameter of 0.07 mm, i.e. much thinner than the theoretical resolution of the system, was manually twisted into a helical structure within a bounding box of 5.2 cm x 4.3 cm x 6.5 cm, so that the FWHM could be measured from many directions, see Fig. 2. The overall mean of the measured FWHMs was 0.24 mm ± 0.05 mm, fitting very well the predicted resolution of 0.22 mm. The spatial variability was low, i.e. the standard deviation of the mean FWHM was measured at 36 μm (predicted: 35 μm). The 3D global point spread function was measured with nearly isotropic diameters of $d_{x,y,z} = (0.2, 0.26, 0.24)$ mm, (predicted: $(0.2, 0.2, 0.25)$ mm).

The influence of a sparse 3D aperture on the contrast of reflectivity images was tested on simulated and real data in [11]. The main results were that the background noise due to grating lobes is mainly influenced by the sparsity of the aperture and the imaged object. For experimental data with the 3D USCT II prototype the amount of data acquired at ten aperture positions were empirically found to be a good compromise between data acquisition time and contrast. Fig. 3, left, shows example reconstructions for a healthy volunteer: whereas the contrast of the images increases from adding more data up to eight aperture positions, the increase of contrast using data from 16 aperture positions is only small. Fig. 3, right, shows a comparison of reconstructions of a breast phantom with the same amount of data, but differ-
ent transducer combinations. Whereas the left slice was reconstructed using transducers in a regular sampling pattern, the reconstruction of the right slice used from a large amount of different aperture positions the most irregularly spaced transducer combinations. The increase in contrast is significant. This property of a sparse aperture will be applied in the next generation system [21].

The first clinical study with the 3D USCT II device was conducted at the University Hospital in Jena (Germany). Ten patients were images. The primary aims of the study were to test the data acquisition and image reconstruction protocols, the fused display of the multimodal USCT images and the process of data acquisition and its optimization.

The patients included in the study were acquired during the standard MRI examination at the University Hospital Jena. The average age of the ten patients was 55.6 years (±13.5 years). The youngest patient was 37 years and the oldest 78 years. They first had their scheduled MRI examination and were then - if they met the inclusion criteria - asked to participate in the study. If they agreed, the USCT image acquisition was carried out directly after the MRI, so that the MRI images could be used as ground truth for comparison to the USCT volumes. The patient was asked to disinfect her breasts. Then she lay on the patient mattress and positioned the first breast into the USCT device. The central positioning of the breast was monitored and corrected using a B-scan like preview. Then the data acquisition for this breast was started. The same process was, if applicable, repeated for the second breast. At the end the patient was asked to fill a questionnaire to rate the imaging procedure. Before the next patient was examined, the data was read out onto a hard disc, the water was exchanged and the device disinfected.

For emission a linear frequency coded chirp with 2.5 MHz center frequency, 1 MHz bandwidth and 12.8 μs duration was employed. Patients with breast lesions were imaged with ten aperture positions. For two patients, who were diagnosed with large cancer masses, the breasts with lesions were imaged with 13 aperture positions.

During the pilot study we could image approximately one patient per hour, which fitted quite well into the clinical process. For preparation of the device and patient information we needed between 15 and 30 min. The patient positioning took approx. 2 to 5 min. per breast and the image acquisition in sum 11 min.

In the meantime, the data was read out (14 min), the device was disinfected and the water was exchanged, sterilized and heated (approx. 15 min). The data acquisition time is mainly dominated by the time to move the aperture between different aperture positions. This time is depending on the path to be travelled. The mean time for DAQ with one movement during the pilot study was 50 s, i.e. 10 s DAQ plus 40 s aperture motion. In the meantime patient positioning and aperture movement could be accelerated by a factor two.
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Figure 3: Left: 38-year-old healthy volunteer with an A cup: reconstructions of a frontal slice for one, four, eight and sixteen aperture positions from top left to bottom right. The slices are 11 cm by 12 cm and 3 cm inside the breast measured from the nipple position. Right: Slices of a CIRS multimodality breast phantom with the same amount of data, but with regular (left) and irregular (right) transducer spacing.

Figure 4: Top row: Registered native MRI in planar and transversal planes. Bottom row: USCT reflectivity slices at same positions. Left: Healthy patient. Right: 58-year-old patient with intact silicone implants (right breast).

Patient motion [23] was tracked in successive reflectivity reconstructions of full breast volumes for each aperture position. The mean distance between initial and final position was 2.2 mm (± 0.9 mm) and the average sum of all moved distances was 4.9 mm (± 1.9 mm). The tracked movement was corrected by summing successive images, which were transformed according to the detected motion.

Clinical data is shown in Fig. 4 and 5. All MRI volumes were registered to the USCT results so that direct spatial correspondence of the slices was archived [24].
Fig. 4 (left) shows native MRI slices and USCT reflectivity slices of a healthy patient to indicate the similarities of some tissue structures, Fig. 4 (right) the comparison of MRI and USCT reflectivity of a breast with an intact silicone implant. Fig. 5 shows cancer cases: for both cases registered MRI subtraction volumes are shown, indicating the tumor positions by a high content of contrast agent. The left case shows USCT reflectivity superposed with color-coded speed of sound and the right superposed with speed of sound thresholded at 1500 m/s. In both cases areas of high speed of sound in red are present at the approximately same positions as high amounts of contrast agent in the MRIs.

4 Conclusion and future work

We developed an optimized, unfocused 3D USCT with approximately isotropic 3D PSF and presented first images which demonstrate the performance of the system. We realized a sparse 3D USCT setup, resulting in homogeneous illumination, and nearly isotropic 3D PSF.

Image reconstructions with a wire and a clinical phantom confirm this: Currently, the mean FWHM in three dimensions is 0.24 mm with low dimensional and spatial deviation. The contrast of the reconstructed 3D volume of a breast phantom is very satisfactory in spite of our sparse aperture. The resolution is comparable to the high-quality MRI volume.

It seems that speed of sound is at the current state the most indicating modality for cancer. The spatial resolution of speed of sound and attenuation is currently limited by the ray based reconstruction algorithm in the range of 5 to 12 mm. Yet, this needs further evaluation. More complex reconstruction methods for transmission tomography leading to higher resolution are under development.

Patient positioning is crucial for imaging with our system. Displacements in the (transversal) x – y plane cause the illumination of the breast to vary strongly. Displacement in z (antero-posterior) direction leads to suboptimal coverage of the breast; the proximal part of the breast is then not imaged. Patient motion seems to be a minor problem; no definite movements between reconstructions of the single aperture positions could be detected. Breathing movement of the patients seems to have no effect on the images of the breast. The duration of the now improved data acquisition to 6 min per breast seemed to be acceptable for the patients. The process of breast examination with USCT was described as relatively comfortable by the patients.
Figure 5: Top row: Registered MRI subtraction slices in planar, sagittal and transversal planes. Bottom row: USCT fusion slices at same positions. Left: 64-year-old patient with a large breast cancer in the left breast. Speed of sound is color coded and superposed on the reflectivity volume. Red colors indicate high speed of sound. Right: 74-year-old patient with breast cancer in the left breast. Speed of sound is thresholded at 1500 m/s and overlaid on the reflectivity volume.

The next step in this work is to carry out a large clinical study and built a new 3D USCT system with higher contrast for reflection and position resolution for transmission tomography, shorter data acquisition time and a better access to the chest wall.
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Abstract

Mammography is not sufficiently effective for women with dense breast tissue. At least in North America and Europe, women with dense breasts appear to be at much higher risk for developing breast cancer. Consequently, many breast cancers go undetected at a treatable stage. Improved cancer detection and characterization for women with dense breast tissue is urgently needed. Our clinical study has shown that ultrasound tomography (UST) is an emerging technique that moves beyond B-mode imaging by its transmission capabilities. Transmission ultrasound provides additional tissue parameters such as sound speed, attenuation, and tissue stiffness information. For women with dense breasts, these parameters can be used to assist in detecting malignant masses within glandular or fatty tissue and differentiating malignant and benign masses. This paper focuses on the use of waveform ultrasound sound speed imaging and tissue stiffness information generated using transmission data to characterize different breast tissues and breast masses. In-vivo examples will be given to assess its effectiveness.

Keywords: Sound speed, stiffness, spiculation, BIRADS category

1 Introduction

SomoInsight was a breast screening study that used whole breast ultrasound as a supplement to mammography. It demonstrated that whole breast ultrasound plus mammography outperformed mammography alone [1], leading to the first FDA approval for ultrasound screening
for breast cancer. However, one drawback of ultrasound screening is that the call back rate increases significantly (up to a factor of 2 in case of the SomoInsight study) due to lack of efficient lesion characterization [2].

Ultrasound tomography (UST) is an emerging technique that moves beyond B-mode imaging by its transmission capabilities [3-18]. Complementary to B-mode imaging that uses pulse echo signals, transmission ultrasound takes advantage of transmitted signals to provide additional characterization by measuring tissue parameters such as sound speed (SS), attenuation and stiffness which not only can potentially improve detection of subtle suspicious masses but also can help differentiate lesions.

In this study, we are going to illustrate the ability of SoftVue’s waveform SS and stiffness image to render a variety of breast tissue and masses. We analyzed in vivo breast sound speed and tissue stiffness images to demonstrate SS and stiffness features for different breast tissues and unique signatures for a variety of breast masses. We present results from our analysis and discuss the implications of these results for clinical breast imaging.

The purpose of this study is to demonstrate the efficacy of SoftVue to characterize breast masses with SS and tissue stiffness color mapping, aiming at additional lesion characterization for possible reduction in call back rates.

2 Method

The SoftVue system utilizes a ring-shaped ultrasound transducer that acquires both backscattered signals and transmitted signals [19]. Backscattered signals are used to produce SoftVue reflection images (B-mode), while transmission signals are used to reconstruct tissue SS, attenuation and stiffness distribution. The resulting tissue stiffness images are color coded and overlaid on the reflection images. All these parameters can be used to assist characterization of breast tissue and breast masses.

Validation of SoftVue tissue stiffness images to assist breast mass characterization has been shown [2], where one anthropomorphic breast phantom was used for initial technique validation, and 11 in vivo breast masses’ stiffness images were compared with the standard elastography measurements. In this study, we focused on using SoftVue’s SS image and tissue stiffness images to help detection and characterization of breast tissue and masses. Our measuring metric for SS imaging are based on both the quantitative SS values and BI-RADS criteria (Table 1) [19]. Different mass boundary scores are sketched in Figure 1. We use stiffness imaging to addresses potential improved characterization of subtle suspicious masses. The method is illustrated in Table 2. A total of 15 in vivo breasts were imaged, representing a variety of breast lesions in patients whose breast density ranges from fatty to dense.
Int. Workshop on Medical Ultrasound Tomography for breast cancer. However, one drawback of ultrasound screening is that the call back rate increases significantly (up to a factor of 2 in case of the SomoInsight study) due to lack of efficient lesion characterization [2].

Ultrasound tomography (UST) is an emerging technique that moves beyond B-mode imaging by its transmission capabilities [3-18]. Complementary to B-mode imaging that uses pulse echo signals, transmission ultrasound takes advantage of transmitted signals to provide additional characterization by measuring tissue parameters such as sound speed (SS), attenuation and stiffness which not only can potentially improve detection of subtle suspicious masses but also can help differentiate lesions.

In this study, we are going to illustrate the ability of SoftVue's waveform SS and stiffness image to render a variety of breast tissue and masses. We analyzed in vivo breast sound speed and tissue stiffness images to demonstrate SS and stiffness features for different breast tissues and unique signatures for a variety of breast masses. We present results from our analysis and discuss the implications of these results for clinical breast imaging.

The purpose of this study is to demonstrate the efficacy of SoftVue to characterize breast masses with SS and tissue stiffness color mapping, aiming at additional lesion characterization for possible reduction in call back rates.

### Method

The SoftVue system utilizes a ring-shaped ultrasound transducer that acquires both backscattered signals and transmitted signals [19]. Backscattered signals are used to produce SoftVue reflection images (B-mode), while transmission signals are used to reconstruct tissue SS, attenuation and stiffness distribution. The resulting tissue stiffness images are color coded and overlaid on the reflection images. All these parameters can be used to assist characterization of breast tissue and breast masses.

Validation of SoftVue tissue stiffness images to assist breast mass characterization has been shown [2], where one anthropomorphic breast phantom was used for initial technique validation, and 11 in vivo breast masses' stiffness images were compared with the standard elastography measurements. In this study, we focused on using SoftVue's SS image and tissue stiffness images to help detection and characterization of breast tissue and masses. Our measuring metric for SS imaging are based on both the quantitative SS values and BI-RADS criteria (Table 1) [19]. Different mass boundary scores are sketched in Figure 1. We use stiffness imaging to address potential improved characterization of subtle suspicious masses. The method is illustrated in Table 2. A total of 15 in vivo breasts were imaged, representing a variety of breast lesions in patients whose breast density ranges from fatty to dense.

### Table 1: Quantitative SS and BI-RADS Criteria for Different Masses

<table>
<thead>
<tr>
<th>Mass/Tissue Type</th>
<th>Mass/Tissue Shape</th>
<th>Mass Margin</th>
<th>SS Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyst</td>
<td>Oval/round</td>
<td>Well circumscribed with distinct margin</td>
<td>Cyst: similar to water SS</td>
</tr>
<tr>
<td>Fibroadenoma</td>
<td>usually oval</td>
<td>Usually circumscribed</td>
<td>Fibroadenoma: similar or higher than water SS</td>
</tr>
<tr>
<td>Cancer</td>
<td>Irregular</td>
<td>Microlobulated, Indistinct, angular, spiculated</td>
<td>Cancer: Varies, usually greater than water SS and dense parenchyma.</td>
</tr>
<tr>
<td>Fat</td>
<td>Any shape</td>
<td>n/a</td>
<td>Less than water SS</td>
</tr>
</tbody>
</table>

### Table 2: SoftVue Stiffness Signatures for Different Masses

<table>
<thead>
<tr>
<th>Mass/Tissue Type</th>
<th>Possible measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyst</td>
<td>Soft (bluer than background on average)</td>
</tr>
<tr>
<td>Fibroadenoma</td>
<td>Mixed (can be stiff or soft)</td>
</tr>
<tr>
<td>Cancer</td>
<td>Stiff (redder than background on average)</td>
</tr>
<tr>
<td>Fatty Tissue</td>
<td>Soft (blueish)</td>
</tr>
<tr>
<td>Dense Parenchyma</td>
<td>Stiff (generally not as stiff/red as cancer)</td>
</tr>
</tbody>
</table>

### Figure 1: Mass boundary scores: 1-3: well to partially circumscribed; Score 4-5: irregular and spiculated, respectively.
SoftVue’s SS and color stiffness images for the selected masses were analyzed and compared to the corresponding mammogram, standard ultrasound, and/or MRI, depending on their availability. A semi-transparent overlay of the SoftVue color stiffness images on the reflection image of the same coronal slice was used to ease the identification of the region of interest.

3 Results

The above metrics were applied to 15 in vivo breast images reconstructed with the SoftVue system. Results are summarized in Table 3. All 5 cancers were characterized as stiff or moderately stiff (red) with mean SS range from 1530-1571 m/s. Four fibroadenomas showed mixed stiffness (range of colors), one was stiff. Average SS for these 5 fibroadenomas spans from 1534 m/s to 1563 m/s, which is greatly overlapping with the above cancers’ SS. All 4 cysts had mean SS from 1520 to 1534, which is very close to water bath SS.

A few examples are presented below. A highly spiculated IDC is shown at 6 o’clock in figure 2 with an average SS of 1550 m/s and is stiffer than the surrounding dense breast tissue (Figure 2d). Spiculations of this IDC are better presented in the zoom-in view (figure 2c). In standard B-mode (figure 2a), this mass shows strong shadowing, which indicates high attenuation. Figure 3 shows a dense breast slice with a well circumscribed oval shaped fibroadenoma at 10:00 o’clock. In figure 3c we can clearly see the wall of the fibroadenoma. Figure 3d shows moderate stiffness compared to adjacent dense parenchyma and an average SS of 1552 m/s. Again, standard B-model image is presented in figure 3a for reference. An extremely dense breast slice is presented in figure 4, which has a well circumscribed cyst at 1:00 o’clock with an average SS of 1528 m/s. The stiffness image in figure 4d indicates that it is soft. In all three examples, fatty breast tissue has the lowest SS among normal breast tissue and breast masses, while breast parenchyma generally has higher SS than cyst.

4 Discussion

The stiffness distribution of breast masses shows that cancers are generally stiffer compared to surrounding tissue, while cysts appear soft. Fibroadenomas can be either soft, stiff or mixed of both. This trend is consistent with properties shown in other modalities. SS values for cancers and fibroadenomas are greatly overlapping, while, as expected, cyst SS is consistently similar to water SS. The combination of SS, stiffness and mass margin values demonstrates great potential to characterize benign from malignant breast masses.

However, there are some outlier cases that suggest we need additional pathology correlations. In this study, we analyzed two outlier cases. One case has scar tissue in the breast and the other case has benign non-fibroadenoma and non-cystic findings. The scar tissue demonstrates spiculated boundary with high SS and stiffness. The benign finding in case 9 in Table
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SoftVue’s SS and color stiffness images for the selected masses were analyzed and compared to the corresponding mammogram, standard ultrasound, and/or MRI, depending on their availability. A semi-transparent overlay of the SoftVue color stiffness images on the reflection image of the same coronal slice was used to ease the identification of the region of interest.

### Results

The above metrics were applied to 15 in vivo breast images reconstructed with the SoftVue system. Results are summarized in Table 3. All 5 cancers were characterized as stiff or moderately stiff (red) with mean SS range from 1530-1571 m/s. Four fibroadenomas showed mixed stiffness (range of colors), one was stiff. Average SS for these 5 fibroadenomas spans from 1534 m/s to 1563 m/s, which is greatly overlapping with the above cancers’ SS. All 4 cysts had mean SS from 1520 to 1534, which is very close to water bath SS.

A few examples are presented below. A highly spiculated IDC is shown at 6 o’clock in figure 2 with an average SS of 1550 m/s and is stiffer than the surrounding dense breast tissue (Figure 2d). Spiculations of this IDC are better presented in the zoom-in view (figure 2c). In standard B-mode (figure 2a), this mass shows strong shadowing, which indicates high attenuation.

Figure 3 shows a dense breast slice with a well circumscribed oval shaped fibroadenoma at 10:00 o’clock. In figure 3c we can clearly see the wall of the fibroadenoma. Figure 3d shows moderate stiffness compared to adjacent dense parenchyma and an average SS of 1552 m/s. Again, standard B-model image is presented in figure 3a for reference. An extremely dense breast slice is presented in figure 4, which has a well circumscribed cyst at 1:00 o’clock with an average SS of 1528 m/s. The stiffness image in figure 4d indicates that it is soft. In all three examples, fatty breast tissue has the lowest SS among normal breast tissue and breast masses, while breast parenchyma generally has higher SS than cyst.

### Discussion

The stiffness distribution of breast masses shows that cancers are generally stiffer compared to surrounding tissue, while cysts appear soft. Fibroadenomas can be either soft, stiff or mixed of both. This trend is consistent with properties shown in other modalities. SS values for cancers and fibroadenomas are greatly overlapping, while, as expected, cyst SS is consistently similar to water SS. The combination of SS, stiffness and mass margin values demonstrates great potential to characterize benign from malignant breast masses.

However, there are some outlier cases that suggest we need additional pathology correlations. In this study, we analyzed two outlier cases. One case has scar tissue in the breast and the other case has benign non-fibroadenoma and non-cystic findings. The scar tissue demonstrates spiculated boundary with high SS and stiffness. The benign finding in case 9 in Table 2 shows well circumscribed boundary, high SS and stiffness.

SS and stiffness images for both cases are presented in figure 5a and 5b, respectively.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Breast Density</th>
<th>Lesion Pathology</th>
<th>Average Lesion Size (cm)</th>
<th>Clock position</th>
<th>Mass Margin</th>
<th>Average Lesion SS compared to water SS</th>
<th>SoftVue stiffness assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Heterogeneous</td>
<td>Cancer (ILC)</td>
<td>0.93</td>
<td>5:00</td>
<td>5</td>
<td>greater</td>
<td>Stiff</td>
</tr>
<tr>
<td>2</td>
<td>Scattered</td>
<td>Cancer (IDC)</td>
<td>3.0</td>
<td>11:00</td>
<td>4</td>
<td>greater</td>
<td>Stiff</td>
</tr>
<tr>
<td>3</td>
<td>Dense</td>
<td>Cancer (IDC)</td>
<td>2</td>
<td>3:00</td>
<td>4</td>
<td>greater</td>
<td>Moderately Stiff</td>
</tr>
<tr>
<td>4</td>
<td>Heterogeneous</td>
<td>Cancer (IDC)</td>
<td>1.23</td>
<td>6:00</td>
<td>5</td>
<td>greater</td>
<td>Stiff</td>
</tr>
<tr>
<td>5</td>
<td>fatty</td>
<td>Cancer (DCIS)</td>
<td>11:00</td>
<td>4</td>
<td></td>
<td>Moderately greater</td>
<td>Stiff</td>
</tr>
<tr>
<td>6</td>
<td>Scattered</td>
<td>Fibroadenomas</td>
<td>0.97, 1.38</td>
<td>4:00, 11:00</td>
<td>2, 1</td>
<td>Greater, moderately greater</td>
<td>Mixed, Stiff</td>
</tr>
<tr>
<td>7</td>
<td>Dense</td>
<td>Fibroadenoma</td>
<td>1.89</td>
<td>10:00</td>
<td>1</td>
<td>greater</td>
<td>Mixed</td>
</tr>
<tr>
<td>8</td>
<td>Heterogeneous</td>
<td>Scar</td>
<td></td>
<td>4:00</td>
<td>5</td>
<td>greater</td>
<td>Stiff</td>
</tr>
<tr>
<td>9</td>
<td>Heterogeneous</td>
<td>Solid Benign Mass</td>
<td>12:00</td>
<td>2</td>
<td></td>
<td>greater</td>
<td>Stiff</td>
</tr>
<tr>
<td>10</td>
<td>Dense</td>
<td>Fibroadenoma</td>
<td>2.19</td>
<td>3:00</td>
<td>2</td>
<td>moderately greater</td>
<td>Mixed</td>
</tr>
<tr>
<td>11</td>
<td>Dense</td>
<td>Fibroadenoma</td>
<td>6:00</td>
<td>2</td>
<td></td>
<td>greater</td>
<td>Mixed</td>
</tr>
<tr>
<td>12</td>
<td>Dense</td>
<td>Cyst</td>
<td></td>
<td>10:00</td>
<td>2</td>
<td>similar</td>
<td>soft</td>
</tr>
<tr>
<td>13</td>
<td>Extremely dense</td>
<td>Cyst</td>
<td></td>
<td>1:00</td>
<td>2</td>
<td>similar</td>
<td>Soft</td>
</tr>
<tr>
<td>14</td>
<td>Heterogeneous</td>
<td>Cyst</td>
<td>1.66, 1.53</td>
<td>6:00, 9:00</td>
<td>2, 3</td>
<td>similar, slightly greater</td>
<td>Moderately soft</td>
</tr>
<tr>
<td>15</td>
<td>Heterogeneous</td>
<td>Cyst</td>
<td>3.7</td>
<td>8:00</td>
<td>2</td>
<td>similar</td>
<td>Soft</td>
</tr>
</tbody>
</table>

Table 3: Summary table for all 15 cases
5 Conclusions

Our in vivo analyses show that, in addition to standard reflection ultrasound and margin-boundary considerations, combinations of SS and tissue stiffness information provide unique metrics to assist detection and characterization of different breast tissue and masses.

We have established detection/diagnosis metrics for waveform breast SS and through-transmission rendered tissue stiffness. A few examples demonstrate that a combination of SS and tissue stiffness has great potential to assist detection and characterization of different breast tissues and breast masses.

Figure 2: Coronal slice with an IDC at 6:00 o’clock (red arrows). (a) Standard B-mode image for the IDC; (b) SoftVue SS image; (c) Zoomed-in SS view for the IDC; (d) Corresponding color-coded tissue stiffness overlay on reflection image (from blue to red color ~ soft to stiff).
Conclusions

Our in vivo analyses show that, in addition to standard reflection ultrasound and margin-boundary considerations, combinations of SS and tissue stiffness information provide unique metrics to assist detection and characterization of different breast tissue and masses.

We have established detection/diagnosis metrics for waveform breast SS and through-transmission rendered tissue stiffness. A few examples demonstrate that a combination of SS and tissue stiffness has great potential to assist detection and characterization of different breast tissues and breast masses.

Figure 2: Coronal slice with an IDC at 6:00 o’clock (red arrows). (a) Standard B-mode image for the IDC; (b) SoftVue SS image; (c) Zoomed-in SS view for the IDC; (d) Corresponding color-coded tissue stiffness overlay on reflection image.

Figure 3: Coronal slice with a fibroadenoma at 10:00 o’clock (red arrows). (a) Standard B-mode image for the fibroadenoma; (b) SoftVue SS image; (c) Zoomed-in SS view for the fibroadenoma; (d) Corresponding color-coded tissue stiffness overlay on reflection image.
Figure 4: Coronal slice with a cyst at 1:00 o’clock (red arrows). (a) Standard B-mode image for the cyst; (b) SoftVue SS image; (c) Zoomed-in SS view for the cyst; (d) Corresponding color-coded tissue stiffness information overlay on reflection image.
Figure 4: Coronal slice with a cyst at 1:00 o'clock (red arrows). (a) Standard B-mode image for the cyst; (b) SoftVue SS image; (c) Zoomed-in SS view for the cyst; (d) Corresponding color-coded tissue stiffness information overlay on reflection image.

Figure 5: (a) Scar tissue. Left: SS; Right: Stiffness. (b) Benign finding – probable inspissated cyst. Left: SS; Right: Stiffness. (Red arrows indicate masses).
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Abstract

As first USCT systems are approaching clinical application, it is an essential task to prepare the reconstructed images for intuitive diagnosis and conform to clinical standards. We describe our post-processing workflow consisting of automated breast segmentation, image fusion, DICOM export and the methods to transfer images to the clinic. The segmentation was tested with 14 images resulting in an average surface deviation of 2.7 mm from semi-automatically segmented images. Modalities were fused applying empiric thresholds for sound speed and attenuation. The exported DICOM files were checked for consistency and tested with open source and commercial DICOM viewers. A teleradiology connection to University Medicine Mannheim was established based on the DICOM e-mail concept. We consider segmentation and image fusion as essential steps for intuitive diagnosis. Using medical standards like DICOM and PACS allows convenient integration into clinical workflows.
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1 Introduction

First Ultrasound tomography (USCT) systems are approaching clinical application, e.g. [1, 2]. At Karlsruhe Institute of Technology (KIT) we are developing the world’s first full 3D USCT systems, which we are currently testing in clinical trials [3]. Bridging the gap from a purely research system to a clinically applicable system, not only requires the system aspects like fast data acquisition and fast image reconstruction, but also the clinical workflow related aspects in order to prepare the images for intuitive diagnosis, to conform with clinical standards and to seamlessly integrate the new modality into the clinical workflow.
In this paper we describe our post-processing workflow (Figure 1) for USCT images which consists of the following processing steps:

1. Automated segmentation of the breast from the background in order to remove the water background and artifacts outside the breast like aperture reflections.
2. Fusion of the three imaging modalities (reflectivity, sound speed, attenuation) to enable intuitive diagnosis at a glance.
3. Export of the image data into DICOM format to conform with clinical standards.
4. Transfer of image data to the clinic.

2 Methods

2.1 KIT 3D USCT

The KIT 3D USCT consists of a semi-ellipsoidal aperture with a diameter of 26 cm and a depth of 16 cm. The surface of the aperture is equipped with 628 dedicated ultrasound emitters and 1413 receivers which are grouped into 157 transducer array systems (TAS). Approximately spherical waves are emitted by a single ultrasound transducer at a center frequency of 2.5 MHz (approximately 50% bandwidth) while all other receivers acquire the reflected and transmitted signals. Repeating the measurement process for all sender-receiver-combinations results in approximately 890,000 signals, so-called Amplitdue scans (A-scans). Rotational and translational motion of the aperture create further virtual transducer positions to increase the amount of A-scans further. Approximately 10 million A-scans are currently acquired during patient imaging in our clinical studies for one breast volume. From the acquired signal data, transmission volumes are reconstructed using a ray-based algebraic reconstruction technique (ART) [4, 5] and reflection images are reconstructed using Synthetic Aperture Focusing Technique (SAFT) [3].
2.2 Breast segmentation

Though huge datasets with up to 10 million A-scans and 40GB raw data per breast are acquired, the aperture is still sparse. Due to the sparseness, reflection images typically suffer from grating lobe artifacts, i.e. the water surrounding the breast is not imaged as homogeneous background. For diagnosis and further processing like image registration, volume measurement, etc., segmentation of the breast from the background is essential.

The segmentation problem to be solved is the detection of the breast edge, which appears bright in the reflectivity images due to the change in acoustical impedance between water and skin. We developed an automated breast segmentation [6] based on three-dimensional active contours.

Active contours can be described as an energy minimization problem (equation 1) according to Kass et al. [7] as follows:

\[ E(t_k) = w_{int} \int_0^1 E_{int}(x(s,t_k)) ds + w_{ext} \int_0^1 E_{ext}(x(s,t_k)) \rightarrow \min \]  

(1)

where \( x(s,t_k) \) describes a parametric curve depending on the spatial parameter \( s \) and time point \( t_k \), and \( w_{int} \) respectively \( w_{ext} \) represent weighting factors for the internal energy \( E_{int} \) and the external energy \( E_{ext} \). The internal energy describes the smoothness of the parametric curve’s geometric shape by introducing an inner tension using the first and second order derivatives. The external energy estimates the proximity of the parametric curve to edges in the image by computing the image gradient at the position of the parametric curve. The minimization problem is tackled by an iterative deformation of the parametric curve based on an Euler-Lagrange modeling [6].

In our formulation we use gradient vector flow (GVF) [8] for computation of the external energy in order to enhance the capture range of contours in the images. As SAFT images depict changes in the impedance we expect high image intensity values at the boundary of the breast, which the method should detect. Consequently we code the intensity information as additional external energy term. Moreover, the 3D USCT aperture characteristics cause a spatially varying contrast of tissue boundaries compared to the water background. Therefore an additional weighting factor is introduced, which depends on the spatial position of the parametric curve. It is determined by the region of interest (ROI) of the 3D USCT, which was previously defined and optimized to produce the optimal illumination, contrast and resolution [9]. The semi-ellipsoidal ROI of the current 3D USCT prototype has dimensions of \( 10 \times 10 \times 10 \) cm. The ROI is modeled by a representation of the ROI in a Gaussian filtered image, which additionally delivers weights on the external force for the parametric curve.

The initial parametric curve has a major influence on the active contour algorithm. For 3D USCT the initial parametric curve is discretized to a three dimensional surface polygon mesh.
Each surface node is generated by a ray based approach as depicted in Figure 2. Image intensities along a ray $\vec{r}$ with elevation angle $\theta$ and azimuth angle $\phi$ and starting at the center of the USCT (red arrow in Figure 2 left) are interpolated from the volume image. Assuming an approximately hemispherical breast shape, the ray thereby intersects the breast boundary approximately normal to the surface. Furthermore assuming that there are no major scattering objects outside the breast, the breast surface is estimated by determining the outermost intensity peak along the ray using a threshold (Figure 2 right). The threshold is chosen by the average intensity of the water background $I_{water}$ multiplied with an empirical factor $s$, which is iteratively decreased from $s = 1.5$ until an intensity value along the ray ($I_{ray}$) is above the threshold $t$, i.e. $I_{ray} > t$ with $t = I_{water} \cdot s$. The final initial parametric curve is then generated using a polynomial fit to remove outliers from the threshold based surface detection. The purpose is to provide a good first estimate of the position, size and the rough shape of the breast.

The initial parametric curve is iteratively deformed. The iterative process is stopped at a maximum number of iterations, or if the average motion of the parametric curve is smaller than a given tolerance level. The final contour is then used to create a binary segmentation mask which is zero for voxels outside the closed contour. By multiplying the binary segmentation mask voxel-wise with the reconstructed images, the water background can be removed in all three modalities (sound speed, attenuation, reflectivity) as they are imaged in one data acquisition step.

2.3 Image fusion

To facilitate diagnosis we apply an image fusion in order to combine the diagnostic information from all modalities in a single image. The basic idea is to combine high resolution reflectivity images with the quantitative sound speed and attenuation maps. We perform the fusion of two images (sound speed and reflectivity, attenuation and reflectivity) as well as the fusion of all
Each surface node is generated by a ray based approach as depicted in Figure 2. Images iteratively decreased from $s_i$ images (sound speed and reflectivity, attenuation and reflectivity) as well as the fusion of all images with the quantitative sound speed and attenuation maps. We perform the fusion of two from all modalities in a single image. The basic idea is to combine high resolution reflectivity to facilitate diagnosis we apply an image fusion in order to combine the diagnostic information.

2.3 Image fusion

Figure 2: Ray-based detection of the breast surface for initialization of the active contour approach: Along a ray $\vec{r}$ with elevation angle $\theta$ and azimuth angle $\phi$ the intensity $I_{ray}$ is defined by the average intensity of the background, is detected. From the center of the USCT aperture intensities are interpolated, resulting in an intensity against radius plot $I_{ray}(r)$ until an intensity value along the ray $(I_{ray} > t)$ is above a threshold, which is zero for voxels outside the closed contour. By multiplying the binary segmentation mask voxel-wise with the reconstructed images, the water background can be removed in all objects outside the breast, the breast surface is estimated by determining the outermost approximated hemispherical breast shape, the ray thereby intersects the breast boundary approximately normal to the surface. Furthermore assuming that there are no major scatterers in the region of interest, the USCT aperture is approximated by a cylinder, i.e. the ray thereby intersects the breast boundary approximately normal to the surface. The initial parametric curve is iteratively deformed. The iterative process is stopped at a maximum number of iterations, or if the average motion of the parametric curve is smaller than a given tolerance level. The final contour is then used to create a binary segmentation mask voxel.

To combine all three modalities, several approaches have been proposed, e.g. [10, 11]. Based on our empiric experience with collaborating radiologists we decided to adapt the image fusion developed by Ranger et al. [10]. In this method the reflectivity is rendered as gray scale background. An empiric window of sound speed values is used to mask areas with fibroglandular structures and render them overlaid as a cloud like white structure on the reflectivity background. We adapted the method by weighting the opacity of the overlay with the actual sound speed value, i.e. higher sound speeds in the fibroglandular sound speed value window are rendered with less transparency than low sound speed values. Furthermore the method uses a second threshold for the sound speed and a threshold for the attenuation map to mask out a lesion. The attenuation threshold serves as basis to distinguish a benign from a malignant mass. Areas with high sound speeds and high attenuation are therefore rendered as red overlay on the reflectivity background to mark malign lesions, while areas with high sound speed and low attenuation are rendered in yellow to mark benign lesions (Figure 3).

We adapted the thresholds of this method empirically: A sound speed window 1480 m/s to 1560 m/s is used to mask the area of fibroglandular tissue, areas with sound speeds higher than 1560 m/s and attenuation higher than 0.1 dB/cm are considered as malign masses, areas with sound speed higher than 1560 m/s and attenuation lower than 0.1 dB/cm are considered as benign masses.
2.4 Export to DICOM

All segmented and fused images are thereafter exported into the DICOM format, which is a standard for storing and transmitting medical images [12]. DICOM provides a container format which encapsulates the image data together with metadata in a single file. The so-called header holds information about the patient, the image acquisition and image reconstruction. In the KIT 3D USCT case we automatically create the DICOM header by extracting metadata from the data acquisition process (e.g. acquisition date and time, patient position) and the image reconstruction process (e.g. pixel spacing, modality type, windowing levels). The volume dataset is split into slices according to a user selected slicing direction (coronal, transversal, sagittal). Each slice is exported to a single DICOM file without data compression. In case of fused images, the photometric interpretation header tag is set to RGB and the RGB values are exported accordingly.

DICOM uses Information Object Definitions (IOD) to define a standard set of header tags required for certain imaging modalities to conform with the standard. As currently no IOD for USCT images is defined in the DICOM standard, we apply the CT IOD and fill header tags with pseudo values if needed.

The DICOM files are created using the MATLAB image processing toolbox. To evaluate the conformity with the DICOM standard, the exported files are checked with the DICOM validator software “deiodvfy” by D.A. Clunie [13]. Visual inspection of the images is carried out using the DICOM viewer RadiAnt [14].

2.5 Data transfer to the clinic

As the image reconstruction for our 3D USCT prototype is in our current clinical study performed on a multi-GPU system at KIT, resulting images need to be transferred to the clinic in order to evaluate the diagnostic information in a concordance study in comparison to MRI. For this purpose we apply the established teleradiology transfer of the clinic. For our current clinical study, the transfer method is based on DICOM e-mails [15]. The architecture of the data exchange infrastructure is depicted in Figure 4. v

After DICOM export the files are automatically send to a local Picture Archiving and Communication System (PACS) using the DICOM Toolkit (DCMTK). We use an installation of the public domain Conquest DICOM software [17] as PACS. From the PACS a data transfer can be triggered. On transfer request the DKON3 software provided by University Medicine Mannheim encrypts the DICOM files using Pretty Good Privacy (PGP), attaches them to an e-mail and sends the e-mail via a mail server to the destination mail server [15]. On the receiver site the e-mail attachments are decrypted and images are sent to the clinic PACS, from which they can be accessed from DICOM viewer workstations.
The breast segmentation was tested with 14 images from 9 patients. Images were reconstructed with an isotropic pixel resolution of \((0.74 \text{ mm})^3\). A semi-automated segmentation based on edge detection, manual corrections and three-dimensional surface fitting as described in our earlier publication [18] served as ground truth for evaluation. The deviation of both segmented breast surfaces was determined by calculating the mean three-dimensional Euclidean distance of the surface nodes of the active contour to the closest surface voxels of the semi-automated segmentation and vice versa. Both measurements were averaged to get the final deviation metric. Applying our model-based initialization and the traditional active contour approach with GVF but without including USCT aperture characteristics, the average of mean surface distance was 3.2 mm (standard deviation ±1.3 mm). By including the USCT aperture characteristics the average of mean surface distances was 2.7 mm (±1.1 mm). These experiments were conducted with a constant initial parameter set.
Figure 5: Segmentation result of a patient volume. The blue outline shows the semi-automated segmentation which serves as ground truth for evaluation, the red outline shows the result of the fully automated segmentation. Top images: patient volume reconstructed from signals at ten aperture positions with an average surface deviation of 0.9 mm. Bottom images: patient volume reconstructed from signal at four aperture positions with an average surface deviation of 1.5 mm.
Figures 5 shows segmentation results with patient data. The largest segmentation errors could be observed close to the top of the USCT aperture (Figure 5, top in each image on the left), where the contrast of the breast against the background is decreased significantly due to the aperture geometry. It appeared that varying the threshold for the contour initialization had a major influence on the results. To demonstrate the influence, we changed the threshold parameter once to a different empiric constant for all datasets and manually selected for each dataset the more accurate segmentation. Thereby the average surface distance further decreased to $2.2\, \text{mm}$ ($\pm 1.3\, \text{mm}$).

After image fusion with the method described above (Figure 6), the images of our first clinical study with 10 patients were successfully exported to DICOM. The DICOM validation successfully tested the header attributes against the requirements of the IOD, the encoding of data elements, the data element value representation against the DICOM data dictionary and the consistency of attributes.

The PACS installation was tested successfully by automatically transferring the exported DICOM files via DCMTK. The PACS currently holds the anonymized image data of the 10 patients imaged in our first clinical study as well as image data of phantoms imaged with KIT 3D USCT. It is constantly growing by adding the image data of our ongoing second clinical study. The PACS can be accessed at KIT with any DICOM viewer after obtaining appropriate authorization. A visual representation of an exemplary DICOM viewer connected to the local PACS system is given in Figure 7. The images are correctly represented and can be viewed side-by-side with according MRI images. The dialog in Figure 7 (right) shows the attached metadata in the DICOM header.

A teleradiology connection to University Medicine Mannheim was established based on the DICOM e-mail concept and successfully tested by transferring images from KIT to the University Medicine Mannheim and vice versa.
4 Discussion and conclusion

We successfully established a fully automated post-processing workflow to bring 3D USCT closer to clinical application. We consider segmentation and image fusion as an essential steps for intuitive diagnosis which is focused to the most relevant clinical information.

The accuracy achieved with our fully automated segmentation is comparable to a semi-automated segmentation with an average surface deviation of 2.7 mm. Based on the successful application to patient data we believe that the segmentation is robust against clinical variability of the imaging process and different anatomies of the breast. To proof this we are planning to extend the evaluation to a larger patient cohort, which will be recruited during our ongoing clinical study.

Using medical standards like DICOM and PACS will allow an easy integration into clinical workflows. By applying the validation software we ensure that the exported DICOM files follow the DICOM standard as close as possible. Yet due to the lack of an appropriate IOD, some header tags have to be filled with pseudo values. This might cause confusion with some DICOM viewer software if the DICOM header is not properly interpreted. In future we propose to extend the DICOM standard by a dedicated IOD fulfilling the metadata requirements of USCT.

In conclusion we believe that the presented work provides essential steps to integrate USCT into clinical workflows, and to establish the imaging method for clinical applicability.
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Abstract

Ultrasound tomography generates several different imaging stacks. This includes reflection, sound speed, and attenuation images. The images visualize different acoustic parameters which are useful for assessing different types of breast diseases or tissues. Typically, a radiologist views the images to determine a diagnosis for a patient. However, a learning algorithm can be trained to predict diagnoses based on the features contained within the image. Thus, we present a method to extract features from an ultrasound tomography image and label them. The extracted features with the associated label of benign or malignant are fed to a machine learning algorithm which trains a classifier model (the agent). Extracted features from an unlabeled image are then labeled according to the agent. In particular, the differences in tissue acoustic parameters and lesion heterogeneity within the tumor and its surrounding peritumoral region have great diagnostic potential. Ultimately, a radiologist has to work quickly, thus we will also demonstrate that machine learning tools can be used quickly on clinically relevant time scales.

Keywords: Ultrasound Tomography, Radiomics, Machine Learning, Supervised Learning, Feature Extraction

1 Introduction

Breast cancer is one of the leading causes of cancer mortality among women [1, 2]. Early detection of breast disease can lead to a reduction in the mortality rate [3]. However, problems exist with the sensitivity and specificity of mammography which is the current gold standard for breast cancer screening [4]. These problems are substantial within the subset of young women with dense breasts who are at an increased risk for cancer development [5]. Conventional
hand-held ultrasound (HHUS) has proven to be a valuable adjunct to mammography [6, 7, 8]. HHUS aids in the detection of cancers in dense breasts and helps differentiate between malignant and benign masses by qualitatively assessing lesion morphology and thus increasing the specificity of diagnostic breast imaging. This leads to reduced anxiety, stress, and physical trauma associated with the biopsy procedure. Problems also exist for HHUS. It is highly operator dependent and difficulties exist for the reproducibility of examinations. It typically only utilizes the basic principles of pulse-echo reflection sonography which cannot use the information contained within the transmitted ultrasound (US) signal. The added cost to the healthcare system as a result of false-positives is also a problem [9, 10].

Ultrasound tomography (UST) might provide a remedy to the deficiencies of HHUS and mammography. Many research groups have investigated the use of reflection and transmission UST [11, 12, 13, 14, 15, 16, 17, 18]. In contrast to mammography, UST does not use ionizing radiation or compression. When compared to HHUS, UST is considerably less operator dependent, has more reproducibility of the data acquisition process, and can utilize both reflection and transmission information. UST can utilize reflection signals to create tomographic B-mode images of the breast [19]. The transmitted portion of an US signal contains information about the sound speed and attenuation properties of the insonified medium [20, 21, 22, 23, 24, 25]. These properties can aid in the differentiation of fat, fibroglandular tissues, benign masses, and malignant cancer [20, 21, 22, 23, 24, 25, 26, 27, 28, 29]. The UST device used for this study and its ring array has been described in our previous work [30, 31].

The goal of developing a UST device is for its eventual application in a clinical setting. There, a radiologist will review the images of a scanned patient and make a diagnosis based on what is seen. In particular, radiologists use their experience and training to make a decision on the presence of any focal imaging abnormality. However, their decision are not always correct, and a possible method to boost their classification ability could utilize radiomic features and classification using supervised machine learning techniques [32, 33, 34, 35, 36, 37, 38, 39, 40]. We will focus on assessing breast tissue acoustic parameters and heterogeneity of a breast mass while comparing its tumoral and peritumoral (i.e. surrounding a tumor) regions. For example, in Figure 1, we see an example of the visualization of an invasive ductal carcinoma breast cancer using UST sound speed, reflection, and attenuation images. A magnification of the region surrounding the tumor at 11 o’clock helps define its irregular margins and spiculation. Note the differences in the acoustic parameters and tissue heterogeneity between the tumoral and peritumoral areas. The goal of this paper is to use machine learning techniques to properly classify lesions as benign or malignant based on the differences between these areas. Doing so could improve the classification ability of experienced radiologists as well as boosting novice radiologists so that they perform with increased ability.

In the following sections, we will outline the machine learning method which includes dataset generation for the tumor/peritumoral regions, feature extraction, feature selection, supervised learning, and evaluation metrics. We will show how using different features subsets which correspond to methods which can or can not be done on clinically relevant time scales affect the classification accuracy. We will conclude with our conclusions on the efficacy of the method and future work.
2 Materials and Method

Tissue characterization of UST images using machine learning techniques requires a series of steps. First, a data set of images must be created which contain examples of different types of tissues and masses. A trained radiologist must then locate and segment the tissue of interest by generating a binary region-of-interest (ROI) mask. Features are then extracted from the ROI. Using feature selection techniques, the most relevant features are then fed to a machine learning classifier model. The trained algorithm can then be fed features from an unknown tissue sample to predict a label for the sample.

2.1 Region of Interest Generation

ROIs are identified within each image which encapsulate a particular tissue or mass. ROI creation is demonstrated in Figure 2. An example of a sound speed image with a well-
circumscribed bilobed fibroadenoma in the peripheral 8:00 position is seen in Figure 2a. A mask is drawn around the mass (Figure 2a) to generate a binary mask as seen in Figures 2b and 2c. The ROI can be expanded to assess features within the surroundings peritumoral region as shown in Figures 2d and 2e. Note, that instead of using a detailed ROI as shown in Figure 2, an elliptical ROI encompassing the lesion could also be created or morphed from the original ROI. For the purposes of this study, we used a data set containing 161 (93 benign and 68 malignant) samples of lesions which includes 38 cysts, 55 fibroadenomas, and 68 cancers.

![Region-of-Interest (ROI) creation. (a) Sound speed image with a well-circumscribed bilobed fibroadenoma in the peripheral 8:00 position; (b) ROI; (c) Magnification of ROI; (d) ROI with small a peritumoral region. (e) ROI with a larger peritumoral region.](image)

**Figure 2**: Region-of-Interest (ROI) creation. (a) Sound speed image with a well-circumscribed bilobed fibroadenoma in the peripheral 8:00 position; (b) ROI; (c) Magnification of ROI; (d) ROI with small a peritumoral region. (e) ROI with a larger peritumoral region.

### 2.2 Feature Extraction

Once an ROI is generated, it can be applied to the various imaging modalities to extract features [41]. Some examples of features include various order statistic assessments of the acoustic parameters or assessments of the texture of the tissue. This includes order statistics such as mean, standard deviation, skewness, etc. Quantitative morphological information can also be obtained from the tumor ROI. Texture metrics include 1st order histogram statistics, 2nd order Gray Level Co-Occurrence Matrix (GLCM) features, as well higher order methods such
Figure 2: Region-of-Interest (ROI) creation. (a) Sound speed image with a well-circumscribed bilobed fibroadenoma in the peripheral 8:00 position; (b) ROI; (c) Magnification of ROI; (d) ROI with small a peritumoral region. (e) ROI with a larger peritumoral region.

2.2 Feature Extraction

Once an ROI is generated, it can be applied to the various imaging modalities to extract features [41]. Some examples of features include various order statistic assessments of the acoustic parameters or assessments of the texture of the tissue. This includes order statistics such as mean, standard deviation, skewness, etc. Quantitative morphological information can also be obtained from the tumor ROI. Texture metrics include 1st order histogram statistics, 2nd order Gray Level Co-Occurrence Matrix (GLCM) features, as well higher order methods such as texture maps. An example of some of Law’s texture maps are seen in Figure 3. Additional features can be extracted from permutations of how the images were contrasted, the differences between the features within the tumor and peritumoral regions, and the imaging type.

In addition to the features that are extracted from the images, a radiologist could also provide a score that assesses the degree of malignancy. This is crucial as all a priori information that can be provided boosts the classification accuracy of a machine learning algorithm [42]. Thus, we have created our own single BI-RADS-like criterion which assesses the degree of heterogeneity in tumor morphology. This score, called the Mass Boundary (MB) score rates a
tumor on a scale of 1 to 5. A low value reflects a well circumscribed lesion with well-defined margins while a higher score reflects an irregular or spiculated lesion with ill-defined margins extending into the peritumoral region. An example of this is seen in Figure 4. If greater than 2/3 of the lesion is circumscribed, then a score of 1 is given. If this perimeter is between 1/3 and 2/3, a score of 2 is given. If less than 1/3 of the lesion is circumscribed, then a score of 3 is given. If the lesion is quite irregular, a score of 4 is given. Likewise, if distinct speculations are seen, a score of 5 is given. Therefore, the MB score differs somewhat from an overall BI-RADs score in that the MB score classifies only the tumor/peritumoral morphology and is not meant to convey clinical decision of 12-month follow-up (BI-RADs 1 and 2), 6-month follow-up (BI-RADs 3), or recommendation for biopsy (BI-RADs 4 and 5). Indeed, the MB score likely represents a smoother transition of cancer probability rather than the sharp inflection in probability from <2% with BI-RADs 3 to approximately 10-50% with BI-RADs 4.

2.3 Feature Selection

Given that multiple imaging modalities are used, that we use both the tumor and peritumoral regions, the various contrast choices that can be made, and other permutations, the number of features we obtain quickly explodes to be much greater than the number of patient samples we have. In order to mitigate this dimensionality curse, we must prune the number of features [43]. Some methods to accomplish this include simulated annealing, genetic algorithms, forward selection, backward elimination, and decision tree pruning. We used decision tree pruning to reduce the dimensionality of the hypothesis space. Subsets of features were fed to a decision tree classifier. The top nodes of the trees were aggregated. This allowed reduction in the number of features while keeping features with the greatest information gain.

To demonstrate that machine learning techniques can be used on clinically relevant time scales, we partitioned our features into subcategories. These categories include all acoustic parameter and textural features obtained using a detailed hand-drawn ROI (R), the same features but with a coarse elliptical ROI (RE), quantitative morphological features obtained from the detailed hand-drawn ROI (M), and the mass boundary (MB) score.
2.4 Supervised Learning

Given a vector of features $\vec{x}$ and a label $y$, the goal of supervised machine learning is to train a classifier model $f$ such that $f(\vec{x}) = y$. In particular, the function $f$ is taught to predict labels by being fed a training set $S$ of features and labels: $S = \{(\vec{x}_1, y_1), (\vec{x}_2, y_2), \ldots, (\vec{x}_N, y_N)\}$. In this manner, the classifier model $f$ does the best job it can on obtaining the proper label. However, the classifier model can be overfitted such that it gives the proper label for each sample. Thus, a true test of the ability of a classifier model to generalize a data set would lie on its performance on a testing data set.

We tested several classifier models including decision trees, nearest neighbor classifiers, neural networks, support vector machines, and boosted decision stumps [44, 45, 46, 47, 48, 49, 50]. Hyperparameter training was done across reasonable parameters until the greatest classification accuracy was obtained. We evaluated both the Weka and scikit-learn machine learning libraries [51, 52].

2.5 Evaluation Metrics

The efficacy of our feature extraction and machine learning method was evaluated by using the sensitivity (SEN), specificity (SPF), and positive predictive value (PPV) of our classifiers. Note that these definitions of SEN, SPF, and PPV are not what they might typically mean for detecting lesions in medical images. Instead, the radiologist has already found the lesion and contoured it. It is the job of the classifier to label the region as benign or malignant. The classifier’s SEN, SPF, and PPV thus reflects the ability to properly label the region as benign or malignant. To reduce over-fitting and have a classifier model which generalizes well, it is important to test the classifier on a separate testing set. However, for our testing, the data was not explicitly partitioned into a training and testing set. Instead, a stratified shuffle split cross-validation approach was used. Also, we do not cite the raw SEN, SPF, and PPV values. Instead, we cite the improvement over randomly guessing the classification to better estimate eventual clinical utility.

3 Results

In this section, we will show improvements in SEN, SPF, and PPV over random guessing when using certain subsets of features. The results are seen in Table 1.
Table 1: The improvements in sensitivity (SEN), specificity (SPF), and positive predictive value (PPV) over random guessing when using certain categories of features. See Section 2.3 for the definitions of R, RE, M, and MB.

<table>
<thead>
<tr>
<th>Feature Category</th>
<th>SEN</th>
<th>SPF</th>
<th>PPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>27.9%</td>
<td>25.1%</td>
<td>34.8%</td>
</tr>
<tr>
<td>RE</td>
<td>23.6%</td>
<td>20.8%</td>
<td>29.4%</td>
</tr>
<tr>
<td>R + M</td>
<td>31.0%</td>
<td>28.3%</td>
<td>38.9%</td>
</tr>
<tr>
<td>R + MB</td>
<td>35.4%</td>
<td>38.0%</td>
<td>51.5%</td>
</tr>
<tr>
<td>RE + MB</td>
<td>32.5%</td>
<td>39.1%</td>
<td>52.9%</td>
</tr>
</tbody>
</table>

4 Discussion and Conclusions

From Table 1, it is seen that using only acoustic parameters and textural information from the UST images generates better classification accuracy over random guessing. This is true when using either the detailed ROI (R) or the elliptical ROI (RE). However, the detailed ROI provides better improvements compared to the elliptical ROI. In addition, if we use a detailed ROI in conjunction with quantitative morphological information obtained from the ROI (R + M), then the classification accuracy improves with respect to not using the morphological information (R). If instead of the quantitative information, we insert additional information from the radiologists in the form of the MB score, the classification accuracy improves further (R + MB). However, since the radiologists assessment of the MB score is such a highly filtering feature, we obtain similar classification accuracy if using an elliptical ROI (RE + MB). Thus, the performance of the detailed ROI and elliptical ROI is comparable (R + MB vs. RE + MB). Since we see vast improvements in classification accuracy over random guessing, we would surmise that machine learning tools will allow a radiologist to boost their ability to assess lesion malignancy. Since the elliptical ROI in conjunction with the MB score performs just as well as the detailed ROI, a radiologist should be able to use machine learning tools on clinically relevant time scales where every click or movement of a mouse is aggregated in terms of clinical cost.

For our future work, we will incorporate a much larger patient data pool. This should improve the classification accuracy which can be seen by developing learning curves from toy datasets such as those available on the UCI repository [53]. When developing learning curves, one uses increasing fractions of the total data to develop their classifier models. It is typically seen for many problems that the classification accuracy improves as we incorporate more training samples. However, it does eventually saturate. Based on the sample size used in this paper, we should be far away from this saturation point.
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Abstract

To evaluate the diagnostic value of Ultrasound Computer Tomography (USCT), the imaging results have to be correlated with conventional breast imaging techniques. This is challenging due to different patient positioning in the modalities with nonlinear deformations of the breast tissue. We have developed a patient-specific image registration method, which simulates different breast positionings in both X-ray mammography and Magnetic Resonance Imaging (MRI) through biomechanical modelling. An average registration error below 5 and 17 mm for MRI to USCT and USCT to mammography registration, respectively, allowed us to evaluate the diagnostic performance of USCT. It was shown that regions of high sound speed corresponded well with the tumour position indicated from the MRI contrast kinetic map. Moreover, the quantitative analysis of sound speed and attenuation values with respect to the segmented mammograms revealed that sound speed gives a better distinction between breast tissue, whereas their combined information further improves the classification. Although the results are based on a preliminary study, the promising outcome points that the registration could assist radiologists in comparing the USCT with both MRI and X-ray mammography.

Keywords: Breast image registration, Ultrasound computer tomography, X-ray mammography, Magnetic resonance imaging, Multimodal diagnosis

1 Introduction

3D Ultrasound Computer Tomography (USCT) is a promising imaging method for breast cancer diagnosis that is currently undergoing first evaluations in clinical trials [1, 2, 3]. The method aims to provide high resolution 3D images of the undeformed breast by using ultrasonic waves,
thereby enabling patient-friendly conditions. For image acquisition, more than two thousands ultrasound transducers surround the breast in a water bath. The transducers emit unfocussed ultrasound waves and record the reflected and transmitted signals that are generated upon interaction of the wave with the breast tissue. A single image acquisition allows the reconstruction of three tissue characteristics: reflectivity, sound speed and attenuation. While reflectivity images visualize the tissue boundaries, sound speed and attenuation images provide quantitative tissue characterization [4].

In the current development state, it is essential to correlate USCT images to conventional imaging modalities to evaluate its diagnostic value and further improve the data acquisition and image reconstruction process. Besides the screening modality X-ray mammography, magnetic resonance imaging (MRI) is frequently used for early breast cancer diagnosis. To directly compare USCT with both modalities, the challenge is to overcome the substantial differences in patient positioning and breast deformation in order to provide a spatial correspondence between images. Another obstacle is the different dimensionality of images (3D USCT vs. 2D mammograms).

In this paper, we present a patient-specific image registration method that estimates the spatial transformation between images, governed by the differences between imaging modalities. Patient-positioning conditions and breast deformations are simulated by employing biomechanical modelling and an X-ray like projection of the USCT volume is used to enable a comparison with 2D mammograms. We give a review of its recent developments, present the first evaluation results of USCT’s diagnostic value and raise open challenges.

2 Methods

The aim of the registration approach is to spatially align the breast shape observed in one modality (source image) as good as possible with the shape observed in the compared modality (target image). With a biomechanically-based registration we aim in modelling the different conditions in patient-positioning and breast deformation of imaging modalities:

- **USCT**: breast in prone position, immersed in water;
- **X-ray mammography**: breast in upright position, compressed between parallel plates;
- **MRI**: breast in prone position, placed within MRI breast coils.

Hence, the following loading conditions are simulated for the registration of MRI to USCT respectively USCT to X-ray mammography:

- **MRI to USCT**: the buoyancy effect is simulated on the MRI volume to estimate the approximate gravity-free state of the breast observed in USCT;
• USCT to X-ray mammography: the breast compression is simulated on the USCT volume to mimic the mammographic compression.

In the following, a detail description of the breast image registration workflow is presented.

2.1 Breast image registration

The registration approach is based on the biomechanical modelling used in the registration of MRI with X-ray mammography [5]. The model is generated from the MRI volume (MRI-USCT registration) respectively USCT volume (USCT-mammography registration). To estimate the breast stiffness distribution for MRI to USCT registration, the MRI volume is segmented into background, fatty and glandular breast tissues using unsupervised fuzzy c-means algorithm [6] and Level-Set-Evolution [7]. Young’s moduli of fatty ($E_{fat}$) and glandular tissue ($E_{gland}$) are initially applied constant for all patients and are subsequently updated by a patient-specific parameter optimization. Initial $E_{fat}$ and $E_{gland}$ are in the range of experimental values in literature [8]: $E_{fat} = 900 \text{ Pa}$ and $E_{gland} = 1200 \text{ Pa}$. The segmented MRI volume is further cropped at the sternum in anteroposterior direction to take into account only the relevant part of the breast for the registration with USCT.

For USCT to X-ray mammography registration, a patient-specific stiffness distribution model is constructed from the preprocessed USCT sound speed image that provides a voxel-based model. The motivation for using a voxel-based stiffness distribution is two fold. First, automated segmentation of breast tissue types in USCT images is challenging and not yet developed. Second, due to the physical relationship between the sound speed and elastic properties of tissue, the Young’s modulus $E$ can be estimated for each voxel from the sound speed map.

The geometry of the segmented MRI volume respectively USCT sound speed image is generated by a volumetric meshing algorithm [9] using 4-node tetrahedrons. A hyperelastic neo-hookean material model is used. The neo-hookean material constants are computed based on the relationship between the Young’s modulus and the shear and bulk modulus as described in e.g. Bower [10]. A Poisson ratio close to 0.5 assumes the breast tissue to be nearly incompressible.

For both MRI to USCT and USCT to X-ray mammography registration, the simulation of different loading conditions is implemented using the commercial Finite Element Methods (FEM) software ABAQUS [11]. For MRI to USCT registration, the buoyancy effect is simulated by applying a body load $F = \rho V g$, where $\rho$ refers to the density of water, $V$ to the volume of the water displaced by the breast and $g$ is the gravitational acceleration factor in anteroposterior direction. In the case of USCT to X-ray mammography registration, the mammographic compression of the breast is modelled by a displacement-driven movement of two parallel plates in the craniocaudal direction until a compression thickness retrieved from the mammogram’s metadata is achieved. The deformation of the breast is governed by a contact definition between the plates and the breast. During both simulation strategies, the posterior-most nodes
are kept in position to model the fixation of the breast at the chest wall. For the comparison of the USCT volume with the 2D mammograms, a maximum intensity projection is additionally derived from the deformed USCT volume.

The presented registration process is based on several preprocessing parameters that govern the biomechanical model creation and simulation. To adapt the process to patient-specific conditions, we allow the optimization of the most influencing patient-specific parameters with respect to maximizing the image similarity between the deformed source image and target image. We focused on optimizing the following parameters: the rotation around the anteroposterior direction that accounts for any relative rotation and tilting of the patient between both modalities (MRI-USCT, USCT-X ray mammography), the cropping position of the MRI volume in anteroposterior direction (MRI-USCT), the Young’s moduli of fatty and glandular tissue (MRI-USCT). The image similarity is calculated based on the surface agreement between the deformed MRI volume and the USCT volume, respectively gradient correlation between the projection of the deformed USCT volume and the 2D mammogram. The optimization is implemented using the simulated annealing algorithm [12] with a stopping condition of 100 iterations.

In addition to the biomechanically-based registration, both registration approaches underwent an additional surface-based registration that directly matches the volume surface of the source to the target image, thereby enabling direct comparison of imaging modalities. In the case of USCT to X-ray mammography registration, the 3D profile of the breast was approximated by a semi-ellipsoidal shape, where the projection of the breast boundary was extracted from the mammogram and the height matched the compression thickness given from the mammogram’s meta data. The use of this second registration step aimed to overcome the uncertainties and simplifications made in biomechanical modelling such as neglecting tissue structures like Cooper ligaments or neglecting breast deformations caused by the MRI breast coils.

The outcome of the registration approach is a registered breast volume of the source image that directly matches the volume in the target image. A workflow of the registration approach is schematically depicted in figure 1 for the example of USCT to X-ray mammography registration. A detail description of the whole registration is beyond the scope of this paper and can be found in [13, 14].

2.2 Evaluation method

To evaluate the approach for MRI to USCT registration, nine datasets from a clinical study performed at the University Hospital Jena were used, whereas USCT to X-ray mammography registration was evaluated from nine datasets acquired at the Karmanos Cancer Institute. Each consisted of volume images of the three USCT image types (reflectivity, attenuation and sound speed), as well as the corresponding T1-weighted MRI volume respectively craniocaudal mammogram. The registration accuracy was measured based on landmarks such as lesions, predominant connective tissue structures or breast implants that could be clearly delineated in
both compared modalities. The borders of the landmarks were manually annotated by using a freehand tool. In the case of USCT to X-ray mammography, the target registration error (TRE) was calculated as the 2D Euclidean distance between the centre positions of the annotation in the projection of the deformed USCT volume and mammogram, whereas the average closest distance between pairs of annotation points in the deformed USCT volume and the MRI volume served for calculating the 3D TRE for USCT to MRI registration. Note that the different calculation approach of TRE arises as both studies were performed independently.

![Figure 1: Schematic workflow presentation of the biomechanically-based image registration of USCT with X-ray mammography.](image)

### 3 Results

#### 3.1 Registration accuracy

For the analysed preliminary datasets, the presented registration approach showed to improve the registration accuracy by more than a factor of two compared to rigid alignment of the volumes at their centres of mass (table 1). As evident from the table, the mean TRE for USCT to X-ray mammography is more than three times larger than the TRE reached for MRI to USCT registration (16.2 mm vs. 4.7 mm) and has a much larger variance (9.0 mm vs. 1.7 mm). On one hand, this could be explained by the fact that the compression simulation induces much larger nonlinear deformations of the soft breast tissue compared to the buoyancy simulation and is as such more sensitive to uncertainties and simplifications in the breast modelling. On the other hand, differences in TRE could also arise as both registration strategies did not employ a common calculation approach for TRE.
Figure 2 shows the resulting images of two patients for MRI to USCT registration, where the registered MRI annotation contour (red) is overlapped together with the USCT annotation contour (blue) on the USCT reflectivity image. The presented cases refer to a patient with a breast implant (figure 2a) and a healthy patient with a clearly visible connective tissue structure (figure 2b). In both cases, the annotations are well overlapping and can be delineated in the same slice in both modalities. The average TRE for these cases was 3.6 mm and 1.9 mm respectively.

3.2 Evaluation of USCT diagnostic value with MRI

In comparing USCT with MRI, we focused in assessing the diagnostic value of USCT for tumour detection by qualitative evaluation of USCT sound speed images with respect to the MRI contrast kinetic. The MRI contrast kinetic is a commonly used method to visualize tumours in contrast enhanced MRI and is based on monitoring the contrast agent uptake and washout over time through so called parametric maps, in which the three time point (3TP) method [15] is applied. The image intensity is evaluated at three time points: before, shortly after and approximately 6 to 7 minutes after the contrast agent was applied. For each voxel, both the contrast agent uptake between the first and second time point, as well as the wash-out between the second and third time point are categorized into three intensity classes each. The wash-out categories are color-coded in red, green and blue and are together with the uptake-related brightness categories overlaid on the native MRI.

<table>
<thead>
<tr>
<th>Biomechanical registration</th>
<th>$\mu_{\text{TRE}} \pm \sigma_{\text{TRE}}$</th>
<th>$\text{TRE}<em>{\text{Reg}}/\text{TRE}</em>{\text{Rigid}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRI-USCT</td>
<td>4.7 $\pm$ 1.7 mm</td>
<td>2.2</td>
</tr>
<tr>
<td>USCT-Mammography</td>
<td>16.2 $\pm$ 9.0 mm</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 1: Summary of mean target registration error ($\mu_{\text{TRE}}$), standard deviation ($\sigma_{\text{TRE}}$) and ratio between mean TRE obtained from biomechanical image registration and mean TRE obtained from mere rigid alignment of volumes ($\text{TRE}_{\text{Reg}}/\text{TRE}_{\text{Rigid}}$).
Registration of 3D USCT with Conventional Breast Imaging

A qualitative comparison of USCT and MRI for tumour detection is shown in figure 3 for two patients in terms of image fusion. Here, the USCT sound speed is presented as color-coded overlay on the MRI native grey-scale background in comparison to the MRI contrast kinetic analysis. From the fused images from USCT sound speed and native MRI, an area of high sound speed can be detected at approximately the same position, where the high contrast agent uptake and persistent respectively strong washout in the MRI refers to a detected tumour. This qualitative comparison of both modalities depicts that the registration is accurate enough for performing image fusion and that USCT sound speed may have a comparable diagnostic value for tumour detection as MRI contrast kinetic analysis.

3.3 Evaluation of USCT diagnostic value with X-ray mammography

Besides qualitatively evaluating the diagnostic value of USCT sound speed for the detection of tumours, the interest is to analyse whether a quantitative characterization of different tissue types is possible based on both the attenuation and sound speed values. We performed this analysis based on the registered USCT and X-ray mammography images. As a ground truth for the different tissue types, the mammogram was segmented into fatty, glandular and tumorous tissue using interactive thresholding and morphological closing, whereas the lesion was manually annotated. By comparing the projections of the registered sound speed and attenuation images to the mammogram, the segmentation served as a tissue mask to evaluate the average sound speed and attenuation values in fatty, glandular and tumorous tissue for each of the patients. To evaluate how well the average sound speed and attenuation values can separate different tissue types, a classification was further performed using a linear support vector machine (SVM) algorithm [16]. We used both the average sound speed and attenuation values obtained for each patient as features for a 3-class problem aiming in separating fatty, glandular and tumorous tissue. In a repeating process for all combinations of training-test-partitions, eight patient datasets were used in the training, whereas one dataset remained for testing.
Figure 4: A scatter plot of average sound speed and attenuation values for fatty, glandular and tumorous tissue types for each patient in combination with the two tissue separation lines as obtained from SVM for the 3-class problem. The three transparent color clouds show approximately the expected tissue classification as obtained from Greenleaf et al. [4].

Figure 4 shows a scatter plot of average sound speed and attenuation values for fatty, glandular and tumorous tissue types for each patient in combination with the tissue separation lines as obtained from SVM for the 3-class problem. The training and test errors were 13% respectively 15%. As evident from the figure, the high error appeared due to hard separation between fatty and glandular tissue. That was also supported by a 2-class problem, where both the training and testing error were 0% in separating the fatty and glandular part from the tumorous part.

To present the fused information of both mammograms and projections of USCT sound speed, figure 5 presents an example where the tissue-characteristic sound speed is shown as a color-coded overlay on the grey-scale mammogram background. The different tissue regions in the sound speed image are separated based on the SVM classification output.

Figure 5: Image fusion of USCT sound speed projection and mammography. A color-coded overlay of tissue-specific sound speed values is shown on the grey-scale mammogram background. The different tissue regions in the sound speed image are separated based on the SVM classification.
4 Summary and Conclusion

We have developed and implemented a fully automated biomechanically-based image registration approach that matches the USCT reflectivity, sound speed and attenuation images with both MRI and X-ray mammography. By optimizing a set of the most influencing parameters, we enable a patient-specific registration. The evaluation with a preliminary dataset showed that the registration approach improves the registration accuracy by more than a factor of two in comparison to rigid alignment of the volumes at their centres of the mass. The average achieved target registration error for USCT to MRI matching was smaller than 5 mm, whereas an average accuracy of 16.2 mm was reached for USCT to X-ray mammography.

The achieved registration accuracy enabled us to evaluate the diagnostic performance of USCT with respect to both modalities. In visually comparing the USCT sound speed image to the registered MRI contrast kinetic map that depicts lesions, areas of high sound speed appeared to match approximately the same lesion region as detected from the contrast kinetic map. Moreover, quantitative evaluation of the average sound speed and attenuation values for different tissue types revealed that automatic classification of fatty, glandular and tumorous tissue may be possible and is more accurate when both image modalities are taken into account.

The presented method and its evaluation showed promising results in registering and fusing information from USCT with two different modalities with significant differences in patient positioning and breast deformation. Although the results were derived from a preliminary dataset, the approach clearly depicts that a direct correlation of tissue structures from different modalities may be possible. Therefore, it is likely to help assisting radiologists in the time consuming and challenging multimodal diagnosis of USCT data.

The presented biomechanical model was subjected to several uncertainties and simplifications in the modelling, which were overcome with a second surface-based registration. In order to omit this step, we plan to further extend the model by simulating tissue structures like Cooper ligaments, the breast-muscle interface, as well as pre-deformations of the breast caused by the MRI breast coils. In addition, we plan to investigate several registration strategies, such as the accuracy achieved in registering MRI to USCT in comparison to USCT to MRI, as well as the effect of the three-modal registration compared to the two-modal. Finally, additional approaches to evaluate the quantitative information of USCT images will be tackled.
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Abstract

During USCT examination, tissue morphology, as well as acoustic properties such as speed of sound is extracted. Data based upon malignant tissue is limited, so is its reliability as a prognostic factor indicating a malignant or benign nature. It’s hard to obtain tumour tissue because of their pathological use for staging. Therefore, this work will present a simple method of acoustic properties measurement and its implementation in a clinical workflow. A broadband – dual immersion technique was used to determine speed of sound and attenuation of malignant and benign Lung Cancer. Tumours were resected during surgery containing Adeno-, Squamous Carcinoma and Benign as well as metastatic tissue from breast and colon carcinoma. Measurements were performed after resection before fixation and histological staining. A clinical workflow was implemented that didn’t interfere with the pathological procedures. Additionally, a literature study was performed to compare the determined properties with published data.

All cancer types had higher speed of sound (1560–1670 m/s) than water. The speed of sound was higher in malignant tissue than in benign. Impedance was highest for squamous carcinoma (1.88 MRayl). Attenuation varied between 0,31 – 0,8 dB/cm/MHz and showed no significant difference between the histological subtypes. The proposed measurement technique could be implemented into the surgical - pathological workflow without disturbance of the pathological management.

There exists comprehensive literature for acoustic properties from parenchymal, but a limited one for cancerous tissue. Measurements revealed that malignant tissue has higher speed of sound than benign tissue and might therefore be a valuable parameter for tissue classification in USCT. More work is demanded in order to determine acoustic properties from mammary tumours of different histological subtypes.

Keywords: tissue properties, speed of sound, attenuation
1 Introduction

USCT is used for 3D holography to analyse anatomic structures. But tomography acquires additional information such as pulse arrival time and amplitude which are related speed of sound and attenuation [1]. These parameters can be used for tissue characterization.

In this work the determination of acoustic properties from cancerous lung tissue was presented. It has been early investigated that Lung in ventilated condition is a total acoustic absorber independent of inflation status and frequency range. Lung ultrasound is clinical only used to detect pleural processes and exclude pneumothorax [2]. But our approach is based on replacing air content in one lung wing section with saline and therefore generating acoustic access. This is called One Lung Flooding and generates gas free lung saline tissue compound where lung tumours are sonographic visual [3]. In order to understand the interaction of acoustic waves in lung, the acoustic properties of lung cancer tissue needed to be determined [4].

Lung cancer entities comprise adeno as well as squamous carcinoma. Such histological subtypes are also present for breast cancer, the outcome of those measurements might be of interest for ultrasound tomography.

The main literatures of published acoustic properties have investigated parenchymal tissue of almost all organs including bone and blood as seen in Table 1. But properties from cancerous tissue are investigated only from a few organs such as from prostate, breast, liver and uterus. It needs to be noticed that there is a high variability of measurement conditions found in the publications. So tissue fixations with saline and formaldehyde, temperature range from room to 37°C and a wide frequency range (1- 450 MHz) have been found as well as different methods (transmission, ultrasound microscopy). It is difficult to compare the results and find confidence in their reliability. One reason for such circumstance might be the fact that cancerous tissue plays an important role in the surgical quality process. Therefore this work will present a simple method for determining acoustic properties and how to implement this in the clinical workflow.
USCT is used for 3D holography to analyse anatomic structures. But tomography acquires additional information such as pulse arrival time and amplitude which are related to the speed of sound and attenuation [1]. These parameters can be used for tissue characterization.

In this work, the determination of acoustic properties from cancerous lung tissue was presented. It has been early investigated that lung, in ventilated condition, is a total acoustic absorber independent of inflation status and frequency range. Lung ultrasound is clinically used to detect pleural processes and exclude pneumothorax [2]. But our approach is based on replacing air content in one lung wing section with saline and therefore generating acoustic access. This is called One Lung Flooding and generates gas-free lung saline tissue compound where lung tumors are sonographic visible [3]. In order to understand the interaction of acoustic waves in lung, the acoustic properties of lung cancer tissue needed to be determined [4].

Lung cancer entities comprise adenocarcinoma and squamous carcinoma. Such histological subtypes are also present for breast cancer, and the outcome of those measurements might be of interest for ultrasound tomography.

The main literature of published acoustic properties has investigated parenchymal tissue of almost all organs including bone and blood as seen in Table 1. But properties from cancerous tissue are investigated only from a few organs such as from prostate, breast, liver, and uterus. It needs to be noticed that there is a high variability of measurement conditions found in the publications. So tissue fixations with saline and formaldehyde, temperature range from room to 37°C, and a wide frequency range (1-450 MHz) have been found as well as different methods (transmission, ultrasound microscopy). It is difficult to compare the results and find confidence in their reliability. One reason for such circumstance might be the fact that cancerous tissue plays an important role in the surgical quality process. Therefore this work will present a simple method for determining acoustic properties and how to implement this in the clinical workflow.

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Speed of sound [m/s]</th>
<th>Attenuation [dB/cm/MHz]</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kidney</td>
<td>1570</td>
<td>0,5</td>
<td>Gross et al. 1978</td>
</tr>
<tr>
<td>Skin</td>
<td>1537</td>
<td>0,2408</td>
<td>Gross et al. 1978</td>
</tr>
<tr>
<td>Liver</td>
<td>1530-1600</td>
<td>0,4 - 0,6</td>
<td>Johnston et. al. 1979</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bamber et. al, 1981</td>
</tr>
<tr>
<td>Muscle / Myocardium</td>
<td>1590-1620</td>
<td>0,94</td>
<td>Marsh, 2016/ Saijo et. al. 1997</td>
</tr>
<tr>
<td>Spleen</td>
<td>1520-1580</td>
<td>0,4</td>
<td>Johnston et. al. 2014</td>
</tr>
<tr>
<td>Tendon</td>
<td>1750</td>
<td>3</td>
<td>Gross et al. 1978</td>
</tr>
<tr>
<td>Uterus</td>
<td>1615</td>
<td>0,3</td>
<td>Keshavarzi et. al. 2001</td>
</tr>
<tr>
<td>Prostate</td>
<td>1614</td>
<td>1,8</td>
<td>Tanoue, 2012</td>
</tr>
<tr>
<td>Breast fatty tissue</td>
<td>1422</td>
<td></td>
<td>Li et. al. 2009 / Duck, 1990</td>
</tr>
<tr>
<td>Breast parenchyma</td>
<td>1487 1504</td>
<td>0,96</td>
<td>Li et. al. 2009</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hanani et. al. 2014</td>
</tr>
<tr>
<td>Fibro glandular tissue</td>
<td>1514</td>
<td>0,774</td>
<td>Li et. al. 2009</td>
</tr>
</tbody>
</table>

**Cancerous**

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Speed of sound [m/s]</th>
<th>Attenuation [dB/cm/MHz]</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uterine myoma</td>
<td>1610</td>
<td>0,33</td>
<td>Keshavarzi et. al. 2001</td>
</tr>
<tr>
<td>Prostate malign.</td>
<td>1585-1660</td>
<td>1,42</td>
<td>Tanoue 2012</td>
</tr>
<tr>
<td>Breast malign.</td>
<td>1548</td>
<td>-</td>
<td>Li et. al. 2009</td>
</tr>
<tr>
<td>Breast benign.</td>
<td>1531 1584</td>
<td>- 0,7</td>
<td>Li et. al. 2009 Duck, 1990</td>
</tr>
</tbody>
</table>

Table 1: Summary of literature determining acoustic properties from parenchymal and cancerous tissue
2 Methods

2.1 Measurement Setup

The experimental Setup contain a temperature (35°C) controlled tank of degased isotonic saline with two identical immersion ultrasound transducer (Smart Material, Dresden, Germany). A through transmission broadband technique was used to determine acoustic parameter speed of sound and attenuation. Cancer tissue was fixed centrally between them, while the total distance of transducers was set to 20 mm. These customized broadband transducers with 3 mm active diameter cover an acoustic 10 dB Bandwidth between 1 MHz and 5 MHz. The transmitter is connected with a function generator (33126A, Agilent Technologies Inc., Santa Clara, CA, USA) pulsing 30 Vpp positive flank with repetition rate of 10 Hz. The data’s from receiver are stored by Digital Oscilloscope (54622D, Agilent Technologies Inc., Santa Clara, CA, USA) with sample rate of 100 Ms/s. A trigger line was used for synchronisation. Signal noise was removed by averaging 16 times the receive pulse before transmitted to PC.

The density of cancerous tissue was determined with calibrated Pyknometer (Brand, Wertheim, Germany). Weight of cancerous tissue and pyknometer with water and tissue was measured by EMB 200-2 (Kern&Sohn, Balingen, Germany).

Figure 2: Schematic measurement setup with dual immersion transducers. D- distance between transducers, L thickness of tissue

Data processing:
Speed of sound should be calculated first regarding Eq. 1 with $c_0$ [1520 m/s] corresponding to speed of sound in water at 35°C. $\tau$ is the time delay between the arrival time of the saline
and tissue pulse. It can be automatic estimated by using a cross correlation function, where the maximum of the correlation function represents the propagation delay $\tau$.

Acoustic Impedance ($Z$ [MRayls]) was calculated by multiplication of density and speed of sound (Eq.2). The density of tissue (Eq.3) was estimated using a pyknometer, which requires tree individual measurements of weight, from the tissue, the pyknometer with tissue saline filled and with saline only [5].

The pulse waveform was captured in degased saline $Y_0(t)$ and with cancer tissue $Y(t)$ of thickness $L$. Acoustic attenuation versus frequency was calculated by logarithmic dividing the spectrum of $Y$ and $Y_0$ (Eq. 4). The amplitude spectrum is estimated by FFT transformation to be $S_{\text{tissue}}(f)$ and $S_{\text{water}}(f)$. Additionally, a reflection coefficient $r$ is used to estimate the intensity loss on the crossing from saline into and out of tissue (Eq. 5). The equitation not takes scatter losses into account, which can cause overestimation of attenuation when not using $r$.

The attenuation course is interpolated using a simple exponential function. Most of tissues have a typical frequency dependence where $n$ is around 1,2 (Eq. 6).

Important to notice is that the correction factor of attenuation can be calculated just after the density measurement.

\[ c = c_0 \cdot \frac{L}{\tau \cdot c_0 + L} \quad ; \quad \tau = \arg \max_{t} (Y \ast Y_0) \quad (1) \]

\[ Z = c \cdot \rho_{\text{tissue}} \quad (2) \]

\[ \rho_{\text{tissue}} = \frac{m_{\text{tissue}}}{m_{\text{tissue}} + m_{\text{H}_2\text{O}} - m_{\text{pykno}}} \cdot \rho_{\text{H}_2\text{O}} \quad (3) \]

\[ \alpha(f) = \frac{1}{L} \cdot 20 \log_{10} \left( \frac{S_{\text{water}}(f)}{S_{\text{tissue}}(f)} \right) r \quad (4) \]

\[ r = \frac{p_r}{p_e} = \left| \frac{Z_1 - Z_0}{Z_0 + Z_1} \right| \quad (5) \]

\[ \alpha(f) = A \left[ \frac{dB}{cm \text{ MHz}} \right] f^n ; \quad n = 0.9 - 1.5 \quad (6) \]
2.2 Clinical Workflow

It can be assumed that the tissue resected during surgery is not of any use and most of it will be thrown away. But it plays an important role in the clinical workflow. Usually all the resected tissue is sent straight to pathology. Beside the cytological examination the pathologists perform often detailed histology and in particular biomarker and immunological staining which are performed from external labs. Additionally the pathologist analyzes the resection margins which requires the entire resected organ including the tumour. All this information is reported to the tumour board which makes treatment decisions based on those results. Most important aspect is the assessment of surgical intervention, was it a completeness of (R0) tumour resection. The biomarker analysis defines adjuvant systemic treatment. In summary the process loop between surgery and pathology is closed, and here our measurement is placed in between with all its own needs, regarding fixation, transport logistics and timing issues (Fig. 2).

In order to manage its implementation into the workflow, pre-defined conditions were agreed. Prior to surgery the cancer cytology should defined by biopsy. Surgery is scheduled early morning so that it can make sure that the tissue arrives on the same day in pathology. Finally the surgeon documents the incisions and changes done to the tissue. All the tissue not needed for acoustic measurement goes straight to pathology and just as little as needed for measurement can be picked up from surgery immediately during surgery. From surgery to measurement the tissue is immerged in saline and then after measurement fixated in formaldehyde before transportation to pathology.

---

**Figure 2:** Clinical workflow between surgery pathology and tumour board.
3 Results

The measurement with its tissue sampling directly from surgery could be implemented into the clinical workflow without disturbance of the pathological yield for staging and resection qualification. Speed of sound from primary lung cancer is in range of 1580-1640 ms, the same values showed lung metastases from breast (IDC) and colon (CRC). The benign lung tumour showed lower speed of sound of only 1500 m/s. The corresponding impedances of NSCLC (Non-Small Cell Lung Cancer) is 1,75 MRayl where the squamous carcinoma showed highest value of 1,88 MRayl. Impedance from metastases was identical to NSCLC. Attenuation from metastases and lung cancer tissue are similar (0,42 -0,5 dB/cm/MHz). Only the benign lung tumour show almost twice as high value of 0,8. The frequency dependence of attenuation was in the range of 1,1-1,4.

<table>
<thead>
<tr>
<th>Gewebe</th>
<th>c [1000 m/s]</th>
<th>Z [MRayl]</th>
<th>A [dB/cm MHz]</th>
<th>n</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung Tumor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSCLC</td>
<td>1,60</td>
<td>1,75</td>
<td>0,42</td>
<td>1,2</td>
<td>0,93</td>
</tr>
<tr>
<td>ADC</td>
<td>1,58± 0,03</td>
<td>1,76± 0,11</td>
<td>0,45</td>
<td>1,2</td>
<td>0,95</td>
</tr>
<tr>
<td>SQC</td>
<td>1,64± 0,12</td>
<td>1,88± 0,10</td>
<td>0,43</td>
<td>1,4</td>
<td>0,97</td>
</tr>
<tr>
<td>Benign</td>
<td>1,50</td>
<td>1,60</td>
<td>0,80</td>
<td>1,1</td>
<td>0,9</td>
</tr>
<tr>
<td>Metastases</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDC</td>
<td>1,60</td>
<td>1,75</td>
<td>0,50</td>
<td>1,15</td>
<td>0,93</td>
</tr>
<tr>
<td>CRC</td>
<td>1,62</td>
<td>1,80</td>
<td>0,45</td>
<td>1,1</td>
<td>0,9</td>
</tr>
</tbody>
</table>

Table 2: Summary of measured speed of sound and attenuation from lung cancer tissue and pulmonary metastases.

4 Discussion & Outlook

As mentioned in the introduction, there has been no interest in acoustic properties of lung cancer tissue because of their unavailability for ultrasound in ventilated lung therefore no reference data exists. But recently a publication presented speed of sound and attenuation measured in single cells using ultrasound microscopy including lung cancer cells [6]. The speed of sound of single lung cancer cells is in the range of 1600-1700 m/s as measured with boot methods. In addition our attenuation measurement revealed an attenuation of 0,45 dB/cm/MHz for malignant tissue which is equal to the mean of the cell lines.

A comparison of published data from parenchymal and cancerous breast tissue with the measured one can lead to the assumption that attenuation and speed of sound might be valuable parameters for tissue differentiation regarding its malignant or benign nature. Speed of sound in cancerous tissue might be higher than 1550 m/s while attenuation lower than 0,5 dB/cm/MHz.
What should be done in the future?

A comprehensive and proved data source is needed in order to extract diagnostic information from speed of sound and attenuation images. Therefore properties from cancerous tissue should be investigated intensively including their subtypes as well as necrotic tissue. It would be favorable using specialized USCT for tissue samples measurement instead of a dual transmission technique as presented. This would give a 2D or even 3D image where changes and tissue specific transitions can be monitored.

This work suffers also from several limitations.

The presented workflow is very complex. This might be caused due the highly malignant nature of lung cancer. There was no statistical analysis performed due to a low number of samples in particular for breast metastatic tissue.
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Abstract

The first clinical studies with our current prototype, 3D USCT II, enabled us to identify the necessary improvements for transition of our method to clinical practice. The main goals are to improve the contrast of reflection and transmission tomography, and to optimize the coverage of the imaged breast by a new geometry of the transducer distribution. Furthermore, for cost-effective industrial mass production, a self-calibration method allows us to relax the precision of the positioning of the transducers to 0.1 mm. The readout of the transducer arrays is now carried out by an ASIC, developed for a more cost-effective design. The coupling of the measuring device to the patient was optimized to cover the full size of the breast up to the pectoral muscles. Finally, the data acquisition and readout time were reduced to 1.5 minutes each by new micro-TCA electronics and larger FPGAs.
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1 Introduction

Our 3D Ultrasound Computer Tomography system for breast imaging [1] is shown in Fig. 1. It consists of a patient bed with an embedded ellipsoidal measuring device covered by 2041 transducers contained in 157 transducer arrays (TAS) [2]. The ellipsoidal aperture has a diameter of 26 cm and a depth of 18 cm. The coupling medium is water at body temperature. Using 10 million A-scans, which describe the pressure over time, we could reconstruct 3D reflectivity images of the breast with sub-millimeter resolution using synthetic aperture technique [3]. The speed-of-sound and attenuation were reconstructed from the same raw data set by a straight ray based algebraic reconstruction technique [4]. The necessary fast data acquisition (DAQ) electronics was adapted from our development for the cosmic ray experiment AUGER [5].
At the University Hospital Jena we carried out a pilot study with the prototype, 3D USCT II, which enabled us to identify the necessary improvements for transition of our method to clinical practice. The main goals are:

1. Improvement of the contrast in reflection and transmission tomography by a new geometry of the transducer distribution. A uniform random distribution of transducers may minimize the artifacts of the sparse aperture and maximize the contrast in the reconstructed images.
2. The interface of the measuring device to the patient should be optimized to cover the full size of the breast up to the pectoral muscles.
3. A further aim was to enlarge the aperture for better immersion of large breasts into the device.
4. Finally, the DAQ and readout time should be reduced by a new electronic.

The strategy of development, the steps of optimization of geometry, their improvements to reflection and transmission tomography and the produced measuring device are described in the following sections. Furthermore, the new frontend ASIC for driving and receiving the ultrasound signals and the new data acquisition electronics are introduced and finally the so far obtained results discussed.

2 Strategy of Development

To lower the risk in the overall development we carry out the implementation in two steps. Starting from the current measuring system 3D USCT II with 157 TAS with 4 emitters and 9 receivers each, we test the production technology of a new transducer array system [6].
At the University Hospital Jena we carried out a pilot study with the prototype, 3D USCT II, which enabled us to identify the necessary improvements for transition of our method to clinical practice. The main goals are:

1. Improvement of the contrast in reflection and transmission tomography by a new geometry of the transducer distribution. A uniform random distribution of transducers may minimize the artifacts of the sparse aperture and maximize the contrast in the reconstructed images.

2. The interface of the measuring device to the patient should be optimized to cover the full size of the breast up to the pectoral muscles.

3. A further aim was to enlarge the aperture for better immersion of large breasts into the device.

4. Finally, the DAQ and readout time should be reduced by a new electronic. The strategy of development, the steps of optimization of geometry, their improvements to reflection and transmission tomography and the produced measuring device are described in the following sections. Furthermore, the new frontend ASIC for driving and receiving the ultrasound signals and the new data acquisition electronics are introduced and finally the so far obtained results discussed.

### 3 Optimal Geometry of Measuring System

For a globally uniform distribution of transducer on the surface of the measuring device the TAS have to be spaced as tightly as possible, i.e. the area of the surface not covered by TAS has to be as small as possible. The aim was to increase the density of coverage with transducer arrays from 75% in 3D USCT II to 80% in 3D USCT III.
3.1 Minimize holes in coverage

Covering a sphere or ellipsoid with circles is an old unsolved mathematical problem, named Thomson’s problem [7]. Numerically it may be approximated by minimizing the energy of Coulomb charges on the surface of the measuring device. In the case of a half-sphere or semi-ellipsoid an effective method is to fill the surface row by row starting from the bottom. This method of optimization of TAS distribution was described in a patent application [8]. It starts with a fixed size of the measuring device and varies the size and number of TAS per row, places them as dense as possible and ascends to the next row. For fine tuning, the radius of the measuring device is varied until the predetermined number of TAS is reached and the efficiency of coverage is maximized.

3.2 Global uniform random distribution of transducers

We optimized possible transducer distributions using Monte Carlo simulations in respect to contrast, coverage of the region of interest (hemisphere of 20 cm diameter), and minimization of artifacts. For a cost-effective industrial mass production, the TAS design should be identical for each TAS. To achieve a global uniform random distribution of the transducers and avoiding constant angle differences between the transducers, the TAS can be rotated randomly. Scoring the uniform randomness, the surface was subdivided into equal areas and the frequency distribution of the hits in these areas by the position of the transducers was analyzed by a chi-square test similarly to the test of uniform random number generators [9].

![Figure 3: Transducer distribution in USCT II (left) with 12 APs and USCT III (right) with 2 APs.](image)

The improvement in the distribution of transducers from 3D USCT II to 3D USCT III can be easily seen in Fig. 3. For one aperture position, a more uniform distribution without using the non-omnidirectional character of the transducer in 3D USCT II was obtained. To achieve a fair comparison, we use in both simulations the same number of A-scans.
4 Results

4.1 Contrast improvement in reflection tomography

Due to speed-of-sound correction we were able to achieve sub-wavelength resolution for reflection tomography with phantoms. Scattering and refraction does not significantly decrease resolution in the used frequency range of 2.5 MHz [10]. Yet, the contrast in reflection tomography is limited as we apply sparse array imaging. The artifacts, i.e. grating lobes, arise due to regular sampling at two orders of magnitude below the Nyquist limit, see Fig. 4 left, obtained with 900 000 A-scans or 1 AP with 3D USCT II. The artifacts can be reduced by a uniform random distribution of the transducers, see Fig. 4 right. By selection of 900 000 A-scans out of 10 APs with a uniform distribution of emitter and receiver, the grating lobes are greatly reduced. The same improvement we observed after increasing the number of APs to 22 [11]. Similar effects were observed at 2D sparse arrays [12].

![Figure 4: Increasing contrast in reflection tomography from left to right by a more uniform distribution of transducers (DT). The number of A-scans is in both cases the same.](image)
4.2 Improvement of transmission tomography

We tested the improvements on transmission tomography by a straight ray simulation for 3D USCT II and II.5 including the characteristics and distribution of the transducers and added noise. The simulated phantom (with a gradient of $c = 1460$ to $1500$ m/s) is embedded in water ($c = 1530$ m/s) and contains eight lesions with a diameter of 5 to 12 mm testing the resolution, and seven lesions with a diameter of 10 mm and $c = 1475$ to $1560$ m/s testing the contrast. The results are shown in Fig. 5. The reconstructed image with the 3D USCT II setup in Fig. 5b does not clearly depict the outline of the phantom for 1AP, but gives a more reasonable result at 16 AP in Fig. 5c. A reconstruction, Fig. 5d, with a $15^\circ$ larger opening angle, $\pm 35^\circ$, solves this problem, but still the contrast is low. Less clustering of the transducers results in a visibility of most test lesions in Fig. 5e still at 1 AP.

![Figure 5: 3D simulation of a phantom (a) and reconstruction for 3D USCT II with different transducer distributions and parameters. 3D USCT II with 1 AP (b) and 16 AP (c), about $15^\circ$ larger opening angles 1 AP (d) and 1 AP but uniform transducer distribution (e).](image)

4.3 Final new aperture

Following these simulations, we choose for 3D USCT III a larger opening angle for the transducers and an enlarged aperture with a diameter of 36 cm (3D USCT II has 26 cm). By these changes we enlarge the field of view and depth of field from a diameter of 10 cm to 15 cm and 20 cm in version II.5 and III, respectively.

Due to the design, which allows vertical displacements of the measuring device, we lost in USCT 3D II 25 mm of the measuring range to the pectoralis, see Fig. 6 (right). By a new construction for 3D USCT III with a membrane (Fig. 6 left) we allow the same stroke of about 20 mm but reduce the losses to 5 mm. A small dead zone is acceptable, because tissue out of plane can also be reconstructed due to refraction and forward scattering.
Improvement of transmission tomography

We tested the improvements on transmission tomography by a straight ray simulation for 3D USCT II and II.5 including the characteristics and distribution of the transducers and added noise. The simulated phantom (with a gradient of c = 1460 to 1500 m/s) is embedded in water (c = 1530 m/s) and contains eight lesions with a diameter of 5 to 12 mm testing the resolution, and seven lesions with a diameter of 10 mm and c = 1475 to 1560 m/s testing the contrast. The results are shown in Fig. 5. The reconstructed image with the 3D USCT II setup in Fig. 5b does not clearly depict the outline of the phantom for 1AP, but gives a more reasonable result at 16 AP in Fig. 5c. A reconstruction, Fig. 5d, with a 15° larger opening angle, ±35°, solves this problem, but still the contrast is low. Less clustering of the transducers results in a visibility of most test lesions in Fig. 5e still at 1 AP.

**Figure 5:** 3D simulation of a phantom (a) and reconstruction for 3D USCT II with different transducer distributions and parameters. 3D USCT II with 1 AP (b) and 16 AP (c), about 15° larger opening angles 1 AP (d) and 1 AP but uniform transducer distribution (e).

4.3 Final new aperture

Following these simulations, we choose for 3D USCT III a larger opening angle for the transducers and an enlarged aperture with a diameter of 36 cm (3D USCT II has 26 cm). By these changes we enlarge the field of view and depth of field from a diameter of 10 cm to 15 cm and 20 cm in version II.5 and III, respectively.

Due to the design, which allows vertical displacements of the measuring device, we lost in USCT 3D II 25 mm of the measuring range to the pectoralis, see Fig. 6 (right). By a new construction for 3D USCT III with a membrane (Fig. 6 left) we allow the same stroke of about 20 mm but reduce the losses to 5 mm. A small dead zone is acceptable, because tissue out of plane can also be reconstructed due to refraction and forward scattering.

**Figure 6:** Hemispherical measuring device of 3D USCT III with 128 TAS (left) and the same for 3D USCT II with 157 TAS (right).

Furthermore, the transducers can be mounted under distinct different rotation angles and thus allows a better approximation of the uniform random distribution of transducers. Using all these provisions the simulations predicted relative improvements as described in Tab 1.

<table>
<thead>
<tr>
<th>Ratio of new to current aperture</th>
<th>Transmission-</th>
<th>Reflection-Tomography</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution</td>
<td>2.0</td>
<td>Variability PSF</td>
</tr>
<tr>
<td>Contrast</td>
<td>3.0</td>
<td>Contrast</td>
</tr>
<tr>
<td>Visibility</td>
<td>2.3</td>
<td>Illumination</td>
</tr>
</tbody>
</table>

Table 1: Relative comparison of the quality of 3D USCT II and expected quality of 3D USCT III as extracted from simulations described in chapter 4.1 and 4.2.

4.4 New calibration method

The mechanical parts for the measuring device are machined with a precision of 20 microns to ensure positioning of the transducers with this accuracy. That is not a precision, which is standard for industrial mass production. Therefore, we developed a method to calibrate the position of transducers [13]. To test the method, we measured a sphere of stainless steel of diameter 50 mm, see Fig. 7a, which was fabricated with a precision of 50 µm. First results of
the calibration measurement Fig 7b, c showed, that we can reconstruct the position of the transducers to 0.1 mm, if their initial position is within 1mm of the intended position. Furthermore, the individual delays of the electronical channels are corrected. This makes us more independent from the limitations of industrial mass production and reduces the costs.

![Figure 7: (a) Sphere of 50 mm stainless steel for calibration of our 3D USCTs, (b) first reconstruction of the sphere and (c) by a factor 5 enlarged zone at the surface showing the precision of result.](image)

## 5 Fast readout electronics

### 5.1 Integrated TAS electronics via an ASIC

To reduce the costs for the transducer arrays we designed an ASIC, see Fig. 8, which can readout and drive 9 transducers with up to 100 Vpp. The applied technology was AMS 350 nm HVCMOS. By this design, transducers can be operated. One selectable HV amplifier drives the emitter channel, see Fig. 9. The nine receiver preamplifiers are multiplexed to three readout channels. The 3 dB bandwidth of the 3-stage preamplifier is 3 MHz around a middle frequency of 2.5 MHz. The gain can be programmed between 40 and 720. The noise related to the input is ~4 µV, the crosstalk -30 dB.

![Figure 8: Layout of the ASIC. At the upper side of the ASIC the nine HV amplifier channels could be recognized, well separated to reduce the cross coupling. Below these HV stages are in 3 blocks 3 three stage preamplifier. Bus interface and output multiplexer complete these functions.](image)
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5.2 Performance increase by a new DAQ hardware

The large number of A-scans ($10^7$) was obtained in 3D USCT II by 10 motion-steps of the aperture. The DAQ speed for USCT 2.5 was increased by two changes. Firstly, we use a stronger motor for faster movements reducing the DAQ time from 8 to 6 minutes. The use of each transducer as emitter and receiver increases the number of emitters per aperture position and A-scans by a factor two. 3D USCT III will have a factor 1.6 more transducers (128 TAS with 18 transducers each) and therefore will need only two aperture positions to obtain the same number of A-scans as before. The new electronics will reduce the DAQ-time further by a factor of 2 to 2 minutes. Also, the probability for patient movement will be reduced by this factor 5 shorter measuring time.

Our micro-TCA system (Fig. 10) developed in a collaboration with DESY [14] contains a Kintex 7 FPGA from Xilinx which is large enough to do signal preprocessing. That reduces the necessary time of signal processing by nearly two orders of magnitudes by the massive parallel processing in the FPGA. A fast PCI-Express linked to a serial ATA disk reduces the readout time from 15 to 1.5 minutes. The use of a new generation of GPUs accelerate the reconstruction by more than half an hour, so that the total DAQ and reconstruction time shrinks from roughly 2 hours to less than a quarter of an hour, see Tab. 2.
Figure 10: DAQ system and reconstruction PC. The DAQ system is based on a micro TCA system equipped with a Xilinx Kintex 7 FPGA. The reconstruction PC has as support 8 GTX Titan GPUs.

<table>
<thead>
<tr>
<th></th>
<th>DAQ</th>
<th>Signal preprocessing</th>
<th>Readout time</th>
<th>TOFI-SAFT</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D USCT II</td>
<td>6 min</td>
<td>Matlab: 55 min</td>
<td>15 min</td>
<td>8 GTX 590: 41min</td>
<td>117 min</td>
</tr>
<tr>
<td>3D USCT III</td>
<td>2 min</td>
<td>12 Kintex 7: 2.5 s</td>
<td>1.5 min</td>
<td>8 GTX Titan: 9 min</td>
<td>12.5 min</td>
</tr>
</tbody>
</table>

Table 2: Comparison of 3D USCT II and III in respect to DAQ, signal preprocessing, read out and reconstruction time.

6 Discussion and Conclusion

So far, all known demands of 3D ultrasound tomography are fulfilled to achieve all three modalities reflection-, speed of sound, and attenuation tomography with high image quality. Most of the parts of the new system are ready for assembly. The measuring aperture was enlarged to 36 cm, see Fig. 5, to cover a semi-spherical volume of interest with a diameter of 20 cm. The distribution of transducers over the aperture’s surface is homogeneous and random to allow statistical sampling of the volume. The simulations promise an increase of contrast for the reflection tomography of a factor 6 and significant more contrast and visibility for transmission tomography. Especially by the new construction of the lifting mechanism the measuring device can be moved within 5 mm directly to the breast cage. The data acquisition time for $10^7$ A-scans will be 2 minutes and the readout will be performed within 1.5 minutes. The ASIC has a bandwidth of 3 MHz and allows reconstruction also at frequencies as low as 0.75 MHz. The total imaging time including DAQ and image processing will shrink from about 2h to 13 minutes.
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Abstract

Ultrasound computed tomography (USCT) is a promising technology for early breast cancer detection. Sound speed imaging in USCT is a kind of functional imaging mode which can provide valuable information for differentiating normal tissue and tumor. One of the key problems of sound speed reconstruction is ray tracing. Common ray tracing methods include shortest path method, finite difference method, interpolation method and so on. This paper compares the sensitivity and the accuracy of the finite difference method and the linear interpolation method, came to the conclusion that the sensitivity of the linear interpolation is higher, while the accuracy of the finite difference method is higher probably resulting from the “expanding wavefront” scheme used.
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1 Introduction

Breast cancer is the most common cancer for women worldwide. Ultrasound computed tomography (USCT) is a promising technology for early breast cancer detection [1-4]. Sound speed imaging in USCT is performed by reconstructing the velocity distribution of the breast tissue [5-6]. One of the key problems of sound speed reconstruction is ray tracing. The ray tracing result directly determines the reconstruction sensitivity and accuracy. Common ray tracing methods include shortest path method [7], finite difference method [8-9], interpolation method [10] and so on.
Here, the finite difference method and the linear interpolation method are compared, including the travel times calculated in receiver location and the first-arrival time diagram, which reveal the sensitivity and accuracy of the two methods.

2 Material and Methods

2.1 Finite difference method

Vidale (1988) presented a method that could obtain the first arrival travel times by a finite-difference solution of the eikonal equation [8],

\[
\left( \frac{\partial T}{\partial x} \right)^2 + \left( \frac{\partial T}{\partial z} \right)^2 = s(x, z)^2, \tag{1}
\]

where \(T(x, z)\) is the first arrival time for seismic energy propagating from a point source through a medium with a slowness distribution of \(s(x, z)\).

Vidale proposed the following scheme to solve equation (1):

For a source located at point A, in Fig. 1, the arrival times at the four points \(B_1, B_2, B_3,\) and \(B_4\) can be computed by taking the product of the distance \(h\) and the average slowness between points A and \(B_i\)

\[
T_{B_i} = h \frac{(s_{B_i} + s_A)}{2}, \tag{2}
\]

![Finite-difference mesh centered about source point A, where arrival times at \(B_i\) and \(C_i\) for \(i = 1, 2, 3, 4\) are to be calculated.](image)

Then the arrival times at \(C_i\) at the four corner points can be computed with the following formulas:

\[
T_{C_i} = T_A + \sqrt{2(hs_i)^2 - (T_{B_{i+1}} - T_{B_i})^2}, \tag{3}
\]
Here, the finite difference method and the linear interpolation method are compared, including the travel times calculated in receiver location and the first-arrival time diagram, which reveal the sensitivity and accuracy of the two methods.

### 2.1 Finite difference method

Vidale (1988) presented a method that could obtain the first arrival travel times by a finite-difference solution of the eikonal equation \[ T^2 = s^2, \quad (1) \]

where \( T(\mathbf{x}, z) \) is the first arrival time for seismic energy propagating from a point source through a medium with a slowness distribution of \( s(\mathbf{x}, z) \).

Vidale proposed the following scheme to solve equation (1):

For a source located at point A, in Fig. 1, the arrival times at the four points \( B_1, B_2, B_3, \) and \( B_4 \) can be computed by taking the product of the distance \( h \) and the average slowness between points A and \( B_i \)

\[ T_{B_i} = h \frac{s_{B_i}}{s_{A-B_i}}, \quad (2) \]

Figure 1: Finite-difference mesh centered about source point A, where arrival times at \( B_i \) and \( C_i \) for \( i = 1, 2, 3, 4 \) are to be calculated [9].

Then the arrival times at \( C_i \) at the four corner points can be computed with the following formulas:

\[ T_{C_i} = T_{B_i} + 2h \frac{s_{C_i}}{s_{B_i}} \]

\[ s_{C_i} = s_{B_i} \]

where \( TA=0 \), since it is the origin time of the source.

The procedures for computing travel times can be found in [9].

### 2.2 Linear interpolation method

Asakawa (1993) presented a linear interpolation method [10], which considered a ray path crossing segment AB on a certain cell boundary and reaching point D on the opposite side of the boundary as shown in Fig. 2. The method tries to calculate the ray crossing point C and the travel time \( T_D \) at point D, given that the travel times \( T_A \) and \( T_B \) are known at points A and B, respectively.

![Figure 2: Geometrical representation of a ray path crossing a cell with equally spaced grid points on the cell boundaries [10].](image)

After some manipulations, the travel time \( T_D \) and the distance \( r \) are given by

\[ T_D = T_A + \Delta T \frac{l_y}{d} + \frac{l_x}{d} \sqrt{S^2d^2 - \Delta T^2}, \]

\[ r = \frac{\Delta T l_x}{\sqrt{S^2d^2 - \Delta T^2}} - l_y, \]

where \( \Delta T = T_A - T_B \).

The constraint of the linearity assumption over the segment AB are

\[ S^2d^2 \frac{l_y^2}{l_x^2 + l_y^2} \leq (\Delta T)^2 \leq S^2d^2 \frac{(l_y + d)^2}{l_x^2 + (l_y + d)^2} \]

The procedures for computing travel times can be found in [10].
2.3 Data acquisition

We used the software pzflex to simulate acoustic-wave propagation in a numerical phantom. A ring array with 72 elements was used (Fig. 3). The diameter of the ring array was 40mm. When one element transmitted a signal, all other elements received signals. A numerical phantom of four circles with different sound speed value were placed inside the ring array and immersed in water. The phantom is introduced in Table 1.

![Illustration of a ring array and a numerical phantom immersed in water. “1st” indicates the first transducer element.](image)

<table>
<thead>
<tr>
<th>Position of circle center/color</th>
<th>Diameter(mm)</th>
<th>Material/Speed(m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5,5)/yellow</td>
<td>5</td>
<td>Nylon/2600</td>
</tr>
<tr>
<td>(-5,5)/red</td>
<td>4</td>
<td>Breast/1510</td>
</tr>
<tr>
<td>(-5,-5)/yellow</td>
<td>5</td>
<td>Nylon/2600</td>
</tr>
<tr>
<td>(5,-5)/green</td>
<td>2</td>
<td>Liver tumor/1579</td>
</tr>
<tr>
<td>--/blue</td>
<td>--</td>
<td>Water/1495</td>
</tr>
</tbody>
</table>

Table 1: Parameters of the four-circle phantom.

3 Results

3.1 First-arrival time diagram in forward process

The imaging area is divided into 321*321 grids firstly. The finite difference method and the linear interpolation method are used to calculate the first-arrival times in each grid, then ray paths are traced between transmitter-receiver pairs, the process is called forward process in sound speed reconstruction. The accuracy of first-arrival time calculated in each grid determines the sensitivity to “recognize” the target tissue.

First-arrival time diagram obtained using the two methods are illustrated in Fig. 4(a) and Fig. 4(b). The diagram represents the first-arrival time difference between the calculated value of
the four-circle phantom and that of the phantom of all water when the first element transmits a signal. Both the two methods can “recognize” the two bigger circles with sound speed 2600 m/s. The interpolation method can show the third circle with sound speed value 1579 m/s more accurately. Both of these two method cannot “recognize” the forth circle with sound speed value 1510 m/s, although it is bigger than the third circle. The recognition result is listed in Table 2.

<table>
<thead>
<tr>
<th>Diameter (mm)</th>
<th>Material/Speed (m/s)</th>
<th>The finite difference method</th>
<th>The linear interpolation method</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Nylon/2600</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>4</td>
<td>Breast/1510</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>5</td>
<td>Nylon/2600</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>2</td>
<td>Liver tumor/1579</td>
<td>×</td>
<td>√</td>
</tr>
</tbody>
</table>

Table 2: Sensitivity to “recognize” the different circle phantoms of the two methods.

### 3.2 Travel times calculated in receiver location

The differences of travel times calculated in receiver location in forward process and travel times detected from waveforms of receivers are the driving error to update sound speed model in inversion process. We compared the travel times in receiver position when the sound speed model is true value of the four-circle phantom with the travel times calculated in received waveforms. The less the difference of the two travel times is, the more accurate the forward process is.
Firstly, we detected the travel times from the received waveforms of transducer elements within an arc of approximately 180 degrees with respect to the source transducer. Fig. 5 (a) is the standard to compare the travel times calculated from two forward process, i.e. the finite difference method in Fig.5 (b), and linear interpolation method in Fig.5 (c).

As we can see, the finite difference method’s result is almost the same as the standard, however there is greater error in the interpolation method’s result.

4 Discussion and Conclusion

This paper firstly generated USCT data using software pzflex. Then two ray tracing methods, i.e. the finite difference method and linear interpolation method were compared by the travel times calculated in the receiver location and the first-arrival time diagram. We found that both the two methods can “recognize” the two bigger circles with sound speed value 2600 m/s, while the interpolation method showed the circle with sound speed value 1579 m/s more accurately. Both the two methods cannot “recognize” the circle with sound speed value 1510 m/s. Travel times calculated in receiver location using finite difference method are almost the same as the standard, however there are greater error in the interpolation method’s result. The comparison comes to the conclusion that the sensitivity of the linear interpolation
method is higher, while the accuracy of the finite difference method is higher. Theoretically the linear interpolation method is more accurate [10], the phenomenon above probably results from the “expanding wavefront” scheme the finite difference method used, which implies the importance of the expanding scheme used.
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Abstract

Ultrasonic Computed Tomography (USCT) is a biological tissue imaging modality. USCT is mainly efficient in improving image resolution by eliminating noise and interferences. The strong variations in acoustic properties between soft tissues and bone generate complex signals consisting of several packets with different signatures. USCT contrast ratio is degraded. In this paper, a method to enhance USCT resolution is investigated. The method, called the "Wavelet-based Coded Excitation" (WCE) method, is based on the wavelet decomposition of the signal and on a suitable transmitted incident wave correlated with the experimental set-up, mathematically expressed using an extended form of simulated annealing. The goal of this study is to investigate the feasibility of the WCE method to enhance the Contrast-to-Noise Ratio of USCT for bone objects. Experiments are conducted with a bone phantom, and with a chicken drumstick, using a circular antenna equipped with 1MHz-transducers. Results demonstrate the capabilities and limitations of the method.

Keywords: ultrasonic tomography, resolution, coded-excitation, wavelet, bone

1 Introduction

Currently, X-ray Tomography offers significant advantages for the measurement of Bone Mineral Density (BMD). However, the limited spatial resolution of some today's devices
makes an accurate measurement of cortical thickness difficult to obtain, and an assessment of cortical density almost impossible [1]. As a consequence, published data concerning cortical density should be reviewed carefully. For example, cortical density measurement limitations were confirmed in children and newborns. Significant correlations of total radius cross-sectional area, cortical area and cortical thickness with weight and height were found but with no gender differences [2]. Nevertheless, BMD remains today the “gold-standard” parameter, reporting essentially on the bone mineral contents. It is also worth noting that BMD does not describe the micro-architecture of bone, and that the ultrasonic waves are successfully used to determine other parameters than density, such as elasticity or porosity [3], [4]. X-ray (and also Magnetic Resonance Imaging-MRI) modalities are associated with different constraints and inconveniences (worse in the case of pediatric application), according to the type of examination: cost, radiation, sedation, availability, and accessibility, while Ultrasound is a non-invasive, non-irradiant, and painless modality. Ultrasound scanners are little expensive (compared to X-ray or MRI scanners) and can be used at the patient bedside. However, ultrasound has difficulty penetrating bone and, therefore, can only detect the outer surface of bony structures and not what lies within it. In current medical practice, the sub-cortical imaging is not possible, and no information on the cortical thickness and the medullar underlying tissue is available. The physical distribution of cortical bone within the measured site may influence acoustical measurements, and thus the electro-acoustical setup may not be adapted in terms of signal processing, amplification, or gain. Furthermore, the map is a bi-dimensional representation of the impedance variation between soft and hard tissues, but is not parametrical (the gray level set is not related to the value). And when a periosteal reaction occurs on adjacent bones (ribs, tibia-fibula), the resolution of echographic images may be limited, especially between the two bones. There are also limitations to the depth that sound waves can penetrate; therefore, deeper structures in larger or fatter patients may not be seen easily. For visualizing internal structure of bones or certain joints, others imaging modalities are used.

Ultrasonic Computed Tomography (USCT), a numerical two dimensional (2D) data inversion method, appears to be a possible alternative in view of the limits of medical sonography, making it possible, on one hand, to take into account the physical phenomena due to wave propagation in hard tissues, with appropriate modeling, and, on the other hand, to reach one or more significant parameters of the structure like the speed of sound or attenuation. Based on the linearization of the inverse problem of acoustic wave propagation, USCT generates cross-sectional images of biological soft tissues [5]–[7]. Difficulties occur in hard tissue imaging [7], due to the great differences between tissue impedance, and to the high echogenic index of the bone, which strongly alters the propagation of the ultrasonic waves, and generally induces low contrast resolution, and low Contrast-to-Noise Ratio (CNR). The physical phenomena associated with wave propagation make it necessary to modify the methods used for the acquisition of the ultrasonic signals. The use of low ultrasound frequencies (≤ 3MHz) provides an effective possible solution [8]. However, if the depth of the
field increases, the resolution of the signals and hence that of the reconstructed images is bound to decrease. Even with low frequencies, the wave propagation process generates extremely complex acoustic signals, which are often difficult to interpret in terms of wave path, volume, guided or surface waves, and attenuation. To improve the quality of the signals, focus should be placed on signal processing such as filtering, spectrum analysis and method involving the deconvolution of the signals using a characteristic transfer function of the experimental device [9]. Deconvolution algorithms increase the bandwidth of the frequency spectrum, but they tend to be over unstable and prone to noise. Loosvelt and Lasaygues [10] developed an alternative method based on a multi-scale signal decomposition procedure, making it possible to process all the information available in terms of frequency and time. This method, called the "Wavelet-based Coded Excitation" (WCE) method, was used to determine, independently, the velocity of the ultrasonic wave and the wave path across the thickness of a 1D-parallelepiped plate. The aim of this new study is to investigate the feasibility of the WCE method as a means of CNR enhancement of bone imaging. In this two-dimensional case, the wavelet decomposition alone does not suffice to optimize the signal processing, and the incident wave reaching the object also should match the wavelets’ mathematical properties. We thus propose a solution to achieve this goal, based on a zone-by-zone simulated annealing algorithm. Then, we show the usefulness of the WCE method through experimental results on a human bone (without soft tissues) mimicking phantom, and on an \textit{ex vivo} chicken drumstick (without skin).

2 Material and method

2.1 USCT statements

By now, basic USCT principles have been clearly established in the case of weakly varying media such as low-contrast structures, i.e., almost homogeneous media [5], [6], [11]. A constant reference medium can therefore be chosen and approximations will be made over an unperturbed background. The scattering problem can be linearized by using the first-order Born approximation, and if the Green's function of the unperturbed problem (the background) is known, the forward problem can be solved with the Lippmann-Schwinger integral equation. A method to solve this inverse problem will consist in performing a far field asymptotic development. The USCT algorithm will yield the perturbation with respect to the reference problem. This leads to a linear relation between the object function (or contrast function) and the scattered field, particularly in the far-field (2D Fourier transform) case, which makes it possible to reconstruct the object function in almost real time, based on a sufficiently large set of scattering data. The details of the algorithm used in this work can be found in [12], [13]. In the case of hard biological tissues having larger acoustical impedances than those of the surrounding medium, the weak scattering hypothesis is not realistic. Nevertheless, if the imaging objective involves parameters such as the bone thickness, the problem
can be viewed as how to identify a water-like cavity (the object) located in an elastic cylinder immersed in a water-like fluid. In this configuration, one solution consists in using the low frequency ultrasonic wave propagation scheme, because the penetration length of the wave will be greater than a high frequency scheme, and the Born approximation will still be satisfied. The background can be defined in terms of the solid part without any hole, surrounded by water, and the perturbation, i.e., the object to be reconstructed, would be the cavity. Image reconstruction can then be performed by means of an efficient back-projection method implemented using standard graphics algorithms [8].

2.2 USCT device and calibration

An USCT device prototype has been developed by our laboratory (Figure 1).

![Figure 1: Photo and design drawing of the device and setup.](image)

The device consists of a multiplexed 2D-ring antenna. The crown of the antenna has an inner radius of 150 mm and supports 8 fixed transducers distributed over 360° (Δθ = 45°). The object to be imaged is positioned in the hypothetical geometrical center of the ring. By means of stepping motors and of an electronic motorization rack to manage the mechanical movements, the crown can turn 45° degrees in 1/100 degree increments of and move vertically for multiple image slicing (limit stroke 200mm). For a given height, it is thus possible to acquire sinograms with 64 projections (8 transmitters x 8 receivers). Then, signals from every rotation (32 in this work) are used to get a complete sinogram with 64*32 = 2048 signals, and a combination according to the angles of diffraction. Thus, we simulate an antenna comprising a greater number of emitters and receivers. The scattered pressure field is obtained by subtracting the total pressure field (measured in the presence of the object) and the incident pressure field (measured in the absence of the object). Experimentally, this consists in eliminating the data from the direct transmission between transducers facing each other with their axes aligned. The Mistras-Eurosonic™ multiplexer equipped with an 8-by-8 parallel-channel acquisition system allows the formation of arbitrary waveforms and beam-forming over 8 independent channels. Transmitted and received ultrasonic radio-frequency (RF-)signals are digitized (4096 samples by signal, resolution of 12 bits, sampling frequency
of 20 MHz). The power amplifier gives a variable output voltage from 10 mV to 50 mV. The 8 transducers are Imasonic™ piezo-composite transducers with a center frequency of 1 MHz, and the -6 dB bandwidth is 1.46 MHz (from 0.48 MHz to 1.95 MHz). They are equally spaced (every 45°) on the crown. Each transducer is 60 mm high and 56 mm in diameter. These transducers have a focal length of 150 mm in the Fresnel zone, a lateral aperture size of 40 mm and an axial aperture size of 30 mm. The slice thickness is 3 mm. The mean center frequency is 1.08 MHz ± 0.1 MHz. Fluctuations in the position of the transducers on the crown can give rise to time-shift variations which degrade the spatial resolution of the USCT. Here to assess these biases, a 70μm-diameter copper thread is placed in the center of the crown. For each signal, the correction process is a temporal offset between the signal and the reference signal obtained at the same angle on the thread sinogram (Point Spread Function-PSF of the device).

2.3 Pulse-mode method

The electro-acoustic device and the transducers therefore serve as a continuous, linear, stationary causal filter (Figure 2).

![Figure 2: Electro-acoustical synoptic of the 8-parallel-channel acquisition system](image)

The transmitted \( x^{αβ}(t) \) and received \( s^{αβ}(t) \) signals are connected by convolution:

\[
\begin{align*}
  s^{αβ}(t) &= x^{αβ}(t) \otimes h_M(t) \quad (1) \\
  x^{αβ}(t) &= \left( h_T^α \otimes h_T^β \otimes e \right)(t) \quad (2)
\end{align*}
\]

where \( \otimes \) denotes the convolution operation; \( e(t) \) is the electrical input conveyed to the transducer via the waveform generator; \( h_T^α \) and \( h_T^β \) are the responses of the electro-acoustic device including the waveform generator, multiplexer and transducers \( noα \) and \( noβ \) \( (α = β = [1, \ldots, 8]) \), respectively, of the circular antenna in diffraction mode; \( h_M(t) \) is the response of the object under investigation. At this stage, the responses of the 8 transducers are supposed identical. Here, the choice of the electrical input \( e(t) \) (independently for each pulse- or wavelet-mode method) is made on the total transmitted field in the absence of the
object. The measurement is carried out in transmission between two opposite and aligned transducers \((\alpha = [1, \ldots, 8]; \beta = \alpha + 4)\). Then, in the absence of any object, the transmitted response, \(h_M(t)\), in water depends on the time delay of the wave - which is proportional to the distance \(d_{\alpha\beta}\) between one transmitter \((\alpha = [1, \ldots, 8])\) and one receiver \((\beta = \alpha + 4)\) - and on its velocity \(v_0\). The initial output signal, \([s_{\alpha\beta}(t)]_{\text{init}}\), is therefore equal to the input signal \(x_{\alpha\beta}(t)\), which is invariant by translation:

\[
[s_{\alpha\beta}(t)]_{\text{init}} = x_{\alpha\beta}(t) \otimes \delta\left(t - \frac{d_{\alpha\beta}}{v_0}\right) = x_{\alpha\beta}(t)
\]

(3)

Here, to obtain control experimental data, USCT is first realized using a conventional ultrasonic pulse-mode method. The electrical input signal \(e(t)\) was a pulse signal, which was comparable to a Dirac delta function (in terms of the distribution), and \([s_{\alpha\beta}(t)]_{\text{init}}\) is given by

\[
[s_{\alpha\beta}(t)]_{\text{init}} = \left(h_T^\alpha \otimes h_T^\beta\right)(t)
\]

(4)

### 2.4 Wavelet-based coded excitation (WCE) method

Based on the orthogonal wavelet decomposition of the signal, it is possible to obtain a time versus scale diagram, giving the evolution of the frequencies with time. Like time-scale processing, wavelet decomposition lends itself very well to detecting and discriminating between signals during the data pre-processing phase as well as during the filtering step of an image reconstruction phase. If the initial received signal \(x_{\alpha\beta}(t)\) is a wavelet denoted \(\varphi_j(t)\), centered on the scale \(J\) \((j \in \mathbb{Z})\) and with suitable properties for specific wavelet analysis, previously analyzed by Y. Meyer and S. Jaffard [14], [15], Eq. 1 can be written:

\[
s_{\alpha\beta}(t) = (\varphi_j \otimes h_M)(t)
\]

(5)

The coded-excitation method is thus based on a time-scale decomposition of the signal \(s_{\alpha\beta}(t)\) giving the suitable coefficients \(X_j^{\alpha\beta}(t)\):

\[
X_j^{\alpha\beta}(t) = \langle s_{\alpha\beta}(t), \varphi_j(t) \rangle = h_M(t) \otimes [\varphi_j \otimes \varphi_j](t)
\]

(6)

where \(\varphi_j\) is a wavelet centered on the scale \(j\) \((j \in \mathbb{Z})\). The properties of the wavelet decomposition, an orthogonal decomposition in this case, are such that the coefficients \(X_j^{\alpha\beta}(t)\) nullify everywhere except for \(j = J\) (the details of the algorithm can be found in [10]).
2.5 Acoustical modeling

As detailed in [12], reconstruction is performed using the summation of filtered back-projections' algorithm. Each pixel of the image corresponds to a coordinate of a point corresponding to a transmitter-receiver pair, that is to say, for each recorded signal. The coordinates of the point in the sinogram are the signal number (ordinate) and the time of flight (abscissa). The time of flight for each pair of transducers must be accurately measured. The working hypothesis adopted in this study is that, depending on the angle of observation, the object is comparable to a bilayer composed of two parallelepiped plates. The ultrasonic incident wave vector is perpendicular to the water/object interface. The object is taken to be homogeneous and isotropic. The first-arriving signals are assumed to be the signals from the water/bone interface and the last arriving signals are assumed to be the compressional wave propagating off the back wall. Three configurations are taken into account for this modeling: reflection (transducers $\alpha$ - $\alpha$), back-propagation (couple of transducers $\alpha$ - $\alpha + 1$ and $\alpha$ - $\alpha + 7$), and diffraction (couple of transducers $\alpha$ - $\alpha + 2$, $\alpha$ - $\alpha + 3$, $\alpha$ - $\alpha + 5$, $\alpha$ - $\alpha + 6$). In the transmission mode, the directly transmitted wave field signals are eliminated. Only the echo mode is considered for the first and second configuration, and only the transmission mode for the third configuration. All the other phenomena (shear waves, guided waves, etc.) are insignificant or will occur too late to affect the compressional wave processes. Therefore, the received signal can be modeled as the sum of several wave packets. $h_M(t)$ is comparable to a sum of Dirac delta functions.

$$s^{\alpha\beta}(t) = A_1^{\alpha\beta} \varphi_1(t - t_1^{\alpha\beta}) + A_2^{\alpha\beta} \varphi_1(t - t_2^{\alpha\beta}) + \cdots + A_n^{\alpha\beta} \varphi_1(t - t_n^{\alpha\beta})$$

(A)

$A_n^{\alpha\beta}$ are the amplitudes of the wave packets located at $t_n^{\alpha\beta}$ between transducers no$\alpha$ and no$\beta$.

As indicated by Loosvelt and Lasaygues [10], $t_n^{\alpha\beta}$ can be measured by cross-correlation between the signal received $s^{\alpha\beta}(t)$ and a predetermined analyzing pattern. The result is the sum of the functions $X_j^{\alpha\beta}(t)$. The locations of times $t_n^{\alpha\beta}$ correspond to the signals from the object’s inner structure.

$$X_j^{\alpha\beta}(t) = A_1^{\alpha\beta} \langle \varphi_1(t - t_1^{\alpha\beta}), \varphi_j(t) \rangle + A_2^{\alpha\beta} \langle \varphi_1(t - t_2^{\alpha\beta}), \varphi_j(t) \rangle + \cdots + A_n^{\alpha\beta} \langle \varphi_1(t - t_n^{\alpha\beta}), \varphi_j(t) \rangle$$

(8)

If it is possible to process the initial signal received $X_j^{\alpha\beta}(t)$ in such a way that it is identical to a wavelet function, this method then yields the parameters of interest without any further
filtering effects being involved. The main problem is how to digitize an initial electric input signal $e(t)$ in order to obtain $x^\phi(t) = \varphi_j(t)$.

### 2.6 Wavelet form

In the 1D-transmission mode, Loosvelt and Lasaygues [10] previously performed direct spectral Wiener deconvolution between the wavelet $\varphi_j(t)$ and the received signal that was recorded when the electrical input signal $e(t)$ was a Dirac delta function. In the 2D-mode measurements, although the signals mostly overlapped, considerable differences between the theoretical wavelets and those actually generated using the same algorithm and the same center frequency were observed between the transducers in diffraction mode (couple of transducers $(\alpha - \alpha + 2)$, $(\alpha - \alpha + 3)$, $(\alpha - \alpha + 5)$, $(\alpha - \alpha + 6)$). Conil et al. [16] uses a non-linear scheme and a simulated annealing algorithm [17]. The advantage of the method is that it is not necessary to know the response of the system to find a suitable input signal. This involves iteratively testing many input signals and analyzing the corresponding output signals. During the search, the probability of finding an input signal is defined as a function of the deviation between the output signal obtained and the sought signal.

![Wavelet form](image)

This probability is extended to zero; the more slowly the function tends towards zero, the better the result. Here, to limit the number of signals to be tested, which can be very important, and very time-consuming, the algorithm is adapted to the wavelet, which corresponds to the bandwidth of the 1 MHz-transducer (center frequency 0.83 MHz, bandwidth $[0.42 \text{ MHz} - 1.66 \text{ MHz}]$, corresponding to $J = -4$) (Figure 4). This wavelet contains several local extrema (Figure 3), and the simulated annealing algorithm is applied zone by zone - the zones being delimited by local extrema. Because the wavelet is symmetrical, the number of
matching zones is reduced, and the process extends iteratively from left to right of the targeted waveform (Figure 3).

The algorithm includes 8 iterations. For each step, the atoms (main functions calculating during the simulated annealing algorithm) are determined one after the other. Once all the atoms are defined, all their parameters are adjusted to obtain the best output signal.

Figure 4: Time (left) and spectral (right) graph of the theoretical (black line) and the experimental (red dash line) wavelet between transmitter n°1 and receiver n°4 $(\theta = 135^\circ)$ in the absence of any object.

<table>
<thead>
<tr>
<th>A: X-ray CT</th>
<th>B: USCT - pulse mode</th>
<th>C: USCT - WCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sawbones™ composite bone mimicking phantom</td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
</tr>
<tr>
<td>478x478 pixels</td>
<td>127x127 pixels; CNR = 0.88</td>
<td>127x127 pixels; CNR = 1.53</td>
</tr>
<tr>
<td>Ex vivo chicken drumstick</td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td>188x188 pixels</td>
<td>127x127 pixels; CNR = 1.20</td>
<td>127x127 pixels; CNR = 1.35</td>
</tr>
</tbody>
</table>

Figure 5: X-ray CT (A), USCT using an electric pulse (B), and wavelet $\varphi_{\text{m}}(t)$ (C), of a Sawbones™ composite bone mimicking phantom (top) and an ex vivo chicken drumstick without skin (bottom). The white circle represents the regions involved in Contrast-to-Noise Ratio calculation.
3 Results

Experiments were conducted to confirm the performance of the developed method. Two objects were analyzed. One human bone mimicking phantom (Sawbones™, tibia-fibula), and one ex vivo chicken drumstick without skin were studied. The cavity diameter of the tibia mimicking phantom was 12.5 mm, and its overall length 42 cm, and the fibula mimicking phantom had no inner cavity. The distance between bones (~ 8 mm) was measured using a caliper. The objects were set in water at room temperature prior to the experiments. The water tank temperature was 21°C and the ultrasonic wave velocity in water was 1486 m/s. USCT images of objects were compared with X-ray computed tomography (X-ray CT) images obtained at the same cross-section levels, with a nanoScan® PET/CT preclinical imager (Mediso™, Hungary). The slice thickness for the X-ray cross-section was 1.5 mm and the number of projections was 360. Cross-sections were chosen in the cortical areas of the bones; 100 mm from the proximal epiphysis for the bone phantom; and 25 mm for the chicken drumstick. The 2D-ultrasonic tomograms were obtained from two excitation modes: the pulse excitation mode used an electric pulse as the input signal (Figure 5-B), while the WCE method used a signal corresponding to the wavelet $\varphi_{-4}$ (Figure 5-C). The parameter commonly adopted to determine the quality of ultrasonic tomographic reconstructions is the Contrast-to-Noise Ratio (CNR) [19][20]. This criterion defines the contrast between two adjacent media as:

$$CNR_{1,2} = \frac{D_1 - D_2}{\sqrt{\sigma_1^2 + \sigma_2^2}}$$

where $D_1$ and $D_2$ are the mean pixel values in regions 1 and 2, and $\sigma_1$ and $\sigma_2$ are the corresponding standard deviations. Both regions contain the same number of pixels. The object (region no1) contrast is assessed in comparison with the background (region no2). As CNR increases, noise decreases and quality increases.

4 Conclusion

The resolution of images obtained by USCT is not as good as that of images obtained by X-ray Computed Tomography. It was nevertheless possible to observe qualitatively the tibia and fibula cortical shells on the USCT-images for both phantom and chicken samples. When the WCE method was applied to USCT, a 42.5% increase in contrast was observed for the phantom object. The diameter of the inner cavity was found to be in the 11-13 mm range, which is close to the actual value of 12.5 mm. The external distance between tibia and fibula was found to be in the 5-7 mm range, rather far from the actual value (8mm). For the chicken drumstick, the contrast increased by 11%. The differentiation between tibia and fibula was more difficult. The image of the tibia was not complete, and its diameter could not be meas-
ured. The image of the fibula was not well resolved, and the distance between the two bones could not be measured. By applying the WCE method, the definition of the outer and inner boundaries of each bone was obtained with a much better contrast resolution than when using the electric pulse. The boundaries of the tibia were retrieved but the quality of this reconstruction was not satisfactory; the inner structure of the tibia was not resolved. To conclude, by applying the WCE method to cortical bone USCT, boundary imaging resolution was enhanced, even though sizes were different from the actual sizes.
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Abstract

The computational burden for 3D Synthetic Aperture Focusing Technique (SAFT) is large as for each voxel the delay for each acquired A-scan has to be calculated, e.g. O\(N^5\) for \(N^3\) voxels and \(N^2\) A-scans. For 3D reconstruction of objects which are large in terms of the wavelength, e.g. \(\geq (100 \lambda)^3\), the computation of one volume takes several days on a current multicore PC. If the 3D distribution of speed of sound is applied to correct the delays for objects with varying speed of sound the computation time increases further. This overview paper presents the implementations for 3D SAFT developed by the KIT group and discusses their computational performance.
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1 Introduction

The KIT’s 3D USCT system [1] has a semi-ellipsoidal aperture with 628 emitters and 1413 receivers, see Figure 1. The aperture’s semi-axes are 0.13 m and 0.16 m. Four emitters and nine receivers are grouped into one transducer arrays system (TAS). 157 TAS are uniformly distributed on the surface of the aperture. The device, the aperture and patient positioning are shown in Fig. 1. Approx. spherical wavefronts are generated by using a single emitter at 2.5 MHz with approx. 50\% bandwidth. Rotational and translational motion of the complete sensor system, so-called aperture positions, creates further virtual positions of the ultrasound transducers. The data acquisition is carried out with an FPGA-based system, which can store up to 80 GB of A-scans.

Reflection, attenuation and speed of sound images can be reconstructed from the same raw data set. For reconstruction of reflectivity volumes, i.e. qualitative imaging of the gradient of the acoustic impedance, a 3D synthetic aperture focusing technique (3D SAFT) is applied.
The computational burden for 3D SAFT is large as for each voxel the delay for each acquired A-scan has to be calculated, e.g. \( O(N^5) \) for \( N^3 \) voxels and \( N^2 \) A-scans. For 3D reconstruction of objects which are large in terms of the wavelength, e.g. the female breast with diameters \( \geq (100 \lambda)^3 \), the computation of one volume takes several days on a current multi-core PC. For acceleration we developed a fast 3D SAFT implementation using multiple GPUs [2], reducing the computing time up to several minutes for a breast in resolution comparable to MRI.

Yet, for reflectivity volumes of high resolution up to \( (0.5 \lambda)^3 \) speed of sound correction is necessary as the breast possesses a large range of speed of sound values [3], causing the images to defocus when a constant speed of sound is assumed. Incorporating speed of sound and attenuation correction in the GPU-based SAFT reconstruction increases the image quality significantly [4,5], but leads also to a significant reduction of computational performance. A time of flight interpolation based GPU implementation (TOFI-SAFT) [6] was developed which accelerates our previous GPU implementation of speed of sound corrected SAFT by a factor of 7 with only minor reduction of image quality. The approximation allows reconstructing speed of sound and attenuation corrected SAFT images as fast as non-corrected SAFT. In this paper the applied methods for accelerating SAFT and some results of phantoms and clinical cases are shown.

## 2 Methods

### 2.1 3D synthetic aperture technique

The applied reconstruction algorithm for reflectivity images is the 3D synthetic aperture focusing technique (SAFT), which can be described by the following equation:
The computational burden for 3D SAFT is large as for each voxel the delay for each acquired A-scan has to be calculated, e.g. $O(N^5)$ for $N^3$ voxels and $N^2$ A-scans. For 3D reconstruction of objects which are large in terms of the wavelength, e.g. the female breast with diameters $\geq (100 \lambda)^3$, the computation of one volume takes several days on a current multi-core PC. For acceleration we developed a fast 3D SAFT implementation using multiple GPUs [2], reducing the computing time up to several minutes for a breast in resolution comparable to MRI.

Yet, for reflectivity volumes of high resolution up to $(\tau \Omega^3)$ speed of sound correction is necessary as the breast possesses a large range of speed of sound values [3], causing the images to defocus when a constant speed of sound is assumed. Incorporating speed of sound and attenuation correction in the GPU-based SAFT reconstruction increases the image quality significantly [4,5], but leads also to a significant reduction of computational performance. A time of flight interpolation based GPU implementation (TOFI-SAFT) [6] was developed which accelerates our previous GPU implementation of speed of sound corrected SAFT by a factor of 7 with only minor reduction of image quality. The approximation allows reconstructing speed of sound and attenuation corrected SAFT images as fast as non-corrected SAFT. In this paper the applied methods for accelerating SAFT and some results of phantoms and clinical cases are shown.

2 Methods

2.1 3D synthetic aperture technique

The applied reconstruction algorithm for reflectivity images is the 3D synthetic aperture focusing technique (SAFT), which can be described by the following equation:

$$I(\vec{x}) = \sum_{\nu(e,r)} \left( \frac{1}{att} T(A_{(e,r)}tof) \right) \text{ with } tof = \frac{\|\vec{e}-\vec{x}\|+\|\vec{x}-\vec{r}\|}{e},$$

(1)

where $I$ denotes the reconstructed qualitative volume of local impedance-differences, $\vec{x}$ the reconstructed point, $att$ is the attenuation of the ultrasound signal from emitter to point $\vec{x}$ to receiver, $T$ contains the pre-processing steps, $A_{e,r}$ is the A-scan acquired at emitting position $\vec{e}$ and receiving position $\vec{r}$. The time $tof$ is the time of flight from emitter $\vec{e}$ to the point $\vec{x}$ and to receiver $\vec{r}$. The equation is valid for small attenuation, weak point scatterers, and spherical emittance. SAFT calculates at each image point the mean of all reflections which might originate from this position. Norton and Linzer [7] showed that for ideal conditions, i.e. continuous aperture, isotropic point scatterers and no attenuation, SAFT solves the inverse problem of calculating the local impedance differences. A simplified setup is shown in Figure 2 left.

For the simplest reconstruction, the harmonic mean of the speed of sound $\hat{c}$ may be assumed to be constant, e.g. the speed of sound of water at the temperature measured during image acquisition. Often the attenuation $att$ is ignored, i.e. set to 1.

Acquiring unfocused ultrasound facilitates new possibilities for signal preprocessing, as the data can be accessed before the focus of emission is generated. For reconstruction of clinical cases we either use a matched filter only, or apply the preprocessing “Adapted Matched Filter” [8] described in the following, especially if images of lower resolution are reconstructed. First, a matched filter is applied to increase the signal-to-noise ratio, by correlating the signal with the known pulse shape. This is followed by an envelope transformation and detection of the local maxima. To cope with the phase aberrations the resulting signal is convoluted by a pulse with an adapted lower bandwidth.
In summary, the preprocessing is
\[ T(A(t)) = \text{locMax}(|H(A(t) * p(t))|) \circ p_{opt,\tau_{new}}(t), \tag{2} \]
where \( \text{locMax} \) denotes the local maximum, \( H \) the Hilbert transform, \( * \) the cross-correlation operator, \( p(t) \) the known pulse form, and \( \circ \) the convolution operator.

The optimal pulse \( p_{opt,\tau_{new}}(t) \) for reflectivity imaging was introduced by Norton and Linzer [7] with
\[ p_{opt,\tau_{new}}(t) = \frac{2\sqrt{\pi}}{\tau_{new}^3} \left[ 1 - 2\left( \frac{\pi t}{\tau_{new}} \right)^2 \right] \cdot e^{-\left( \frac{\pi t}{\tau_{new}} \right)^2}, \tag{3} \]
where \( \tau_{new} \) is the new pulse duration, i.e. the main lobe of the optimum pulse. For example if the main lobe of the optimal pulse is set to 2 \( \mu \)s, this corresponds to a Full Width Half Maximum (FWHM) of the point spread function of approx. 1.5 mm, and is comparable to the resolution of an breast MR image.

## 2.2 Speed of sound and attenuation correction

Assuming constant speed of sound can lead in large objects with varying speed of sound to wrong scaling, spatial displacement and even defocusing of the image contents. For USCT approaches where the “paths” of the sounds, i.e. direction of the sound wave travelling through the object, vary greatly due to the wide spatial distribution of the transducers defocusing is prominent. For example Figure 6 left shows a cylindrical gelatin phantom (Ø 10 cm) with one embedded bonding wire (Ø 0.5 mm). The gelatin has a speed of sound of approx. 1550 m/s, the surrounding water 1490 m/s. Center left and right show slices of 3D SAFT reconstructions without and with sound speed correction. The improvement of the image quality is significant. For the KIT 3D USCT the real speed of sound may maximally deviate from the constant assumption by 0.28 m/s for high resolution reconstructions [9]. On the contrary not accounting for refraction effects does not significantly reduce the image quality when the speed of sound is corrected [10].

For 3D SAFT with speed of sound and attenuation correction the intensity \( I(\vec{x}) \) of a voxel at \( \vec{x} \) is calculated by
\[ I(\vec{x}) = \sum_{e,r} \left( \frac{1}{\text{att}_{path}(\vec{e},\vec{x},\vec{r})} T(A_{e,r}(t)\text{tof}) \right) \text{ with } \text{tof} = \frac{\|\vec{e}-\vec{x}\|+\|\vec{x}-\vec{r}\|}{\hat{c}_{path}(\vec{e},\vec{x},\vec{r})}, \tag{4} \]
where \( \text{att}_{path}(\vec{e},\vec{x},\vec{r}) \) is the attenuation and \( \hat{c}_{path}(\vec{e},\vec{x},\vec{r}) \) is the mean sound speed on the direct path from \( \vec{e} \) to \( \vec{x} \) and \( \vec{r} \), i.e. the average values are calculated from all voxels which lie on the straight lines connecting \( \vec{e} \) and \( \vec{x} \) and \( \vec{r} \) and \( \vec{x} \), respectively.
2.3 Acceleration using GPUs

Equation (1) shows that SAFT can be parallelized easily, i.e. each A-scan and / or each voxel can be calculated independently. The elementary operations of the reconstruction, i.e. addition, multiplication and even square root operations, can be implemented efficiently. However the large number of operations which are necessary for USCT applications causes SAFT to be computing intensive, as for each voxel of a breast sized volume in submillimeter resolution the delay $tof$ of each A-scan has to be calculated. E.g. for a hemispherical breast of 10 cm radius, a voxel size of $0.5 \text{ mm}^3$ and 5 million A-scans more than $10^{14}$ $tof$ calculations are necessary.

Our GPU implementation of 3D SAFT without correction assumes $\hat{c}$ to be constant and $att = 1$. Acceleration is achieved by calculating the volumes with parallel GPUs. The maximum performance on eight GTX 590 is 107 GVA/s, where 1 GVA/s denotes $10^9$ voxel and A-scans processed per second, and the calculation of the above example takes 37 min.

For high resolution SAFT images a speed of sound correction is necessary to focus the image content. Additionally, attenuation correction increases the contrast of the SAFT images. For corrected SAFT reconstruction $att_{path(\vec{e},\vec{x},\vec{r})}$ as the attenuation and $\hat{c}_{path(\vec{e},\vec{x},\vec{r})}$ as the mean sound speed on the path from $\vec{e}$ to $\vec{x}$ and $\vec{r}$ are calculated using reconstructed attenuation and speed of sound images from the same acquired data. For performant calculation of the corrected SAFT volumes on GPUs the paths are approximated by Bresenham’s algorithm [11] and calculated on voxel grids of low resolution. In Figure 2 the center and right diagrams show an example. Path calculations using up to factor 20 lower resolution than the SAFT resolution still result in acceptable focusing [4]. With correction for speed of sound and attenuation variations, the performance on eight GTX 590 GPUs decreases to 34 GVA/s when using $128^3$ voxels for the speed of sound and attenuation volumes [9] and the calculation takes 2 h.

2.4 Time of flight interpolated synthetic aperture focusing technique

For clinical studies or even clinical practice a 2 hour calculation poses a long delay between data acquisition and image availability. Hence a fast alternative is necessary, allowing the important speed of sound correction. Reducing the number of calculated $tof$ would result in a lower resolution of the volumes, which is not desirable. The alternative is to reduce the amount of operations per $tof$ calculation. TOFI-SAFT reduces the number of operations by calculating the exact $tof$ only for a small subset of voxels, i.e. the $tof$ calculation in equation (1) is only carried out for the voxels corresponding to the reduced speed of sound resolution. The $tof$ of all other high resolution voxels is calculated by linear interpolation using the neighboring base points of exact $tof$ values. Figure 3 shows an example for a simple 2D case.
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Figure 3: Principle of TOFI-SAFT simplified in 2D. Left: Emitter $\vec{e}$ and receiver $\vec{r}$ on a ring aperture with radius of 10 cm using the same setup as in Fig. 2. The $tof$ of pixel $\vec{x}$ is interpolated for this emitter receiver combination. Overlay of grid of pixels with a low resolution speed of sound image (bold grey lines) and a high resolution SAFT image (thin grey lines). Red dots mark the spatial positions of neighboring base points with $tof$ calculation from equation (4) applied for linear interpolation of $tof$ for pixel $\vec{x}$. Center: $tof_{\vec{r}}(\vec{x})$ for the given example, the resolution of speed of sound is $(2 \text{ cm})^2$ and of SAFT is $(1 \text{ mm})^2$. Dark blue dots indicate the position of the base points. Right: Error map of calculated and linearly interpolated $tof$ with mean of $0.6 \mu s$, median of $0.4 \mu s$ and standard deviation of $0.7 \mu s$. The areas of large errors up to $9 \mu s$ are located near the transducers and outside of the breast. Speed of sound is assumed to be constant at 1500 m/s.

A more general analysis in 3D of the errors made by this approximation showed that large errors are mainly located outside the breast as the error drops quickly with increasing distance to the transducers and does not significantly decrease the image quality [6].

For implementation of TOFI-SAFT within our GPU framework, the base points for exact $tof$ calculations are chosen to coincide with the voxels of the speed of sound volume, which is applied for correction in lower resolution, i.e. factor 5 to 10. The $tof$ of the high resolution voxels for the reflectivity volumes, which do not coincide with the base points, are linearly interpolated using the $tof$ of neighboring base points. For GPU implementation the linear interpolation can be carried out very effectively in texture memory units.

TOFI-SAFT achieves a maximum performance of 104 GVA/s on the GPU server with eight GTX 590, which is a speed up of factor 3 compared to the corrected SAFT. It approaches the maximum performance of 107 GVA/s of the uncorrected SAFT reconstruction. Tested on one newer generation GPU, GTX Titan, TOFI-SAFT can be even faster than uncorrected SAFT: a GPU server of eight GTX Titans would result in a maximum performance of 210 GVA/s for uncorrected SAFT, 62 GVA/s for corrected SAFT and 442 GVA/s for TOFI-SAFT which is a speed up of more than factor 7. This increase in performance is due to 3.5 times more texture units in GTX Titan compared to GTX 590. Thus for the above example with a semispherical breast of 10 cm radius, a voxel size of $(0.05 \text{ mm})^3$, 5 million A-scans and $80^3$ base points TOFI-SAFT could be calculated in 16 min on eight GTX Titan GPUs.
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Figure 3: Principle of TOFI-SAFT simplified in 2D. Left: Emitter and receiver on a ring aperture with radius of 10 cm using the same setup as in Fig. 2. The of pixel is interpolated for this emitter receiver combination. Overlay of grid of pixels with a low resolution speed of sound image (bold grey lines) and a high resolution SAFT image (thin grey lines). Red dots mark the spatial positions of neighboring base points with calculation from equation (4) applied for linear interpolation of for pixel . Center: for the given example, the resolution of speed of sound is (2 cm)$^2$ and of SAFT is (1 mm)$^2$. Dark blue dots indicate the position of the base points. Right: Error map of calculated and linearly interpolated with mean of 0.6 $\mu$s, median of 0.4 $\mu$s and standard deviation of 0.7 $\mu$s. The areas of larger errors up to 9 $\mu$s are located near the transducers and outside of the breast. Speed of sound is assumed to be constant at 1500 m/s.

A more general analysis in 3D of the errors made by this approximation showed that large errors are mainly located outside the breast as the error drops quickly with increasing distance to the transducers and does not significantly decrease the image quality [6].

For implementation of TOFI-SAFT within our GPU framework, the base points for exact calculations are chosen to coincide with the voxels of the speed of sound volume, which is applied for correction in lower resolution, i.e. factor 5 to 10. The of the high resolution voxels for the reflectivity volumes, which do not coincide with the base points, are linearly interpolated using the of neighboring base points. For GPU implementation the linear interpolation can be carried out very effectively in texture memory units.

TOFI-SAFT achieves a maximum performance of 104 GVA/s on the GPU server with eight GTX 590, which is a speed up of factor 3 compared to the corrected SAFT. It approaches the maximum performance of 107 GVA/s of the uncorrected SAFT reconstruction. Tested on one newer generation GPU, GTX Titan, TOFI-SAFT can be even faster than uncorrected SAFT: a GPU server of eight GTX Titans would result in a maximum performance of 210 GVA/s for uncorrected SAFT, 62 GVA/s for corrected SAFT and 442 GVA/s for TOFI-SAFT which is a speed up of more than factor 7. This increase in performance is due to 3.5 times more texture units in GTX Titan compared to GTX 590. Thus for the above example with a semispherical breast of 10 cm radius, a voxel size of (0.05 mm)$^3$, 5 million A-scans and 80$^3$ base points TOFI-SAFT could be calculated in 16 min on eight GTX Titan GPUs.

Figure 4: Resulting point spread functions of 28 simulated point scatterers within a hemispherical breast of 20 cm diameter and speed of sound of 1540 m/s in 1500 m/s water. The PSFs are scaled with a factor of 100 for better visibility.

Figure 5: Comparison of reconstructions of 255 simulated point scatterers for (left) not attenuation, (center) attenuation simulated but not taken into account for the reconstruction, and (right) simulated and reconstructed attenuation. The top rows shows slice images of the reconstruction and the bottom row contour plots of the scatterers at $y = 0$ m (blue line). The breast had 20 cm diameter and 0.5 dB/cm attenuation, the cyst 0.0009 dB/cm and 8 cm diameter, and the lesions 0.1 dB/cm and 2 and 4 cm diameter. No noise was added to the simulations.
Figure 6: Comparison of SAFT reconstructions of the gelatin phantom with nylon thread. Left: Photo of Phantom. Center left: SAFT reconstruction without correction. Center right: Slice image with speed of sound corrected SAFT (PSNR 70.5). Right: Slice of TOFI-SAFT (PSNR 70.1).

3 Results

For evaluation of the speed of sound correction a simulation of a worst case scenario was used. Figure 4 shows a diagram of the resulting point spread functions (PSF) of 28 simulated point scatterers within a breast with 20 cm diameter and speed of sound of 1540 m/s in 1500 m/s water. The PSFs are scaled by a factor of 100 for better visibility. Without speed of sound correction the mean displacement of the points is 6 mm, the mean width of the PSF is 0.5 mm and the relative contrast, i.e. percentage of Peak-Signal-to-Noise-Ratio (PSNR, \( PSNR = \frac{\max(I)}{\sigma(I)} \)) to PSNR of the ground truth, i.e. reconstruction of simulation without speed of sound difference, is 16%. The speed of sound correction approach using a SOS map with (4 mm)³ resolution results in a mean displacement of the reconstructed points of 0.06 mm, a mean PSF of 0.28 mm, and a relative contrast of 85%. Figure 6 center left and center right show experimental results.

Similarly, for evaluation of the attenuation correction 255 point scatterers within a 20 cm breast were simulated. Resulting slice images and contour plots are shown in Figure 5. The breast tissue was simulated at 0.5 dB/cm attenuation, the cyst at 0.0009 dB/cm and had 8 cm diameter. The lesions had a diameter of 2 and 4 cm with an attenuation of 0.1 dB/cm. No noise was added to the simulations. The percentage of the relative standard deviation (STD) of the reflectivity of the scatterers was measured as quality metric and normalized to the maximum amplitude of the reconstructed point scatterers in the reference, i.e. no attenuation simulated. The measure resulted in 34 % of relative STD for the non-corrected SAFT and 9% for the corrected SAFT. For evaluation of TOFI-SAFT A-scans for 54 evenly distributed point scatters within one quarter of the maximum sized breast (hemisphere with 10 cm radius) were simulated for the 3D USCT aperture with speed of sound of the background of 1500 m/s and 1460 m/s for the breast tissue.
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Similarly, for evaluation of the attenuation correction 255 point scatterers within a 20 cm breast were simulated. Resulting slice images and contour plots are shown in Figure 5. The breast tissue was simulated at 0.5 dB/cm attenuation, the cyst at 0.0009 dB/cm and had 8 cm diameter. The lesions had a diameter of 2 and 4 cm with an attenuation of 0.1 dB/cm. No noise was added to the simulations. The percentage of the relative standard deviation (STD) of the reflectivity of the scatterers was measured as quality metric and normalized to the maximum amplitude of the reconstructed point scatterers in the reference, i.e. no attenuation simulated. The measure resulted in 34 % of relative STD for the non-corrected SAFT and 9% for the corrected SAFT. For evaluation of TOFI-SAFT A-scans for 54 evenly distributed point scatters within one quarter of the maximum sized breast (hemisphere with 10 cm radius) were simulated for the 3D USCT aperture with speed of sound of the background of 1500 m/s and 1460 m/s for the breast tissue.

The A-scans were then used to reconstruct speed of sound corrected SAFT volumes without and with TOFI approximation. The voxel size of the SAFT volumes was (0.05 mm)³ and 128³ base points were applied. The mean full width half maximum was 0.34 mm for TOFI-SAFT compared to 0.33 mm with full speed of sound corrected SAFT and the relative contrast was 0.98. Thus the errors introduced by the approximation are not significant for the resulting image quality.

For experimental evaluation a phantom consisting of a gelatin block of cylindrical shape (height and diameter 10 cm) containing a nylon thread of diameter of 0.2 mm, see Figure 6, was imaged. The phantom was reconstructed with a voxel size of (0.4 mm)³ and 128³ base points. The image contrast in terms of PSNR of the approximation was only reduced by 0.6%
compared to the full calculation of all \( tof \). Comparing speed of sound corrected SAFT and TOFI-SAFT for clinical data resulted also in only small degradation of the image quality, see Figure 7.

Figure 8 summarizes the performance values for the different SAFT approaches. For calculation of the duration of SAFT the example setup was to reconstruct a SAFT volume of \( 444^2 \times 266 \) voxels, with \( 128^3 \) base points, i.e. resolution of the attenuation and SOS maps, and \( 10^7 \) A-scans (N~900).

4 Discussion and conclusion

In this paper an overview of three approaches for fast calculation of 3D SAFT for 3D USCT at KIT was presented and the motivation to apply speed of sound and attenuation correction was given. For clinical applicability, i.e. calculation of breast volumes in a couple of minutes, a new approximation based approach for speed of sound corrected 3D SAFT enables a significant acceleration of reconstructions for reflectivity volumes with only minor reduction of image quality. The type of applied GPU limits the performance by increased memory requirements and texture units for interpolation, thus high end GPUs are required, especially when using TOFI-SAFT.

Using quad-core CPUs and a cluster of eight GPUs allowed us for the first time to calculate volumes in less than 10 min, enabling the application of the method in clinical studies. While readout of the full raw data is important during the development state, for clinical practice a stand-alone system outputting reconstructed images only would be sufficient. For application in clinical practice, however, we also considered reuse of the device's built-in FPGA-based data acquisition system (DAQ) through reconfiguration. Due to the dated FPGAs the speed up was only marginal. Yet 3D SAFT using new generation FPGAs was shown to be nearly as performant as using GPUs [12]. For future development of the 3D USCT technology scalability and a good performance-per-power ratio become very important. Therefore we will consider FPGAs for future applications. Today, with the available FPGA technology real-time imaging is not possible at reasonable efforts and costs. However, we expect that even real-time image reconstruction will be possible by the year 2020, roughly following Moore’s law.
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Abstract

In recent years, a number of studies on ultrasound computed tomography (USCT) have been carried out for its application prospect in early detection of breast cancer. The traditional delay-and-sum (DAS) beamforming has been widely used in USCT imaging. However, DAS method has wide main lobe and high side lobe level. In this paper, minimum-variance (MV) beamforming method is applied to improve the image quality for USCT. MV beamformer adopts an adaptive strategy by maintaining a unity gain in the desired direction and reducing the interference from other directions. Through using the MV beamforming method, the USCT image is expected to have less noises and artifacts, and higher resolution and contrast. It was tested with the radio-frequency (RF) data of the breast phantom captured by the USCT system developed in the Medical Ultrasound Laboratory. The ring-type transducer has 1024 elements with a center frequency of 2.5MHz. Experimental results show that the reconstructed images of the breast phantom by the MV beamformer enhanced the image quality compared to DAS. The cysts in breast phantom are more clearly presented.
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1 Introduction

Ultrasound has been widely used in medical imaging because of its non-ionizing radiation and low cost. Ultrasound computed tomography (USCT) is a promising imaging tool for early breast cancer detection. Delay-and-sum beamforming (DAS) has been widely used in USCT imaging. The received signals from active channels are dynamically delayed and summed up in the beamformer. In contrast to the predetermined weight in DAS, the minimum-variance (MV) adaptive beamformer computes the optimal weights for each receive
focal point based on MV algorithm [1-2]. Hence, MV can improve the lateral and contrast resolution since it can effectively reduce both the main lobe and clutter levels [3]. Several researchers have previously investigated the MV approach in medical ultrasound [4]. Mann and Walker introduced the basic structure of MV and used a constrained adaptive beamforming on experimental data of a single point target and a cyst phantom demonstrating improved contrast and resolution [5]. Sasso and Cohen-Bacrie used subaperture averaging to handle the coherent echoes, showing improved contrast in the reconstructed image [6]. Wang et al. presented a synthetic aperture focusing technique combining with robust MV beamformer[7]. In [8], babak et al. applied MV beamforming with adaptive coherence weighting to medical ultrasound imaging. In this paper, MV beamforming method is applied for USCT imaging. It aims to reduce the levels of side lobes and narrow the main lobes to improve the image quality.

The remainder of this paper is arranged as follows. Section 2 briefly describes the background and principle of the MV. The experimental setups are shown in section 3. The experimental results are shown and analyzed in Section 4. Finally, Section 5 is devoted to the conclusion.

2 Methods

In conventional data-and-sum (DAS) beamforming, time delay is applied to the received signals. Then, sum the delayed signals to construct the image. It is non-adaptive and blind beamformer whose weights are predetermined. In the MV beamformer, the weights are computed to optimally minimize the output power by maintaining a unity gain in the desired direction and reducing the interference from other directions.

2.1 The MV beamformer

Consider a USCT transducer array with $M'$ elements. Here, the reflected echoes near the emitter are adopted to reconstruct USCT images. $M$ element received signals are selected with each emission. After the time delay compensation, the sample output of each channel can be expressed in a vector,

$$X[n] = [x_1(n) \ x_2(n) \ ... \ x_M(n)]^H,$$

(1)

where $^T$ denotes the matrix transpose, $x_m[n]$ the received radio-frequency (RF) data of channel $M$ after receive delays have been applied. The output of MV beamformer is

$$z[n] = \sum_{m=0}^{M-1} w_m[n]x_m[n] \ = w[n]^H X[n],$$

(2)
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where \( w_m[n] \) is a weighting value for the \( x_m[n] \), \( w[n] = [w_1(n) \ w_2(n) \ldots \ w_M(n)]^H \). The variance of \( z[n] \) can be written as

\[
E[|z(n)|^2] = w[n]^H R[n] w[n],
\]

where \( R[n] = E[X[n]X[n]^H] \) is the spatial covariance matrix, \( E[\cdot] \) the expectation operator. The optimal weight vector \( w[n] \) can be formulated as follows,

\[
\min_{w[n]} w[n]^H R[n] w[n] \quad \text{subject to} \quad w[n]^H a = 1,
\]

where \( a \) is the equivalent of the steering vector. Assume the received data have been delayed appropriately, \( a \) is a vector of ones. The solution to (4) is given by

\[
w[n] = \frac{R[n]^H a}{a^H R[n]^H a}.
\]

### 2.2 Estimation of the spatial covariance matrix

The spatial covariance matrix \( R[n] \) can not be obtained in practice. As the transmitted pulses are short and nonstationary in medical ultrasound image, \( R[n] \) changed with time rapidly and should be estimated. The spatial smoothing and temporal averaging have been used for covariance matrix estimation [8]. The array is first divided into overlapping subarrays with length of \( L \) and temporally averaged over \( 2K+1 \) samples, then the corresponding covariance matrices are calculated to estimate the full covariance matrix. The estimated covariance matrix is given as follows,

\[
\hat{R}[n] = \frac{1}{2K+1} \frac{1}{M - L + 1} \sum_{k=K}^{M-L} \sum_{l=0}^{K} \bar{X}_i[n - k] \bar{X}_i[n - k]^H,
\]

where \( \bar{X}_i[n] = [\bar{x}_i(n), \bar{x}_{i+1}(n), \ldots, \bar{x}_{i+L-1}(n)]^H \), \( L \) the subarray length. In this paper, Temporal averaging is not used, \( K=0 \). We selected forward and backward spatial averaging to obtain \( \hat{R}[n] \). The formula is given by

\[
\hat{R}_{FB}[n] = \frac{1}{2(M - L + 1)} (\sum_{i=0}^{M-L} \bar{X}_i[n] \bar{X}_i[n]^H + \sum_{i=M-L}^{0} \bar{X}_i^*[n] \bar{X}_i^*[n]^H),
\]

where \( \bar{X}_i^*[n] = [\bar{x}_{M-i-1}(n), \bar{x}_{M-i-2}(n), \ldots, \bar{x}_{M-i-L}(n)]^H \). Replace \( R[n] \) by \( \hat{R}_{FB}[n] \), the estimated amplitude is obtained by averaging over all subarrays.
There are two ways to increase robustness of the MV estimation: decreasing the subarray length $L$ or diagonal loading of the estimated covariance matrix. If $L=1$, the MV becomes DAS. When $L$ increased to form the covariance matrix, the resolution increased but the robustness get worse. The choice of $L$ should ensure that the covariance matrix estimate is invertible. The limit of $L$ is $L < M/2$ [9]. Diagonal loading means that using $R[n] + \varepsilon I$ to replace $R[n]$. $\varepsilon$ is chosen to be proportional to the power of the output,

$$\varepsilon = \Delta \cdot tr\{R[n]\},$$

where $tr\{\}$ is the trace operator. $\Delta$ is less than $1/L$. Here, $\Delta$ is set to be $1/(100L)$.

### 3 Result

A 1024-element ring array with the center frequency 2.5MHz was used to scan the breast phantom 052A (CIRSINC, USA) (Fig.1(a)). The diameter of ring array was 200 mm, and the sampling frequency was 12.5 MHz. Phantom 052A immersed in water were put in the center of the transducer. Fig.1(b) shows the data acquisition system (NI 5752, USA).

![Fig. 1. (a) Ring array and phantom 052A; (b) NI data acquisition system.](image)

One element emits the ultrasound impulse signal, while all the elements act as the receiver to capture the raw data. The reconstruction algorithm for reflectivity image is the synthetic aperture focusing technique (SAFT). For each focal point, the weighting factors were calculated in each emissions using the MV beamformer. Fig.2 shows the B-mode images of breast phantom using traditional DAS and MV method. It can be found that MV (Fig.2b) can reduce the artifact around array boundary while the phantom are more clearly presented comparing with DAS (Fig.2a).
There are two ways to increase robustness of the MV estimation: decreasing the subarray length $L$ or diagonal loading of the estimated covariance matrix. If $L = 1$, the MV becomes DAS. When $L$ increased to form the covariance matrix, the resolution increased but the robustness get worse. The choice of $L$ should ensure that the covariance matrix estimate is invertible. The limit of $L$ is $\frac{M}{2}$. Diagonal loading means that using $R_n + \epsilon I$ to replace $R_n$. $\epsilon$ is chosen to be proportional to the power of the output, $\epsilon = \Delta \times tr\{R_n\}$, where $tr$ is the trace operator. $\Delta$ is less than $\frac{1}{L}$. Here, $\Delta$ is set to be $\frac{1}{100 L}$.
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Fig. 1. (a) Ring array and phantom 052A; (b) NI data acquisition system.

One element emits the ultrasound impulse signal, while all the elements act as the receiver to capture the raw data. The reconstruction algorithm for reflectivity image is the synthetic aperture focusing technique (SAFT). For each focal point, the weighting factors were calculated in each emissions using the MV beamformer.

Fig.2 shows the B-mode images of breast phantom using traditional DAS and MV method. It can be found that MV (Fig.2b) can reduce the artifact around array boundary while the phantom are more clearly presented comparing with DAS (Fig.2a).

<table>
<thead>
<tr>
<th>ROI1</th>
<th>ROI2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>CR(dB)</td>
</tr>
<tr>
<td>DAS</td>
<td>25.89</td>
</tr>
<tr>
<td>MV</td>
<td>30.63</td>
</tr>
</tbody>
</table>

Table 1. CR and CNR of the breast phantom images

<table>
<thead>
<tr>
<th>Black-box region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>DAS</td>
</tr>
<tr>
<td>MV</td>
</tr>
</tbody>
</table>

Table 2. Mean, standard deviation and SNR of the breast phantom images

Three common indices, the contrast ratio (CR), contrast to noise ratio (CNR) and speckle signal to noise ratio (SNR) were calculated using the image point values for these methods. These indicators are used to quantify the reconstructed image quality. CR is defined as $CR = \mu_{ROI} - \mu_B$ and CNR is the ratio of CR to the standard deviation of the background. It
is defined as $\text{CNR} = \frac{CR}{\sigma_B} = \frac{|\mu_{ROI} - \mu_B|}{\sigma_B}$, where $\sigma_B$ is the standard deviation of the background[10-11]. $\mu_B$ is the mean value of the background and $\mu_{ROI}$ is the mean value of the region-of-interest (ROI). SNR is defined as $\text{SNR} = \frac{\mu}{\sigma}$ [12]. It is the ratio between the mean value $\mu$ and the standard deviation $\sigma$. As shown in Fig.2 (a) (indicated by the white rectangle), the speckle pattern region without influenced by the weighting factors is chosen as the background. Therefore, three common indices for the ROI1 (indicated by the black dashed rectangle) and ROI2 (indicated by the white dashed rectangle) are calculated based on the previous formulas. The speckle pattern region (indicated by the black rectangle) is selected to computer signal to noise ratio. DAS gets the lower CR than MV method in ROI1 but higher in ROI2 and the strongest speckle intensity variations as shown in Table 1 and Table 2. The MV method removes the artifacts in the images more significantly and obtains improved speckle pattern near the boundary. The image quality enhances while suppressing clutter consequently.

## 4 Conclusion

The MV beamformer have been applied to improve spatial resolution and suppress clutters in USCT. The proposed method was evaluated by experimental results. The results showed that the reconstructed images of the breast phantom by the MV beamformer enhanced the image quality compared to DAS. The main disadvantage of MV beamforming method is the excessive computational complexity. In the future, the proposed methods will be testified with in-vivo data.

## References


Int. Workshop on Medical Ultrasound Tomography is defined as CNR = \frac{\sigma_B}{\mu_B - \mu_R}, where \sigma_B is the standard deviation of the background [10-11]. \mu_B is the mean value of the background and \mu_R is the mean value of the region-of-interest (ROI). SNR is defined as SNR = \frac{\mu}{\sigma}[12]. It is the ratio between the mean value \mu and the standard deviation \sigma. As shown in Fig. 2 (a) (indicated by the white rectangle), the speckle pattern region without influenced by the weighting factors is chosen as the background. Therefore, three common indices for the ROI1 (indicated by the black dashed rectangle) and ROI2 (indicated by the white dashed rectangle) are calculated based on the previous formulas. The speckle pattern region (indicated by the black rectangle) is selected to compute signal to noise ratio. DAS gets the lower CR than MV method in ROI1 but higher in ROI2 and the strongest speckle intensity variations as shown in Table 1 and Table 2. The MV method removes the artifacts in the images more significantly and obtains improved speckle pattern near the boundary. The image quality enhances while suppressing clutter consequently.

**Conclusion**

The MV beamformer have been applied to improve spatial resolution and suppress clutters in USCT. The proposed method was evaluated by experimental results. The results showed that the reconstructed images of the breast phantom by the MV beamformer enhanced the image quality compared to DAS. The main disadvantage of MV beamforming method is the excessive computational complexity. In the future, the proposed methods will be testified with in-vivo data.

**References**

Piezofibre composite transducers for next generation 3D USCT


1 Karlsruhe Institute of Technology, Institute for Data Processing and Electronics, Karlsruhe, Germany
E-mail: michael.zapf@kit.edu
2 Institute of Materials Science, TU Dresden, Dresden, Germany
3 IKTS, Fraunhofer Institute for Ceramic Technologies and Systems, Dresden, Germany
4 Department of Imaging Physics, Faculty of Applied Sciences, Delft University of Technology, Delft, the Netherlands

Abstract

At the Karlsruhe Institute of Technology (KIT), a 3D-Ultrasound Computer Tomography (3D-USCT) medical imaging system for early breast cancer detection is currently developed. With the next generation of 3D-USCT 2.5, the current region of interest (ROI) of 10 x 10 x 10 cm³ shall be increased to 20 x 20 x 20 cm³ to allow reliable imaging results also for bigger female breasts. Therefore, the opening angle (OA) of the future transducers should increase to approx. 60 ° at 3 dB while other characteristics such as bandwidth (BW) and resonance frequency should be preserved or even improved. Based on Fraunhofer IKTS Piezofibre composites utilized for transducer production, an optimization is performed on piezoelectric sensor geometry and size, type and structure of matching and backing layer and interconnection technology of the several parts of the transducer

Keywords: US transducer, composite materials, SAFT imaging, piezo fibre composite

1 Introduction

Breast cancer is the most common cancer in females in the world [1, 2]. The spreading probability of the tumor and thus the chances of survival are correlated to its size [3]. Therefore, early detection plays a vital role in reducing the mortality of breast cancer.
KIT developed a 3D USCT imaging system for early breast cancer detection [4] [5] [6]. Imaging is achieved by Synthetic Aperture Focusing Technique (SAFT) using a multistatic setup of 2041 ultrasound transducers, grouped in 157 Transducer Array Systems (TAS) embedded in a semi-ellipsoidal aperture (Figure 1). A center frequency of 2.5 MHz is applied. The bandwidth (BW) and opening angle (OA) at 3 dB amount to 1 MHz and 36°, respectively. The fundamental connection between an ultrasound transducer’s emission and reception sensitivity in the azimuth and elevation angle space is the transducer’s aperture size.

Finite element (FE) simulations have shown that a reduction in size of the current generation transducer elements by roughly a factor 2 from 900 µm to 500 µm is required to realize an OA of 60 ° at 3 dB. Wave simulations also revealed that a circular instead of the current rectangular aperture will result in additional homogeneity of the sound field.

As circular sensors are difficult to produce in the dice-and-fill approach, octagon shaped transducers are built for USCT 2.5. The octagon shape can be achieved with the established dice-and-fill technique by adding 2 sawing cuts. Furthermore, inspired by compressive sensing, an irregular distribution of the sensor elements on the TAS is applied which covers almost the full surface area of US transducer. Further improvements are introduced regarding connectivity and bandwidth.

## 2 Motivation

### 2.1 3D USCT 2.0 current status

The current USCT 2.0 system covers a ROI of 10 x 10 x 10 cm³. Results from the clinical trial with the University hospital Jena indicated that a bigger ROI is beneficial to cover a broader range of breasts and adapt also to the buoyance broadening effect of floating breasts [5]. Each of the 157 TAS consists of 13 rectangular transducer elements 0.9 x 0.9 mm in size.
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KIT developed a 3D USCT imaging system for early breast cancer detection [4] [5] [6].

Imaging is achieved by Synthetic Aperture Focusing Technique (SAFT) using a multistatic setup of 2041 ultrasound transducers, grouped in 157 Transducer Array Systems (TAS) embedded in a semi-elliposoidal aperture (Figure 1). A center frequency of 2.5 MHz is applied. The bandwidth (BW) and opening angle (OA) at 3 dB amount to 1 MHz and 36°, respectively. The fundamental connection between an ultrasound transducer’s emission and reception sensitivity in the azimuth and elevation angle space is the tranducer’s aperture size. Finite element (FE) simulations have shown that a reduction in size of the current generation transducer elements by roughly a factor 2 from 900 µm to 500 µm is required to realize an OA of 60 ° at 3 dB. Wave simulations also revealed that a circular instead of the current rectangular aperture will result in additional homogeneity of the sound field.

As circular sensors are difficult to produce in the dice-and-fill approach, octagon shaped transducers are built for USCT 2.5. The octagon shape can be achieved with the established dice-and-fill technique by adding 2 sawing cuts. Furthermore, inspired by compressive sensing, an irregular distribution of the sensor elements on the TAS is applied which covers almost the full surface area of US transducer. Further improvements are introduced regarding connectivity and bandwidth.

2.2 Design considerations for next generation 3D USCT

For next generation 3D USCT (called 3D USCT 2.5) several should be improved contribute to a homogenous illumination and imaging contrast.
2.2.1 Opening angle (OA)

The benefit of an increased OA is schematically shown in Figure 4.

![Figure 4: Illumination of an exemplary 3D-USCT system (top down view) for transducers with a small OA (left) compared to transducers with a larger OA (right).]

2.2.2 Bandwidth

The BW of the transducers should be increased, as a larger BW better contrast in SAFT images, see Fig. 6. An increased coverage of the K-space, the spatial Fourier domain, can be achieved by broadening the bandwidth of the transducers. [8] Also, full wave inversion schemes and transmission tomography benefits from lower frequency components included in a broader bandwidth which covers also lower frequency down to 0.5 MHz.

2.2.3 Irregular distribution of sensor

An irregular distribution of the elements leads to greater coverage of the ROI and more homogeneous illumination. This is inspired by the “compressive sampling” concept now utilized in many apertures of various imaging systems as also ultrasound imaging systems.

2.2.4 Reduction in sparsity of sampling

An upgrade from 13 to 17 elements is performed. There are still nine receivers but the number of emitters has been doubled from four to eight emitters. Electronic constraints inhibit an upgrade to 9 emitters for symmetric emitter/receiver distribution. More emitters reduce the sparsity in imaging, leading to a more homogeneous coverage of the ROI. The final transducer distribution is shown in Figure 14.

2.3 Simulations

2.3.1 MATLAB

Ultrasound wavefield emission simulations for different surface geometries (“transducer apertures”) have been performed as “piston model”. As it is well known from antenna and
transducer design, there is a reciprocal relationship between the element / aperture size, and the directivity / opening angle of the sound beam. A reduction in transducer sidelen/f diameter from 900 µm to 550 µm should lead to an increase in OA to 50°-60° at 3 dB.

![Image of MATLAB aperture piston model simulations](image)

**Figure 5:** MATLAB aperture piston model simulations: US sound field for rectangular 0.9 mm (upper left), rectangular 0.4 mm (lower left), circular 0.94 mm (upper right) and circular 0.45 mm (lower right).

![Image of SAFT simulations](image)

**Figure 6:** SAFT simulations for many point scatterers for varying BW. Contrast increases for broader bandwidth, while the resolution is more or less retained.
Circular elements express a more homogeneous sound over the field compared to rectangular elements. (Figure 5).

SAFT simulations have been performed on point scatterers with varying BW (Figure 6). The results show that for SAFT image reconstruction, more BW leads to higher contrast in the images.

2.3.2 KLM

KLM simulations have been performed to find the ideal matching layer thickness for a broad BW. Simulations on TMM4 as a matching layer are shown in Figure 7. In the given configuration the resonance was the broadest for a 200 µm TMM4 layer due to two resonance peaks.

![KLM model showing piezo thickness over frequency for a 200µm TMM4 matching layer with varying PZT thickness on the Y axis. X axis give the frequency range.](image)

2.3.3 Finite element simulation

As 1D KLM simulations are insufficient to analyze lateral and shear wave effects of a design, a higher spatial dimensional simulation was utilized. Finite element (FE) simulations in 3D and 2D were performed. Also the impact of various materials on the Transducer performance were analyzed. PZflex was used as standard tool for piezoelectric materials and non-piezoelectric materials. The spatial properties of the transducer design was meshed with at least 3 times spatial sampling. Temporal sampling was derived automatically by the simulation tool, exported was the sound pressure field in each element in the water in the farfield in 2 to 6 cm distance.
Circular elements express a more homogeneous sound over field compared to rectangular elements. (Figure 5).

SAFT simulations have been performed on point scatterers with varying BW (Figure 6). The results show that for SAFT image reconstruction, more BW leads to higher contrast in the images.

2.3.2 KLM

KLM simulations have been performed to find the ideal matching layer thickness for a broad BW. Simulations on TMM4 as a matching layer are shown in Figure 7. In the given configuration the resonance was the broadest for a 200 µm TMM4 layer due to two resonance peaks.

Figure 7: KLM model showing piezo thickness over frequency for a 200µm TMM4 matching layer with varying PZT thickness on the Y axis. X axis give the frequency range.

2.3.3 Finite element simulation

As 1D KLM simulations are insufficient to analyze lateral and shear wave effects of a design, a higher spatial dimensional simulation was utilized. Finite element (FE) simulations in 3D and 2D were performed. Also the impact of various materials on the Transducer performance were analyzed. PZflex was used as standard tool for piezoeactive materials and non-piezoeactive materials. The spatial properties of the transducer design was meshed with at least 3 times spatial sampling. Temporla sampling was derived automatically by the simulation tool, exported was the sound pressure field in each element in the water in the farfield in 2 to 6 cm distance.

3 Approach and method

Figure 8: Left: Exemplary 2D PZF lex simulation model spanning 6cm in x and 2 cm in Y: Red: Backing + filling PU + Tungsten (12 MRayl): Red + bright blue: Piezofibrecomposite disc. (CeramTec Sonox 505 14.2 MRayl). Grey: Matching (TMM4 ca. 6.3 MRayl). Blue: Water (1.5 MRayl). Middle: Left: two-dimensional pressure plot X over Y, simulated by PZF lex for the setup described. Right: frequency over angle plot for the same setup.

Figure 9: Definition of a pseudo random transducer distribution on the piezofibre disc. Original 13 element design (later extended to 17 elements).
The selected design is a pseudo-random distribution which should be homogenous distribution over the surface of the whole transducer array, while being irregular and non-periodic to minimize side lobes; this is inspired by compressive sampling techniques; see figure 9.

### 3.1 Piezofibre disc production

![Figure 10: IKTS Piezofibre production process.](image)

The FhG IKTS piezofibre production process promises a cost reliable, reproducible and accurate build of arbitrary placed and sparse 2D transducer geometries. Additionally, a homogenous performance is to be expected due to production from a small number of fibres and piezoelectric production batches.

The process starts from slicker with a liquid solvent which is pushed with a dispenser in a water bath and cures instantly in a green piezo fibre. These fibres are cured and hardened in a plumbum enriched atmosphere sinter oven [15,16].

The next steps is the placing of the pre-shrinked to ~470µm diameter fibres in metallic mask, see figure 4 top left. The mask with the piezo fibres is placed in a moulding container and filled with the epoxy substrate. The resulting block is milled to a round rod of approx. 14cm length and 2.3cm thickness. Two such rods are sufficient to satisfy the required 200 discs for an USCT. The rod is than sawed in discs of the desired thickness: for this analysis 400, 550, 750, 1050, 1450, and 2050 µm thick discs were sawed with an in-hole saw.
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The selected design is a pseudo-random distribution which should be homogenous distribution over the surface of the whole transducer array, while being irregular and non-periodic to minimize side lobes; this is inspired by compressive sampling techniques; see figure 9.

3.1 Piezofibre disc production

Figure 10: IKTS Piezofibre production process.

The FhG IKTS piezofibre production process promises a cost reliable, reproducible and accurate build of arbitrary placed and sparse 2d transducer geometries. Additionally, a homogenous performance is to be expected due to production from a small number of fibres and piezo production batches.

The process starts from slicker with a liquid solvent which is pushed with a dispenser in a water bath and cures instantly in a green piezo fibre. These fibres are cured and hardened in a plumbum enriched atmosphere sinter oven [15,16].

The next steps is the placing of the pre-shrinked to ~470µm diameter fibres in metallic mask, see figure 4 top left. The mask with the piezo fibres is placed in a moulding container and filled with the epoxy substrate. The resulting block is milled to a round rod of approx. 14cm length and 2.3cm thickness. Two such rods are sufficient to satisfy the required 200 discs for an USCT. The rod is then sawed in discs of the desired thickness: for this analysis 400, 550, 750, 1050, 1450, and 2050 µm thick discs were sawed with an in-hole saw.

Figure 11: Fibre composite disc production: top left putting the sintered piezo fibres into the mask, top right: filling the mould with epoxy as substrate, bottom left: cured and milled milled rod, bottom right: sawed to four different thicknesses piezo discs

Then, the discs got a front common ground electrode by sputtering and individual connections per fibre. Then the discs were poled with approx. 2kV/mm.

3.2 Transducer design and built up process

The prototypes are built piezofibre from the piezofibre discs glueing them to a TMM 26.75mm diameter front matching plate of 470µm thickness Rogers TMM4 disc, a high-frequency aluminium oxid based PCB material. The glueing was done with conductive silver-glue also providing the common ground connection, see Figure 12 top right.
3.3 PCB design

A Flexprint design was chosen as PCB base for electrical connectivity for the transducers (not shown in the prototypes).

The design has many holes acting as pinholes for X-Y position accuracy (~0.05mm) and for later underfilling and getting rid of air. The backsite has substrate defined pads of 400µm diameter. The layout and final product are shown in Figure 13.
3.4 Backing

3.4.1 Tungsten + PU backing

As backing some improved formula of the 3D USCT II baking was used: 1g VOSSFlex 2k Polyurethane filled with 2.5g Tungsten with 10µm particle size [10]. This resulted in a strongly attenuating composite of PU and tungsten powder which is also a well matching with an acoustic impedance values of approx. 11 MRayl. The mixing process was supported by 1% defoamer, the mixture was extensively, manually (~30min) degassed in vacuum chamber going to ca 50mbar.

![PU-tungsten composite material](image)

Figure 14: (left) PU-tungsten composite material, (right) its lower part under the microscope. Degassing is effective; no major air inclusions are visible (left).

3.5 Gluing and electrical connectivity

1K Heraeus PC3000 silver glue is used to electrical connect the individual elements. Curing is achieved with 100°C for half an hour on a temperature regulated heating plate.

A sieve printing mask test of 400µm, 500µm, 600µm dots diameter sizes was developed to analyze and optimize the individual element connect.

3.6 Matching and glueing

3.6.1 TMM4

The acoustic impedance of Rogers TMM4 an aluminum oxide composite with of 6.4 MRayl acoustic impedance is near optimal for a single-layer matching between PZT and water. TMM4 is a very stiff, mechanical mill-and drillable material and exhibits low water absorption. Besides being a strong electrical insulator, thermal conductivity of TMM4 is quite high. This is helpful for correct water temperature measurements, as the USCT temperature sen-
sors are situated behind the TMM4 plate. Final waterproofing will be achieved with a thin layer of parylene.

4 Evaluations and results

4.1 Electrical Characterization

The sputtered piezofibre discs were analyzed with a fast electrical characterization in phase (see Fig. 15) and impedance between 500 kHz and 6 MHz. The HP 4194 phase analysator was calibrated before usage and every element of the 13 elements was measured of the selected six piezofibre discs shown in Fig.16.

Figure 15: Impedance spectroscop used to characterize the build up prototypes (left). Example impedance and phase measurement graph of one element (right).

As result of the electrical characterization the thicknesses 400, 550, and 750µm were considered for further analysis; thicker disc thickness were not analyzed further due to poor performance and low sound pressure.
Electrical Characterization

The sputtered piezofibre discs were analyzed with a fast electrical characterization in phase (see Fig. 15) and impedance between 500 kHz and 6 MHz. The HP 4194 phase analysator was calibrated before usage and every element of the 13 elements was measured of the selected six piezofibre discs shown in Fig. 16.

Figure 15: Impedance spectroscopy used to characterize the build up prototypes (left). Example impedance and phase measurement graph of one element (right).

As a result of the electrical characterization, the thicknesses 400, 550, and 750 µm were considered for further analysis; thicker disc thicknesses were not analyzed further due to poor performance and low sound pressure.

<table>
<thead>
<tr>
<th>Thickness of disc (in µm)</th>
<th>Center freq. (in MHz @max. Power, mean/±std.)</th>
<th>BW (max. Power@3dB/6dB)</th>
<th>Phase (in degree@max. Power)</th>
<th>Kt (mean/±std.)</th>
<th>Working (Kt &gt;0.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>3.01 (0.24)</td>
<td>1.69 / 2.34</td>
<td>-69.98°</td>
<td>0.56 (0.17)</td>
<td>11/13</td>
</tr>
<tr>
<td>550</td>
<td>2.54 (0.07)</td>
<td>1.57 / 1.99</td>
<td>-72.24</td>
<td>0.84 (0.06)</td>
<td>12/13</td>
</tr>
<tr>
<td>750</td>
<td>2.06 (0.11)</td>
<td>1.23 / 1.34</td>
<td>-74.53</td>
<td>0.90 (0.01)</td>
<td>13/13</td>
</tr>
<tr>
<td>1050</td>
<td>3.56 (1.29)</td>
<td>0.17 / 0.17</td>
<td>-85.08</td>
<td>0.91 (0.03)</td>
<td>4/13</td>
</tr>
<tr>
<td>1450</td>
<td>3.34 (0.07)</td>
<td>1.62 / 2.54</td>
<td>-85.22</td>
<td>0.11 (0.24)</td>
<td>1/13</td>
</tr>
<tr>
<td>2050</td>
<td>2.53 (0.04)</td>
<td>1.25 / 1.73</td>
<td>-85.30</td>
<td>0.00 (0.00)</td>
<td>1/13</td>
</tr>
</tbody>
</table>

Figure 16: Table of the results of the impedance phase measurement of the analyzed 6 piezofibre discs.

4.2 Acoustical measurements

Figure 17: Left: measurement container (30 x 30 x 50 cm), top: 3-movement axis with stepper-motors and mounted hydrophone, bottom left: sockets for transducers, right: AWG, HV amplifier, DAQ, and control PC.
Ultrasound characteristics were evaluated quantitatively with a hydrophone in a 3-axis water tank for selected sample transducers [8, 9].

The measurement tank is a self-built system. The excitation voltage used was +/-100Vpp for a frequency sweep with chirps of 0.5MHz to 5.5MHz in 250kHz steps. A calibrated Onda HNC-400 hydrophone (up to 10MHz) with a 20dB pre-Amplifier was used. In the measurement procedure 16x averaging of the measurement was used to achieve a 4x SNR gain. The measured signal digitization length was 400µs with a sampling rate of 20MHz. Overall measurement time per prototype was several hours. The resulting performance for the thicknesses 400, 550, and 750µm can be seen in Fig. 18.

<table>
<thead>
<tr>
<th>Thickness (µm)</th>
<th>Angle (°)</th>
<th>Frequency (MHz)</th>
<th>Max. Pressure (Pascal)</th>
<th>Transducer BW (MHz)</th>
<th>Transducer Angular Main Lobe Width (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.5</td>
<td>2.5</td>
<td>1450</td>
<td>250000</td>
<td>31.7611</td>
</tr>
<tr>
<td>550</td>
<td>1</td>
<td>4</td>
<td>1000</td>
<td>250000</td>
<td>31.7649</td>
</tr>
<tr>
<td>750</td>
<td>2</td>
<td>5.5</td>
<td>704.2778</td>
<td>250000</td>
<td>36.301</td>
</tr>
</tbody>
</table>

Figure 18: Acoustical characterization of transducer prototypes of varying die thickness, top row: sound pressure over angle and frequency, bottom row frequency characteristic.

5 Discussion and conclusion

Functionality and reliability of the piezofibre discs as analyzed with a phase impedance analyser and the reliability of >92% was encouraging. Then six prototypes of varying die thicknesses were built up to select the preferred center frequency and bandwidth; the 750µm thickness was selected. The developed PU-tungsten composite backing material led to a significant...
increase in BW through improved acoustic matching to the rear of the transducer in comparison to the original 3D USCT transducer design. This it can be seen in the acoustical measurements in fig. 18. Also, future by USCT utilized imaging techniques like paraxial wave inversion approaches benefit greatly from lower frequency <1MHz (down to approx. 0.5MHz) now available due to the extended bandwidth.

Analysis of the integration and connectivity process of the TMM4 ceramic matching layer is ongoing. The currently semi-automated process leads still to variations and in result to the failure of a significant portion of the transducer elements; especially in the glueing and filling step. This is currently under intensive investigation with further test prototypes. Final step to adapt and integrate the electronic front-end board (pre-amp and MUX) and the housing are the next steps in finalizing the production process.
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Abstract

Medical visualization plays a key role in the early diagnosis and detection of symptoms related to breast cancer. However, currently doctors must struggle to extract accurate and relevant information from the 2D models on which the medical field still relies. The problem is that 2D models lack the spatial definition necessary to extract all of the information a doctor might want. In order to address this gap, we are developing a machine capable of performing ultrasound computer tomography and reconstructing 3D images of the breasts - the KIT 3D USCT II.

In order to accurately reconstruct the 3D image using ultrasound, we must first have an accurate temperature model. This is because the speed of sound varies significantly based on the temperature of the medium (in our case, water). We address this issue in three steps: so-called super-sampling, calibration, and modeling. Using these three steps, we were able to improve the accuracy of the hardware from ±1°C to just under 0.1°C.

Keywords: Temperature modelling, calibration, super resolution

1 Introduction

Breast cancer is the most common form of the affliction that there is, affecting more than 1.7 million women in 2012 alone. There is still a major problem with breast cancer screenings, as the images collected using the most common method, mammography, are two-dimensional. They therefore lack the spatial information that is often necessary for an accurate and confident
judgement. At KIT, we seek to address this problem. Our novel imaging method uses ultrasound computer tomography to reconstruct a 3D image of the breast. The prototype of this technology is currently being used in a clinical study called 3D-USCT II.

This technology functions based on the use of 3D synthetic aperture focusing, or SAFT, applied to unfocused spherical waves that are iteratively emitted and received by individual transducers. The measurement of these waves takes place in a semi-ellipsoidal water-filled container (17cm x 24 centimeters, height x width), which can be both lifted and rotated. Thousands of transducers have been strategically placed along the walls to form the imaging aperture. These transducers have a resonant frequency of 2.5 MHz at 50% relative bandwidth and a directivity of ±23° at 6dB. The system images and processes the data based on several imaging techniques, such as the previously-mentioned SAFT technique and transmission tomography-based approaches [1].

Figure 1: KIT 3D USCT II demonstrator (left), aperture (right top) and schematic

Figure 2: Left: temperature measurement over four minutes (blue curve). Visible noise and temperature drift. Red curve is the low order polynomial fit. Right: histogram of the measurement
2 Motivation

The key point about the previous paragraph to understand for this paper is that the imaging techniques mentioned require accurate time-of-arrival and speed of sound values such that they can calculate back to identify the depths of possible lesions and cysts. The fidelity of these values is called into question by several factors. However, by far the biggest culprit in engendering errors is the variation of the speed of sound due to variations in medium temperature. The speed of ultrasound waves in water is significantly temperature-dependent [1].
There are several factors that may lead to poor temperature data. These include the outside air temperature, heating due to the systems DAQ electronics (roughly 1kW), heat dissipation at the water's surface, heating from the patient's body (roughly 100W), and mixing of the water due to the patient's motion.

![Figure 5: top left: raw temperature distribution, bottom right: filtered temperature, top right modelled and extrapolated for the water, bottom right: difference temperature filtered vs unfiltered](image)

We pre-heat the water to match the patient's body temperature to mitigate the effects of the patient's body temperature as much as possible. However, even this is often impractical in the dynamic situations presented in hospital environments.

To summarize, the behavior of the temperature of the water is complicated and difficult to regulate into the required margins. As a result, we found it necessary to actively collect temperature data across space and time to develop a robust temperature model with which the images can be accurately reconstructed.
3 Hardware Setup

The USCT system utilizes 157 Transducer Array Sensors (TAS), each of which is outfitted with nine receivers, four emitters, and one MAX6627 temperature sensor. According to its datasheet, the MAX6627, hereafter referred to as TAS, has an accuracy of $\pm 1^\circ$C and offers 12-bit resolution. It therefore has a temperature resolution of $0.0625^\circ$C-per-bit. The temperature measurement cadence is limited to about 320 milliseconds.

The system additionally contains two, high-accuracy temperature sensors, the JUMO dTRANS T03 B Typ 707031 Pt100 (DIN EN 60751), hereafter referred to as JUMOs. The datasheet reports the JUMOs' accuracy as $0.08^\circ$C and offers 10-bit resolution. This makes its temperature resolution similar to that of the TAS.

3.1 Constraints and Requirements

We have estimated that our required speed of sound accuracy should be within 1m/s. This translates to a temperature-accuracy of approximately $0.1^\circ$C, as opposed to the $\pm 1^\circ$C offered by the TAS. Another constraint is that the collection of temperature information should not disturb or slow down the overall USCT measurement process, which, for a typical patient, is on the order of several minutes.

4 Methods

We take three steps in order that the necessary resolution and temperature accuracy are acquired. The path of the data is as follows. We begin with the raw temperature data from the 157 TAS. This raw data is passed through our super-resolution step, which is meant to increase accuracy and compensate for drift. The compensated data is then passed into the calibration step, in which we attempt to mitigate the effects of the hardware parameters of the TAS. The calibrated data then moves into our final step in which we determine a suitable spatial and temporal temperature model and remove outliers. These steps are described in more detail in the following sections.[2]

4.1 Super-Resolution

The analog-to-digital converter (ADC) has a standard deviation of $0.0405^\circ$C. This value correlates to having a standard-error-derived confidence interval and reliability of 68% at $0.081^\circ$C (1.29 bits) and to having a reliable of 95.5% at $0.162^\circ$C (2.59 bits).
Figure 6: 3 step process for temperature data handling

Figure 7: Blue lines 95% confidence interval, green line actual temperature measurement value, red line final end result. Left: Temperature measurement without drift compensation, red line leaves the confidence interval. Right: with drift compensation, the red line is always inside the confidence interval.

We know from signal processing and sampling theory that oversampling by simply averaging over time can achieve a higher reliability and accuracy, given that the noise is distributed normally. However, due to us having a limited measurement read-out speed, and as we expect to see a significant effect of drift over time, we cannot apply simple averaging. Rather, we must begin by compensating for the observed drift.
In order to do so, we began by changing the modus operandi of the temperature measurement from a synchronous on-demand action to an autonomous measurement. This process is handled by the TAS internal TI430 microcontroller, which fills in an internal memory buffer at a 0.5 second cadence.

We then used this data to model the drift with a first-order polynomial fit over the measurement time. This substitute of the simple averaging technique suggested by signal processing and results in an improved accuracy as well as super-resolution (resolution below 1 bit).

### 4.2 Calibration

After the applying the previous step to all TAS measurements, we pass the compensated data into our calibration step. The TAS temperature data suffers from a significant offset due to hardware parameters. This is in large part due to bad coupling with the water medium, as each TAS is insulated by a 0.4 millimeter ceramic plate. We have also noticed that the TAS see small heating effects from the DAQ electronics surrounding them. When compared with the generally good temperature measurements of the JUMO sensors, which are topped with a stainless steel tip that extends directly into the water, the TAS measurements need to be significantly adjusted.

![Temperature Measurements from TAS 1](image)

Figure 8: Temperature measurement monitoring the heat up of the system. Approx. over three hours.

### 4.3 Spatial and Temporal Temperature Modeling

Our final step begins with us removing the outliers from our newly calibrated data. We do this by removing the TAS measurements that are more than ten standard deviations away from the
median of its 10 closest neighbors’ temperatures. Having removed outliers, we can now begin
to determine an overarching temperature model. We apply a second-order polynomial fit over
the spatial domain, which assumes that the temperature change happens very slowly over
space. This has been experimentally shown to be a safe assumption.

5 Results

Our process increases the accuracy and prevision of the TAS temperature measurements by
more than an order of magnitude, 36.3x and 12.6x, respectively. This is well beyond the origi-
unal 1 bit resolution. Though the datasheet specifies ±1°C for the TAS, for a 512 second mea-
surement period with 1024 samples, we achieve 0.00496°C with a 95% confidence interval.

6 Conclusion and Future Work

Though we have, for the most part, achieved the goal, which we had set out to achieve, when
we plot the temperatures seen by our TAS, we see layering effects. These layering effects are
quite significant, up to around 1°C. We are currently investigating the possible causes of such
a phenomenon. We have recently begun to collect more data about possible confounding var-
iables such as air temperature above the ellipsoid, air temperature around the ellipsoid, heating
due to the DAQs and piping that run around the ellipsoid, and initial water temperature. We
are currently using manual sensors with the same accuracy as the JUMOS (0.08°C) to measure
these effects and correlate them to patterns we see in our TAS data.

Figure 9: left and middle: calibration of Greisinger temperature measurement probes, right: setup for measuring the
heat-up of the 3D USCT 2.0 and air temperature for improved calibration
Results

Our process increases the accuracy and prevision of the TAS temperature measurements by more than an order of magnitude, 36.3x and 12.6x, respectively. This is well beyond the original 1 bit resolution. Though the datasheet specifies ±1°C for the TAS, for a 512 second measurement period with 1024 samples, we achieve 0.00496°C with a 95% confidence interval.

Conclusion and Future Work

Though we have, for the most part, achieved the goal, which we had set out to achieve, when we plot the temperatures seen by our TAS, we see layering effects. These layering effects are quite significant, up to around 1°C. We are currently investigating the possible causes of such a phenomenon. We have recently begun to collect more data about possible confounding variables such as air temperature above the ellipsoid, air temperature around the ellipsoid, heating due to the DAQs and piping that run around the ellipsoid, and initial water temperature. We are currently using manual sensors with the same accuracy as the JUMOS (0.08°C) to measure these effects and correlate them to patterns we see in our TAS data.
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Abstract

Medical visualisation plays a vital role in diagnosing and detecting early symptoms. In particular, visualising the anatomy of breast model allows doctors or practitioners to identify first signs of the breast cancer. However, despite the advancement in visualisation techniques, most standard visualisation approaches in the medical field still rely on analysing 2D images which lack spatial information. In this paper, we present an interactive web-based 3D visualisation tool for ultrasound computer tomography (USCT) breast dataset. We base our implementation on the Web-based Graphics Language (WebGL) technology that utilises the GPU parallel architecture. The tool serves as a common platform among research collaborators to analyse and share findings on their dataset. We render the data using state-of-the-art algorithms of interactive computer graphics and produce results with quality comparable to the desktop application. Aside from that, our tool enables researchers to perform arbitrary view slicing, modality thresholding and multiple rendering modes. In the evaluation, our tool maintains an interactive frame rate above 30 fps on a standard desktop.

Keywords: Web-based Visualization, Scientific Visualization, Multiresolution Slicemap, Normal fusion

1 Introduction

A most common cancer among woman is the breast cancer [1]. In the United States, the breast cancer continues to rank second after lung cancer [2], and significant efforts have been undertaken to improve early breast cancer detection. Primarily due to the improvement in screening methods and treatments, the mortality from breast cancer has declined steadily since 1995 [3].
A somewhat new and attractive screening method is the ultrasound computer tomography method (USCT) which does not use any ionisation radiation, and yet produces high-quality 3D dataset using the 3D synthetic aperture focusing technique [4].

Despite the benefits of the USCT method, most of the research focused on comparing the screening results to the more familiar mammography screening methods [6, 7]. Although visualisation is a crucial step in diagnosing the dataset, less attention was given to improving visualisation techniques which could potentially improve data interpretation. The current state of visualisation tools still bases on analysing a stack of 2D slice images and rely on specific software dependencies, i.e., Matlab MiniViewer [5]. Such approach requires doctors to mentally imagine the breast anatomy based on a series of 2D images which could lead to mental fatigue.

Our goal is to create a web-based 3D visualisation of the breast dataset which allows remote and collaborative visualisation. On the one hand, we compromise for lesser quality on client devices with low GPU requirements. On the other hand, we adopted the state-of-the-art algorithms in computer graphics to interactively render the breast dataset using direct volume rendering and surface rendering on client devices with high GPU requirements. To aid the analysis process, we integrated data fusion methods where we merge multimodal information into a single volume. In particular, we integrated the normal fusion approach [12] which projects the region of interest along the normal direction on top of the surface, and the image level intermixing approach [16] which blends the multimodal information by varying its opacity level. Furthermore, our tool allows users to perform arbitrary view slicing, modality grey values thresholding and multiple rendering modes.

In this paper, we present a web-based visualisation tool (Figure 1b) that incorporates interactive rendering of the USCT data. The tool can serve a broad range of client devices, ranging from mobile phone to powerful workstation.
A somewhat new and attractive screening method is the ultrasound computer tomography (USCT) method which does not use any ionisation radiation, and yet produces high-quality 3D dataset using the 3D synthetic aperture focusing technique. Despite the benefits of the USCT method, most of the research focused on comparing the screening results to the more familiar mammography screening methods. Although visualisation is a crucial step in diagnosing the dataset, less attention was given to improving visualisation techniques which could potentially improve data interpretation. The current state of visualisation tools still bases on analysing a stack of 2D slice images and rely on specific software dependencies. Such approach requires doctors to mentally imagine the breast anatomy based on a series of 2D images which could lead to mental fatigue.

Our goal is to create a web-based 3D visualisation of the breast dataset which allows remote and collaborative visualisation. On the one hand, we compromise for lesser quality on client devices with low GPU requirements. On the other hand, we adopted the state-of-the-art algorithms in computer graphics to interactively render the breast dataset using direct volume rendering and surface rendering on client devices with high GPU requirements. To aid the analysis process, we integrated data fusion methods where we merge multimodal information into a single volume. In particular, we integrated the normal fusion approach which projects the region of interest along the normal direction on top of the surface, and the image level intermixing approach which blends the multimodal information by varying its opacity level. Furthermore, our tool allows users to perform arbitrary view slicing, modality grey values thresholding and multiple rendering modes.

In this paper, we present a web-based visualisation tool that incorporates interactive rendering of the USCT data. The tool can serve a broad range of client devices, ranging from mobile phone to powerful workstation.
3D texture which motivates us to emulate the feature in the Graphics Processing Unit (GPU) shaders [14, 15]. A straightforward approach would be loading input data into the 2D texture memory, but the browser technology further limits the number of images (texture unit) and size of each image (texture size). These limitations vary across different client devices. For instance, a Nexus 5 Android phone (GPU: Adreno 330) can accept up to 16 images with each image must not exceed the image resolution of $4096^2$ texels.

Hence, we transform the image slices into slicemap [15] which comprises a series of 2D cross-section images stacked in a mosaic gridded format. Figure 2 shows the composition of slicemaps from a series of image slices. Here, we generate multiple slicemaps to maximise the capacity of the allowable texture memory in the GPU. Figure 3 shows a slicemap created from the USCT dataset. The USCT dataset consists of three modalities: sound speed, attenuation, and reflection. To this end, we map each modality into its respective colour channel. We express the colour representation of the pixel within the slicemap by a three-tuple $(R, G, B) \in [0, 1]$, where $\text{SoundSpeed} \mapsto R$, $\text{attenuation} \mapsto G$, and $\text{reflection} \mapsto B$.

To address the diverse client requirements, we introduce the use of multiresolution slicemap—a hierarchy of multiresolution slicemaps differing in image resolution. The main idea is to transfer a suitable size of data that the best performance at the client. We characterise the client by its texture unit and texture size properties. To deal with the bandwidth limitation, we included the load-on-demand approach where low-resolution data is firstly served followed by a high-resolution data loading in the background [15].

Figure 3: A $12 \times 12$ slicemap of a breast dataset. A mosaic-format image comprises a stack of 2D slice images. The iteration of the stack images is from left-right and top-bottom. Each slice consists of three modalities—sound speed, attenuation and reflection—that are mapped onto the colour channels respectively.
2.2 Visualisation Methods

2.2.1 Direct Volume Rendering

The objective of visualising the USCT dataset is to allow doctors or researchers to identify possible tumour regions efficiently. Hence, showing the spatial information of the dataset is crucial. For this reason, we incorporate direct volume and surface renderings as the main visualisation methods. The direct volume rendering is commonly used to display the scientific dataset [8]. In particular, we adopted the particle model variation described by Max [9] where the intensity at each sampled position is constant along the viewing ray direction. Thus, resulting in an image similar to an X-ray negative—brightest where the data is most dense but saturates at the maximum intensity as can be seen in Figure 4a.

Furthermore, we further improve the visual quality by adopting the real-world light simulations—reflection and refraction. In particular, we include the empirical Phong illumination model which describes the light interaction on each surface point [10]. Inspired by the lighting setup in photography studio [11], we mimic the lighting setup to provide an adequate lighting source to the data model. Since our model lies within a bounding box, we place our lights at the corners of the box (Figure 4a). The lighting design consists three light components: (1) key light, (2) fill light, and (3) back light (Figure 4b). Typically in a photography studio, the lightings and the model are static while the photographer moves around the model to find the best shooting angle. In contrast to our setup, the viewer is static while the lightings and model rotate along the model axes.

![Figure 4: The lighting positions within the bounding box. The key light, fill light and back light are attached to the three corners of our model to provide adequate lightings on the data.](image)
2.2.2 Data Fusion Approach

Whenever we visualise the multimodal USCT dataset, we get three full range of volumes—each volume representing each modality. Despite having 3D models, manually analysing multiple datasets is cumbersome. Instead, we merge the three modalities into a single representation for better data interpretation (data fusion). Mainly, we allow fusion scheme which determines the projection of each modality, i.e., Ranger’s fusion scheme [6]. In this section, we will discuss on two data fusion approaches where we utilise both surface and volume rendering techniques interchangeably: the normal fusion approach [12] and the image level intermixing approach [16] (Figure 5). Throughout the data fusion approaches, we label thresholded region of sound speed as orange colour and attenuation as green colour.

![Image level intermixing and normal fusion](image-url)

**Figure 5:** The data fusion approaches: (a) image level intermixing and (b) normal fusion.

**The image level intermixing:** In the rendering process (Algorithm 1), we combine the information stored in the slicemap to produce the final image. Mainly, we use the direct volume rendering and extend the classification step where we choose values at each point selectively. The sound speed modality is prioritised first, followed by the attenuation modality and lastly the reflection modality. Firstly, we set the opacity of the background base on the reflection modality where the structure of the data can be determined. Then, we look at whether the sound speed or the attenuation falls within the predefined threshold regions (regions of interest). In the case where any of the two modalities are within the region, we set the colour and opacity of the voxel to the corresponding modality opacity and its predefined colour according to the modality priority.

**The normal fusion approach:** Algorithm 2 describes the process of projecting the interior information of the volume onto the surface. Here, we utilise volume rendering to collect information within the volume and surface rendering to produce a realistic image. Similar to the image level intermixing, we prioritise the sound speed modality over attenuation modality, and we use reflection modality to present the structure information. However, if there is
an overlapping region, we show the *sound speed* modality only. To produce the final *normal fusion* result, we firstly cast a ray into the bounding box until we hit the surface of the object. Then, we calculate the normal vector at the intersection point. Rather than continuing in the ray direction, we continue to traverse further in the normal direction instead (secondary ray). Along the secondary ray, we return the orange label if we detect any *sound speed* within the predefined threshold. Otherwise, we return green label if we find *attenuation* within the predefined threshold with no *sound speed* presence. With the colour label ready, we perform the surface rendering using the returned label as our ambient colour.

Ray setup (entry position and ray direction);

\[
\text{while ray in volume do}
\]

  \[
  \text{Interpolate data value at current position;}
  \]

  \[
  \text{if current value (sound speed) within sound speed threshold then}
  \]

  \[
  \text{colour } \leftarrow \text{ orange;}
  \]

  \[
  \text{opacity } \leftarrow \text{ current sound speed opacity;}
  \]

  \[
  \text{else}
  \]

  \[
  \text{if current value (attenuation) within attenuation threshold then}
  \]

  \[
  \text{colour } \leftarrow \text{ green;}
  \]

  \[
  \text{opacity } \leftarrow \text{ current attenuation opacity;}
  \]

  \[
  \text{else}
  \]

  \[
  \text{colour } \leftarrow \text{ grey;}
  \]

  \[
  \text{opacity } \leftarrow \text{ current reflection opacity;}
  \]

  \[
  \text{end}
  \]

  \[
  \text{end}
  \]

  \[
  \text{Perform compositing (colour and opacity);}
  \]

  \[
  \text{Propagate position along ray;}
  \]

\[
\text{end}
\]

**Algorithm 1:** Image level intermixing: pseudo code

### 2.3 Data Interactions

To study and explore the data, we enable arbitrary model view slicing, grey values thresholding, and multiple rendering modes. Since interesting information often lies within the volume, we allow users to slice and inspect the interior of the volume. The slicing angle can be any arbitrary position which the user can freely define. Given the many visualisation approaches adopted within the tool, we allow the user to change the visualisation mode interactively. Aside, the user can select the grey value threshold and show only the region of interest. Depending on the visualisation mode, the threshold parameter may filter out data from the view or define a particular region to be displayed. We also allow the user to interact with the 3D model by including rotation and zoom features.
Ray setup (entry position and ray direction);
Define W as length of the cube;
while ray in volume do
    if intersect then
        calculate normal direction;
        read current position and value;
        output ← grey;
        Secondary ray setup(current position and normal direction);
        while secondary ray less than $\frac{W}{2}$ do
            if current value within sound speed threshold then
                output ← orange;
                break;
            end
            if current value within attenuation threshold then
                output ← green;
            end
        end
        ambient ← output;
        Perform compositing (ambient + diffuse + specular);
        break;
    else
        propagate position along ray
    end
end

Algorithm 2: Normal fusion: pseudo code

3 Evaluations

The basis for all frame rate comparison is the client’s local server which is primarily affected by its available GPU resource. Hence, to measure the efficiency and performance of our tool, we evaluate the mentioned visualisation methods—direct volume rendering (DVR), the image level intermixing approach (ILI), the normal fusion approach (NF)—on several clients with different GPU resources. The methods are tested on (i) a mobile phone (GPU: Adreno 510), (ii) a standard desktop (GPU: integrated graphics card HD4000), (iii) a laptop (GPU: GT750M), and (iv) a powerful workstation (GPU: Tesla C2). We use the USCT data with the size of $256 \times 256 \times 144$ which is transformed into a single slicemap (Figure 3). The three modalities are encoded into the colour channels of the slicemap.

Base on the results shown in Figure 6, the direct volume rendering has the best performance due to its simplicity. There is no classification step nor any fusion scheme involved. In the case of the ILI and NF, both fusion methods involve priority-based modality selection to determine the visual output. The ILI is based solely on volume rendering algorithm and extends
the classification step; whereas the NF consists of both volume and surface renderings. Moreover, the NF approach involves a primary ray in the view direction and a secondary ray in the normal direction. In comparison with the ILI approach, the additional secondary ray in the NF approach results in higher traversal steps. However, the performance of the ILI and NF is comparable which suggests the priority-based selection in the NF serves as an early secondary ray termination—the secondary ray terminates upon the detection of sound speed modality.

With exception to the mobile device, our tool resulted in an overall frame rate higher than 30 fps which suggest the suitability of our tool in clinic or laboratory environments. Worth noting is the performance shown by the desktop with only an integrated graphics card (integrated GPU HD4000) with no dedicated GPU. Hence, we can conclude that our tool is capable of running on any modern desktop with acceptable performance. On the other hand, the usage of the web-based 3D tool in mobile phones in the current state is not feasible. We can optimise the existing algorithm by reducing the sampling step number along with the primary ray. Also, we can adopt less resource demanding algorithm such as additive blending. To minimise the processing load at the client, we can shift the data-intensive operation to the server side such as precalculating normal vectors. Also, reducing the data size can improve the client side performance immensely but at the cost of the visual quality [15].

4 Conclusions and Future Work

We have presented a web-based 3D visualisation tool that can be served by a broad range of client devices. Our tool supports the direct volume rendering, the image level intermixing approach, and the normal fusion approach which are useful in identifying the interesting region of the USCT data. Not only web-based platform encourages collaborative research, but the visual results were promising and comparable to desktop applications.

Future work of our tool encompasses several opportunities. Firstly, given the simple geometry of the USCT dataset, fusing the multimodal data is much more interesting. In this paper, we have shown a small fraction of the many multimodality visualisations imaginable. For example, we can consider the work by Bramon [17] to fuse multimodal data using the mutual information approach which requires probability map of the interested anatomy features. Since our input data are inherently images, we can improve the network latency by introducing compression schemes such as LZO algorithm.

Throughout this paper, we assume a simple client-server architecture with no high-performance computer (HPC). With hardware commodity being affordable, it is an exciting prospect to improve the image quality and network latency by deploying an image streaming approach, which the approach shifts computation intensive processes to the server and send the resulting image—small memory footprint—to the client. Furthermore, a new trend arises where many applications are emphasising on the visual analytic system. Having only multimodality visualisation is maybe useful, but integrating more domain knowledge into the visualisation system can enlighten the doctors or practitioners in their daily work.
Figure 6: The frame rate of three visualisation methods—the direct volume rendering (DVR), the image level inter-mixing (ILI) and the normal fusion approach (NF)—tested on the mobile phone, the desktop with integrated GPU, the MacbookPro and the powerful workstation. The higher the frame rate, the better.
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Abstract

Comparing Ultrasound Computer Tomography (USCT) to the well-known Magnetic Resonance Imaging (MRI) is an essential step in evaluating the clinical value of USCT. Yet the different conditions of the breast either embedded in water (USCT) or in air (MRI) prevent direct comparison. In this work we compare two strategies for image registration based on biomechanical modeling to automatically establish spatial correspondence: a) by applying buoyancy to the MRI, or b) by removing buoyancy from the USCT. The registration was applied to 9 datasets from 8 patients. Both registration strategies revealed similar registration accuracies (MRI to USCT: mean = 5.6 mm, median = 5.6 mm, USCT to MRI: mean = 6.6 mm, median = 5.7 mm). Image registration of USCT and MRI allows to delineate corresponding tissue structures in both modalities in the same or nearby slices. Our preliminary results indicate that both simulation strategies seem to perform similarly. Yet the newly developed deformation of the USCT volume is less computationally demanding: As the breast is subjected to buoyancy it can thereby serve as the unloaded state while for the contrary strategy we have to solve an inverse problem.

Keywords: Image registration, Biomechanical breast model, Ultrasound Computer Tomography, Magnetic Resonance Imaging

1 Introduction

Among other Ultrasound Computer Tomography (USCT) systems, e.g. [1, 2], KIT’s full 3D USCT system is currently being tested in clinical trials [3]. In this development state of a novel imaging modality it is essential to correlate the images to well-known imaging modalities in order to learn the imaging characteristics and evaluate the diagnostic value of USCT. In our clinical studies we use Magnetic Resonance Imaging (MRI) as a three-dimensional modality of choice for comparison to 3D USCT images. Yet the different environmental conditions of
the breast either embedded in water (USCT) or in air (MRI) and the contact of the breast with the MRI breast coils lead to different non-linear deformations of the breast in 3D, which result in a challenging correlation of tissue structures.

In our previous work [4] we presented an automated image registration method to overcome these considerable differences during the image acquisition. The challenging non-linear deformations of the soft tissue are tackled by applying patient-specific biomechanical breast models. The models are until now generated based on the MRI volumes and the registration process simulates the effect of buoyancy to create deformed MRI volumes which are directly comparable to the USCT volume. The buoyancy simulation is approximated by estimating the unloaded state of the breast, i.e. to remove the gravity that is acting on the breast during MRI acquisition. Hence we have to solve an inverse problem of estimating the unknown unloaded state from a loaded state, which can be derived by an iterative procedure [5] and is therefore time consuming. In this work we consider the opposite strategy: deforming the breast imaged in USCT to match the breast shape in the MRI. Due to assuming the breast imaged in USCT as the approximate unloaded state this might be beneficial for biomechanical modeling as only the forward problem of applying gravity has to be solved. This paper describes the developed methods and presents the preliminary results comparing both registration strategies.

2 Methods

The key difference between USCT and MRI is the breast positioning in water respectively air. In particular the gravity which is present during MRI acquisition causes an elongation of the breast in anteroposterior direction and a contraction in mediolateral respectively craniocaudal direction. In contrast, the breast shape during USCT image acquisition approximately equals the gravity-free state as buoyancy and gravity are in equilibrium. In our previous approach - here denoted as strategy A - the general idea is to simulate the buoyancy effect by estimating the gravity-free state of the breast from the MRI (Figure 1). In the new approach - here denoted as strategy B - the breast imaged in USCT is assumed to be in a gravity-free state and we simulate the gravity effect (Figure 2). For both strategies we apply patient-specific biomechanical models and Finite Element simulations to estimate the large deformation. Following the biomechanical model based deformation, a cubic B-spline based free form deformation is applied to refine the surface overlap of the breasts in MRI and USCT respectively. Both registration steps rely on the breast surfaces detected in MRI and USCT images and do not consider additional landmarks to drive the registration.

A biomechanical model is constructed from the segmented MRI (strategy A) or USCT (strategy B) volume. The MRI-based model requires a preprocessing of the MRI volume which includes a segmentation of the breast from the background using an automated state of the art segmentation method based on fuzzy C-means clustering [6]. As the MRI volume contains a whole cross-section of the patients body which is not relevant for the breast image registration, the volume is cropped at the sternum in anteroposterior direction, which is detected
automatically from the image. Furthermore the volume is resampled to an isotropic voxel size by a linear interpolation to overcome the gap between slices. The USCT based model is constructed by segmenting the breast from the background using a semi-automated edge detection and surface fitting approach [7].

![Figure 1: Illustration of image registration strategy A: a buoyancy simulation is applied to the breast acquired in MRI to obtain the loading configuration of the breast during imaging in USCT. Note that the illustration refers to the simplified buoyancy simulation using a simple body load. For the full resolution simulation an iterative approach is applied: a gravity load is applied iteratively and the estimate of the node positions in the unloaded state are updated to solve the inverse problem.](image1)

![Figure 2: Illustration of image registration strategy B: a gravity simulation is applied to the breast acquired in USCT to obtain the gravity loaded configuration of the breast during prone MRI acquisition](image2)

The geometry of the biomechanical models is generated by a meshing algorithm [8] using 4-node tetrahedrons. A hyperelastic neo-hookean material model is applied. The breast tissue is assumed to be nearly incompressible by applying a Poisson’s ratio of 0.49. The material stiffness parameters, i.e. the Young’s modulus $E$ for fatty tissue ($E_{\text{FAT}}$), are initially applied constant for all patients. They are converted to the neo-hookean material constants using the relationship between the Young’s modulus and the shear and bulk modulus as described in e.g. Bower [9].
Buoyancy is simulated by applying a body load with an acceleration of $g = 9.81 \, m/s^2$, in posterior direction on the entire breast while posterior-most nodes of the mesh are held in position to model the fixation of the breast at the chest wall (strategy A). The resulting force $F$ is given by $F = mg$ with $m$ the mass of the water replaced by the breast volume $V$, i.e. $m = \rho V$ with the density of water $\rho = 1000 \, kg/m^3$. Gravity is simulated vice versa: a body load is applied in anterior direction on the entire model assuming an average density of the breast of $\rho = 1000 \, kg/m^3$, while posterior-most nodes are fixed (strategy B). To compute the biomechanical simulation, the commercial Finite Element Method (FEM) package ABAQUS [10] is used.

To enable a patient-specific registration, the material stiffness parameters as well as dataset rotation and cropping are automatically optimized using simulated annealing with bound constraints. The optimization criterion is the surface agreement between the deformed breast after buoyancy respectively gravity simulation and the corresponding breast in the USCT respectively MRI volume. The surface agreement is calculated as the average distance of closest points on both breast surfaces, which becomes minimal for perfectly overlapping breast images. An empirically chosen maximum of 50 iterations is used as a stopping criterion.

The image resolution of datasets included in this study was $(0.75 \, mm)^3$ for the USCT volume and $0.91 \, mm \times 0.91 \, mm \times 3.0 \, mm$ for the MRI volume. To accelerate the overall registration process, the parameter optimization is performed on images downsampled by factor two. After the optimization of the material parameters, the cropping and the rotation, the optimized parameters are used for a simulation in full resolution. In the case of strategy A, an iterative simulation similar to Carter et al.[5] to approximate the true unloaded state of the breast is applied for the full resolution simulation.

Due to simplifications of the biomechanical model compared to the unknown real biomechanics of the breast such as neglecting connective tissue structures like Cooper ligaments [11], the deformed images usually do not fully overlap. Furthermore the predeformation caused by a possible contact between the breast and the MRI breast coil may cause additional differences in the breast shape. Therefore an additional simulation step is performed to bring the MRI and USCT volumes in full overlap. The deformed MRI (strategy A) respectively deformed USCT (strategy B) after biomechanical simulation is rigidly aligned on both centers of mass in mediolateral direction and the chest wall in anteroposterior direction. Afterwards a 3D free form deformation with cubic B-splines is applied [12]. Again the surface agreement of deformed MRI and USCT is used as a penalty function for the optimization process that drives the free form deformation. Supporting grid point distances of the B-splines were manually chosen as a tradeoff between the local and global deformation of the breast.

To measure the accuracy of the registration, landmarks like lesions, predominant connective tissue structures or breast implants which could be clearly delineated in MRI as well as in USCT, were manually annotated in the unregistered MRI and the USCT volume by circumcribing the border of the structure with a freehand tool in 3D. The Target Registration Error (TRE) is defined as the average of Euclidean distances of closest points between the annotations in the unregistered and the compared modality.
3 Results

The registration was applied to nine datasets from eight patients of our first clinical study with the KIT 3D USCT [3]. The datasets were chosen such that at least one correlating tissue structure could be clearly delineated in one USCT volume and the MRI volume before the registration was carried out. In total 11 correlating tissue structures were annotated. In case of more than one marking in a breast the TRE was averaged for the particular volume image to estimate an error per registered dataset.

The TRE was analyzed for all processing steps:

1. before the registration was carried out, i.e. applying a matching of the amount of tissue present in both images as well as a three-dimensional rigid alignment.
2. after the buoyancy respectively gravity simulation was carried out.
3. using the final registered state after applying the buoyancy respectively gravity simulation and the surface-refinement by the free form deformation.

The mean TRE before the registration was carried out (analysis 1) was 9.7 mm (median: 7.2 mm, standard deviation SD: 7.3 mm) for strategy A and 9.9 mm (median: 7.4 mm, standard deviation SD: 7.6 mm) for strategy B. The slight difference is due to the search for the closest point on the contrary modality.

When applying the buoyancy simulation in strategy A, the mean TRE reduces to 6.9 mm (median: 6.5 mm, SD: 2.7 mm). In contrary the strategy B reduces the TRE to an average of 7.9 mm (median: 5.9 mm, SD: 4.2 mm) when applying the gravity simulation.

After performing the additional surface-refinement by the free-form deformation, the average TRE for strategy A was 5.6 mm (median: 5.6 mm, SD: 2.4 mm) and the average TRE for strategy B was 6.6 mm (median: 5.6 mm, SD 4.0 mm).

Both registration strategies revealed similar registration accuracies. Compared to the simple alignment of datasets (analysis 1) the TRE is reduced by nearly factor 2 (analysis 3). Figures 3 and 4 show the registration results for the same patient for strategy A and strategy B respectively.

The parameter optimization resulted in similar average material stiffnesses for both registration strategies: the average $E_{FAR}$ was 1792 Pa (median: 2172 Pa, SD: 794 Pa) for strategy A and 1853 Pa (median: 1200 Pa, SD: 1318 Pa) for strategy B.
4 Discussion and conclusion

Our proposed registration method is aimed at improving visual and quantitative comparison of tissue structures in USCT and MRI as it spatially correlates the images of both modalities automatically. We previously successfully developed, applied and evaluated a method for registration of MRI and USCT volumes which allows to delineate corresponding tissue structures more easily [4]. In this paper we preliminarily evaluated two registration strategies: either simulating the buoyancy effect to deform the MRI or removing the buoyancy effect to deform the USCT.

Both strategies lead to similar results with respect to the TRE. The previous method (strategy A) results in a slightly lower average TRE when using only the biomechanical model simulation without the additional surface-refinement by the free-form deformation (analysis 2), however the median values are comparable, i.e. there is only one outlier which causes the increase in the average TRE. With both strategies the median TREs vary by max. 0.6 mm in all analyzed processing steps. A limitation of the current study is the low number of datasets, which limits the analysis of statistical significance of the results. Furthermore the experiments were carried out with simplified homogeneous biomechanical models, which do not distinguish between different types of tissue within the breast. In a future analysis we are planning to test more sophisticated models, e.g. similar to Cotic Smole et al. [13] for strategy A or similar to Hopp et al. [14] for strategy B.
Discussion and conclusion

Our proposed registration method is aimed at improving visual and quantitative comparison of tissue structures in USCT and MRI as it spatially correlates the images of both modalities automatically. We previously successfully developed, applied and evaluated a method for registration of MRI and USCT volumes which allows to delineate corresponding tissue structures more easily [4]. In this paper we preliminarily evaluated two registration strategies: either simulating the buoyancy effect to deform the MRI or removing the buoyancy effect to deform the USCT.

Both strategies lead to similar results with respect to the TRE. The previous method (strategy A) results in a slightly lower average TRE when using only the biomechanical model simulation without the additional surface-refinement by the free-form deformation (analysis 2), however the median values are comparable, i.e. there is only one outlier which causes the increase in the average TRE. With both strategies the median TREs vary by max. 0.6 mm in all analyzed processing steps. A limitation of the current study is the low number of datasets, which limits the analysis of statistical significance of the results. Furthermore the experiments were carried out with simplified homogeneous biomechanical models, which do not distinguish between different types of tissue within the breast. In a future analysis we are planning to test more sophisticated models, e.g. similar to Cotic Smole et al. [13] for strategy A or similar to Hopp et al. [14] for strategy B.

While both strategies perform approximately equal with respect to their accuracy we assume less computational demand for strategy B as the forward problem of applying gravity to an unloaded configuration of the breast needs to be carried out only once, while for the inverse problem an iterative procedure with multiple applications of the forward problem is usually the method of choice. In the previous and present work we overcome the majority of the additional computational burden of the inverse problem by applying the iterative procedure only once with the optimal parameters. Yet, the optimization might result in even better parameters if also the iterative procedure is applied in each optimization step. For strategy B a similar trade-off was not necessary. Further analysis in future will test these hypotheses. Furthermore the strategy B could easily be extended by further boundary conditions, e.g. by modeling the MRI breast coils to cope for additional deformations when the breast is in contact with them.

In conclusion, we have developed the initial methods to compare two registration strategies in order to estimate the spatial correspondence between MRI and USCT and presented the preliminary results. The spatial correspondence allows to delineate corresponding tissue structures in both modalities in the same or nearby slices (Figures 3 and 4). It therefore can serve as a major tool for further analysis of USCT images, e.g. for human reader studies, quantitative analysis of sound speed and attenuation parameters similar to Hopp et al. [14] and for the development of computer aided detection (CADe) tools using classification of tissue types based on extracted image parameters.
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Abstract

An improved distinction between benign or malignant lesions in breast ultrasonography is needed to enhance diagnostic accuracy. This can be achieved when acoustic characterization of different tissues within the breast is improved. To measure the speed of sound, attenuation and mass density of breast tissue, two experimental methods are developed and evaluated. The first uses pulse-echo measurements to simultaneously measure the speed of sound and frequency dependent attenuation; the second uses a pycnometer to measure the mass density. To overcome problems associated with positioning the samples during the pulse-echo measurements, a novel sample holder using a vacuum pump is developed. For fresh samples of fat, skin, glandular tissue and nipple, the following average values are found for the speed of sound 1456±23 m/s, 1559±27 m/s, 1564±18 m/s and 1574±7 m/s; for the frequency dependent attenuation 5.7±1.1 Np/m MHz-1.3±0.2, 4.8±1.1 Np/m MHz -1.7±0.2, 10.5±0.8 Np/m MHz-1.5±0.06 and 4.6±2.3 Np/m MHz -2.0±0.05; and for the mass density 869±25 kg/m³, 970±4 kg/m³, 874±58 kg/m³, 987±9 kg/m³, respectively. Significant differences are observed when comparing these results with those in literature. It is proposed that these are caused by variances in applied measurement method. Factors such as sample preparation, sample holder and choice of background medium contribute to the observed variances. In addition, it is shown that the sample size influences the observed mass density.
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1  Introduction

1.1  Breast ultrasonography and acoustic medium parameters

Breast ultrasonography is a commonly applied diagnostic modality, used to evaluate patients who experience breast symptoms. Ultrasonography has the advantages that it is pain free, non-ionising and real-time. It is also sensitive in dense breast(s). As a result, the interest for breast ultrasonography is ongoing (1, 2). An improved distinction between benign and malignant lesions is necessary to enhance the diagnostic accuracy of breast ultrasonography. The possible need for additionaly performed invasive cytological or histopathological evaluation may then be diminished.

An improved distinction is obtained when a better quantitative characterization of the different tissues within the breast is achieved. This requires accurate knowledge about the values of the acoustic medium parameters. This knowledge also aids in the design of new ultrasound imaging modalities and the development of new imaging methods that are typically tested on simulated data. Consequently, reliable knowledge of acoustic medium parameters such as speed of sound, attenuation and mass density for different tissue types will help to optimize and to make more efficient use of ultrasonic imaging techniques (3). Unfortunately, as will be shown next, current data on values of acoustic medium parameters for breast tissue is inconsistent due to large variations in applied measurement protocols.

1.2  Literature-based measurement protocols and acoustic medium parameters

1.2.1  Speed of sound and attenuation

Many protocols are described in literature for the measurement of speed of sound and attenuation. Some protocols described in vivo measurements, using the complete breast (2, 4-6). A shortcoming than is that only average values for the complete breast can be computed since the wave travels through the breast and passes through multiple tissue types of unknown thickness. This drawback also holds for some results obtained from ex vivo measurements using a whole breast (7, 8).

Two methods are used for ex vivo measurements on breast tissues; pulse-echo and through-transmission. Both methods have been used in different studies (see Supplementary, Table S1). An advantage of pulse-echo over the through-transmission is that the wave propagates through the samples twice, making small variations in tissue properties more distinguishable. This makes it feasible to use relatively thin samples, which have the advantage that it is valid to assume that the waves only propagate through one type of tissue. While some authors measured only average values (9-11), others made an entire scan of the sample (12, 13). An advantage of the latter is that spatial variations within a sample can be investigated.
Differences are also found in the fixation of ex vivo tissue. This fixation is essential as samples otherwise float. Samples are for example; I) pinched between the branches of a clamp (9), II) enclosed in a certain shape (10-15), III) mounted with wires (16) or IV) pinned on a layer of paraffin (7). Considering fresh breast tissue and the inherent difficulty to cut thin slices with planar surfaces, important limitations are found for compressing the tissue. The difficulty of cutting planar surfaces results in thickness variations and surface irregularities. A sample holder, which covers the complete surface, will compress the sample differently along its surface and thus affects the outcome. Leydier et al (17) stated that uncertainties in sample thickness have led to inaccurate values for the speed of sound in biological tissues. For example, Foster et al. (12) used an average sample thickness when scanning sample slices, while Leydier et al (17) proposed the use of two coupling fluids as a solution. The latter approach seems less suitable, as during scanning small shifts in the alignment of the sample in the fluids can occur, making the measurements meaningless.

### 1.2.2 Sample preparation

Sample conditions listed in literature often deviate strongly from in vivo conditions. First, for several experiments tissues were initially frozen or fixed which eases the slicing process (12, 13, 15). Second, measurements were often performed at a temperature other than 37°C (4, 7, 8). Bamber (3) showed that temperature influences the attenuation values in breast tissues; an increase in temperature led to an increase in attenuation for parenchyma and fat, and a decrease for carcinoma. Additionally, the speed of sound in carcinoma and parenchyma increased with temperature, while the sound speed in fatty tissue decreased. Bamber and Hill (18) described the effects of temperature variances on the attenuation coefficients and showed that these effects were different in fresh versus fixed tissues. Therefore, to adequately mimic in vivo conditions, it can be stated that it is important to perform the measurements at 37°C. Third, a wide time span between tissue excision and ex vivo measurements was observed in several studies (3, 4, 7, 8, 15, 19). Foster et al. (12) did not find any effect with respect to the length of the time interval between mastectomy and the measurements on the sound speed and attenuation. However, for this study frozen instead of fresh samples were used. Based on these findings, Edmonds et al. (11) and Weiwad et al. (9) were most successful in adequately mimicking in vivo conditions.

Additional differences are found for the liquids used to submerge the samples in. For example, a (buffered) formalin solution (11) and (pure, distilled and / or degassed) water (9, 10, 12, 13, 16) was used by many authors. Although Kelly Fry et al. (7) stated that it is valid to use samples that are fixed in formalin, contrasting results were obtained by Bamber and Hill (18). They reported an increase of 10% in attenuation at 1 MHz and of 50% at 7 MHz for bovine tissues, and a small decrease in the speed of sound due to formalin fixation. Other studies have shown that formalin fixation affects the speed of sound in other tissues types and changes the acoustic properties of tissues due to a reduction of the lipid content (20).
1.2.3  Measuring mass density

Relatively few articles are found, without overlap in protocols, that refer to mass density measurements of breast tissues (19, 21, 22). Lipkin and Hardy (22) used the radiation method, which uses the interaction of gamma radiation with matter to measure mass densities via direct transmission or backscattering. Robinson et al (19) applied Archimedes’ method, which is based on buoyancy forces. Another method based on buoyancy principles is the use of a density gradient column, in which floating samples reach an equilibrium position depending on their mass density. A last alternative is the use of a pycnometer; a glass container with a precisely defined volume. This method determines the density more accurately than the column-density gradient method for specimens with a volume of 0.12 ml or more (23).

Available data on values for speed of sound, attenuation and mass density of breast tissues is inconsistent. The inconsistence is caused by variances between samples and applied protocols (3). The latter is a direct consequence of the fact that, an up-to-date and well-defined standardized measurement protocol is missing. In particular, research studies have made different choices with respect to measurement methods, reference medium, sample storage and sample size. An overview of current data on acoustic medium parameters of fresh breast tissue is presented together with results using the proposed measurement methods.

2  Methods

2.1  Patients and samples

The study protocol was approved by the local ethics committee. Following informed consent, three patients scheduled for mastectomy, were included in the study. Freshly excised tissues were analysed directly after evaluation by the pathologist. Based on macroscopic evaluation of the specimens, slices were obtained for the evaluation of different breast tissues. Tissue types that were analysed are: skin, nipple, intra-glandular fat, glandular tissue and breast carcinoma. To lower the heterogeneity of samples, a sample thickness of approximately 5 mm was desired (if applicable). In vivo conditions were mimicked by measuring at 37°C.

2.2  Experimental measurement protocols

Based on the pros and cons of the different protocols, two methods are proposed. The first to measure the speed of sound and frequency dependent attenuation simultaneously and the second to measure the mass density.

2.2.1  Set up for measuring speed of sound and attenuation

An ultrasound macroscope, similar to the one designed by Foster et al. (12), was developed to measure speed of sound and frequency dependent attenuation. In this macroscope, small
samples are scanned in two directions by a single transducer (V309-SU-F1.5, Olympus, Antwerp, Belgium) that operates simultaneously as a source and a receiver. The spherically focused transducer has a centre frequency of 5 MHz and a focal length of 38 mm. A sketch of the set-up is shown in Figure 1. The transducer is connected to a square wave pulser and receiver (Panametrics-NDT 5077PR, Olympus NDT), which is read out using an oscilloscope (Agilent DSO 7054A, Keysight Technologies). The position of the transducer is controlled using a XY-Raster Scanner (SMH42600 motors and Compax3 controllers, Parker Automation). Compared to the set-up used by Foster et al (12), two important adjustments are made to better mimic in vivo conditions. First, the membrane used to prevent the specimen from floating (through pressing the specimen on the reflector plate) is replaced by a pumping system. The pumping system includes a pump (Eheim 1048-219 pump, EHEIM GmbH & Co KG, Deizisau, Germany) connected to a copper box with small holes in the top. Due to a small under pressure in the box, water flows downwards through these holes, positioning the samples in a stable flat way on the top of the box, which acts as a reflector plate. An advantage of this novelty is that the sample thickness can be obtained at each grid point separately without compressing the tissue. A second difference is that a physiological-phosphate-buffered saline (PBS) solution of 37°C was used to prevent absorbing effects.

All data analysis has been executed by using MATLAB (version R2016a). To determine the speed of sound at each raster point (x,y), the travel time $t_2(x,y)$ of the wave propagating through the sample at a raster point is compared with the travel time $t_0(x,y)$ of a reference measurement made in absence of a sample at that same raster point, see Figure 2. This corrects for any irregularities or misalignments of the reflector plate. The thickness of the sample is computed at each point by comparing the travel time $t_1(x,y)$ of the wave reflecting on top of the sample, with the travel time $t_0(x,y)$ of the reference measurement. The frequency dependent attenuation is computed by comparing the Fourier spectrum $A(x,y,f)$ of the
wave propagating through the sample, with the spectrum $A_0(x,y,f)$ of a reference measurement. There are three effects that could be taken into account. Firstly, for acquisitions with the sample in place, each transmitted signal will interact with the interface between the background medium and the sample twice. These interactions are not present in the reference measurements. Secondly, the reflection coefficients $R_0(x,y)$ and $R_2(x,y)$ at the interfaces of the metal reflector plate in absence and in presence of the sample are not identical. Thirdly, the reflection and transmission coefficients of lossy media such as breast tissue are frequency dependent. The models tested in this work are categorized as follows: 1) all the effects caused by passing interfaces between media are neglected; 2) all amplitude and frequency dependent effects are included. A disadvantage of model 2) is that it requires accurate knowledge about the medium parameters of the background medium, sample and reflector. Moreover, small errors in these parameters may potentially lead to higher uncertainties.

![Figure 2: Overview of the travel times ($t_0$, $t_1$, $t_2$) needed to compute the sample thickness and the speed of sound, of the different reflection ($R_0$, $R_2$) and transmission ($T_1$, $T_3$) coefficients and of the Fourier spectra ($A$, $A_0$) used to compute the frequency dependent attenuation in samples of breast tissue.](image)

### 2.2.2 Set-up for measuring mass density

The pycnometer (2.170 ml, Witeg Labortechnik GmbH, Germany) is found to be the most suitable tool to measure the mass density, since this method is suitable for small samples and expected to be more accurate than methods based on buoyancy principles. To evaluate the effect of storing the sample, the mass density was obtained for fresh samples, samples submerged in PBS for 24 hours, samples stored in the refrigerator for 24 hours and for samples that have been submerged in formalin for 24 hours. Of the samples submerged in PBS, mass density was assessed prior to the submersion of the samples. To investigate the short-term effect of submerging fat samples, the density of four different fat samples is measured after submerging the sample for 0, 30, 40 or 50 minutes in PBS.

### 3 Results

#### 3.1 Patients and samples

Two patients in the study underwent a bilateral mastectomy for an invasive breast carcinoma. Due to a high familial risk of breast cancer both breast were removed. The first two patients,
3.2 Acoustic medium parameters

3.2.1 Speed of sound

Individual measurements of the speed of sound and their average values are shown in Figure 3. These values are compared with literature values in Figure 4. Samples of the left and right breasts of three women are included (Supplementary file, Table S2).

3.2.2 Frequency dependent attenuation

An overview of the results for the frequency dependent attenuation for fat, skin, glandular tissue and nipple, respectively, after using Model 1 and 2 is shown in Figure 5 and Table 1. To enable a comparison between the two models, only those samples on which both models are applied, were used to calculate the average values.

Higher (average) values are found for Model 2 compared to Model 1 for all types of breast tissue. Model 2 shows most attenuation for glandular tissue, followed by skin, nipple and fat. The same order is found with Model 1, except from the curve corresponding to nipple, who shows the highest attenuation at frequencies above 5 MHz.

Figure 3: Overview of the results of the speed of sound and their average values. Fresh samples of fat, skin, glandular tissue and nipple from left and right breast from three women are included.
3.2.3 Density of mass

An overview of the mass density as a function of sample mass for different tissues is displayed in Figure 6. The samples originated from three women. Average values of $869\pm25$ kg/m$^3$, $970\pm4$ kg/m$^3$, $874\pm58$ kg/m$^3$, $987\pm9$ kg/m$^3$ are found for the mass density of fresh samples of fat, skin, glandular tissue and nipple respectively. Higher density values are found when using larger samples. The dotted lines in Figure 6 connect identical tissue samples that are measured twice; before and after being submerged in PBS. For these samples an increase in density is observed. On the contrary, the figure shows similar values for fresh samples as for samples cooled for 24 hours in the refrigerator or submerged for 24 hours in formalin.

![Figure 4: Comparison of the average values measured for the speed of sound in fat, skin and glandular tissue with literature values.](image)

![Figure 5: Average values found for the frequency dependent attenuation in fresh samples of fat, skin, glandular tissue and nipple after using Model 1 (Figure 5a) and Model 2 (Figure 5b).](image)
3.2.3 Density of mass

An overview of the mass density as a function of sample mass for different tissues is displayed in Figure 6. The samples originated from three women. Average values of 869±25 kg/m³, 970±4 kg/m³, 874±58 kg/m³, 987±9 kg/m³ are found for the mass density of fresh samples of fat, skin, glandular tissue and nipple respectively. Higher density values are found when using larger samples. The dotted lines in Figure 6 connect identical tissue samples that are measured twice; before and after being submerged in PBS. For these samples an increase in density is observed. On the contrary, the figure shows similar values for fresh samples as for samples cooled for 24 hours in the refrigerator or submerged for 24 hours in formalin.

Figure 6: Mass density as a function of sample mass for fat, glandular tissue, nipple, skin and tumour. The overview also shows the effect of submerging the samples in PBS or formalin and of cooling the samples in a refrigerator. The dotted line connects identical samples which are measured twice; fresh and after 24 hours.

4 Discussion

Results are obtained for the speed of sound, frequency dependent attenuation and mass density for different types of fresh breast tissues. For the frequency dependent attenuation, large variations are found in the obtained results. Also variations are found in the measurements of the speed of sound and mass density. The latter is found to be strongly affected by the mass of the sample. The results show that the measurement protocols influence the obtained values for the acoustic medium parameters.

Measurements of the attenuation coefficients show large differences in the results by applying different computational models. For example, for fat the obtained average values are 5.7±1.1 Np/m MHz⁻¹, 3±0.2 and 16.3±3.8 Np/m MHz⁻¹ for Model 1 and 2 respectively. This is consistent with the large variations found between the results presented in literature; D’Astous and Foster (13) found for the attenuation in fat 1.82±0.3 Np/m MHz⁻¹ while Edmonds et al. (11) measured 23.0±5.5 Np/m MHz⁻¹. Theoretically Model 2 is more accurate than Model 1, as it takes into account some frequency dependency effects. However, our results suggest that the error caused by using incorrect values for the reflection and transmission coefficients (partly explained by surface irregularities of fresh samples) is larger than the errors induced when neglecting these frequency dependent effects as is done with Model 1. Consequently, Model 1 is recommended for future studies.
These applied approximations may also have affected the reconstructed speed of sound, as any phase shift occurring at the interfaces is currently not taken into account when computing the speed of sound of the tissue. Fortunately, the effect of these phase shifts may be negligible. This is supported by the observation that differences with literature values are smaller for the speed of sound than for the attenuation coefficients. However large variations in acoustic values are possibly explained by variations in the applied measurement methods, the applied approximations or variances between individuals.

There are difficulties when using fresh breast tissue. Due to the weak structure of fresh breast tissue, it is difficult to obtain single-tissue samples with planar smooth surfaces. It is important that the sample slices are cut thin to avoid the intermingling of different types of tissue. Conversely, the slices should have a minimum thickness in the order of five to ten wavelengths corresponding to the centre frequency of the probing signal. This is needed to get sufficient response and to enable the discrimination between the wave reflecting from the water-tissue interface and the wave reflecting at the tissue-plate interface. One may freeze or fix the samples to ease the cutting process. However, it is expected that this will affect the sample quality and lead to erroneous results, and should therefore be avoided. In general, the difficulty of cutting tissue with planar surfaces leads to unavoidable thickness variations and surface irregularities. These should be taken into account in the error considerations.

Difficulties are also present in the positioning of the tissue since samples tend to float. The use of a sample holder is not an ideal option as the inherent surface irregularities will lead to a spatially varying compression of the sample. Additionally, further interfaces become present in the sample and reference measurements. These interfaces are neglected by both Mc Daniel (15) and D’Astous and Foster (13). As an alternative method, a pumping system was used to hold the samples in place. The speed of sound and attenuation values should be computed at each location of the sample to account for thickness variations. It is noted that the pumping system should be strong enough to prevent the tissues from floating, but weak enough to avoid strong currents near the sample that could disturb the measurements.

4.1 Mass density

The average values found for the mass density are low compared to literature values. In addition, these values are not distinct enough to be discriminative for the different tissue types. For all breast tissue samples a higher density is obtained when measuring larger samples, while in theory the sample size should not have any effect. For fat and glandular tissue this effect is found to be larger than for nipple and skin.

A PBS solution was chosen to minimize absorbing effects. However, measurements done, but not shown, with fat samples that were submerged in PBS for 0, 30, 40 and 50 minutes, indicate that the weight and the measured density increase with submersion time. The in-
crease in density can be explained by difference in osmolarity between fat and PBS. The measured effects are smaller for skin and nipple than for glandular tissue and fat.

Comparable values to the fresh tissue values were observed for the samples stored in the refrigerator for 24 hours and those submerged in formalin for 24 hours. It is therefore hypothesized that temperature effects are negligible and that it takes longer than 24 hours before tissue imbibes formalin. However, since the samples used to test the effects of cooling and the use of formalin, were not measured beforehand, we cannot draw these conclusion with absolute certainty.

The results suggest that formalin can be a suitable alternative. However as stated above, previous studies performed by Bamber and Hill (11, 18) found an effect of formalin fixation on the measured medium parameters. Also with the use of distilled, degassed or pure water differences in osmolarity occur and therefore still absorbing effects are expected. Since samples are submerged for a longer period of time when measuring the speed of sound and attenuation, than when measuring mass density, absorbing effects disturbing these measurements are expected to be larger. It is thus necessary to search for an alternative solution.

5 Conclusions

For fresh samples of fat, skin, glandular tissue and nipple, the applied protocols reveal the following average values for the speed of sound 1456±23 m/s, 1559±27 m/s, 1564±18 m/s and 1574±7 m/s; for the frequency dependent attenuation 5.7±1.1 Np/m MHz\(^{-1}\), 4.8±1.1 Np/m MHz\(^{-1}\), 10.5±0.8 Np/m MHz\(^{-1}\), and 4.6±2.3 Np/m MHz\(^{-1}\); and for the mass density 869±25 kg/m\(^3\), 970±4 kg/m\(^3\), 874±58 kg/m\(^3\), 987±9 kg/m\(^3\). The literature review and the obtained results show that measurement protocols strongly affect the results for the acoustic parameters. It is concluded that further work is required to verify these values. To accurately measure the acoustic medium parameters, it is recommended; 1) to mimic in vivo conditions by using only fresh samples and perform the measurements at 37°C, 2) to avoid using a sample holder that deform the samples, 3) to minimize the submersion time for samples in order to reduce absorption effects, 4) to measure sample properties at each sample location separately and 5) to achieve consistent sample thickness and regularity in the slicing process. The results suggest that PBS is not suitable as a reference medium and that formalin may represent a good alternative.
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<table>
<thead>
<tr>
<th>Article</th>
<th>Protocol</th>
<th>Samples</th>
<th>Tissue Type</th>
<th>Speed of Sound [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edmonds, Mortensen (12)</td>
<td>P.T., acoustoelectric transducer used to prevent phase cancellations, 3 – 8 MHz, 37 °C, tank with formalin, speed of sound measurements after attenuation measurements</td>
<td>Fresh biopsy specimens, manipulated in 37 °C buffered formalin to expel air, positioned in sample holder, thickness defined by chosen spacer of sample holder</td>
<td>Benign tissue</td>
<td>1430 - 1605 (a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fat</td>
<td>1410 - 1495 (a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fatty parenchyma</td>
<td>1405 - 1550 (a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fibrodenoma</td>
<td>1565 - 1600 (a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Malignant tissue</td>
<td>1470 - 1605 (a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Normal tissue</td>
<td>1405 - 1550 (a)</td>
</tr>
<tr>
<td>Weiwad, Heinig (10)</td>
<td>P.T., room temperature, pure/distilled water</td>
<td>Freshly excised tissues, 30 minutes after excision, sample cut in blocks of 0.5 x 1 x 1.5 cm, samples between branches of a clamp</td>
<td>Carcinoma</td>
<td>1527.4 ± 11.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Benign changes or glandular/fibrous tissue</td>
<td>1526.8 ± 9.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Benign changes, hyperplastic or proliferative</td>
<td>1527.5 ± 12.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Benign changes, predominantly fibrous no proliferative</td>
<td>1526.4 ± 7.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fatty tissue</td>
<td>1475.0 ± 6.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fibrodenoma</td>
<td>1531.6 ± 3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Compound tissue</td>
<td>1504.3 ± 9.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phylloides tumour</td>
<td>1526.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Inflammation</td>
<td>1521.5</td>
</tr>
<tr>
<td>Bamber (4)</td>
<td>P.E., 10 MHz, 20 or 37 °C</td>
<td>Excised, &gt;60 years, entire breast cooled to 4 °C for 2 hours, sliced with thickness of 7 mm, stored in saline at 4 °C for 14 – 18 hours to remove air bubbles</td>
<td>Carcinoma</td>
<td>1535 (20 °C) (b), 1625 (37 °C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fat</td>
<td>1480 (20 °C) (b), 1380 (37 °C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Parenchyma</td>
<td>1540 (20 °C) (b), 1570 (37 °C)</td>
</tr>
<tr>
<td>Foster, Strban (13)</td>
<td>P.E., scan of sample 13 MHz, 37 °C, tank with distilled and degassed water</td>
<td>Excised, frozen, sliced with rotary meat slicer, samples placed between Quartz mirror and Mylar membrane</td>
<td>Carcinoma</td>
<td>1572 ± 8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fat</td>
<td>1437 ± 13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Parenchyma</td>
<td>1540 ± 20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Skin</td>
<td>1577 ± 18</td>
</tr>
</tbody>
</table>

**References**

<table>
<thead>
<tr>
<th>Article</th>
<th>Protocol</th>
<th>Samples</th>
<th>Tissue Type</th>
<th>Attenuation [dB/cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landini, Sarnelli (11)</td>
<td>P.T., S.A., 2 – 8 MHz, 21 °C, water</td>
<td>Fresh samples, moulded into a cylindrical shape</td>
<td>Normal and pathological</td>
<td>9 ± 7 cm⁻¹ MHz⁻¹ x 10⁻³</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Malignant tumours with productive fibrosis</td>
<td>17 ± 7 cm⁻¹ MHz⁻¹ x 10⁻³</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Abnormal fibrosis</td>
<td>32 ± 5 cm⁻¹ MHz⁻¹ x 10⁻³</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Normal fibrofatty parenchyma and fibrocystic disease</td>
<td>57 ± 12 cm⁻¹ MHz⁻¹ x 10⁻³</td>
</tr>
<tr>
<td>Edmonds, Mortensen (12)</td>
<td>P.T., S.A., AET instead of transducer to prevent phase cancellations, 3 – 8 MHz, 37 °C, tank with formalin, straight-line fits</td>
<td>Fresh biopsy specimens, manipulated in 37 °C buffered formalin to expel air, positioned in sample holder</td>
<td>Normal</td>
<td>1.96 ± 0.43 dB cm⁻¹ MHz⁻¹</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fatty parenchyma</td>
<td>2.00 ± 0.48 dB cm⁻¹ MHz⁻¹</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fat</td>
<td>2.00 ± 0.65 dB cm⁻¹ MHz⁻¹</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Benign tumour</td>
<td>2.22 ± 0.68 dB cm⁻¹ MHz⁻¹</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Malignant tumour</td>
<td>2.42 ± 0.48 dB cm⁻¹ MHz⁻¹</td>
</tr>
<tr>
<td>Bamber (4)</td>
<td>P.E., S.A., 10 MHz, 20 or 37 °C</td>
<td>Excised, &gt;60 years, entire breast cooled to 4 °C for 2 hours, sliced with thickness of 7 mm, stored in saline at 4 °C for 14 – 18 hours to remove air bubbles</td>
<td>Carcinoma (37°C, 1 - 7 MHz)</td>
<td>2.3 dB cm⁻¹ MHz⁻¹(c)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Carcinoma (20°C, 1 - 7 MHz)</td>
<td>2.7 dB cm⁻¹ MHz⁻¹(c)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fat (37°C, 2 - 7 MHz)</td>
<td>2.2 dB cm⁻¹ MHz⁻¹(c)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fat (20°C, 1 - 8 MHz)</td>
<td>1.7 dB cm⁻¹ MHz⁻¹(c)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Parenchyma (37°C, 1 - 6 MHz)</td>
<td>4.3 dB cm⁻¹ MHz⁻¹(c)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Parenchyma (20°C, 1 - 7 MHz)</td>
<td>3.7 dB cm⁻¹ MHz⁻¹(c)</td>
</tr>
<tr>
<td>Foster, Strban (13)</td>
<td>P.E., scan 13 MHz, 37 °C, tank with distilled and degassed water</td>
<td>Excised, frozen, sliced with rotary meat slicer, samples placed between Quartz mirror and Mylar membrane</td>
<td>Carcinoma</td>
<td>8 ± 2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fat</td>
<td>11 ± 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Parenchyma</td>
<td>23 ± 8.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Skin</td>
<td>53 ± 11</td>
</tr>
<tr>
<td>D’Astous and Foster (14)</td>
<td>P.E., S.A., scan of sample, 5 MHz, 37 °C, tank with distilled and degassed water</td>
<td>Excised, frozen, cut into blocks of 3 cm x 3 cm x 4 or 8 mm, samples placed between Quartz mirror and Mylar membrane</td>
<td>Ductal Carcinoma</td>
<td>0.570 ± 0.14 dB cm⁻¹ MHz⁻¹³</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fat</td>
<td>0.158 ± 0.03 dB cm⁻¹ MHz⁻¹⁷</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Parenchyma</td>
<td>0.870 ± 0.29 dB cm⁻¹ MHz⁻¹⁵</td>
</tr>
</tbody>
</table>
Table S1: Overview of different articles that measured the speed of sound, attenuation or mass density of breast tissues in-vitro with fresh samples. (a): Ranges are estimated from Figure 3, Figure 4 and Figure 6 of Edmonds et al.(12), (b): Values are estimated from Figure 4 of Bamber (4), (c): Slopes are roughly estimated from Figure 5 of Bamber (4), *S.A.= Spectrum analysis, P.E.: Pulse echo, P.T.= Pulse transmission

<table>
<thead>
<tr>
<th>Article</th>
<th>Protocol</th>
<th>Samples</th>
<th>Tissue Type</th>
<th>Density [kg/m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johns and Yaffe (22)</td>
<td>Buoyancy method</td>
<td>Frozen, stored, thawed, attenuation measurements are executed, the sample is stored in PBS again and then the volume density of mass is measured</td>
<td>Fat</td>
<td>928</td>
</tr>
<tr>
<td>Robinson, Richardson (20)</td>
<td>Archimedes’ method</td>
<td>63 year old female, excision biopsies for malignant disease, stored in small dry airtight containers at 4 °C and measured 20 - 24 hours after excision</td>
<td>Fat</td>
<td>934</td>
</tr>
<tr>
<td>Lipkin and Hardy (23)</td>
<td>Radiation method</td>
<td>Tissues are stored in closed vessels in an icebox and maintained moist by a film of water in the bottom of the vessel.</td>
<td>Fat</td>
<td>920</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tissue Type</th>
<th>Age</th>
<th>Speed of Sound [m/s]</th>
<th>Frequency Dependent Attenuation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Left Breast</td>
<td>Right Breast</td>
</tr>
<tr>
<td>Fat</td>
<td>47</td>
<td>1469 (u=3.4)</td>
<td>1458 (u=4.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1488 (u=5.5)</td>
<td>L: 4.8 MHz&lt;sup&gt;1.00&lt;/sup&gt; Np/m</td>
</tr>
<tr>
<td>Fat</td>
<td>47</td>
<td>1453 (u=2.2)</td>
<td>1471 (u=3.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L: 6.7 Np/m MHz&lt;sup&gt;1.19&lt;/sup&gt;</td>
<td>R: 5.3 MHz&lt;sup&gt;1.37&lt;/sup&gt; Np/m</td>
</tr>
<tr>
<td>Fat</td>
<td>47</td>
<td>1451 (u=2.7)</td>
<td>1462 (u=4.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R: 5.6 MHz&lt;sup&gt;1.32&lt;/sup&gt; Np/m</td>
<td>L: 5.6 MHz&lt;sup&gt;1.30&lt;/sup&gt; Np/m</td>
</tr>
<tr>
<td>Fat</td>
<td>81</td>
<td>1403 (u=21.4)</td>
<td>5.3 Np/m MHz&lt;sup&gt;1.25&lt;/sup&gt;</td>
</tr>
<tr>
<td>Fat</td>
<td>81</td>
<td>1448 (u=22.1)</td>
<td>6.8 Np/m MHz&lt;sup&gt;1.47&lt;/sup&gt;</td>
</tr>
<tr>
<td>Skin</td>
<td>47</td>
<td>1590 (u=3.6)</td>
<td>1540 (u=3.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R: 5.5 MHz&lt;sup&gt;1.55&lt;/sup&gt; Np/m</td>
<td>R: 12 Np/m MHz&lt;sup&gt;1.47&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
Table S2: Overview of results obtained using proposed measurement set-ups. (a) The following equation is used for Model 1; $|A(x,y,f)/(A_0 (x,y,f))|=a_0 e^{-2 \alpha l}$, with $l$ the sample thickness in $[m]$. (b) The following equation is used for Model 2; $|A(x,y,f)/(A_0 (x,y,f))|=|(T_1 (f)R_2 (f)T_3 (f))/R_0 |e^{-2 \alpha l}$. * IL: Inferolateral quadrant, SL: Superolateral quadrant, SM: Superomedial quadrant, IM: Inferomedial quadrant.
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Abstract

Ultrasound Computer Tomography (USCT) is an emerging technology mostly aimed at breast cancer imaging. Following the idea of open science a USCT reference database is established with open and easy to use data and code interfaces. The aim is to promote and facilitate the exchange of available reconstruction algorithms and raw data sets from different USCT devices throughout the growing USCT community. Additionally, the feedback about data and system architecture of the scientists working on reconstruction methods will be published online to help to drive further development of the various measurement setups.

Keywords: USCT, reference database, open science, open access, open source

1 Introduction

The Ultrasound Computer Tomography (USCT) reference database aims on applying available image reconstruction algorithms on provided USCT data in order to establish intercommunication and standards for an open data interface. The raw RF data sets and software for data access are available via the USCT database web page and the linked data and code repositories [1]. The long term goal of this work is to build a free and open licensed reference database which is available for the whole community. We expect this to enable reproducible comparison of image reconstruction algorithms and USCT systems. In addition, we aim to establish user friendly and easy to use interfaces, standards and data formats between the different USCT systems and their reconstruction algorithms, software and data formats.
2 Reference database

Currently three systems with rather different transducer aperture and ultrasound frequency range provided raw data sets for the USCT database: Delft Breast Ultrasound Scanner (DBUS), KIT’s 3D Ultrasound Computer Tomography system (3D USCT) [5] and Multimodal Ultrasound Breast Imaging System (MUBI) [6]. All data sets are provided with data access interface software. The source code is freely available and an issue tracker is provided at a Github repository. The materials of the USCT database are provided using a free and open license, i.e. the BSD 3-clause license for code and data, allowing free use and publication of results.

2.1 Delft Breast Ultrasound Scanner (DBUS)

The Delft Breast Ultrasound Scanner (DBUS) is depicted on the left-hand side of Figure 1. The system consists of a water tank with dimensions 0.75 m x 0.75 m x 0.65 m with a water level of 0.45 m. The temperature of the water is continuously monitored via thermocouples and kept constant within 1°C using heating mats and a temperature controller. On top of the system, two rotary stages (LG Motion LGR1090-PD), controlled by motor drivers (Parker), are mounted. The first rotary stage rotates the object, the second the receiver (0.5 MHz, Panametrics V318). The source, which is identical to the receiver, is mounted at a fixed position in the corner of the tank.
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Figure 1: The three scanning systems of the USCT database; (left) Delft Breast Ultrasound Scanner (DBUS): 2D system, single transducers with 0.5 MHz center frequency, emitter radius 0.3 m and receiver radius 0.1 m; (center) 3D KIT USCT: 3D system, single transducers with 2.5 MHz center frequency, semi-elliptical aperture with 24 cm diameter and 17 cm height; (right) MUBI system: 2D system, two 3.5 MHz, 128 elements and 0.22 mm pitch arrays 95 mm radius, pulse-echo and through-transmission modes.

2. Reference database

Currently three systems with rather different transducer aperture and ultrasound frequency range provided raw data sets for the USCT database: Delft Breast Ultrasound Scanner (DBUS), KIT’s 3D Ultrasound Computer Tomography system (3D USCT) [5] and Multimodal Ultrasound Breast Imaging System (MUBI) [6]. All data sets are provided with data access interface software. The source code is freely available and an issue tracker is provided at a Github repository. The materials of the USCT database are provided using a free and open license, i.e. the BSD 3-clause license for code and data, allowing free use and publication of results.

2.1 Delft Breast Ultrasound Scanner (DBUS)

The Delft Breast Ultrasound Scanner (DBUS) is depicted on the left-hand side of Figure 1. The system consists of a water tank with dimensions 0.75 m x 0.75 m x 0.65 m with a water level of 0.45 m. The temperature of the water is continuously monitored via thermocouples and kept constant within 1 °C using heating mats and a temperature controller. On top of the system, two rotary stages (LG Motion LGR1090 -PD), controlled by motor drivers (Parker), are mounted. The first rotary stage rotates the object, the second the receiver (0.5 MHz, Panametrics V318). The source, which is identical to the receiver, is mounted at a fixed position in the corner of the tank.

In this way a 2D tomographic scan of the object is obtained. For each A-scan, an electric pulse with a center frequency of approx. 0.5 MHz is generated by an arbitrary wave form generator (Agilent 33250A), amplified (Electronics and Innovation 210L 40 dB), and successively damped using a variable attenuator (JFW Industries, 50BR-036). The resulting wave field is measured using an identical transducer connected to a 14 bit A/D converter (Spectrum M3i.4142-exp - PCI) which is set to a sample rate of 400 MHz. For each A-scan, in addition to the raw (unfiltered) RF data, information such as temperature, source and receiver positions, etc. is stored. Together with a scan including an object, a scan in absence of an object, referred to as an empty scan, is made for reference. Figure 2 shows an example A-scan, presented in time and frequency domain, corresponding to a measurement with the source and receiver facing each other.

Two data sets are provided by the TU Delft. The first data set is made in absence of an object and can be used as reference measurement. It covers one source and 450 receiver positions equally distributed over 360°. The second data set is an agar based phantom with dimensions of 20 mm x 50 mm, and covers 45 source and 450 receiver positions, all equally distributed over 360°. The tissue mimicking phantom has a volume density of mass of approx. 1004 kg/m³ and a speed of sound of approx. 1479 m/s. However, care has to be taken with these values as the conditions under which these values have been obtained may deviate from the actual scanning conditions. The three inclusions were generated by embedding drinking straws in the agar based phantom during curing. Prior to scanning the object, the straws were removed and the inclusions were filled with water.

2.2 KIT’s 3D Ultrasound Computer Tomography system (3D USCT)

The KIT’s 3D Ultrasound Computer Tomography system (3D USCT) is depicted in the center of Figure 1. The device has a semi-ellipsoidal 3D aperture. Approx. spherical wave fronts are generated by each emitter at 2.5 MHz and with a bandwidth of 1.5 MHz at -6 dB. The semi-elliptical aperture has a diameter of 26 cm and a height of 16 cm. Rotational and translational
movements, so-called aperture positions, of the complete sensor system create additional virtual positions of the transducers.

The 2041 individual transducers are either operated as emitter (628) or receiver (1413). The transducers have opening angles of 38.2° (standard deviation ±1.5°) at -6 dB. Four emitters and nine receivers are grouped together including pre-amplifier and control electronics in so-called Transducer Array Systems (TAS). Each of the 157 TAS contains a temperature sensor for tracking the temperature distribution within the water basin and the shift at each TAS position during measurements. Additionally, two calibrated PT100 temperature sensors are embedded in the TAS holder to enable increased accuracy.

The data acquisition is carried out with an FPGA based system, which can store up to 80 GByte of A-scans [4]. The digitalization is performed by 480 parallel channels (12 Bit at 20 MHz), enabling data acquisition at one aperture position in approx. ten seconds. After digitization, the parallel data streams are processed as follows: First, the data streams are bandpass filtered (1.67 to 3.33 MHz at -60 dB). Next, the data rate is reduced by a factor of six by performing bandpass undersampling. Finally, the reduced data is stored in the internal memory buffer. Using this approach up to 47 data sets at different aperture positions can be stored in one data acquisition step. A detailed description of the 3D USCT system can be found in [5].

The emitters are excited with a coded excitation signal, e.g. frequency coded chirps can be applied to increase the signal-to-noise ratio of the data. Also the gain of the receiving channels is set individually based on an initial measurement. The applied coded excitation, the individual gain, the temperature data and the spatial positions of the aperture are stored along with the A-scans for each measurement and can be used for signal (pre-) processing and image reconstruction.

Three data sets of different phantoms are provided, each with an empty scan acquired at the same day as the phantom and identical settings of the system’s parameters. Figure 3 shows fotos of the phantoms and exemplary reconstructions.

**Gelatin 3:** The phantom consists of a gelatin phantom with diameter of approx. 0.07 m at the bottom and 0.10 m at the top, a height of approx. 0.13 m of which approx. 0.10 m where immersed into the USCT aperture. The speed of sound of the gelatin was approx. 1515 m/s. The gelatin was embedded in a plastic cup. Two inclusions were generated by embedding drinking straws with diameter 5 mm in the gelatin during curing. Prior to scanning the object, the straws were removed and the inclusions were filled with water. The phantom was positioned approx. centrally in the 3D USCT aperture.
The 2041 individual transducers are either operated as emitter (628) or receiver (1413). The transducers have opening angles of 38.2° (standard deviation ±1.5°) at -6 dB. Four emitters and nine receivers are grouped together including pre-amplifier and control electronics in so-called Transducer Array Systems (TAS). Each of the 157 TAS contains a temperature sensor for tracking the temperature distribution within the water basin and the shift at each TAS position during measurements. Additionally, two calibrated PT100 temperature sensors are embedded in the TAS holder to enable increased accuracy.

The data acquisition is carried out with an FPGA based system, which can store up to 10⁶ A-scans [4]. The digitalization is performed by 480 parallel channels (at ⁴ᴷ, allowing data acquisition at one aperture position in approx. ten seconds. After digitization, the parallel data streams are processed as follows: First, the data streams are bandpass filtered (1.67 to 3.33 kHz at -⁶ dB). Next, the data rate is reduced by a factor of six by performing bandpass undersampling. Finally, the reduced data is stored in the internal memory buffer. Using this approach up to 47 data sets at different aperture positions can be stored in one data acquisition step. A detailed description of the 3D USCT system can be found in [5].

The emitters are excited with a coded excitation signal, e.g. frequency coded chirps can be applied to increase the signal-to-noise ratio of the data. Also the gain of the receiving channels is set individually based on an initial measurement. The applied coded excitation, the individual gain, the temperature data and the spatial positions of the aperture are stored along with the A-scans for each measurement and can be used for signal (pre-) processing and image reconstruction.

Three data sets of different phantoms are provided, each with an empty scan acquired at the same day as the phantom and identical settings of the system’s parameters. Figure 3 shows photos of the phantoms and exemplary reconstructions.

**Gelatin 3**: The phantom consists of a gelatin phantom with diameter of approx. 0.07 m at the bottom and 0.10 m at the top, a height of approx. 0.13 m of which approx. 0.10 m where immersed into the USCT aperture. The speed of sound of the gelatin was approx. 1515 m/s. The gelatin was embedded in a plastic cup. Two inclusions were generated by embedding drinking straws with diameter 5 mm in the gelatin during curing. Prior to scanning the object, the straws were removed and the inclusions were filled with water. The phantom was positioned approx. centrally in the 3D USCT aperture.

**Turkey phantom**: Two olives without stones where embedded into a turkey steak. This steak was then embedded in a condom and filled with gelatin. The resulting phantom has a diameter of approx. 9 cm. The phantom was positioned approx. centrally in the 3D USCT aperture. The turkey steak had an approximate sound speed of > 1550 m/s while the olives had a sound speed of approx. 1450 m/s.

**Nylon threads**: The phantom consists of a gelatin cylinder with both diameter and height of approx. 10 cm. In this cylinder a nylon thread of diameter 0.2 mm is embedded. The phantom was centrally positioned in the 3D USCT aperture.

### 2.3 Madrid’s Multimodal Ultrasound Breast Imaging System (MUBI)

The Multimodal Ultrasound Breast Imaging System (MUBI) is a joint development of the Spanish National Research Council (CISC) and the Complutense University of Madrid (UCM), and it is intended to be a flexible platform for multi-modal ultrasound imaging research, mainly oriented to breast diagnosis [7]. Up to know three imaging techniques were implemented: Phased-array, acoustic radiation force imaging [8] (both with full angle spatial compound), and ultrasound computed tomography [9].

The system is formed by two 3.5 MHz, 128 elements and 0.22 mm pitch arrays (P2-4/30EP, Prosonic, Korea) that rotate with 95 mm radius into a water tank, controlled by independent stepper motors with an angular resolution of 0.1°. A 128 channel full parallel ultrasound system (SITAU-112, Dasel, Spain) is used for excitation and signal acquisition.
While only one array can be used as emitter, both of them can act as receivers, allowing pulse-echo and through-transmission operation modes. The system is able to perform emission and reception beamforming in real-time implementing image compounding. It also gives access to the individual signals received by each array element for USCT reconstruction. The acquisition scheme for USCT follows the fan-beam approach of CT systems.

The 2D MUBI USCT data consists of two data sets. The provided phantom data set contains a circular scan of the tissue mimicking phantom, based on water, gelatin, graphite powder and alcohol. It includes a homogenous background with two cylindrical hollows: one filled with water and the other filled with a gelatin preparation with different proportions. Two 0.25 mm diameter steel needles were inserted in the approximate locations shown in Figure 4 left. Furthermore, a second dataset with the same acquisition parameters but without phantom (only water) is provided for calibration purposes. Figure 4 shows the phantom’s technical drawing and a full angle spatial compounding reflectivity image.

3 Results of first release

As a result of the joint initiative, a database has been set up. In addition, a kick-off event for the USCT database took place at the USCT data challenge at SPIE Medical Imaging 2017 [3]. The aim of this event was to bring together experts from the USCT community to identify best practices, as well as to establish specifications for interfaces and to carry out a first comparison of reconstructed images. Six posters were presented and three detailed field reports of groups applying their image reconstruction to the provided data were submitted. The challenge hosted a two-hour panel discussion, where the panelists and the audience discussed the experiences on applying the currently available datasets and future directions.

As example the field report of the KIT team (main author Torsten Hopp) is summarized in the following paragraphs.
Both datasets of the 2D systems, i.e. the DBUS and the MUBI system, were tested with the KIT reconstruction software. For transmission tomography, a ray based algebraic reconstruction techniques (ART) [10] was used and for reflectivity imaging a 3D synthetic aperture focusing technique (SAFT) [11] including, if possible, sound speed correction.

For the DBUS dataset sound speed reconstructions performed with ART did not recover the rectangular shape of the imaged phantom. The imaged area appears nearly homogeneously with a sound speed of approx. 1491 - 1493 m/s.

The only contrast in the image seems to origin from the different water temperature at which the A-scans were acquired. Consequently the reflectivity reconstructions were performed with uncorrected SAFT using the average of the given water temperature to compute the sound speed. A-scans for reconstruction were selected by limiting the angle between emitter and receiver normal to 120°. Transmissions signals were removed in a preprocessing step. The pixel resolution was 0.2 mm leading to an image size of 996 x 996 pixels for the area reconstructed to cover the circle covered by the receiving transducer (Figure 5).

The computation time using a single NVidia GeForce GTX Titan GPU was approx. 8 s of which approx. 1 s was the computing time for the actual SAFT processing. A detail view of the phantom and its reconstruction is given in Figure 5.

For the MUBI system sound speed and attenuation images were reconstructed with an ART-based method using a CPU implementation. Figure 6 (top left) shows the result of the speed of sound reconstruction and attenuation reconstruction (top right). The phantom can be clearly distinguished from the water background. The water-filled hollow of the phantom can also be distinguished (lower sound speed area on the right).

Due to the limited resolution of the reconstruction method, the embedded needles are not visible. Subsequently we used the reconstructed sound speed maps to apply sound speed corrected SAFT. The results are given in Figure 6 bottom. The inner structures as well as the outline of the phantom are focused considerably better when applying the sound speed corrected SAFT algorithm. Both needles as well as the water-filled hollow are clearly visible, the second hollow with a different mixture of gelatine can be partly delineated in the lower part of the phantom.

The overall experience with the provided datasets was very positive. Using the interface software, the signal data and according metadata could be retrieved within minutes. For both datasets the KIT algorithm interfaces had to be adapted in order to apply reflectivity and transmission reconstruction, this adaption could be done in roughly one day per USCT system and modality. The images were mostly obtained with the basic parameter settings. Optimizing the parameters and methods to enhance the image quality would require additional time and insight into algorithms, systems and data.
Figure 5: DBUS agar-based phantom: photo of the phantom (left) and reconstruction with 3D SAFT (right).

Figure 6: MUBI tissue mimicking phantom: speed of sound in m/s (top left) and attenuation reconstruction in dB/cm (top right); 3D SAFT corrected with reconstructed sound speed and attenuation map (bottom). Axes in m.
The reconstructed images are very promising. Sound speed and attenuation imaging was successfully applied to the MUBI data. Despite the ray approach, which comes with limited resolution, the reconstructed images were able to derive the phantom outline and both large inclusions. The rectangular shape of the DBUS phantom with the same algorithms could not be recovered. Further analysis is needed to identify the potential problems and/or limitations of the method or data. Additional metadata and knowledge about the system (e.g. excitation pulse, possible delays in the signal chain, temperature distribution in the water basin) could contribute to a deeper analysis.

For both systems, the phantoms could be reconstructed with the SAFT based reflectivity reconstruction. In case of the MUBI data, the data provided was not optimal for reflectivity imaging as there is only the ‘fan beam’ data provided. In consequence mostly the forward scattering is imaged, which limits the resolution and contrast of the reflectivity images.

Due to the GPU accelerated implementation of SAFT, sound speed corrected reflectivity images could be reconstructed in several seconds. Nevertheless there is still a large potential to speed up the reconstructions by optimizing data flows and parallelize data read-in and preprocessing.

4 Conclusion and future work

We expect the online database to enable reproducible comparison of image reconstruction algorithms and USCT systems. It should establish user friendly and easy to use interfaces, standards and data formats between the different USCT systems and their reconstruction algorithms, software and data formats. Further challenges are planned, e.g. comparing the image quality and/or computational performance obtained by different algorithms. Finally, other groups are invited to join in and participate.
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Abstract
An airborne ultrasound imaging system (ABUS) was developed at KIT for reflection tomography. The prototype system consists of sixteen ultrasonic transducers surrounding a region of interest (ROI) of defined shape with a diameter of 50 cm. The transducers have a center frequency of 200 kHz and a bandwidth of 20 kHz. The prototype aims to demonstrate possible industrial applications for object classification and localization with airborne ultrasound. This paper is a detailed version of the previous publication in IEEE Ultrasonics Symposium (IUS) 2017 [1].
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1 Introduction
An airborne ultrasound imaging system (ABUS) was developed at KIT for reflection tomography. The prototype system consists of sixteen ultrasonic transducers surrounding a region of interest (ROI) of defined shape with a diameter of 50 cm. The transducers have a center frequency of 200 kHz and a bandwidth of 20 kHz. The transducer distribution is optimized for a maximum coverage of the custom ROI and an homogeneous distribution of image quality using the optimization method described in [2]. In the current setup, each transducer sends an ultrasound pulse and the received signals, i.e. A-scans, at all transducers are sampled. In contrast to recent publications using linear ultrasound arrays [3, 4], this system is capable of imaging multiple objects from multiple angles around the ROI in a single acquisition using synthetic aperture focusing technique (SAFT)[5]. The reconstructed images allow recognition and localization of multiple objects simultaneously. Figure 1 shows the current system setup.
In this work we aimed to automatically segment, classify and localize objects in the reconstructed image. The resulting workflow is essential in demonstrating possible applications for such airborne ultrasound imaging systems. For instance, ABUS can assist the localization of transparent objects, or objects of different colors with the same shape, where a camera solution faces difficulties. Figure 2 shows an example application of ABUS in industry, in which the robot arm can pick the desired objects based on the results from the proposed workflow.
In this work we aimed to automatically segment, classify and localize objects in the reconstructed image. The resulting workflow is essential in demonstrating possible applications for such airborne ultrasound imaging systems. For instance, ABUS can assist the localization of transparent objects, or objects of different colors with the same shape, where a camera solution faces difficulties. Figure 2 shows an example application of ABUS in industry, in which the robot arm can pick the desired objects based on the results from the proposed workflow.

Figure 3 shows an example reconstruction of an object with an asymmetrical feature. In the reconstructed image the object surfaces are depicted as edges with varying intensities. Besides that, the reconstructed edges contain spiky artifacts as shown in the magnified image. Due to the sparse transducer arrangement and the low bandwidth of our current setup, objects positioned closely to each other might not always be separable in the reconstructed images.

At the same time, large acoustic impedance between air and solid objects limits the transmission of the ultrasound wave through the objects. This leads to acoustic shadowing that results in incomplete reconstruction of objects despite multiple acquisition angles around the ROI. These image characteristics restrict the direct application of state of the art pixel oriented, edge and cluster based segmentation techniques, such as thresholding, active contours and region-growing methods.

Our objective is to develop an automatic workflow, which can be applied for the varying intensities of object edges to segment, classify and localize the objects. Our goal is to achieve a classification accuracy higher than 90% and a localization accuracy comparable to the full width at half maximum (FWHM) of the point spread function (PSF) of 1.5 cm of the example system.
3 Methods

Figure 4 shows the proposed workflow for automatic segmentation and object classification with ABUS. The workflow is a sequential process consisting of image reconstruction, image segmentation, post-processing of the segmentation results and classification and localization of the segmented objects.

3.1 Multi-Parameter Image Reconstruction

Before the SAFT reconstruction, we applied echo detection to the sampled A-scans and replaced the detected echoes with a sinc pulse with an equivalent FWHM of 1.7 mm, which is the wavelength of the ultrasound frequency used. Using SAFT, the intensity of each pixel is a sum of the signal amplitude in the A-scans for each selected sender-receiver-combination at the time equal to the time-of-flight for an ultrasound wave traveling from the sender to the pixel and to the receiver. In order to reduce grating-lobe artifacts, we extended our SAFT reconstruction algorithm with the sliding median filter introduced in [6].

According to this reconstruction method, the reconstructed image details and contrast can be influenced by changing the sets of sender and receivers and the width of the sliding median filter used. The two parameters are the angle $\phi$, which limits the amount of receivers per sender and the median width $k$. The optimal values of these parameters are dependent on the size and surface curvature of the objects and their position and orientation in the ROI.

For example, a cylindrical object with a small radius reflects the ultrasound wave over a larger angle compared to a plane surface. The echoes will be received by more receivers nearby the sender, hence larger $\phi$ and $k$ can be used. This settings are less suitable for reflection at plane surface, as the reflection will be treated as outliers by the median filter. Figure 5 demonstrates schematically the SAFT reconstruction with sliding median in ABUS.

The influence of $\phi$ and $k$ on the image details is shown in Figure 6 with the same test object as in Figure 3. With a larger angle $\phi = 80^\circ$ and median width $k = 5$, the spiky artifacts of the reconstructed object were reduced. However these parameters introduced an incomplete edge, as compared to the reconstruction with $\phi = 40^\circ$ and $k = 3$. Since we have full access to the
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3.1 Multi-Parameter Image Reconstruction

Before the SAFT reconstruction, we applied echo detection to the sampled A-scans and replaced the detected echoes with a sinc pulse with an equivalent FWHM of 1.7 mm, which is the wavelength of the ultrasound frequency used. Using SAFT, the intensity of each pixel is a sum of the signal amplitude in the A-scans for each selected sender-receiver-combination at the time equal to the time-of-flight for an ultrasound wave traveling from the sender to the pixel and to the receiver. In order to reduce grating-lobe artifacts, we extended our SAFT reconstruction algorithm with the sliding median filter introduced in [6].

According to this reconstruction method, the reconstructed image details and contrast can be influenced by changing the sets of sender and receivers and the width of the sliding median filter used. The two parameters are the angle $\phi$, which limits the amount of receivers per sender and the median width $k$. The optimal values of these parameters are dependent on the size and surface curvature of the objects and their position and orientation in the ROI.

For example, a cylindrical object with a small radius reflects the ultrasound wave over a larger angle compared to a plane surface. The echoes will be received by more receivers nearby the sender, hence larger $\phi$ and $k$ can be used. This settings are less suitable for reflection at plane surface, as the reflection will be treated as outliers by the median filter. Figure 5 demonstrates schematically the SAFT reconstruction with sliding median in ABUS.

The influence of $\phi$ and $k$ on the image details is shown in Figure 6 with the same test object as in Figure 3. With a larger angle $\phi = 80^\circ$ and median width $k = 5$, the spiky artifacts of the reconstructed object were reduced. However these parameters introduced an incomplete edge, as compared to the reconstruction with $\phi = 40^\circ$ and $k = 3$. Since we have full access to the A-scans, we propose the reconstruction of multiple images using different parameters to obtain better segmentation for objects with different sizes and surface curvatures.

3.2 Local Maxima based Segmentation

The varying intensity of the reconstructed objects limits the application of a global threshold to segment the image. Hence, the object segmentation applies local maximum detection using...
a sliding Gaussian window. The width of the Gaussian window can be set according to the measured point spread function (PSF) of the ultrasound imaging system.

In a separate matrix of the same size as the image, the frequency of a pixel being detected as a local maximum is recorded. Local maxima with occurrence frequencies lower than 3 were empirically found to be image artifacts and are discarded. Next, the remaining local maxima with intensities higher than the 98th percentile are selected, resulting in the image in Figure 6(b). It is generally assumed that higher intensity pixels are more likely to be part of the object edges and the object edges cover only a small amount of pixels in the images.

Local maxima extracted from the reconstructed images with different parameters are combined and morphological closing is applied to turn these local maxima into connected regions as shown in Figure 6(c). Lastly, the morphological skeletons of these regions are calculated to obtain the segmented object in Figure 6(d).

Figure 7: The figure shows the steps of an example segmentation.
3.3 Object Grouping or Separation

Due to the sparse transducer arrangement and shadowing effect of ultrasound at obstacles, an object may be reconstructed incompletely and segmented as separate regions. Post-processing of the segmentation results can be performed using prior knowledge about the imaging capability of the ultrasound system to join these regions to a single object.

In this work, we applied the Euclidean distance between pixels of each segmented region to group regions belonging to the same object. The maximum distance, in which two regions are grouped as a single object, can be set according to the PSF of the system or the minimum size of objects to be imaged.

3.4 Feature Extraction and Classification

The classification of the segmented object is implemented with a neural network for pattern recognition [7]. In this work, the following features are extracted from the segmented object as input values for the classification:

- Area
- Convex area
- Major axis length
- Minor axis length
- Eccentricity
- Perimeter
- Roundness metric
- Squareness metric
- Within clusters sum of point-to-centroid distances from k-means clustering [8].

The roundness metric $R$ is calculated with

$$R = \frac{4 \cdot \pi \cdot \text{Area}}{\text{Perimeter}^2}.$$  \hspace{1cm} (1)

Whereas the squareness metric $S$ is calculated as

$$S = \frac{\text{Area}}{16 \cdot \text{Perimeter}^2}.$$  \hspace{1cm} (2)
For a set of objects to be trained, we extract these features from reconstructions containing only one object and train the neural network under supervised learning with Bayesian Regularization Backpropagation, which prevents overfitting of the network [9].

### 3.5 Object Localization

The position and orientation of a segmented object can be determined by calculating the centroid and the major axis of the segmented region. For more complex objects with known geometry, template matching techniques such as Generalized Hough Transform (GHT) can be applied [10]. In our work, each object in the data set is assigned with a customized template, which is a binary image consisting of the outline of the object.

Figure 8 shows an example of the object localization with a template. The yellow area shows the segmented region with its outer boundary in red. The template is rotated during the application of GHT, in order to enable the detection of the object in different orientations. The position and angle of the template with the largest maximum point in the Hough space indicate the location and orientation of the object. In Figure 8, the fitted template is plotted with a green line.
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4 Evaluation

For the evaluation of the proposed workflow, six objects of different shapes and sizes were designed. These objects have in general a diameter of 6 cm and a height of 12 cm except for the smaller cylinder with a diameter of 1.5 cm (Cylinder 2 in Figure 9). The cross section of the objects are primitive shapes, such as circles, ellipses, rectangles, triangles and circles with an asymmetrical feature as shown in Figure 9. The shown CAD models were used for 3D printing of the test objects.

The multi-parameter image reconstruction was performed with angles $\phi = \{60^\circ, 80^\circ, 100^\circ\}$ and $k = \{5, 6, 7\}$. For each object, forty measurements were performed at discrete positions and angles in the ROI. This data was divided into 70% for the training of the neural network and 15% each for validation and testing. The neural network has a hidden layer with fifteen neurons and an output layer with six neurons. The resulting overall confusion matrix after eighteen iterations is shown in Figure 10. A classification accuracy of 98.8% was achieved in the training phase, 86.1% in the validation phase and 88.9% in the test. The overall classification accuracy was 95.4%.

The asymmetrical cylinder was used as the test object in evaluating the localization accuracy. A total of sixty acquisitions was performed at discrete position and orientation and the ground truth values were recorded. We used the template as shown in Figure 8 for the GHT and obtained a positioning accuracy of 5 mm with a standard deviation of 2.7 mm and orientation accuracy of 2.8° with a standard deviation of 5.4°.
## 5 Conclusion

In this work, we introduced an exemplary workflow for automatic object segmentation and classification for an airborne ultrasound imaging system. The local maxima based segmentation provides good results despite varying intensity and PSF in the reconstructed images. In combination with the multi-parameter SAFT, we were able to detect and classify objects of different sizes and surface curvature. Figure 11 shows the ability of the workflow in classifying and localizing two objects simultaneously with ABUS.

The evaluation results showed a overall classification accuracy higher than the required 90% at 95.4% with an accuracy of 88.9% in the test phase. A localization accuracy of 5 mm was achieved, which is smaller than the measured FHWM of PSF of 1.5 cm. These results fulfilled the given objectives for our workflow.

Due to the sparse transducer arrangement and the limited bandwidth of the current prototype, the segmentation results cannot differentiate object features smaller than approximately 2 cm. This could be further improved with usage of more transducers or higher bandwidth of ultrasound transducers.

![Confusion matrix of the trained neural network for classifying the six test objects](image-url)

**Figure 10:** Confusion matrix of the trained neural network for classifying the six test objects

<table>
<thead>
<tr>
<th>Target Class</th>
<th>Output Class</th>
<th>Cylinder 1</th>
<th>Asymmetrical Cylinder</th>
<th>Elliptic Cylinder</th>
<th>Cylinder 2</th>
<th>Cuboid</th>
<th>Triangular Prism</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>38</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15.8%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>39</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>95.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0%</td>
<td>16.3%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.8%</td>
<td>0.0%</td>
<td>4.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>97.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0%</td>
<td>0.0%</td>
<td>16.7%</td>
<td>0.0%</td>
<td>0.4%</td>
<td>0.0%</td>
<td>2.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>39</td>
<td>0</td>
<td>1</td>
<td>97.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>16.3%</td>
<td>0.0%</td>
<td>0.4%</td>
<td>2.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>37</td>
<td>2</td>
<td>88.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8%</td>
<td>0.4%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>15.4%</td>
<td>0.8%</td>
<td>11.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>36</td>
<td>94.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>15.0%</td>
<td>5.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95.0%</td>
<td>97.5%</td>
<td>100%</td>
<td>97.5%</td>
<td>92.5%</td>
<td>90.0%</td>
<td>95.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.0%</td>
<td>2.5%</td>
<td>0.0%</td>
<td>2.5%</td>
<td>7.5%</td>
<td>10.0%</td>
<td>4.6%</td>
</tr>
</tbody>
</table>
Figure 11: The figure demonstrates the ability of the workflow to classify and localize two objects simultaneously with ABUS.
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Ultrasound Tomography is an emerging technology for medical imaging that is quickly approaching its clinical utility. Research groups around the globe are engaged in research spanning from theory to practical applications. The International Workshop on Medical Ultrasound Tomography (1.-3. November 2017, Speyer, Germany) brought together scientists to exchange their knowledge and discuss new ideas and results in order to boost the research in Ultrasound Tomography.