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CHAPTER 1

Introduction

For some fixed integer d ≥ 2, let Z,Z1, Z2, . . . be a sequence of independent and

identically distributed (i.i.d.) d-dimensional random vectors, defined on a common

probability space (Ω,A,P). Throughout this thesis, we assume that the distribution

PZ of Z is absolutely continuous with respect to Lebesgue measure. Writing | · |
for the Euclidean norm on Rd, the asymptotical behavior of the so-called maximum

interpoint distance

Mn := max
1≤i,j≤n

|Zi − Zj|

as n tends to infinity has been a topic of interest for more than 20 years. This

behavior is closely related to the support S ⊂ Rd of PZ , which is the smallest closed

set C satisfying PZ(C) = 1. Writing

diam(K) := sup
x,y∈K

|x− y|

for the diameter of a set K ⊂ Rd, we obviously have

Mn
a.s.−→ diam(S) (≤ ∞)

as n→∞. However, this result alone does not provide deep insight into the asymptot-

ical behavior of Mn. For example, it is natural to ask for the speed of this convergence,

depending on the distribution PZ . Being more precise, we are interested in finding two

real-valued sequences (an)n∈N, (bn)n∈N and a random variable L with a non-degenerate
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distribution PL over R, so that an
(
bn −Mn) converges weakly to L as n→∞. This

means P
(
an(bn −Mn) ≤ t

)
→ P(L ≤ t) for each point of continuity t of the distribu-

tion function of L as n→∞, and we will briefly write an(bn −Mn)
D−→ L. Instead

of investigating an(bn −Mn), some authors derived limiting results for an(Mn − bn).

But, since we have an(bn−Mn) = −
(
an(Mn− bn)

)
, the continuous mapping theorem

shows that an(bn −Mn)
D−→ L implies an(Mn − bn)

D−→ −L, and vice versa. Hence,

both approaches are equivalent in this setting.

If S is bounded, i.e. if we have diam(S) < ∞, we can choose bn = diam(S) for

each n ∈ N. Then, the faster Mn converges to its upper bound diam(S), the faster

the sequence (an)n∈N has to tend to infinity to obtain a non-degenerate limit distribu-

tion. If S is unbounded, the sequence (bn)n∈N has to tend to infinity at ‘the correct

speed’ and offers insight into the speed of the convergence of Mn to infinity as n→∞.

For d = 1 the asymptotical behavior of Mn can be solved by using classical extreme

value theory. In this case, Mn is nothing but the sample range, i.e. we have

Mn = max
1≤i≤n

Zi − min
1≤i≤n

Zi. (1.1)

Since the random points Zi are independent, the largest and the smallest value of

Z1, . . . , Zn are asymptotically independent. Hence, we can investigate the asymp-

totical behavior of max1≤i≤n Zi and min1≤i≤n Zi separately, and by convoluting the

corresponding limit distributions we get the limit distribution of Mn. If PZ is the

uniform distribution on [0, 1], it can be shown that n(1−Mn) converges weakly to

the convolution of two independent exponential distributions with parameter 1, i.e.

to a gamma distribution with shape parameter 2 and scale parameter 1, see Lao [16,

p. 2]. If PZ is a symmetric distribution with a density function f so that

f(z)

c|z|αe−β|z|γ → 1

as |z| → ∞ for some c, β, γ > 0 and α ∈ R, Jammalamadaka and Janson [13] stated

that(
β

1
γ γ log1− 1

γ n
)
·Mn −

(
2γ log n+

(
2
α + 1

γ
− 2

)
log log n+ log

(
β−

2(α+1)
γ γ−2c2

))
converges weakly to the convolution of two independent standard Gumbel-distributions,

each of which has the distribution function F (t) = exp
(
− e−t

)
, t ∈ R. For example,

this result covers the case that PZ is the standard normal distribution.
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In the case d ≥ 2 it is much more complicated to investigate the asymptotical

behavior of Mn since the representation (1.1) requires univariate observations. Results

of classical extreme value theory can not be applied either, since, for instance, |Z1−Z2|
and |Z1 − Z3| are not independent. Results obtained so far mostly cover the case

that the distribution PZ is spherically symmetric, and they may roughly be classified

according to whether PZ has an unbounded or a bounded support. If Z has a

spherically symmetric normal distribution, Matthews and Rukhin [19] obtained a

Gumbel limit distribution for Mn. Henze and Klein [10] generalized this result to the

case that Z has a spherically symmetric Kotz type distribution, i.e. a distribution

with density

f(z) =
κ
d
2
+b−1Γ

(
d
2

)
π
d
2 Γ
(
d
2

+ b− 1
) |z|2(b−1)e−κ|z|2 , z ∈ Rd,

where 2b+ d > 2, κ > 0, and Γ denotes the Gamma function. In this setting they

stated the limit law

lim
n→∞

P

(√
1

κ
log n

(
Mn − 2

√
1

κ
log n−

d+4b−7
2

log2 n+ log3 n+ a√
4κ log n

)
≤ t

2κ

)
= e−e

−t
,

t ∈ R, where

a = log
(d− 1)2

d−7
2 Γ

(
d
2

)
√
πΓ2

(
d
2

+ b− 1
)

and log2 n = log log n, log3 n = log log2 n. This result covers the case of a d-

dimensional normal distribution for b = 1 and κ = 1/2. An even more general

spherically symmetric setting has been studied by Jammalamadaka and Janson [13].

They considered spherically symmetric distributions PZ with the property

P
(
|Z| > cn + tdn

)
=

1 + o(1)

n
e−t (1.2)

as n → ∞, uniformly for all t ∈ R with |t| ≤ d−1
2

log (cn/dn), where (cn)n∈N and

(dn)n∈N are sequences of positive numbers with dn = o(cn). In this case,

lim
n→∞

P

(
Mn − 2cn

dn
+
d− 1

2
log

cn
dn
− log log

cn
dn
− log

(d− 1)2d−4Γ
(
d
2

)
√
π

≤ t

)
= e−e

−t

holds true for each t ∈ R. A sufficient condition for (1.2) is that PZ is spherically

symmetric with a density f , where

f(z)

c|z|αe−β|z|γ → 1
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as |z| → ∞ for some c, β, γ > 0 and α ∈ R. Hence, [13] indeed covers the spherically

symmetric Kotz type distributions, investigated by Henze and Klein [10]. Henze

and Lao [11] studied unbounded distributions PZ , for which the norm |Z| and the

directional part Z/|Z| of Z are independent and the right tail of the distribution

of |Z| decays like a power law. In this case, they showed a (non-Gumbel) limit

distribution of Mn that can be described in terms of a suitably defined Poisson point

process. Finally, Demichel et al. [7] considered unbounded elliptical distributions of

the form

Z = TAW,

where T is a positive and unbounded random variable, A is an invertible (d ×
d)-dimensional matrix, and W is uniformly distributed on the sphere Sd−1 ={
z ∈ Rd : |z| = 1

}
. In this case, the asymptotical behavior of Mn depends on the

right tail of the distribution function of T and the multiplicity k ∈ {1, . . . , d} of the

largest eigenvalue of A. In that work, it was assumed that T lies in the max-domain

of attraction of the Gumbel law. If the matrix A has a single largest eigenvalue, [7]

derives a limit law for Mn that can be represented in terms of two independent Poisson

point processes on Rd. On the other hand, if A has a multiple largest eigenvalue, and

T satisfies an additional technical assumption, they proved a Gumbel limit law for

Mn. If k = d, the random vector Z has a spherically symmetric distribution, and

their result is the same as that stated by Jammalamadaka and Janson [13].

If PZ has a bounded support, Appel et al. [3] obtained a convolution of two

independent Weibull distributions as limit law of Mn if Z has a uniform distribution

in a planar set with unique major axis and ‘sub-
√
x decay’ of its boundary at the

endpoints. Observe, that the latter property is not fulfilled if PZ is supported by a

proper ellipse E. In that case, Appel et al. [3] were only able to derive bounds for the

limit law of Mn if Z has a uniform distribution. Being more precise, their result says

P
(
W1 +W2 ≤

t

1 + γ

)
≤ lim inf

n→∞
P
(
n

2
3

(
diam(E)−Mn

)
≤ t
)

(1.3)

≤ lim sup
n→∞

P
(
n

2
3

(
diam(E)−Mn

)
≤ t
)

≤ P (W1 +W2 ≤ t) ,

where t ≥ 0, and γ > 0 is a constant, that depends solely on the two half-axes of E,

and W1,W2 are two suitable i.i.d. Weibull random variables. Lao [16] and Mayer

and Molchanov [20] deduced a Weibull limit distribution for Mn in a very general

setting if the distribution of Z is supported by the d-dimensional unit ball Bd for
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d ≥ 2. For instance, if PZ is the uniform distribution in Bd, they demonstrated that

lim
n→∞

P
(
σ

2
d+3 · n 4

d+3 · (2−Mn) ≤ t
)

= 1− exp
(
−t d+3

2

)
, t ≥ 0,

where

σ =
2dd

(d+ 1)(d+ 3)B
(
d
2

+ 1
2
, 1
2

) ,
and B denotes the Beta function. Furthermore, Lao [16] obtained limit laws for

Mn if PZ is uniform or non-uniform in the unit square, uniform in regular polygons,

or uniform in the d-dimensional unit cube, d ≥ 2. Moreover, if PZ is uniform in

a proper ellipse, Lao [16] improved the lower bound on the limit distribution of

Mn stated by Appel et al. [3], as given in (1.3). The exact limit behavior of Mn

if PZ is uniform in an ellipse has been an open problem for many years. Without

giving a proof, Jammalamadaka and Janson [13] stated that n2/3(2 −Mn) has a

limit distribution (involving two independent Poisson processes) if Z has a uniform

distribution in a proper ellipse with major axis of length 2. Schrempp [23] described

this limit distribution in terms of two independent sequences of random variables,

and in Schrempp [24] the result of Jammalamadaka and Janson [13] was generalized

to the case that PZ is uniform or non-uniform over a d-dimensional ellipsoid. Being

more precise, the underlying set E in [24] is

E =

{
z ∈ Rd :

(
z1
a1

)2

+

(
z2
a2

)2

+ . . .+

(
zd
ad

)2

≤ 1

}
,

where d ≥ 2 and a1 > a2 ≥ a3 ≥ . . . ≥ ad > 0. Since a1 > a2, the ellipsoid E

has a unique major axis of length 2a1 with ‘poles’ (a1, 0, . . . , 0) and (−a1, 0, . . . , 0).

If the distribution PZ is supported by such a set E and PZ(E ∩ O) > 0 for each

neighborhood O of each of the two poles, the unique major axis makes sure that

the asymptotical behavior of Mn is determined solely by the shape of PZ close to

these poles. Schrempp [24] investigated distributions PZ with a Lebesgue density f

on E, so that f is continuous and bounded away from 0 near the poles. Hence, the

uniform distribution on E was a special case of that work. The assumptions stated

in Schrempp [24] yield Mn → 2a1 almost surely as n tends to infinity. Furthermore,

it turned out that 2a1 −Mn has to be scaled by the factor n2/(d+1) to obtain a

non-degenerate limit distribution. In order to show this weak convergence, a related

setting had been considered, in which the random points are the support of a specific

series of Poisson point processes Zn in E. Writing diam(Zn) for the diameter of the

support of Zn, it turned out that n2/(d+1)(2a1−diam(Zn)) has a limiting distribution
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involving two independent Poisson processes that live on a subset P of Rd, the shape

of which is determined by a1, . . . , ad. By use of the so-called de-Poissonization tech-

nique it had been concluded that n2/(d+1)(2a1 −Mn) has the same limit distribution

as n tends to infinity.

Looking at the proofs given in Schrempp [24], it is quite obvious that only the

values of the density at the poles and the curvature of the boundary ∂E of E at

the poles determine the limiting distribution of n2/(d+1)(2a1 −Mn), but not the fact

that E is an ellipsoid. The latter observation was the starting point for this work:

The main result of this work is a generalization of the result stated in Schrempp [24]

to distributions that are supported by a d-dimensional set E, d ≥ 2, with ‘unique

diameter’ of length 2a > 0 between the poles (−a, 0, . . . , 0) and (a, 0, . . . , 0) and a

smooth boundary at the poles. The formal assumptions on the set E are stated

in Section 3.1. If the density f of Z on such a set E is continuous and bounded

away from 0 close to the poles, we can show that n2/(d+1)(2a − diam(Zn)) has a

non-degenerate limiting distribution also in this setting. This limit law again involves

two independent Poisson processes that live on potentially different subsets P` and

Pr of Rd. The shape of P` is only determined by the principal curvatures and the

corresponding principal curvature directions of ∂E at the left pole (−a, 0, . . . , 0). The

same holds true for Pr and the right pole (a, 0, . . . , 0).

In Chapter 2 we will fix our general notation and present a short introduction to

point processes.

Chapter 3 contains our main result. After stating the assumptions on the underlying

set E and the distribution PZ in Section 3.1, we formulate the main result, which is

Theorem 3.5, in Section 3.2. This chapter closes in Section 3.3 with some comments

on the intrinsic properties of sets that are covered by the assumptions stated in

Section 3.1. The proof of Theorem 3.5 will be given in Chapter 4.

Chapter 5 contains several generalizations of the main result. A common feature

of these generalizations is that the underlying set E has a ‘unique diameter’, attained

by two points, the poles of E. In Section 5.1 and Section 5.2 we will consider more

general distributions PZ , that include the so-called Pearson Type II distributions

on d-dimensional ellipsoids. Section 5.3 establishes a limit theorem for the joint

convergence of the k largest distances among the random points Z1, . . . , Zn, and in

Section 5.4 we will discuss the case that the set E has a slightly different shape close

the poles. Moreover, Section 5.5 deals with p-norms and so-called ‘p-superellipsoids’,

where 1 ≤ p <∞, and Section 5.6 illustrates that the smoothness of the boundary

of E at the poles, as demanded in Section 3.1, is by no means necessary to prove
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results similar to that of Theorem 3.5.

Chapter 6 deals with generalizations of our main result to settings where E does

not have a ‘unique diameter’. Sets with several but finitely many pairs of poles will

be considered in Section 6.1, and Section 6.2 studies Pearson Type II distributions

that are supported by an ellipsoid with at least two but less than d major half-axes.

In this setting, we can only show bounds for the limiting distribution, if such a limit

law exists. To establish the asymptotical behavior in this case remains an open

problem.

Finally, Appendix A presents some basics about the curvature of hypersurfaces,

and in Appendix B we review several standard facts on the weak convergence of

point processes.





CHAPTER 2

Fundamentals

After fixing our general notation in Section 2.1, we present a short introduction to

point processes in Section 2.2.

2.1 Notation

Vectors are understood as column vectors, but if there is no danger of misunder-

standing, we write them – depending on the context – either as row or as column

vectors.

Throughout this work, we use the abbreviation z̃ := (z2, . . . , zd) for a point

z = (z1, . . . , zd) ∈ Rd to shorten the notation significantly. Given a function s :

Rd−1 → R, z̃ 7→ s(z̃), let sj(z̃) denote the partial derivative of s with respect to the

component zj for j ∈ {2, . . . , d}. Notice that, for instance, s2 stands for the partial

derivative of s with respect to z2, not with respect to the second component of z̃. The

gradient
(
s2(z̃), . . . , sd(z̃)

)
of s at the point z̃ will be denoted by ∇s(z̃). Likewise, we

denote the second-order partial derivatives with respect to zi and zj by sij(z̃), where

i, j ∈ {2, . . . , d}, and if the function s maps from Rd−1 into Rd, we write si and sij

for the d-dimensional vectors of all first- and second-order partial derivatives with

respect to zi and zj.

Without stressing the dependence on the dimension, we write 0 for the origin in Ri

and ej for the j-th unit vector in Ri for i, j ∈ N := {1, 2, . . .} with j ≤ i. Whenever

we do not emphasize the underlying dimension i, we mean i = d. The scalar product

of two vectors x, y ∈ Ri will be denoted by 〈x, y〉, i ∈ N. Let Bε(z) stand for
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the closed i-dimensional ball with center z ∈ Ri and radius ε > 0 and Bi for the

i-dimensional unit ball, i ∈ N. Its volume will be denoted by ωi. For a subset A ⊂ Rd
and c > 0 we write c · A := {c · z : z ∈ A}. In the sequel, Bd stands for the σ-field of

Borel sets in Rd, ∂A for the boundary of a set A ∈ Bd, int(A) for its interior, and we

put R+ := [0,∞). Given a sequence (An)n≥0 of Borel sets in Rd, we write An ↑ A0 if

Ai ⊂ Ai+1 for each i ∈ N and ∪n≥1An = A0. Without stressing the dependence on

the dimension, | · | denotes the Euclidean norm on Ri, and, whenever the dimension i

is clear, we write {‘condition on z’} instead of {z ∈ Ri : ‘condition on z’}, i ∈ N.

By ∆F we mean the Jacobian of a function F : Ri → Rj, i, j ∈ N, and the

i-dimensional identity matrix will be denoted by Ii, i ∈ N. Given a1, . . . , ai ∈ R,

we write diag(a1, . . . , ai) for the corresponding diagonal matrix. In a similar way,

if A ∈ Ri×i and B ∈ Rj×j are matrices, we write diag(A,B) for the corresponding

(i+ j)× (i+ j)-dimensional diagonal block matrix.

Each unspecified limit refers to n→∞, and for two real-valued sequences (an)n∈N

and (bn)n∈N, where bn 6= 0 for each n ∈ N, we write an ∼ bn if an/bn → 1.

In the sequel, md stands for d-dimensional Lebesgue measure and Hd for d-

dimensional Hausdorff measure. For a density g, a measure µ on Rd and a Borel set

A ∈ Bd we put g
∣∣
A

(z) := g(z) if z ∈ A and 0 otherwise, and write µ
∣∣
A

(B) := µ(A∩B)

if B ∈ Bd.
Given a probability space (Ω,A,P) and A,B ∈ A, we use the notation P(A,B) for

P(A ∩B). Convergence in distribution and equality in distribution will be denoted

by
D−→ and

D
=, respectively. The components of a random vector Zi are given by

Zi = (Zi,1, . . . , Zi,d) for i ≥ 1. Finally, we write N
D
= Po(λ) if the random variable N

has a Poisson distribution with parameter λ > 0.

2.2 Point processes

With a few exceptions, we adopt the notation of Resnick [21], Chapter 3, for point

processes. A point process on some space D, equipped with a σ-field D, is a random

distribution of points in D. A good way to formalize this description is to define

point processes on D as random measures χ on D with χ(A) ∈ {0, 1, . . . ,∞} for

each A ∈ D. To this end, let D be a subset of a compactified Euclidean space of

finite dimension and D the Borel σ-field of subsets of D, i.e., the σ-field generated

by the open sets. We write εz for the Dirac measure centered at z ∈ D, and Mp(D)

denotes the set of all point measures χ of the form χ =
∑∞

i=1 εzi , where {zi, i ≥ 1} is

a countable collection of not necessarily distinct points of D, that satisfies χ(K) <∞
for every compact set K ∈ D. The latter property means that point measures are
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Radon measures. A point measure χ is called simple if χ({z}) ∈ {0, 1} for all z ∈ D.

The set Mp(D) of all point measures on D is equipped with the smallest σ-field

Mp(D) rendering the evaluation maps χ 7→ χ(A) from Mp(D)→ [0,∞] measurable

for all A ∈ D. Now we can define point processes as random elements of Mp(D).

Being more precise, a point process ξ is a measurable map from some probability

space (Ω,A,P) into
(
Mp(D),Mp(D)

)
. We call the point process ξ simple if its

distribution is concentrated on the simple point measures on D, i.e. if

P
(
ξ({z}) ∈ {0, 1} for all z ∈ D

)
= 1.

Appendix B presents some basic facts about the weak convergence of point processes.

In the following, we will mainly work with a very special class of point processes, the

so-called Poisson processes. A Poisson process or Poisson random measure (PRM)

with (Radon) intensity measure µ is a point process ξ satisfying

P
(
ξ(A) = k

)
=

e−µ(A)
µ(A)k

k!
, if µ(A) <∞,

0, if µ(A) =∞,
(2.1)

for A ∈ D and k ∈ N ∪ {0}. This property ensures ξ(A) = ∞ almost surely if

µ(A) =∞ holds true. Moreover, ξ(A1), . . . , ξ(Ai) are independent for any choice of

i ≥ 2 and mutually disjoint sets A1, . . . , Ai ∈ D. We briefly write ξ
D
= PRM(µ). If

ξ is a Poisson process with intensity measure µ, (2.1) means ξ(A)
D
= Po

(
µ(A)

)
and

hence E
[
ξ(A)

]
= µ(A) for A ∈ D. According to Corollary 6.5 in Last and Penrose

[17], there is for each Poisson process ξ on D a sequence X1,X2, . . . of random points

in D and a {0, 1, . . . ,∞}-valued random variable N so that

ξ =
N∑
i=1

εXi , almost surely.

Because of this property we use the notation ξ = {Xi, i ≥ 1}, whenever ξ is a simple

Poisson process and ξ(D) =∞ almost surely. This terminology is motivated by the

notion of a point process as a random set of points.

We will mainly use the bold letters X,Y and Z to denote point processes, and the

convention will be as follows: Point processes that are supported by the whole under-

lying set E will get a name involving the letter Z. In contrast, the letter X always

stands for processes that live only on the left half E ∩ {z1 ≤ 0} of E and Y for those

that are supported by the right half E ∩ {z1 ≥ 0} of E. This distinction will be very
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useful to shorten the notation throughout this thesis. If, for instance, X = {Xi, i ≥ 1}
is a point process on Rd, we write Xi = (Xi,1, . . . ,Xi,d) to denote the coordinates of Xi.

Finally, we introduce a very special sequence of Poisson processes: In the following,

the random variables Z1, Z2, . . . are i.i.d. with common distribution PZ , and let Nn

be independent of this sequence and have a Poisson distribution with parameter

n ∈ N. Defining the point processes

Zn :=
Nn∑
i=1

εZi , n ∈ N,

we get

diam(Zn) = MNn = max
1≤i,j≤Nn

∣∣Zi − Zj∣∣,
and Zn is a Poisson process in Rd with intensity measure nPZ . Observe that the

expected number of points of Zn is exactly n for each n ∈ N. In order to prove

limiting results for Mn, it will be very useful to consider these processes.



CHAPTER 3

Conditions, main results, and comments

This chapter, which contains our main results, is divided into three sections. Besides

our assumptions on the underlying set E, Section 3.1 contains some important

implications of those conditions and definitions that are necessary for stating our

main results, which are given in Section 3.2. Section 3.3 takes a closer look at some

significant properties of sets that are covered by the assumptions given in Section 3.1.

3.1 Conditions

Our basic assumption on the shape and the orientation of the underlying set E is

that its finite diameter is attained by exactly one pair of points, both of which lie on

the z1-axis. Being more precise, we assume the following:

Condition 1. Let E ⊂ Rd be a closed subset with 0 < 2a = diam(E) < ∞ and

(−a,0), (a,0) ∈ E. Furthermore, we assume

|x− y| < 2a for each (x, y) ∈
(
E\ {(−a,0), (a,0)}

)
× E. (3.1)

Speaking of a ‘unique diameter between the points (−a,0) and (a,0)’ or simply of

a ‘unique diameter’, we will always mean that the underlying set satisfies Condition 1.

The two points (−a,0), (a,0) ∈ E are henceforth called the ‘poles’ of E. There is

no loss of generality in assuming that the poles of E are given by (−a,0) and (a,0).

For every set having a diameter of length 2a > 0 we can find a suitable coordinate

system so that this assumption is satisfied. Since we will consider distributions
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with md-densities supported by E, it will be no loss of generality either that we

assume E to be closed. Notice, that this assumption in Condition 1 is very important.

Otherwise, condition (3.1) would not be sufficient for our purposes, as the following

example illustrates: Let d = 2 and E ′ be the convex hull of
{

(−1, 0), (1, 0), (0,
√

3)
}

.

Notice that ∂E ′ is an equilateral triangle, and put

E ′′ :=
(
E ′ ∩ {z2 ≤ 1}

)
∪ int

(
E ′ ∩ {z2 > 1}

)
.

See Figure 3.1 for an illustration of this set. This non-closed set fulfills both

0 1−1

1

√
3

Figure 3.1: The set E ′′

diam(E ′′) = 2a and condition (3.1) with a = 1. But if we consider – for example –

the uniform distribution in E ′′, we would get very complicated dependencies between

large distances: In this setting, a random point lying close to the vertex (−1, 0) can

determine the maximum interpoint distance either with a point lying close to the

vertex (1, 0) or with a point lying close to the vertex (0,
√

3). By assuming E to be

closed, condition (3.1) guarantees that Mn will be determined by two points lying

close to (−a,0) and (a,0), respectively, at least for large n and a suitable distribution

PZ .

Our assumption on the shape of E close to both poles is as follows:
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Condition 2. There are constants δ`, δr ∈ (0, a], open neighborhoods O`, Or ⊂ Rd−1
of 0 ∈ Rd−1 and twice continuously differentiable functions s` : O` → R+, sr : Or →
R+, so that

E` := E ∩ {z1 < −a+ δ`}
=
{

(z1, z̃) ∈ Rd : −a+ s`(z̃) ≤ z1 < −a+ δ`, z̃ ∈ O`

}
(3.2)

and

Er := E ∩ {a− δr < z1}
=
{

(z1, z̃) ∈ Rd : a− δr < z1 ≤ a− sr(z̃), z̃ ∈ Or

}
. (3.3)

The notation of partial derivatives by subscripts throughout this work requires the

usage of superscripts to distinguish the functions s` and sr. Since (−a,0), (a,0) ∈ E,

we have s`(0) = sr(0) = 0. The ‘outer boundaries’ of E` and Er will be denoted by

M` :=
{

(z1, z̃) ∈ Rd : z1 = −a+ s`(z̃), z̃ ∈ O`

}
and

Mr :=
{

(z1, z̃) ∈ Rd : z1 = a− sr(z̃), z̃ ∈ Or

}
,

respectively. Figure 3.2 displays the initial situation given by Condition 1 and

Condition 2. Notice that E can be defined in any way on the set

{
z ∈ Rd : −a+ δ` ≤ z1 ≤ a− δr

}
,

as long as Condition 1 is satisfied.

It will be very convenient to consider the boundaries M` and Mr as images of two

appropriately defined hypersurfaces. For this purpose, we put

s` : O` → Rd, s`(z̃) :=
(
− a+ s`(z̃) , z̃

)
and

sr : Or → Rd, sr(z̃) :=
(
a− sr(z̃) , z̃

)
.
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a− δr

Mr

Er

Or

−a+ δ`

M`

E`
O`

Rd−1

a−a

0

Figure 3.2: The initial situation given by Condition 1 and Condition 2.

Formally, the inverse image of a hypersurface in Rd has to be an open subset

of Rd−1. Due to this convention, we have demanded O` and Or to be open. This

requirement corresponds to the intersection of E with {z1 < −a + δ`} instead of

{z1 ≤ −a+ δ`} in (3.2), and with {z1 > a − δr} instead of {z1 ≥ a− δr} in (3.3).

Since we will have to investigate E close to the poles, this convention will be no

problem for our purposes: For instance, the set E∩{z1 = −a+ δ`} will be completely

irrelevant for the limiting behavior of Mn.

Remark 3.1. A common way to define a hypersurface as the graph of a function

s : O → R with O ⊂ Rd−1 is to describe the last component zd via z1, . . . , zd−1,

i.e. s(z1, . . . , zd−1) :=
(
z1, . . . , zd−1, s(z1, . . . , zd−1)

)
. We deliberately deviate from

this convention for two reasons: The orientation of E given by Condition 1 and

Condition 2 is the same as in Appel et al. [3] and Schrempp [24], and it conveniently

emphasizes the very special role of the first component in our main theorem.

Since s` and sr are twice continuously differentiable, the second-order Taylor series

expansions of these functions are defined. Writing Hi for the Hessian of si at the

point 0, we get

si(z̃) = 0 +∇si(0)>z̃ +
1

2
z̃>Hiz̃ +Ri(z̃), (3.4)

where Ri(z̃) = o
(
|z̃|2
)

and i ∈ {`, r}. In view of the unique diameter of E between

(−a,0) and (a,0), we know the following facts about ∇si(0) and Hi, i ∈ {`, r}:

Lemma 3.2. For i ∈ {`, r} we have ∇si(0) = 0. Furthermore, the matrix Hi is

symmetric and positive definite, and all d− 1 eigenvalues of Hi are larger than 1/2a.

Proof. We only consider i = `. It is clear that H` is symmetric, since s` is a twice
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continuously differentiable function. From Condition 1 we know that

E ⊂ B2a

(
(a,0)

)
and E ∩ ∂B2a

(
(a,0)

)
= {(−a,0)} . (3.5)

Writing Ot :=
{
z̃ ∈ Rd−1 : |z̃| < 2a

}
and defining the mapping t : Ot → R, z̃ 7→ a−√

4a2 − z22 − . . .− z2d, the boundary of B2a

(
(a,0)

)
in {z1 < a} can be parameterized

as a hypersurface via

t :

Ot → Rd,

z̃ 7→
(
t(z̃) , z̃

)
.

For j, k ∈ {2, . . . , d}, we obtain

tj(z̃) = (4a2 − z22 − . . .− z2d)−
1
2 · zj,

tjk(z̃) = (4a2 − z22 − . . .− z2d)−
3
2 · zjzk + (4a2 − z22 − . . .− z2d)−

1
2 · δjk.

Hence, ∇t(0) = 0, and the Hessian of t at 0 is given by Ht := 1
2a

Id−1. So, the

second-order Taylor series expansion of t at this point has the form

t(z̃) = −a+ 0>z̃ +
1

2
z̃>Htz̃ +Rt(z̃), (3.6)

where Rt(z̃) = o
(
|z̃|2
)
. In view of (3.5) and Condition 2, we have t(z̃) < −a+ s`(z̃)

for each z̃ ∈ O`\ {0} (observe that (3.5) ensures O` ⊂ Ot). Using (3.4) and (3.6),

this inequality can be rewritten as

−a+ 0>z̃ +
1

2
z̃>Htz̃ +Rt(z̃) < −a+∇s`(0)>z̃ +

1

2
z̃>H`z̃ +R`(z̃),

and hence

0 < ∇s`(0)>z̃ +
1

2
z̃>(H` −Ht)z̃ +

(
R`(z̃)−Rt(z̃)

)
for each z̃ ∈ O`\ {0}. Since R`(z̃)−Rt(z̃) = o

(
|z̃|2
)
, this inequality shows ∇s`(0) = 0

and that the matrix H` −Ht is positive definite. Remembering Ht = 1
2a

Id−1, H` has

to be positive definite, too, and all eigenvalues of H` have to be larger than 1/2a.

Remark 3.3. For i ∈ {`, r} the first partial derivatives of si are given by

si2(z̃) =
(
si2(z̃) , 1 , 0 , . . . , 0

)
, . . . , sid(z̃) =

(
sid(z̃) , 0 , . . . , 0 , 1

)
.

These d − 1 vectors are linearly independent for each z̃ ∈ Oi, which means that

the hypersurfaces s` and sr are regular, see Definition 3.1.2 in Csikós [5]. From
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Lemma 3.2 we further know sij(0) = ej for i ∈ {`, r} and each j ∈ {2, . . . , d}. Hence,

the two unit normal vectors of the hypersurface si at the pole si(0) are given by ±e1.

Putting (3.4) and Lemma 3.2 together, it is clear that the second-order Taylor

series expansions of si at the point 0 is

si(z̃) =
1

2
z̃>Hiz̃ +Ri(z̃),

where Ri(z̃) = o
(
|z̃|2
)

and i ∈ {`, r}. From (3.2) and (3.3) we obtain the representa-

tions

E` =

{
(z1, z̃) ∈ Rd : −a+

1

2
z̃>H`z̃ +R`(z̃) ≤ z1 < −a+ δ`, z̃ ∈ O`

}
(3.7)

and

Er =

{
(z1, z̃) ∈ Rd : a− δr < z1 ≤ a− 1

2
z̃>Hrz̃ −Rr(z̃), z̃ ∈ Or

}
, (3.8)

which will be widely used throughout this work.

According to Lemma 3.2, the matrices H` and Hr are orthogonally diagonalizable

and all eigenvalues, denoted by 1
2a
< κi2 ≤ . . . ≤ κid, i ∈ {`, r}, in ascending order, are

real-valued and positive. The subscripts 2, . . . , d instead of 1, . . . , d− 1 are chosen

deliberately. Because of the very close connection between these eigenvalues and the

components z2, . . . , zd in our main theorem, this notation is much more intuitive for

our purposes. Observe especially (3.15) on page 30 for the aforementioned connec-

tion. For i ∈ {`, r} we choose an orthonormal basis {ui2, . . . ,uid} of Rd−1, consisting

of corresponding eigenvectors; namely Hiu
i
j = κiju

i
j for j ∈ {2, . . . , d}. Putting

Ui := (ui2 | . . . | uid), we have UiU
>
i = Id−1 and U>i HiUi = diag(κi2, . . . , κ

i
d) =: Di.

Looking at Subsection A.2.2 – especially its ending – we know (because of ∇si(0) =

0) that the eigenvalues κij of the Hessian Hi are exactly the principal curvatures of

the hypersurface si at the pole si(0) with respect to the unit normal vector

Ni(0) :=

 e1, i = `,

−e1, i = r.



3.1 Conditions 23

We can further conclude that

vij :=

(
0

uij

)
∈ Rd (3.9)

are the corresponding principal curvature directions.

It is quite obvious that Condition 1 restricts the possible principal curvatures and

the corresponding principal curvature directions of s` and sr at the poles. It would

be desirable to find a one-to-one relation between the unique diameter of E assumed

in Condition 1 on the one hand and all possible principal curvatures and directions

of the hypersurfaces s` and sr at the poles on the other hand. But describing this

relation in its whole generality would be technically very involved. Fortunately, we

can state a simple but still very general condition on the principal curvatures and

directions of ∂E at the poles to guarantee that E ∩ {|z1| > a− δ} has a unique

diameter between (−a,0) and (a,0) for δ > 0 sufficiently small. Unless otherwise

stated we will always study sets fulfilling the following condition:

Condition 3. For some constant η ∈ (0, 1), the 2(d − 1) × 2(d − 1)-dimensional

matrix

A(η) :=

(
2aηD` − Id−1 U>` Ur

U>r U` 2aηDr − Id−1

)
is positive semi-definite.

We will briefly write A(η) ≥ 0 to denote this property. Notice that A(η1) ≥ 0

implies A(η2) ≥ 0 for each η2 > η1 since D` and Dr are diagonal matrices with positive

entries on their main diagonals. Due to the fact that D`, Dr, U` and Ur depend only

on the curvature of ∂E at the poles, Condition 3 is obviously not sufficient to ensure

(3.1) (figuring in Condition 1) for the whole set E. But Lemma 3.9 will show that

Condition 3 guarantees that (3.1) holds true for E replaced with E ∩ {|z1| > a− δ}
and δ > 0 sufficiently small. This assertion can be interpreted as ‘Condition 3 ensures

the unique diameter of E close to the poles’. Focussing on sets satisfying Condition 3

will be no strong limitation in the following sense: If A(1) is not positive semi-definite,

then E cannot have a unique diameter between the poles, see Lemma 3.11. Hence,

the only relevant case not covered by Condition 3 is given by

A(1) ≥ 0, but A(η) � 0 for each η ∈ (0, 1).
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In this case one would have to check the relation between the two error functions R`

and Rr for all possible combinations of two directions in Rd−1, see the following very

simple example for an illustration:

Example 3.4. For d = 2, a set not covered by Condition 3 is

E1 := Ba(0)

for some a > 0. It is a well-known fact that a circle with radius a > 0 has constant

curvature 1/a, i.e. κ`2 = κr2 = 1/a. A proof of this result will be given indirectly

by the much more general calculations in the proof of Lemma 6.4, see especially

Remark 6.5. So, we have H` = Hr = D` = Dr =
(
1
a

)
and

A(η) =

(
2η − 1 1

1 2η − 1

)
.

The smallest η > 0 with A(η) ≥ 0 is given by η = 1. For a = 1, putting h(z2) :=√
1− z22 , we have

E1 =
{
z ∈ R2 : −h(z2) ≤ z1 ≤ h(z2), |z2| ≤ 1

}
.

Now we manipulate this unit-ball via

E2 :=

{
z ∈ R2 : −h(z2) + z42 ≤ z1 ≤ h(z2)− z42 , |z2| ≤

3

4

}
and

E3 :=

{
z ∈ R2 : −h(z2)−

3

10
z42 ≤ z1 ≤ h(z2) +

3

10
z42 , |z2| ≤ 1

}
.

Figure 3.3 displays the boundaries of the sets E1, E2 and E3. Although all three sets

have the same principal curvature 1 at the points (−1, 0) and (1, 0), we observe three

completely different situations as to the uniqueness of the diameter between these

points. While E2 has a unique diameter between the points (−1, 0) and (1, 0), the

diameter of the ball E1 is not unique, and for E3 we even have
∣∣(−1, 0)− (1, 0)

∣∣ <
diam(E3). So, Condition 1 is only fulfilled for the set E2. This example illustrates

on the one hand that Condition 3 is only sufficient for showing the unique diameter

of E ∩ {|z1| > a− δ} for small δ > 0, but not necessary. On the other hand, we can
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0

Figure 3.3: The boundaries of the sets E1 (solid), E2 (dotted) and E3 (dashed) in
Example 3.4.

see that the situation

A(1) ≥ 0, but A(η) � 0 for each η ∈ (0, 1),

not covered by Condition 3, can be very intricate to handle. For checking Condition 1

(close to the poles) in higher dimensions, one would have to examine the relation

between the two error functions R` and Rr figuring in (3.7) and (3.8) with respect to

all possible combinations of two directions in Rd−1.

At first sight, Condition 3 looks quite technical. A much more intuitive and

sufficient, but not necessary condition for Condition 3 to hold is

1

κ`2
+

1

κr2
< 2a, (3.10)

see Lemma 3.12. We may thus check Condition 1 (at least close to the poles) for

many sets by merely looking at the smallest principal curvatures at the poles.

Now that we have stated our conditions on the underlying set E, we can focus on

distributions supported by E. In this section we consider distributions PZ with a

Lebesgue density f on E satisfying the following property of continuity at the poles:

Condition 4. Let f : E → R+ with
∫
E
f(z) dz = 1. We further assume that f is

continuous at the poles (−a,0), (a,0) with

p` := f(−a,0) > 0 and pr := f(a,0) > 0.
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Defining the ‘pole-caps of length δ’ via

E`,δ := E` ∩ {−a ≤ z1 ≤ −a+ δ} and Er,δ := Er ∩ {a− δ ≤ z1 ≤ a} (3.11)

for 0 < δ < min {δ`, δr}, the property of continuity assumed in Condition 4 can be

rewritten as f(z) = pi
(
1 + o(1)

)
, where o(1) is uniformly on Ei,δ as δ → 0, i ∈ {`, r}.

In the proofs to follow, we only use this characterization. Now, we only need one

more definition before we can formulate our main result. Putting

P (H) :=

{
(z1, z̃) ∈ Rd :

1

2
z̃>Hz̃ ≤ z1

}
(3.12)

for some (d − 1) × (d − 1)-dimensional matrix H, the set P (H`) (resp. P (Hr))

describes the shape of E near the left (resp. right) pole if we ‘look through a suitably

distorted magnifying glass’, see Lemma 4.6 for details. The boundaries of P (H`) and

P (Hr) are elliptical paraboloids. Now we are prepared to state our main result.

3.2 Main results

Recall that Z,Z1, Z2, . . . are i.i.d. with a common distribution PZ that satisfies

Condition 4. Although we are interested in the asymptotical behavior of the random

variables

Mn = max
1≤i,j≤n

|Zi − Zj|,

n ≥ 2, it will be convenient to consider a very specific series of Poisson processes

instead of directly investigating the random variables Mn. Being more precise, in

Section 2.2 we have defined the Poisson processes Zn in Rd with intensity measure

nPZ , n ∈ N. Now we can state our main result:

Theorem 3.5. If Conditions 1 to 4 hold, then

n
2
d+1

(
2a− diam(Zn)

) D−→ min
i,j≥1

{
Xi,1 + Yj,1 −

1

4a

∣∣X̃i − Ỹj∣∣2} , (3.13)

where {Xi, i ≥ 1} D= PRM
(
p` ·md

∣∣
P (H`)

)
and {Yj, j ≥ 1} D= PRM

(
pr ·md

∣∣
P (Hr)

)
are

independent Poisson processes. The same holds true if we replace diam(Zn) with Mn.

Proof. See Chapter 4.
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A special case of this result is given if we assume that E is a proper ellipsoid. The

following corollary illustrates that Theorem 3.5 is a generalization of the main result

in Schrempp [24]:

Remark 3.6. Let a1 > a2 ≥ a3 ≥ . . . ≥ ad > 0, and put

E :=

{
z ∈ Rd :

d∑
j=1

(
zj
aj

)2

≤ 1

}
.

The values a1, . . . , ad are called the ‘half-axes’ of the ellipsoid E. Obviously, this

set has a unique diameter of length 2a1 between the points (−a1,0) and (a1,0); i.e.

Condition 1 holds true with a = a1. Putting δ` := δr := a1,

O` := Or :=

{
z̃ ∈ Rd−1 :

d∑
j=2

(
zj
aj

)2

< 1

}

and

s`(z̃) := sr(z̃) := a1 − a1

√√√√1−
d∑
j=2

(
zj
aj

)2

,

Condition 2 is fulfilled, too. For k, ` ∈ {2, . . . , d} we obtain

srk(z̃) = a1

(
1−

d∑
j=2

(
zj
aj

)2
)− 1

2

· zk
a2k
,

srk`(z̃) = a1

(
1−

d∑
j=2

(
zj
aj

)2
)− 3

2

· zk
a2k
· z`
a2`

+ δk` · a1
(

1−
d∑
j=2

(
zj
aj

)2
)− 1

2

· 1

a2k
,

and hence the Hessians H` and Hr of s` and sr at the point 0 are given by

H` = Hr = diag

(
a1
a22

, . . . ,
a1
a2d

)
.

This means that the principal curvatures of ∂E at the poles are κij = a1/a
2
j , and that

the corresponding principal directions are vij = ej ∈ Rd, i ∈ {`, r}, j ∈ {2, . . . , d}.
Recall definition (3.9) and that the eigenvectors of H` and Hr are uij = ej−1 ∈ Rd−1
for i ∈ {`, r} and j ∈ {2, . . . , d}. Since a2 < a1, we have

1

κ`2
+

1

κr2
=
a22
a1

+
a22
a1

= 2
a22
a1

= 2a1

(
a2
a1

)2

< 2a1 = 2a.
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Hence, inequality (3.10) holds true and thus Condition 3 is fulfilled. With

P (H`) = P (Hr) =

{
z ∈ Rd :

1

2
z̃>H`z̃ ≤ z1

}
=

{
z ∈ Rd :

1

2

d∑
j=2

a1
a2j
· z2j ≤ z1

}

=

{
z ∈ Rd :

d∑
j=2

(
zj
aj

)2

≤ 2z1
a1

}
,

we can apply Theorem 3.5 for distributions in E satisfying Condition 4, in accordance

with Theorem 2.1 in Schrempp [24].

Corollary 3.7. If Z has a uniform distribution in the ellipsoid E given in Remark 3.6,

Condition 4 holds true with

p` := pr :=
1

md(E)
=

(
π
d
2

Γ
(
d
2

+ 1
) d∏
i=1

ai

)−1
> 0.

Hence, Theorem 3.5 is applicable. In the special case d = 2 and a1 = 1 we have

a2 < 1, p` = pr = 1/(πa2),

P := P (H`) = P (Hr) =

{
z ∈ R2 :

(
z2
a2

)2

≤ 2z1

}
,

and it follows that

n2/3(2−Mn)
D−→ min

i,j≥1

{
Xi,1 + Yj,1 −

1

4
(Xi,2 − Yj,2)2

}
, (3.14)

with two independent Poisson processes X = {Xi, i ≥ 1} D= PRM
(
p` · m2

∣∣
P

)
and

Y = {Yj, j ≥ 1} D= PRM
(
pr ·m2

∣∣
P

)
.

To illustrate the speed of convergence in Corollary 3.7, we present the result of a

simulation study. To this end, define G(x, y) := x1 + y1 − (x2 − y2)2/4. In the proof

of Lemma 4.10 one can see that G(x, y) ≥ c(x1 + y1), (x, y) ∈ P (H`)× P (Hr), for

some fixed c ∈ (0, 1). Therefore, the probability that a point Xi with a ‘large’ first

component Xi,1 determines the minimum above is ‘small’ (we omit details). The same

holds for Yj. We can thus approximate the limiting distribution above by taking

independent Poisson processes with intensity measures p` ·m2

∣∣
P̃

and pr ·m2

∣∣
P̃

where

P̃ := P (H`) ∩ {z ∈ R2 : z1 ≤ b} for some fixed b > 0. The larger the minor half-axis

a2 is (i.e. the more E becomes ‘circlelike’), the larger b has to be chosen in order
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to have a good approximation of the distributional limit in (3.14) (we omit details).

See Figure 3.4 for an illustration of the sets E (left) and P (right) and Figure 3.5

for the result of a simulation. Notice the different scalings between the left- and the

right-hand image in Figure 3.4.
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a2 = 0.5

StrichdistanzLinks = 0.02

StrichdistanzRechts = 0.02

Figure 3.4: The sets E (left) and P (right) in the setting of Corollary 3.7 for d = 2
with a1 = 1, a2 = 1/2.
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Figure 3.5: Empirical distribution function of n2/3(2 − Mn) in the setting of
Corollary 3.7 for d = 2 with a1 = 1, a2 = 1/2, n = 1000 (solid, 5000
replications). The limit distribution is approximated as described after
Corollary 3.7 with b = 10 (dashed, 5000 replications).



30 Chapter 3 Conditions, main results, and comments

For i ∈ {`, r} it is possible to describe the limiting set P (Hi) in terms of the

principal curvatures and directions. Using the notation of page 22, we have

P (Hi) =

{
(z1, z̃) ∈ Rd :

1

2
z̃>Hiz̃ ≤ z1

}
=

{
(z1, z̃) ∈ Rd :

1

2
z̃>UiU

>
i HiUiU

>
i z̃ ≤ z1

}
=

{
(z1, z̃) ∈ Rd :

1

2
(U>i z̃)>Di(U

>
i z̃) ≤ z1

}
=

{
(z1, Uiz̃) ∈ Rd :

1

2
z̃>Diz̃ ≤ z1

}
=

{
z1e1 +

d∑
j=2

zj

(
0

uij

)
∈ Rd :

1

2

d∑
j=2

κijz
2
j ≤ z1

}

and thus

P (Hi) =

{
z1e1 +

d∑
j=2

zjv
i
j ∈ Rd :

1

2

d∑
j=2

κijz
2
j ≤ z1

}
. (3.15)

This representation is sometimes called the ‘normal representation of the osculating

paraboloid P (Hi)’, and it justifies the notation of the principal curvatures κij with

indices 2, . . . , d instead of 1, . . . , d− 1. If we have vij = ej for each j ∈ {2, . . . , d}, we

especially get

P (Hi) =

{
z ∈ Rd :

1

2

d∑
j=2

κijz
2
j ≤ z1

}
. (3.16)

Remark 3.6 is a special case of this situation.

3.3 Comments

In a first step we state Condition 3 in a more convenient form:

Lemma 3.8. Condition 3 is fulfilled if, and only if, for all α, β ∈ Rd−1 the inequality

0 ≤ 2aη
(
α>D`α + β>Drβ

)
+ 2α>U>` Urβ − |α|2 − |β|2 (3.17)

holds true.
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Proof. Writing an arbitrary vector in R2(d−1) as (α>, β>) with α, β ∈ Rd−1 leads to

0 ≤
(
α> , β>

)(2aηD` − Id−1 U>` Ur

U>r U` 2aηDr − Id−1

)(
α

β

)

⇐⇒ 0 ≤
(

2aηα>D` − α> + β>U>r U` α>U>` Ur + 2aηβ>Dr − β>
)(α

β

)
⇐⇒ 0 ≤ 2aηα>D`α− α>α + β>U>r U`α + α>U>` Urβ + 2aηβ>Drβ − β>β
⇐⇒ 0 ≤ 2aη

(
α>D`α + β>Drβ

)
+ 2α>U>` Urβ − |α|2 − |β|2.

In the proofs to follow, we will need bounds for z̃>Hiz̃, depending on |z̃|, i ∈ {`, r}.
To this end, let A ∈ R(d−1)×(d−1) be a general symmetric matrix with (real-valued)

eigenvalues λ2 ≤ . . . ≤ λd and {v2, . . . , vd} be an orthonormal basis of corresponding

eigenvectors. Given any z̃ ∈ Rd−1, we have z̃ =
∑d

k=2〈z̃, vk〉vk and hence

z̃>Az̃ =

〈
z̃,

d∑
k=2

〈z̃, vk〉Avk
〉

=
d∑

k=2

λk 〈z̃, vk〉2 .

Together with |z̃|2 =
∑d

k=2〈z̃, vk〉2 and λ2 ≤ . . . ≤ λd we obtain

λ2|z̃|2 ≤ z̃>Az̃ ≤ λd|z̃|2 (3.18)

for each z̃ ∈ Rd−1. So, we especially get

κi2|z̃|2 ≤ z̃>Hiz̃ ≤ κid|z̃|2 (3.19)

for each z̃ ∈ Rd−1 and i ∈ {`, r}.

Now we will show that Condition 3 really ensures the unique diameter of E ‘close

to the poles’:

Lemma 3.9. Under Conditions 2 and 3, (3.1) holds true for E replaced with E ∩
{|z1| > a− δ} and δ > 0 sufficiently small.

Proof. Since the diameter of E cannot be determined by interior points, it suffices to

investigate points on the boundaries M` and Mr of the pole-caps of E. To this end,

let (x̃, ỹ) ∈ O` ×Or\ {0}. Invoking (3.7) and (3.8) and putting

Ξ :=
1

2

(
x̃>H`x̃+ ỹ>Hrỹ

)
+R`(x̃) +Rr(ỹ),
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we get

∣∣(−a+ s`(x̃), x̃)−
(
a− sr(ỹ), ỹ

)∣∣2
=
∣∣∣(− a+

1

2
x̃>H`x̃+R`(x̃), x̃

)
−
(
a− 1

2
ỹ>Hrỹ −Rr(ỹ), ỹ

)∣∣∣2
= (−2a+ Ξ)2 + |x̃− ỹ|2

= 4a2 − 4aΞ + Ξ2 + |x̃− ỹ|2

= 4a2 −
(
4aΞ− Ξ2

)
+ |x̃|2 + |ỹ|2 − 2x̃>ỹ.

Lemma 3.10 will show that

4aΞ− Ξ2 > 2aη
(
x̃>H`x̃+ ỹ>Hrỹ

)
(3.20)

for every (x̃, ỹ) 6= 0 sufficiently close to 0. Representing the points x̃ and ỹ in terms

of the bases
{
u`2, . . . ,u

`
d

}
and {ur2, . . . ,urd}, namely x̃ = U`α and ỹ = Urβ, (3.17)

gives

∣∣(−a+ s`(x̃), x̃)−
(
a− sr(ỹ), ỹ

)∣∣2
< 4a2 − 2aη

(
x̃>H`x̃+ ỹ>Hrỹ

)
+ |x̃|2 + |ỹ|2 − 2x̃>ỹ

= 4a2 − 2aη
(
α>U>` H`U`α + β>U>r HrUrβ

)
+ |U`α|2 + |Urβ|2 − 2α>U>` Urβ

= 4a2 − 2aη
(
α>D`α + β>Drβ

)
− 2α>U>` Urβ + |α|2 + |β|2

≤ 4a2.

Thus, for δ > 0 sufficiently small, the only pair of points in E ∩ {|z1| > a− δ} with

distance 2a is given by (−a,0) and (a,0), and the proof is finished.

It remains to prove the validity of (3.20).

Lemma 3.10. For η ∈ (0, 1) and (x̃, ỹ) 6= 0 sufficiently close to 0 we have

4aΞ− Ξ2 > 2aη
(
x̃>H`x̃+ ỹ>Hrỹ

)
.

Proof. Let ε := 1−η
2

> 0. Without loss of generality we assume x̃ 6= 0. For x̃

sufficiently close to 0, (3.19) and R`(x̃) = o
(
|x̃|2
)

lead to

∣∣R`(x̃)
∣∣ < ε

2
κ`2|x̃|2 ≤

ε

2
x̃>H`x̃,

whence
1

2
x̃>H`x̃+R`(x̃) >

1

2
x̃>H`x̃−

ε

2
x̃>H`x̃ =

1− ε
2

x̃>H`x̃.
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By the same reasoning for ỹ we get

1

2
ỹ>Hrỹ +Rr(ỹ) ≥ 1− ε

2
ỹ>Hrỹ.

Observe that, in the line above, equality holds if ỹ = 0. Putting both inequalities

together yields

Ξ >
1− ε

2

(
x̃>H`x̃+ ỹ>Hrỹ

)
and thus

4aΞ > 2a(1− ε)
(
x̃>H`x̃+ ỹ>Hrỹ

)
. (3.21)

Since close to 0 both
∣∣R`(x̃)

∣∣ ≤ κ`d
2
|x̃|2 and

∣∣Rr(ỹ)
∣∣ ≤ κrd

2
|ỹ|2 hold true, (3.19) gives

Ξ2 =

(
1

2

(
x̃>H`x̃+ ỹ>Hrỹ

)
+R`(x̃) +Rr(ỹ)

)2

≤
(

1

2

(
κ`d|x̃|2 + κrd|ỹ|2

)
+
κ`d
2
|x̃|2 +

κrd
2
|ỹ|2
)2

=
(
κ`d|x̃|2 + κrd|ỹ|2

)2
≤ max

{
κ`d, κ

r
d

}2 (|x̃|2 + |ỹ|2
)2
.

Using (3.19) again yields

0 ≤ (|x̃|2 + |ỹ|2)2
x̃>H`x̃+ ỹ>Hrỹ

≤ (|x̃|2 + |ỹ|2)2
κ`2|x̃|2 + κr2|ỹ|2

.

Since the fraction on the right-hand side tends to 0 as (x̃, ỹ)→ 0 we infer

Ξ2 ≤ 2aε
(
x̃>H`x̃+ ỹ>Hrỹ

)
(3.22)

for all (x̃, ỹ) sufficiently close to 0. From (3.21) and (3.22) we deduce that

4aΞ− Ξ2 > 2a(1− ε)
(
x̃>H`x̃+ ỹ>Hrỹ

)
− 2aε

(
x̃>H`x̃+ ỹ>Hrỹ

)
= 2a(1− 2ε)

(
x̃>H`x̃+ ỹ>Hrỹ

)
,

and since 1− 2ε = 1− 21−η
2

= η, the proof is finished.

Now we want to show that the matrix A(1) is necessarily positive semi-definite.

Otherwise, we would obtain a contradiction to Condition 1.

Lemma 3.11. Under Conditions 1 and 2 we have A(1) ≥ 0.

Proof. Assuming A(1) � 0, there exists z ∈ R2(d−1) with z>A(1)z < 0. Then, we can
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also find an η∗ > 1 with

z>A(η∗)z = z>
(
A(1) + 2a(η∗ − 1)diag(D`, Dr)

)
z

= z>A(1)z + (η∗ − 1)2az>diag(D`, Dr)z

< 0,

which entails A(η∗) � 0. Notice that (η∗ − 1)2az>diag(D`, Dr)z > 0 can be made

arbitrarily small by choosing η∗ sufficiently close to 1. In a similar way as in the

proof of Lemma 3.10, one can show

4aΞ− Ξ2 < 2aη∗
(
x̃>H`x̃+ ỹ>Hrỹ

)
for all (x̃, ỹ) 6= 0 sufficiently close to 0. As in the proof of Lemma 3.9 we obtain

∣∣(−a+ s`(x̃), x̃)−
(
a− sr(ỹ), ỹ

)∣∣2
> 4a2 − 2aη∗

(
x̃>H`x̃+ ỹ>Hrỹ

)
+ |x̃|2 + |ỹ|2 − 2x̃>ỹ. (3.23)

Because of A(η∗) � 0 we can find α, β ∈ Rd−1 arbitrarily close to 0 with

(
α> , β>

)
A(η∗)

(
α

β

)
< 0.

Using the same transformations as in the proof of Lemma 3.8, this inequality can be

rewritten to

− 2aη∗
(
α>D`α + β>Drβ

)
− 2α>U>` Urβ + |α|2 + |β|2 > 0. (3.24)

If we choose |α| and |β| small enough, we have x̃ := U`α ∈ O` and ỹ := Urβ ∈ Or.

Putting (3.23) and (3.24) together yields

∣∣(−a+ s`(x̃), x̃)−
(
a− sr(ỹ), ỹ

)∣∣2
> 4a2 − 2aη∗

(
x̃>H`x̃+ ỹ>Hrỹ

)
+ |x̃|2 + |ỹ|2 − 2x̃>ỹ

= 4a2 − 2aη∗
(
α>U>` H`U`α + β>U>r HrUrβ

)
− 2α>U>` Urβ + |U`α|2 + |Urβ|2

= 4a2 − 2aη∗
(
α>D`α + β>Drβ

)
− 2α>U>` Urβ + |α|2 + |β|2

> 4a2.

This inequality contradicts Condition 1, and the proof is finished.

The following lemma shows that inequality (3.10) is sufficient for Condition 3:
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Lemma 3.12. If (3.10) holds true, then Condition 3 is fulfilled.

Proof. Inequality (3.10) ensures the existence of an η∗ ∈ (0, 1) with

1

κ`2
+

1

κr2
= 2aη∗.

Applying (3.18) to the matrices D` and Dr yields

2aη∗
(
α>D`α + β>Drβ

)
+ 2α>U>` Urβ − |α|2 − |β|2

≥ 2aη∗
(
κ`2α

>α + κr2β
>β
)

+ 2α>U>` Urβ − |α|2 − |β|2

=

(
1

κ`2
+

1

κr2

)(
κ`2α

>α + κr2β
>β
)

+ 2α>U>` Urβ − |α|2 − |β|2

= |α|2 + |β|2 +
κ`2
κr2
α>α +

κr2
κ`2
β>β + 2α>U>` Urβ − |α|2 − |β|2

=
κ`2
κr2
α>α +

κr2
κ`2
β>β + 2α>U>` Urβ

=
κ`2
κr2
α>U>` U`α +

κr2
κ`2
β>U>r Urβ + 2α>U>` Urβ

=

(√
κ`2
κr2
U`α +

√
κr2
κ`2
Urβ

)>(√
κ`2
κr2
U`α +

√
κr2
κ`2
Urβ

)

=

∣∣∣∣∣
√
κ`2
κr2
U`α +

√
κr2
κ`2
Urβ

∣∣∣∣∣
2

≥ 0.

Consequently, Condition 3 holds with η = η∗, see Lemma 3.8.

As mentioned before, (3.10) is only sufficient for the unique diameter close to the

poles, not necessary. In the following example we present a set with unique diameter

between (−a,0) and (a,0) for which inequality (3.10) is not fulfilled.

Example 3.13. For d = 3 we put a := 1, a`2 := 1
2
, a`3 := 5

4
, ar2 := 5

4
, ar3 := 1

2
and

E1 :=

{
x ∈ R3 : x1 ≤ 0,

(x1
a

)2
+

(
x2
a`2

)2

+

(
x3
a`3

)2

≤ 1

}

∪
{
y ∈ R3 : y1 > 0,

(y1
a

)2
+

(
y2
ar2

)2

+

(
y3
ar3

)2

≤ 1

}
.

This set is an ellipsoid in R3 with half-axes 1, 1
2

and 5
4
, the right half of which has been

rotated by 90 degrees around the z1-axis. Figure 3.6 illustrates the boundary of this
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set. For δ > 0 we denote by Eδ
2 the set E1 ∩ {|z1| > 1− δ}. So, for 0 < δ < 1, the set

−2

−1
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1
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−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1

−1.5
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0.5

1

1.5

Figure 3.6: The boundary of the set E1 given in Example 3.13.

Eδ
2 consists of the pole-caps of E1 of length δ in z1-direction. Now we want to check

whether the set Eδ
2 has the necessary unique diameter between the points (−1,0)

and (1,0) if we choose δ sufficiently small. The calculations seen in Remark 3.6 give

κ`2 :=
a

(a`3)
2

=
16

25
, κ`3 :=

a

(a`2)
2

= 4, κr2 =
a

(ar2)
2

=
16

25
and κr3 :=

a

(ar3)
2

= 4

and hence
1

κ`2
+

1

κr2
= 2 · 25

16
=

50

16
= 3.125 > 2 = 2a.

Thus, Lemma 3.12 is not applicable to the set Eδ
2 . But from

D` = Dr =

(
16
25

0

0 4

)
, U` =

(
0 1

1 0

)
and Ur =

(
1 0

0 1

)

we conclude that

A(η) =

(
2aηD` − Id−1 U>` Ur

U>r U` 2aηDr − Id−1

)
=


32
25
η − 1 0 0 1

0 8η − 1 1 0

0 1 32
25
η − 1 0

1 0 0 8η − 1

 .



3.3 Comments 37

Choosing η∗ = 15
16

yields A(η∗) ≥ 0, so that Condition 3 holds true. From Lemma 3.9

we can infer that Eδ
2 has a unique diameter between the points (−1,0) and (1,0) if δ

is chosen small enough. Notice that diam(E1) = 5
2
> 2 =

∣∣(−1,0)− (1,0)
∣∣. Hence,

the argument given above makes no sense for the set E1 itself.

The reason why the set Eδ
2 in Example 3.13 has a unique diameter between the

poles without fulfilling inequality (3.10) lies in the fact that the principal directions

corresponding to the principal curvatures κ`2 and κr2 (e3 on the left pole, e2 on the

right pole) are orthogonal to each other. The crucial point in this context is not the

orthogonality itself but only the fact that the eigenspaces of H` to κ`2 and of Hr to

κr2 are disjoint. An easy non-trivial example without this relation is given if we put

d := 3, a1 := 1, a2 := 1 and a3 := 1
2

in Remark 3.6. This choice yields 1
κ`2

+ 1
κr2

= 2a,

and since E ∩ {z3 = 0} is the two-dimensional unit ball, E has no unique diameter.

Hence, the inequality

1

κ`2
+

1

κr2
< 2a

is the best possible condition to ensure the unique diameter of the underlying set

close to the poles without any knowledge of the principal curvature directions.





CHAPTER 4

Proof of Theorem 3.5

The proof of Theorem 3.5 is divided into three sections. The first one is devoted to

the study of some geometric properties of the set E close to the poles. In Section 4.2

we will deal with the convergence of Poisson random measures, which will be crucial

for the main part of the proof of Theorem 3.5, given in Section 4.3.

4.1 Geometric considerations

First of all we need some additional definitions. We shift the set E` to the right

by a · e1 along the z1-axis and call this set P1(H`). The set Er will be translated

by −a · e1 along the z1-axis to the left, and it will then be reflected at the plane

{z1 = 0}. We call the resulting set P1(Hr). Looking at (3.7) and (3.8), we have

P1(Hi) =

{
(z1, z̃) ∈ Rd :

1

2
z̃>Hiz̃ +Ri(z̃) ≤ z1 < δi, z̃ ∈ Oi

}
(4.1)

for i ∈ {`, r}. The reason underlying this construction will be seen later in (4.14). In

addition to P1(Hi), we introduce the constant

η̂ :=
1 + η−1

2
, (4.2)

based on the constant η ∈ (0, 1) from Condition 3. The subsequent corollary will

point out two very important properties of η̂, that will be essential for the proofs to

follow:
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Remark 4.1. Since η ∈ (0, 1), we have η̂ > 1, and it follows that P (Hi)  η̂ · P (Hi)

for i ∈ {`, r}. Without this technical expansion of the limiting sets P (Hi), several

proofs would become much more complicated. The second important property is

that η̂ is not ‘too large’ in the sense that

1− ηη̂ = 1− η1 + η−1

2
= 1− η + 1

2
=

1− η
2

> 0.

This inequality will be crucial for the proofs of Lemma 4.5 and Lemma 4.10.

As stated in Remark 4.1, we will need the set η̂ · P (Hi) for i ∈ {`, r}. For later

use, we give a more convenient representation of these sets:

Remark 4.2. For i ∈ {`, r} we obtain from (3.12)

η̂ · P (Hi) =
{
η̂ · z ∈ Rd : z ∈ P (Hi)

}
=
{
z ∈ Rd : η̂−1z ∈ P (Hi)

}
=

{
z ∈ Rd :

1

2

(
η̂−1z̃

)>
Hi

(
η̂−1z̃

)
≤ η̂−1z1

}
=

{
z ∈ Rd :

1

2
z̃>Hiz̃ ≤ η̂z1

}
.

In the following, we have to consider simultaneously points x, that are lying close

to the left pole, and points y, lying close to the right one. For this purpose, we use

the definitions of the pole-caps E`,δ and Er,δ given in (3.11) and put Eδ := E`,δ ×Er,δ
to yield

Eδ =
{

(x, y) ∈ E` × Er : −a ≤ x1 ≤ −a+ δ, a− δ ≤ y1 ≤ a
}
. (4.3)

The next lemma shows the reason for introducing the sets η̂ · P (Hi), i ∈ {`, r}.
The inclusion stated there will be crucial for the proof of the subsequent Lemma 4.5

and for the main part of the proof of Theorem 3.5 itself.

Lemma 4.3. There is some constant δ∗ ∈
(
0,min {δ`, δr}

]
, so that the inclusion

(
P1(H`) ∩ {z1 ≤ δ}

)
×
(
P1(Hr) ∩ {z1 ≤ δ}

)
⊂ η̂ · P (H`)× η̂ · P (Hr) (4.4)

holds true for each δ ∈ (0, δ∗]. In other words, we have

1

2
x̃>H`x̃ ≤ η̂(a+ x1) and

1

2
ỹ>Hrỹ ≤ η̂(a− y1) (4.5)

for all (x, y) ∈ Eδ∗.
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Proof. Observe Remark 4.2 and the construction of P1(H`) and P1(Hr) at the

beginning of this section for checking the equivalence between (4.4) and (4.5). Without

loss of generality we only show the first inequality of (4.5) for (x, y) ∈ Eδ and δ > 0

sufficiently small. If δ < δ`, it follows from (3.7) and the definition of Eδ that

x ∈
{

(z1, z̃) ∈ Rd : −a+
1

2
z̃>H`z̃ +R`(z̃) ≤ z1 ≤ −a+ δ, z̃ ∈ Ol

}
,

whence
1

2
x̃>H`x̃+R`(x̃) ≤ a+ x1 ≤ δ. (4.6)

As δ → 0 we get |x̃| → 0 on Eδ, and because of R`(x̃) = o (|x̃|2) the relation

R`(x̃) = o
(
x̃>H`x̃

)
holds true, too. Putting ε := η−1−1

η−1+1
> 0, we obtain for sufficiently

small δ > 0 ∣∣R`(x̃)
∣∣ ≤ ε

2
x̃>H`x̃

for every (x, y) ∈ Eδ. Combining this inequality with (4.6) shows that

1− ε
2

x̃>H`x̃ ≤ a+ x1

and hence, by the definition of η̂ given in (4.2),

1

2
x̃>H`x̃ ≤

1

1− ε(a+ x1)

=
1

1− η−1−1
η−1+1

(a+ x1)

=
1

η−1+1−η−1+1
η−1+1

(a+ x1)

=
1 + η−1

2
(a+ x1)

= η̂(a+ x1).

Choosing δ∗ in such a way that both inequalities figuring in (4.5) hold true for each

(x, y) ∈ Eδ∗ finishes the proof.

In the following, we will, without loss of generality, only investigate Eδ for δ ∈ (0, δ∗]

to ensure the validity of (4.5).

In the next step we examine the behavior of |x− y| for x close to the left pole of

E and y close to the right one. For this purpose, we consider R2d to describe the

simultaneous convergence of x to the left pole of E and y to the right pole.
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Lemma 4.4. The second-order Taylor polynomial of h : R2d → R, (x, y) 7→ |x− y|
at the point a := (−a,0, a,0) ∈ R2d is given by

−x1 + y1 +
1

4a

d∑
k=2

(xk − yk)2 = −x1 + y1 +
1

4a
|x̃− ỹ|2.

Proof. Writing h(x, y) = 〈x− y, x− y〉 12 , we obtain for i ∈ {1, . . . , d}

∂h

∂xi
(x, y) = 〈x− y, x− y〉− 1

2 (xi − yi),
∂h

∂yi
(x, y) = −〈x− y, x− y〉− 1

2 (xi − yi),

and hence

∇h(x, y) =
1

|x− y|

(
x− y
−x+ y

)
.

For i, j ∈ {1, . . . , d}, it follows that

∂2h

∂xi∂xj
(x, y) = −〈x− y, x− y〉− 3

2 (xi − yi)(xj − yj) + 〈x− y, x− y〉− 1
2 δij,

∂2h

∂xi∂yj
(x, y) = 〈x− y, x− y〉− 3

2 (xi − yi)(xj − yj)− 〈x− y, x− y〉−
1
2 δij,

∂2h

∂yi∂yj
(x, y) = −〈x− y, x− y〉− 3

2 (xi − yi)(xj − yj) + 〈x− y, x− y〉− 1
2 δij.

Using the abbreviation c := 〈x− y, x− y〉− 1
2 , the Hessian H(x, y) of h(x, y) at the

point (x, y) is

H(x, y) := c ·
(
−c2M + Id c2M − Id

c2M − Id −c2M + Id

)
, (4.7)

where M := (x− y)(x− y)> ∈ Rd×d. At the point a = (−a · e1, a · e1), we get

∇h(a) =
1

2a

(
−2a · e1

2a · e1

)
=

(
−e1

e1

)
,

c = 1/2a, M = diag(4a2, 0, . . . , 0) and hence −c2M + Id = diag(0, Id−1). Together

with (4.7) we have

H(a) =
1

2a
·
(

diag(0, Id−1) −diag(0, Id−1)

−diag(0, Id−1) diag(0, Id−1)

)
,
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and using the representation a = (−a · e1, a · e1) again, the second-order Taylor

polynomial of h at the point a is

h(a) +∇h(a)>

(
x+ a · e1

y − a · e1

)
+

1

2

(
x+ a · e1

y − a · e1

)>
H(a)

(
x+ a · e1

y − a · e1

)
= 2a− (x1 + a) + (y1 − a) +

1

4a

(
x̃>Id−1x̃− x̃>Id−1ỹ − ỹ>Id−1x̃+ ỹ>Id−1ỹ

)
= − x1 + y1 +

1

4a
|x̃− ỹ|2.

As (x, y)→ a = (−a,0, a,0), Lemma 4.4 implies

|x− y| = −x1 + y1 +
1

4a
|x̃− ỹ|2 +R(x, y), (4.8)

where R(x, y) = o
(
|(x, y)− a|2

)
, uniformly on the ball of radius r and center a as

r → 0. This uniform convergence holds especially on Eδ (given in (4.3)) as δ → 0.

Putting

G̃(x, y) := (a+ x1) + (a− y1)−
1

4a
|x̃− ỹ|2,

we infer

2a− |x− y| = G̃(x, y)−R(x, y). (4.9)

Lemma 4.5. We have R(x, y) = o
(
G̃(x, y)

)
, uniformly on Eδ as δ → 0.

Proof. Notice that

R(x, y)

G̃(x, y)
=

R(x, y)

|(x, y)− a|2 ·
|(x, y)− a|2
G̃(x, y)

= o(1)
|(x, y)− a|2
G̃(x, y)

(4.10)

as δ → 0, where o(1) is uniformly on Eδ. It remains to show that |(x, y)−a|2/G̃(x, y) is

bounded on Eδ for small δ > 0. Assume without loss of generality that |x1| ≤ |y1| < a.

In view of x ∈ E` and y ∈ Er, we get 0 < a− y1 ≤ a+ x1. Consider in a first step the

numerator of the right-most fraction figuring in (4.10). With (3.19) and Lemma 4.3
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we obtain for (x, y) ∈ Eδ and sufficiently small δ > 0

|(x, y)− a|2 = (a+ x1)
2 + (a− y1)2 + |x̃|2 + |ỹ|2

≤ (a+ x1)
2 + (a− y1)2 +

1

κ`2
x̃>H`x̃+

1

κr2
ỹ>Hrỹ

≤ (a+ x1)
2 + (a− y1)2 +

2η̂

κ`2
(a+ x1) +

2η̂

κr2
(a− y1)

≤ (a+ x1)
2 + (a+ x1)

2 +
2η̂

κ`2
(a+ x1) +

2η̂

κr2
(a+ x1)

= (a+ x1)

(
2(a+ x1) +

2η̂

κ`2
+

2η̂

κr2

)
.

As a consequence of (x, y) ∈ Eδ and δ → 0 we get x1 → −a, and thus the term

inside the big brackets converges to 2η̂
κ`2

+ 2η̂
κr2

. We can conclude that there is a constant

c > 0 so that |(x, y)−a|2 < (a+x1)·c for every (x, y) ∈ Eδ and sufficiently small δ > 0.

In a second step we look at the denominator

G̃(x, y) = (a+ x1) + (a− y1)−
1

4a
|x̃− ỹ|2

figuring in (4.10). Writing x̃ = U`α and ỹ = Urβ, we deduce that

G̃(x, y) = (a+ x1) + (a− y1)−
1

4a

(
|x̃|2 + |ỹ|2 − 2x̃>ỹ

)
= (a+ x1) + (a− y1)−

1

4a

(
|α|2 + |β|2 − 2α>U>` Urβ

)
.

Inequality (3.17) now shows that

G̃(x, y) ≥ (a+ x1) + (a− y1)−
1

4a
2aη

(
α>D`α + β>Drβ

)
= (a+ x1) + (a− y1)−

1

2
η
(
x̃>U`D`U

>
` x̃+ ỹ>UrDrU

>
r ỹ
)

= (a+ x1) + (a− y1)−
1

2
η
(
x̃>H`x̃+ ỹ>Hrỹ

)
,
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and by Lemma 4.3 we get for sufficiently small δ > 0

G̃(x, y) ≥ (a+ x1) + (a− y1)−
1

2
η
(
2η̂(a+ x1) + 2η̂(a− y1)

)
= (a+ x1)

(
1 +

a− y1
a+ x1

− ηη̂
(

1 +
a− y1
a+ x1

))
= (a+ x1) (1− ηη̂)

(
1 +

a− y1
a+ x1

)
.

Remark 4.1 and a−y1
a+x1

≥ 0 now yield

G̃(x, y) ≥ (a+ x1)
1− η

2

(
1 +

a− y1
a+ x1

)
≥ (a+ x1)

1− η
2

,

where 1−η
2
> 0. Putting both parts together, we have

|(x, y)− a|2
G̃(x, y)

≤ (a+ x1) · c
(a+ x1) · 1−η2

=
2c

1− η

for every (x, y) ∈ Eδ and δ > 0 small enough, and the proof is finished.

4.2 Convergence of Poisson random measures

In this section we will focus on the convergence of Poisson processes inside the

sets P1(Hi) for i ∈ {`, r}. Lemma 4.8 will be the key to describe the asymptotical

behavior of those points of Zn lying close to one of the poles if we ‘look through a

suitably distorted magnifying glass’ and let n tend to infinity. In what follows, put

ν :=
1

d+ 1
(4.11)

and

Tn(z) :=
(
n2νz1 , n

ν z̃
)

for n ∈ N and z = (z1, z̃) ∈ Rd.

Lemma 4.6. Suppose that, for i ∈ {`, r}, the random vector V = (V1, . . . , Vd) has a

density g on P1(Hi)∩{z1 ≤ δ∗} with g(z) = p
(
1+o(1)

)
uniformly on P1(Hi)∩{z1 ≤ δ}

as δ → 0 for some p > 0. Then, for every bounded Borel set B ⊂ Rd, we have

P
(
Tn(V ) ∈ B

)
= κn(B)/n with κn(B)→ p ·md

∣∣
P (Hi)

(B) as n→∞.
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Proof. To emphasize the support of g, we write g(z)1
{
z ∈ P1(Hi) ∩ {z1 ≤ δ∗}

}
instead of g(z). We have

∆Tn(x) = det
(
diag

(
n2ν , nν , . . . , nν

) )
= n(d+1)ν = n,

and therefore the random vector Tn(V ) has the density

gn(z) =
g (T−1n (z))

n
=

1

n
g

(
z1
n2ν

,
1

nν
z̃

)
1
{
z ∈ Pn(Hi)

}
,

where Pn(Hi) := Tn
(
P1(Hi) ∩ {z1 ≤ δ∗}

)
. In view of (4.1) we get

Pn(Hi) =
{
z ∈ Rd : T−1n (z) ∈ P1(Hi) ∩ {z1 ≤ δ∗}

}
=

{
z ∈ Rd :

1

2

(
1

nν
z̃

)>
Hi

(
1

nν
z̃

)
+Ri

(
1

nν
z̃

)
≤ z1
n2ν
≤ δ∗,

1

nν
z̃ ∈ Oi

}

=

{
z ∈ Rd :

1

2
z̃>Hiz̃ + n2νRi

(
1

nν
z̃

)
≤ z1 ≤ n2νδ∗, z̃ ∈ nνOi

}
.

Since Oi is an open neighborhood of 0 ∈ Rd−1 and

n2νRi

(
1

nν
z̃

)
= |z̃|2 · Ri

(
1
nν
z̃
)∣∣ 1

nν
z̃
∣∣2 → 0

as n → ∞ for each fixed z̃ ∈ Rd−1, we see that 1
{
z ∈ Pn(Hi)

}
→ 1

{
z ∈ P (Hi)

}
for almost all z ∈ Rd. Observe that this convergence does not hold true for z =

(z1, z̃) ∈ Rd with 1
2
z̃>Hiz̃ = z1 and Ri

(
1
nν
z̃
)
> 0 for infinitely many n ∈ N. But, since{

z ∈ Rd : 1
2
z̃>Hiz̃ = z1

}
has Lebesgue measure 0, these points will have no influence

on the integrals to follow. For each Borel set B ⊂ Rd, we have

P
(
Tn(V ) ∈ B

)
=

∫
B

gn(z) dz =
1

n

∫
B

g

(
z1
n2ν

,
1

nν
z̃

)
1 {z ∈ Pn(Hi)} dz.

If B is bounded, sup {z1 : (z1, z̃) ∈ B} ≤ i1 for some i1 ∈ [0,∞). Consequently,(
z1
n2ν ,

1
nν
z̃
)
∈
{
t ∈ Rd : t1 ≤ i1

n2ν

}
for every z ∈ B. Since g(z) = p

(
1 + o(1)

)
, uniformly

on P1(Hi) ∩ {z1 ≤ δ} as δ → 0, we obtain g
(
z1
n2ν ,

1
nν
z̃
)

= p
(
1 + o(1)

)
uniformly on B

as n→∞, whence

P
(
Tn(V ) ∈ B

)
=

1

n
· p
∫
B

(
1 + o(1)

)
1 {z ∈ Pn(Hi)} dz =:

1

n
· κn(B).

Since B is bounded and
(
1 + o(1)

)
1 {z ∈ Pn(Hi)} → 1 {z ∈ P (Hi)} for almost all
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z ∈ Rd, the dominated convergence theorem gives

lim
n→∞

κn(B) = p

∫
B

lim
n→∞

(
1 + o(1)

)
1 {z ∈ Pn(Hi)} dz

= p

∫
B

1 {z ∈ P (Hi)} dz

= p ·md

∣∣
P (Hi)

(B).

Remark 4.7. In the main part of the proof of Theorem 3.5 in Section 4.3, we will

have to investigate point processes living inside the sets P1(Hi). But, contrary to

the setting in Schrempp [24], the inclusion P1(Hi) ⊂ P (Hi) does not hold in general,

and hence especially not Pn(Hi) ⊂ P (Hi) for every n ≥ 1. Therefore, the set P (Hi)

is in general not suitable as state space for our point processes. Letting Rd be the

state space would rectify this problem, but then the proof of Lemma 4.10 would fail.

So, this is the point where it becomes crucial to slightly enlarge the sets P (Hi) via

η̂ · P (Hi). According to (4.4) and the choice of δ∗ we have

P1(Hi) ∩ {z1 ≤ δ∗} ⊂ η̂ · P (Hi) (4.12)

for i ∈ {`, r}. If z ∈ η̂ · P (Hi), then Tn(z) = (n2νz1, n
ν z̃) and Remark 4.2 yield

1

2
(nν z̃)>Hi(n

ν z̃) = n2ν 1

2
z̃>Hiz̃ ≤ η̂n2νz1,

i.e, we have Tn(z) ∈ η̂ · P (Hi) for every n ≥ 1. We thus get the inclusion

Tn
(
η̂ · P (Hi)

)
⊂ η̂ · P (Hi)

for each n ≥ 1, and (4.12) implies

Tn
(
P1(Hi) ∩ {z1 ≤ δ∗}

)
⊂ η̂ · P (Hi).

Thus, we can use the state space η̂ · P (H`) for the point processes representing the

random points near the left pole and η̂ · P (Hr) for the corresponding processes near

the right pole. In the proofs to follow, it will be very important to consider only the

sets Eδ (given in (4.3)) with δ ∈ (0, δ∗]. Without this restriction, the point processes

could ‘leave’ their state space, and the proof of Lemma 4.10 would fail. Since the

asymptotical behavior of the maximum distance will be determined close to the

poles, this restriction does not mean any loss of generality. Without Condition 3 it
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could be very complicated to find state spaces that are large enough to include the

processes (close to the poles) but are also small enough to allow an adapted version

of Lemma 4.10. These state spaces would have to be defined depending on (the signs

of) the error functions Ri in every direction of Rd−1, we omit details.

As before, let V = (V1, . . . , Vd) have a density g on P1(Hi) ∩ {z1 ≤ δ∗} with

g(z) = p
(
1 + o(1)

)
uniformly on P1(Hi) ∩ {z1 ≤ δ} as δ → 0 for some p > 0. For

n ∈ N and some fixed c > 0 let Ṽn be a Poisson process with intensity measure nc ·PV .

With independently chosen Nn
D
= Po(nc) and i.i.d. Z̃1, Z̃2, . . . with distribution PV ,

we have

Ṽn
D
=

Nn∑
j=1

εZ̃j .

According to the Mapping Theorem for Poisson processes, see Last and Penrose [17,

p. 38], Vn := Ṽn◦T−1n is a Poisson process with intensity measure µn := nc ·PV ◦T−1n ,

and the representation above yields

Vn
D
=

Nn∑
j=1

εTn(Z̃j).

We have Vn ∈Mp

(
Tn
(
P1(Hi) ∩ {z1 ≤ δ∗}

))
, n ∈ N, and because of Remark 4.7 it

follows that Vn ∈Mp

(
η̂ · P (Hi)

)
.

Lemma 4.8. Let Vn be defined as above. Then Vn
D−→ V with V

D
= PRM(µ) and

µ := pc ·md

∣∣
P (Hi)

.

Proof. We use Proposition 3.22 in Resnick [21], recapitulated as Theorem B.2 in

Appendix B. Writing I for the set of finite unions of bounded open rectangles,

we have to show that the conditions P (V(∂I) = 0) = 1, (B.2) and (B.3) hold for

every I ∈ I. Because of µ(∂I) = 0, the first requirement obviously holds, and an

application of Lemma 4.6 gives

µn(I) = nc ·
(
PV ◦ T−1n

)
(I) = nc · P

(
Tn(V ) ∈ I

)
= cκn(I)→ µ(I).

Since Vn and V are Poisson processes, we get

P
(
Vn(I) = 0

)
= e−µn(I)

µn(I)0

0!
= e−µn(I) → e−µ(I) = e−µ(I)

µ(I)0

0!
= P

(
V(I) = 0

)
and

E
[
Vn(I)

]
= µn(I)→ µ(I) = E

[
V(I)

]
<∞.
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4.3 Main part of the proof of Theorem 3.5

Proof. As stated before, we only consider δ ∈ (0, δ∗]. Recall

Eδ =
{

(x, y) ∈ E` × Er : −a ≤ x1 ≤ −a+ δ, a− δ ≤ y1 ≤ a
}
,

δ > 0, and put

Iδn :=
{

(i, j) : 1 ≤ i, j ≤ Nn, (Zi, Zj) ∈ Eδ
}
,

n ∈ N. Letting

M δ
n := max

(i,j)∈Iδn

∣∣Zi − Zj∣∣,
we obtain P

(
M δ

n 6= diam(Zn)
)
→ 0 for each δ > 0, since both

P
(
Z ∈ E ∩ {−a ≤ z1 ≤ −a+ δ}

)
> 0

and

P
(
Z ∈ E ∩ {a− δ ≤ z1 ≤ a}

)
> 0

hold true for each δ > 0. Hence, it suffices to investigate M δ
n for some fixed δ > 0

instead of diam(Zn).

According to (4.9) and Lemma 4.5, for each ε > 0 there is some δ > 0 so that

G̃(x, y)(1− ε) ≤ 2a− |x− y| ≤ G̃(x, y)(1 + ε)

for each (x, y) ∈ Eδ. These inequalities imply

n2ν
(
2a−M δ

n

)
= min

(i,j)∈Iδn

{
n2ν
(
2a− |Zi − Zj|

)}
≤ (1 + ε) min

(i,j)∈Iδn

{
n2νG̃(Zi, Zj)

}
and

n2ν
(
2a−M δ

n

)
≥ (1− ε) min

(i,j)∈Iδn

{
n2νG̃(Zi, Zj)

}
.

Putting c`,δ :=
∫
E`,δ

f(z) dz and cr,δ :=
∫
Er,δ

f(z) dz, we define the independent

random vectors X, Y with densities c−1`,δ f
∣∣
E`,δ

and c−1r,δf
∣∣
Er,δ

, respectively. Furthermore,
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for n ∈ N, we introduce the independent Poisson processes X̂n and Ŷn with intensity

measures nc`,δ · PX and ncr,δ · PY , respectively. With independent random elements

N`,n, Nr,n, X1, X2, . . . , Y1, Y2, . . ., where N`,n
D
= Po(nc`,δ), Nr,n

D
= Po(ncr,δ), X1, X2, . . .

are i.i.d. with distribution PX and Y1, Y2, . . . are i.i.d. with distribution PY , we get

X̂n
D
=

N`,n∑
i=1

εXi and Ŷn
D
=

Nr,n∑
j=1

εYj .

Letting In :=
{

(i, j) : 1 ≤ i ≤ N`,n, 1 ≤ j ≤ Nr,n

}
, we obtain

M δ
n
D
= max

(i,j)∈In

∣∣Xi − Yj
∣∣.

As above, the inequalities

(1− ε) min
(i,j)∈In

{
n2νG̃(Xi, Yj)

}
≤ n2ν

(
2a− max

(i,j)∈In

∣∣Xi − Yj
∣∣) (4.13)

≤ (1 + ε) min
(i,j)∈In

{
n2νG̃(Xi, Yj)

}
hold, and since ε > 0 can be chosen arbitrarily small, it suffices to examine

min
(i,j)∈In

{
n2νG̃(Xi, Yj)

}
.

We get

n2νG̃(Xi, Yj) = n2ν

(
(a+Xi,1) + (a− Yj,1)−

1

4a

∣∣X̃i − Ỹj
∣∣2) (4.14)

= G
(
n2ν
(
a+Xi,1

)
, nνX̃i , n

2ν
(
a− Yj,1

)
, nν Ỹj

)
,

where

G :

η̂ · P (H`)× η̂ · P (Hr)→ R+,

(x, y) 7→ x1 + y1 − 1
4a
|x̃− ỹ|2.

The proof of Lemma 4.10 will show that G(x, y) ≥ 0 for every (x, y) ∈ η̂ · P (H`)×
η̂ · P (Hr). It will be important that G is only defined on η̂ · P (H`) × η̂ · P (Hr),

not on R2d (see the proof of Lemma 4.10). This will be no restriction: Because of

Remark 4.7 it suffices to use instead of Rd the state spaces η̂ · P (H`) and η̂ · P (Hr)

for the point processes Xn and Yn, respectively, where Xn and Yn will be defined
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later. To this end, we introduce the Poisson processes

X̃n :=

N`,n∑
i=1

ε( a+Xi,1 , X̃i ) and Ỹn :=

Nr,n∑
j=1

ε( a−Yj,1 , Ỹj )

on
(
P1(H`) ∩ {z1 ≤ δ∗}

)
⊂ η̂ · P (H`) and

(
P1(Hr) ∩ {z1 ≤ δ∗}

)
⊂ η̂ · P (Hr),

respectively. In view of Condition 4, we can apply Lemma 4.8, and since X̃n and Ỹn

are independent, we conclude that

Xn := X̃n ◦ T−1n
D−→ X and Yn := Ỹn ◦ T−1n

D−→ Y (4.15)

on Mp

(
η̂ · P (H`)

)
and Mp

(
η̂ · P (Hr)

)
, respectively, with independent point processes

X := {Xi, i ≥ 1} D= PRM
(
p` ·md

∣∣
P (H`)

)
and Y := {Yj, j ≥ 1} D= PRM

(
pr ·md

∣∣
P (Hr)

)
.

Observe that an application of Lemma 4.8 to Xn yields p = p`/c`,δ, c = c`,δ and

finally µ = pc ·md

∣∣
P (H`)

= p` ·md

∣∣
P (H`)

. By construction, we have the representations

Xn =

N`,n∑
i=1

εTn( a+Xi,1 , X̃i ) =

N`,n∑
i=1

ε( n2ν(a+Xi,1) , nνX̃i )

and

Yn =

Nr,n∑
j=1

εTn( a−Yj,1 , Ỹj ) =

Nr,n∑
j=1

ε( n2ν(a−Yj,1) , nν Ỹj ).

According to Proposition 3.17 in Resnick [21], Mp

(
η̂ · P (H`)

)
and Mp

(
η̂ · P (Hr)

)
are

separable. By Appendix M10 in Billingsley [4] we know that Mp

(
η̂ · P (H`)

)
×Mp

(
η̂ ·

P (Hr)
)

is separable, too, and invoking Theorem 2.8 of Billingsley [4] (4.15) implies

Xn ×Yn
D−→ X×Y. Define now

Ĝ :

Mp

(
η̂ · P (H`)

)
×Mp

(
η̂ · P (Hr)

)
→Mp(R+),

µ 7→ µ ◦G−1.
(4.16)

By construction, we have the representations

Ĝ(Xn ×Yn) =

N`,n∑
i=1

Nr,n∑
j=1

εG( n2ν(a+Xi,1) , nνX̃i , n2ν(a−Yj,1) , nν Ỹj ),

Ĝ(X×Y) =
∑
i,j≥1

εG(Xi,Yj).
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Since the mapping Ĝ is continuous (see Lemma 4.10), the continuous mapping

theorem gives

Ĝ(Xn ×Yn)
D−→ Ĝ(X×Y). (4.17)

For a point process ξ on R+ we define t1(ξ) := min
{
t ≥ 0 : ξ

(
[0, t]

)
≥ 1
}
. The reason

for introducing t1 is the very useful relation

min
(i,j)∈In

{
n2νG̃(Xi, Yj)

}
= t1

(
Ĝ(Xn ×Yn)

)
.

Lemma 4.11 says that t1
(
Ĝ(Xn ×Yn)

) D−→ t1
(
Ĝ(X×Y)

)
and, because of

t1
(
Ĝ(X×Y)

)
= min

i,j≥1

{
G(Xi,Yj)

}
= min

i,j≥1

{
Xi,1 + Yj,1 −

1

4a

∣∣X̃i − Ỹj∣∣2} ,
the convergence stated in (3.13) follows from (4.13) as ε→ 0. Applying Theorem 3.2

in Mayer and Molchanov [20], recapitulated as Theorem B.3 in Appendix B.3, to the

functional Ψ(Zn) = 2− diam(Zn) shows that the same result holds true if we replace

diam(Zn) with Mn.

Remark 4.9. An explanation for the definition of the rescaling function Tn(z) =

(n2νz1, n
ν z̃) with ν = 1/(d + 1) can be found in the proof of Lemma 4.8: The d

powers of n have to be chosen in such a way that their sum is 1. This requirement

implies ∆Tn(z) = n in the proof of Lemma 4.6, whence P(Tn(V ) ∈ B) = κn(B)/n.

As seen in the proof of Lemma 4.8, the factors 1/n and n cancel out, and only cκn(B)

remains. The reason why the first power is twice the other d− 1 identical powers is

due to the Taylor series expansion of |x− y| in (4.8). This fact fits exactly to the

shape of E near the poles, so that Pn(Hi) = Tn
(
P1(Hi) ∩ {z1 ≤ δ∗}

)
can converge

to the set P (Hi), i ∈ {`, r} (see the proof of Lemma 4.6). Finally, from (4.14) it is

clear that n2ν is the correct scaling factor.

We still have to verify the continuity of the function Ĝ:

Lemma 4.10. The function Ĝ is continuous.

Proof. This assertion may be proved in the same way as Proposition 3.18 in Resnick

[21]. We thus only have to demonstrate that G−1(K) ⊂ η̂ · P (H`) × η̂ · P (Hr) is

compact if K ⊂ R is compact. For this purpose, let K ⊂ R be compact. Since G is

continuous, G−1(K) is closed, and it remains to show that G−1(K) is bounded. From

the specific form of η̂ · P (H`)× η̂ · P (Hr), G
−1(K) can only be unbounded if it is

unbounded in x1- or y1-direction (at this point it is important that our state spaces

for the point processes are not Rd, but only the subsets η̂ ·P (H`) and η̂ ·P (Hr)). For
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fixed (x, y) ∈ η̂ · P (H`)× η̂ · P (Hr), let α, β ∈ Rd−1, so that x̃ = U`α and ỹ = Urβ.

Applying the same transformations as seen for G̃(x, y) in the proof of Lemma 4.5 to

G(x, y) yields

G(x, y) ≥ x1 + y1 − η
(

1

2
x̃>H`x̃+

1

2
ỹ>Hrỹ

)
,

and using the representation of η̂ · P (Hi) given in Remark 4.2 shows that

G(x, y) ≥ x1 + y1 − η (η̂x1 + η̂y1)

= (1− ηη̂) (x1 + y1)

=
1− η

2
(x1 + y1).

Since η ∈ (0, 1), we have 1−η
2
> 0 and the assumption (x, y) ∈ η̂ · P (H`)× η̂ · P (Hr)

implies (x1, y1) ∈ R2
+, so that G(x, y) ≥ 0 for each (x, y) ∈ η̂ · P (H`) × η̂ · P (Hr).

If x1 →∞ and/or y1 →∞, the lower bound 1−η
2

(x1 + y1) for G(x, y) also tends to

infinity. From the boundedness of K it follows that G−1(K) has to be bounded in

x1- and y1-direction, too. This argument finishes the proof.

Finally, we have to prove the last lemma, used in the proof of Theorem 3.5:

Lemma 4.11. We have t1
(
Ĝ(Xn ×Yn)

) D−→ t1
(
Ĝ(X×Y)

)
.

Proof. In a first step we will show that Ĝ(X×Y)
(
{t}
)

= 0 almost surely for each

t ≥ 0. For this purpose, we consider the set

G−1
(
{t}
)

=

{
(x, y) ∈ η̂ · P (H`)× η̂ · P (Hr) : x1 + y1 −

1

4a
|x̃− ỹ|2 = t

}
.

For some fixed y∗ ∈ η̂ · P (Hr) we define

A(y∗) :=
{
x ∈ η̂ · P (H`) : (x, y∗) ∈ G−1

(
{t}
)}

and obtain

A(y∗) =

{
x ∈ η̂ · P (H`) : x1 + y∗1 −

1

4a
|x̃− ỹ∗|2 = t

}
=

{
x ∈ η̂ · P (H`) :

√
4a
(
x1 − (t− y∗1)

)
= |x̃− ỹ∗|

}
.

See Figure 4.1 for an illustration of this set. Since the set A(y∗) has Lebesgue-measure
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∂
(
η̂ · P (H`)

)

t− y∗1

ỹ∗

Rd−1

A(y∗)

Figure 4.1: Illustration of the set A(y∗) in the special case y∗1 < t and ỹ∗ 6= 0.

0, we can conclude that X
(
A(y∗)

)
= 0 almost surely for each y∗ ∈ η̂ · P (Hr). This

result implies Ĝ(X×Y)
(
{t}
)

= 0 almost surely for each t ≥ 0.

In the following, we will write ξ := Ĝ(X×Y) and ξn := Ĝ(Xn ×Yn) for n ∈ N.

In view of (4.17), the first part of this proof and Theorem 16.16 in Kallenberg [15],

recapitulated as Theorem B.1 in Section B.3, the convergence ξn
(
[0, t]

) D−→ ξ
(
[0, t]

)
holds true for each t > 0. Since ξn and ξ are point processes, 1/2 is a point of

continuity of the distribution functions of both ξn
(
[0, t]

)
and ξ

(
[0, t]

)
, and we obtain

P
(
ξn
(
[0, t]

)
= 0
)

= P
(
ξn
(
[0, t]

)
≤ 1

2

)
→ P

(
ξ
(
[0, t]

)
≤ 1

2

)
= P

(
ξ
(
[0, t]

)
= 0
)

for each t > 0. Thus, we have

P
(
t1(ξn) ≤ t

)
= 1− P

(
t1(ξn) > t

)
= 1− P

(
ξn
(
[0, t]

)
= 0
)

→ 1− P
(
ξ
(
[0, t]

)
= 0
)

= 1− P
(
t1(ξ) > t

)
= P

(
t1(ξ) ≤ t

)
.



CHAPTER 5

Generalizations 1 - Sets with unique

diameter

This chapter deals with some obvious generalizations of Theorem 3.5. Section 5.1 is

devoted to more general densities than those covered by Condition 4 in Chapter 3.

Being more precise, we will investigate densities supported by ellipsoids that are

allowed to tend to 0 or ∞ close to the poles. It will turn out that the so-called

Pearson Type II distributions are special distributions covered by this setting. In

Section 5.2 we will take a look at more general densities supported by any set (not

only ellipsoids), fulfilling the Conditions 1 to 3. Section 5.3 establishes a limit theorem

for the joint convergence of the k largest distances among the random points in the

settings of both Chapter 3 and Section 5.1. In Section 5.4 we adapt our results to

sets that have a slightly different shape close to the poles, compared to the setting

given by Condition 2. Moreover, Section 5.5 deals with p-superellipsoids and p-norms,

where 1 ≤ p < ∞. If the underlying p-superellipsoid has a unique diameter with

respect to the p-norm and we use this norm to define the largest distance among

the random points, we obtain very similar results as seen in Chapter 3. Finally,

Section 5.6 illustrates that the smoothness of the boundary of E at the poles, as

demanded in Section 3.1, is by no means necessary to prove results similar to that of

Theorem 3.5.
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5.1 More general densities supported by ellipsoids

5.1.1 General setting

In this section we consider closed ellipsoids

E :=

{
z ∈ Rd :

d∑
k=1

(
zk
ak

)2

≤ 1

}
, (5.1)

with half axes a1 > a2 ≥ . . . ≥ ad > 0, seen before in Remark 3.6. Inside of these

ellipsoids we will consider distributions that are much more general than those

considered in Chapter 3. For this purpose, we have to generalize Condition 4 on

page 25 in a suitable way. A very wide class of elliptically symmetric distributions

supported by E is given by the set of all md-densities f which can be written as

f(z) = f1
(
z>Σ−1z

)
· 1 {z ∈ int(E)} ,

where f1 : [0, 1)→ R+, and Σ := diag(a21, . . . , a
2
d) ∈ Rd×d. Notice that the definition

of f on ∂E is completely irrelevant for our purposes. We thus assume without loss

of generality f(z) = 0 for each z ∈ ∂E throughout this section. The asymptotic

behavior of the maximum distance will depend only on the shape of f1 close to the

upper bound 1, as long as f1(t) > 0 for each t sufficiently close to 1. We assume

that f1 behaves like a power function close to 1 with a power larger than −1, i.e., we

assume

f1(t) ∼ α(1− t)β

as t ↑ 1, for some α > 0 and β > −1. Notice that the function f would not

be integrable – and hence be no density – if β ≤ −1. More generally, we will

allow this power-like behavior to be asymmetric with respect to the two pole-caps

E`,δ = E` ∩ {z1 ≤ −a+ δ} and Er,δ = Er ∩ {a− δ ≤ z1}. The generalized version of

Condition 4 reads as follows:

Condition 5. We assume f : E → R+,
∫
E
f(z) dz = 1 and that there are constants

α`, αr > 0 and β`, βr > −1 so that for i ∈ {`, r}, the function

z 7→ f(z)

αi (1− z>Σ−1z)βi
,

that maps from int(E) into R+, can be extended continuously at the poles (−a,0)

and (a,0) with value 1. Thereby, α`, β` correspond to the left pole (−a,0) and αr, βr

to the right pole (−a,0), respectively.
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Notice that Condition 4 was a special case of this condition, namely for βi = 0

and with αi = pi, i ∈ {`, r} (observe that we can use E instead of int(E) in this

case). To obtain a feeling for the general shape of such densities, we refer to the

Figures 5.4, 5.6, 5.8 and 5.10 on the pages 72 to 74. The left-hand image in each

figure illustrates the density of a so-called Pearson Type II distribution for different

values of β. These densities are a (symmetric) special case of Condition 5. Using the

pole-caps E`,δ = E` ∩ {z1 ≤ −a+ δ} and Er,δ = Er ∩ {a− δ ≤ z1}, the property of

continuity assumed in Condition 5 can be rewritten as

f(z) =
(
1 + o(1)

)
· αi
(
1− z>Σ−1z

)βi
, (5.2)

where o(1) is uniformly on int(Ei,δ) as δ → 0, i ∈ {`, r}. The crucial difference to

the setting of Theorem 3.5 occurs in Lemma 4.6. Before we state the main result of

this section, which is Theorem 5.3, we will focus on this essential difference. To this

end, we need several additional (and partly very technical) definitions. As already

seen in Remark 3.6, we have

H` = Hr = diag

(
a1
a22

, . . . ,
a1
a2d

)
,

and because of this symmetry, we briefly write H := H` = Hr. In this section, we

cannot work with the representation of the set P1(H) given in (4.1), since we need

the precise form of the error function Ri, figuring in the aforementioned equation.

Remember now the construction of P1(H) given at the beginning of Section 4.1. In

this section, we use the same construction for int(E) instead of E to avoid divisions

by 0 for β < 0, and we conclude that

P1(H) =

{
z ∈ Rd :

(
z1 − a1
a1

)2

+
d∑

k=2

(
zk
ak

)2

< 1, z1 < a1

}

=

{
z ∈ Rd :

d∑
k=2

(
zk
ak

)2

<
2z1
a1
−
(
z1
a1

)2

, z1 < a1

}
.

To show an adjusted version of Lemma 4.6, we have, in generalization of (4.11), to

define the constant

ν :=
1

d+ 1 + 2β
,
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β > −1, and the rescaling function

Tn(z) :=
(
n2νz1 , n

ν z̃
)

for n ∈ N and z = (z1, z̃) ∈ Rd. Similar to the proof of Lemma 4.6 (δ∗ is unnecessary

in this setting), we define

Pn(H) := Tn
(
P1(H)

)
=
{
z ∈ Rd : T−1n (z) ∈ P1(H)

}
=

{
z ∈ Rd :

d∑
k=2

(
zk
nνak

)2

<
2z1
n2νa1

−
(

z1
n2νa1

)2

,
z1
n2ν

< a1

}

=

{
z ∈ Rd :

d∑
k=2

(
zk
ak

)2

<
2z1
a1
−
(

z1
nνa1

)2

, z1 < n2νa1

}
. (5.3)

Putting

P (H) :=

{
z ∈ Rd :

d∑
k=2

(
zk
ak

)2

<
2z1
a1

}
,

we have Pn(H) ↑ P (H). For β > −1 we define the limiting density

λβ(z) :=

(
2z1
a1
−

d∑
k=2

(
zk
ak

)2
)β

1 {z ∈ P (H)} (5.4)

on the limiting set P (H). Moreover, for n ∈ N and i ∈ {0, 1} we put

λiβ,n(z) :=

(
2z1
a1
− i ·

(
z1
nνa1

)2

−
d∑

k=2

(
zk
ak

)2
)β

1 {z ∈ Pn(H)} . (5.5)

Based on these densities, we define for B ∈ Bd

Λβ(B) :=

∫
B

λβ(z) dz, (5.6)

Λi
β,n(B) :=

∫
B

λiβ,n(z) dz.

We want to give a short explanation for these very technical but necessary definitions:

Under Condition 5 (and with the correctly adjusted rate of rescaling, given by the new

definition of ν), it will turn out that α` · Λβ` is the intensity measure of the limiting
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Poisson process X, seen before in the proof of Theorem 3.5. The same holds true for

αr · Λβr and the Poisson process Y. The measure Λ1
β,n will occur very naturally in

the proof of the following Lemma 5.1. Observe that λ0
β,n(z) = λβ(z)1 {z ∈ Pn(H)}

for each n ∈ N. This means that Λ0
β,n is the restriction of the limiting measure Λβ to

the subset Pn(H) of P (H) for n ∈ N. This restriction of the measure Λβ will be very

important for the proof of Lemma 5.1. Looking at the definitions of λ1β,n and λβ, it

is obvious that λ1β,n(z)→ λβ(z) for almost all z ∈ Rd. In the proof of Lemma 5.1, we

will (basically) have to show that for every bounded Borel set B ⊂ Rd the equality

lim
n→∞

∫
B

λ1β,n(z) dz =

∫
B

lim
n→∞

λ1β,n(z) dz (5.7)

holds true and hence

lim
n→∞

Λ1
β,n(B) = lim

n→∞

∫
B

λ1β,n(z) dz =

∫
B

lim
n→∞

λ1β,n(z) dz =

∫
B

λβ(z) dz = Λβ(B).

Proving (5.7) will be very technical, since we can (in general) neither apply the

dominated convergence theorem, nor the monotone convergence theorem. We want

to illustrate this assertion: The ‘difficult case’ is given by β < 0 and

md

(
B ∩

(
P (H)\Pn(H)

))
> 0 (5.8)

for each n ∈ N. Figure 5.1 illustrates such a set B in the case d = 2. For n ∈ N

∂P (H)

∂Pn(H)B

Figure 5.1: Illustration of a set B satisfying (5.8) in the case d = 2

we define the set Bn := B ∩
(
P (H)\Pn(H)

)
, see Figure 5.2 for an illustration of

this set. For each n ∈ N and β < 0, we have λ1
β,n(zk) → ∞ as k → ∞, if (zk)k≥1

is a sequence in Pn(H) with zk → z0 ∈ ∂Pn(H) as k → ∞. Such a sequence has

been illustrated in Figure 5.2, too. Observing Pn(H) ↑ P (H) makes clear that for

some fixed n0 ∈ N the only upper bound for λ1β,n0
, λ1β,n0+1, . . . on Bn0 is given by ∞.

Since this assertion and md(Bn0) > 0 hold true for every n0 ∈ N, it is impossible to

apply the dominated convergence theorem to show (5.7). If β < 0 and z ∈ P (H), the
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∂P (H)

∂Pn(H)Bn

∂B

z1
z2
z3

z0

Figure 5.2: Illustration of the set Bn and an exemplary sequence (zk)k≥1 in the case
d = 2

sequence
(
λ1β,n(z1)

)
n≥1 is not monotonically increasing (we will see this in the proof

of Lemma 5.1). We thus cannot apply the monotone convergence theorem either to

verify (5.7). The key to success will be an application of Scheffé’s Lemma in the

proof of the following lemma.

After all these considerations, we are prepared to state and prove an adapted

version of Lemma 4.6.

Lemma 5.1. Suppose the random vector V = (V1, . . . , Vd) has a density g on P1(H)

satisfying

g(z) = ĝ(z) · α
(

1−
(
z1 − a1
a1

)2

−
d∑

k=2

(
zk
ak

)2
)β

, (5.9)

with ĝ(z) = 1 + o(1) uniformly on P1(H) ∩ {z1 ≤ δ} as δ → 0, for some α > 0 and

β > −1. Then, for every bounded Borel set B ⊂ Rd, we have

P
(
Tn(V ) ∈ B

)
=
α

n
· κn(B) (5.10)

with κn(B)→ Λβ(B).

Proof. For clarity’s sake, some technical details of this proof have been postponed to

Subsection 5.1.3. To emphasize the support of g, we write g(z)1 {z ∈ P1(H)} instead

of g(z). We have

∆Tn(x) = det
(
diag

(
n2ν , nν , . . . , nν

) )
= n(d+1)ν ,

and therefore the random vector Tn(V ) has the density

gn(z) =
g (T−1n (z))

n(d+1)ν
=

1

n(d+1)ν
g

(
z1
n2ν

,
1

nν
z̃

)
1 {z ∈ Pn(H)} ,
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with Pn(H) = Tn
(
P1(H)

)
given in (5.3). As in the proof of Lemma 4.6, we get

1 {z ∈ Pn(H)} → 1 {z ∈ P (H)} for almost all z ∈ Rd, and for each Borel set

B ⊂ Rd, we have

P
(
Tn(V ) ∈ B

)
=

∫
B

gn(z) dz =
1

n(d+1)ν

∫
B

g

(
z1
n2ν

,
1

nν
z̃

)
1 {z ∈ Pn(H)} dz.

In view of (5.9), we obtain

P
(
Tn(V ) ∈ B

)
=

1

n(d+1)ν

∫
B

ĝ

(
z1
n2ν

,
1

nν
z̃

)
α

(
1−

( z1
n2ν − a1
a1

)2

−
d∑

k=2

( zk
nν

ak

)2
)β

1 {z ∈ Pn(H)} dz

=
α

n(d+1+2β)ν
·
∫
B

ĝ

(
z1
n2ν

,
1

nν
z̃

)
· λ1β,n(z) dz.

Here, the last equality follows from the definition of λ1β,n given in (5.5) as well as

(
1−

( z1
n2ν − a1
a1

)2

−
d∑

k=2

( zk
nν

ak

)2
)β

=

(
1−

(
z1

n2νa1

)2

+
2z1
n2νa1

− 1−
d∑

k=2

(
zk
nνak

)2
)β

=
1

n2νβ
·
(

2z1
a1
−
(

z1
nνa1

)2

−
d∑

k=2

(
zk
ak

)2
)β

and the definition of ν, which yields n(d+1+2β)ν = n. Defining

κn(B) :=

∫
B

ĝ

(
z1
n2ν

,
1

nν
z̃

)
· λ1β,n(z) dz,

we have to show κn(B)→ Λβ(B). Since B is bounded, we especially have sup{z1 :

z ∈ B} <∞ and hence, for each ε > 0 we can find some n0 ∈ N with

1− ε ≤ ĝ

(
z1
n2ν

,
1

nν
z̃

)
≤ 1 + ε

for each z ∈ B and n ≥ n0 (remember that ĝ(z) = 1 + o(1) uniformly on P1(H) ∩
{z1 ≤ δ} as δ → 0). Using again sup{z1 : z ∈ B} <∞, we can find some t > 0 with
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B ⊂ I := {z1 ≤ t}, and from Lemma 5.6 we can conclude that∫
B

λ1β,n(z) dz = Λ1
β,n(B) ≤ Λ1

β,n(I) <∞

for sufficiently large n. Putting both parts together we obtain

(1− ε) · Λ1
β,n(B) ≤ κn(B) ≤ (1 + ε) · Λ1

β,n(B) (5.11)

for sufficiently large n. Since ε > 0 can be chosen arbitrarily small, we can focus on

Λ1
β,n(B) in the following. Using Lemma 5.6 again, we see that

∫
B
λ1β,n(z) dz <∞ for

sufficiently large n,
∫
B
λβ(z) dz < 0 and, as mentioned before, we have λ1β,n(z)→ λβ(z)

for almost all z ∈ Rd. If we can additionally prove∫
B

∣∣λ1β,n(z)− λβ(z)
∣∣ dz → 0, (5.12)

we can apply Scheffé’s Lemma (in its version for positive, integrable functions, not

for probability densities, see Williams [27, p. 55]) to show

lim
n→∞

Λ1
β,n(B) = lim

n→∞

∫
B

λ1β,n(z) dz =

∫
B

lim
n→∞

λ1β,n(z) dz =

∫
B

λβ(z) dz = Λβ(B).

In order to prove (5.12), we again use the set I = {z1 ≤ t} ⊃ B and obtain∫
B

∣∣λ1β,n(z)− λβ(z)
∣∣ dz ≤ ∫

I

∣∣λ1β,n(z)− λβ(z)
∣∣ dz. (5.13)

For n ∈ N we introduce the sets

I1,n := I ∩ Pn(H),

I2,n := I ∩
(
P (H)\Pn(H)

)
,

I3 := I\P (H),

see Figure 5.3 for an illustration of these sets in the case d = 2. Since the inequality

2z1
a1
−
(

z1
nνa1

)2

−
d∑

k=2

(
zk
ak

)2

≤ 2z1
a1
−

d∑
k=2

(
zk
ak

)2
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∂P (H)

∂Pn(H)

I1,n

I2,n
I3

t

Figure 5.3: Illustration of the sets I1,n, I2,n and I3 in the case d = 2

holds for each z ∈ Pn(H), the definitions given in (5.4) and (5.5) yieldλ1β,n(z) ≤ λβ(z), if β ≥ 0,

λ1β,n(z) ≥ λβ(z), if β < 0

for each z ∈ Pn(H). Hence, for each n ∈ N we get

0 < λ1β,n(z) ≤ λβ(z), if z ∈ I1,n and β ≥ 0,

λ1β,n(z) ≥ λβ(z) > 0, if z ∈ I1,n and β < 0,

λ1β,n(z) = 0 , 0 < λβ(z), if z ∈ I2,n,
λ1β,n(z) = λβ(z) = 0, if z ∈ I3.

This consideration and (5.5) allow us to compute the integral figuring on the right-

hand side of (5.13) via∫
I

∣∣λ1β,n(z)− λβ(z)
∣∣ dz

=

∫
I1,n

∣∣λ1β,n(z)− λβ(z)
∣∣ dz +

∫
I2,n

∣∣λ1β,n(z)− λβ(z)
∣∣ dz +

∫
I3

∣∣λ1β,n(z)− λβ(z)
∣∣ dz

= (−1)1{β≥0}
∫
I1,n

(
λ1β,n(z)− λβ(z)

)
dz +

∫
I2,n

λβ(z) dz

= (−1)1{β≥0}
∫
I

(
λ1β,n(z)− λβ(z)

)
1 {z ∈ Pn(H)} dz +

∫
I2,n

λβ(z) dz

= (−1)1{β≥0}
∫
I

(
λ1β,n(z)− λ0β,n(z)

)
dz +

∫
I2,n

λβ(z) dz.
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In view of the first assertion stated in Lemma 5.6, we can write∫
I

∣∣λ1β,n(z)− λβ(z)
∣∣ dz

= (−1)1{β≥0}
(∫

I

λ1β,n(z) dz −
∫
I

λ0β,n(z) dz

)
+

∫
I2,n

λβ(z) dz.

= (−1)1{β≥0}
(
Λ1
β,n(I)− Λ0

β,n(I)
)

+

∫
I

λβ(z) · 1 {z ∈ I2,n} dz. (5.14)

By Lemma 5.6 we both have Λ1
β,n(I)−Λ0

β,n(I)→ 0 and Λβ(I) <∞. Since md(I2,n)→
0, the dominated convergence theorem shows that the integral figuring in (5.14) tends

to 0, too. Remembering (5.13), we have proven (5.12), and Scheffé’s Lemma yields

lim
n→∞

Λ1
β,n(B) = Λβ(B).

Choosing ε > 0 arbitrarily small, κn(B)→ Λβ(B) now follows from (5.11).

Remark 5.2. Notice that the redefinition of ν = 1/(d+ 1 + 2β) induces the factor

1/n in (5.10). In the proof of a correspondingly adapted version of Lemma 4.8, this

factor 1/n and the factor n cancel out again, as necessary for the convergence of the

point processes of points lying close to the poles. See Remark 4.9 for some more

details.

Since the connection between Lemma 5.1 – especially that of condition (5.9) – and

the setting given by Condition 5 is not completely obvious, we want to give some

explanation: We write f
∣∣
`

:= f · 1 {z1 < 0}. Remember that P1(H) results from the

translation of the left half int(E) ∩ {z1 < 0} of int(E) to the right by a1 · e1 along

the z1-axis (see the explanations preceeding (4.1)). This transformation is given

by T `(z) := (z1 + a1, z̃). In doing so, the density z 7→ f
∣∣
`
(z) is transformed into

z 7→ f
∣∣
`
(z1 − a1, z̃), and because of Condition 5 (see especially (5.2)) we get

f
∣∣
`
(z1 − a1, z̃) =

(
1 + o(1)

)
· α`

(
1−

(
z1 − a1
a1

)2

−
d∑

k=2

(
zk
ak

)2
)β`

as δ → 0, with o(1) uniformly on P1(H) ∩ 1 {z1 < δ}. We thus indeed apply

Lemma 5.1. In the same way we write f
∣∣
r

:= f · 1 {z1 > 0}. Here, the set P1(H)

results from the translation of the right half int(E) ∩ {z1 > 0} of int(E) to the left

by −a1 · e1 along the z1-axis and an additional reflection at the plane {z1 = 0}
(see again the explanations preceeding (4.1)). This transformation is given by

T r(z) :=
(
− (z1 − a1), z̃

)
= (−z1 + a1, z̃). Applying T r, the density z 7→ f

∣∣
r
(z) is



5.1 More general densities supported by ellipsoids 65

transformed into z 7→ f
∣∣
r
(a1 − z1, z̃), and because of Condition 5 we obtain

f
∣∣
r
(a1 − z1, z̃) =

(
1 + o(1)

)
· αr

(
1−

(
a1 − z1
a1

)2

−
d∑

k=2

(
zk
ak

)2
)βr

as δ → 0, with o(1) uniformly on P1(H) ∩ 1 {z1 < δ}. Since (a1 − z1)2 = (z1 − a1)2,
we can apply Lemma 5.1 also in this case.

Now we can state the asymptotical behavior of diam(Zn) under Condition 5.

Remember that Λβ had been defined in (5.6) as the measure on Rd with Lebesgue

density

λβ(z) =

(
2z1
a1
−

d∑
k=2

(
zk
ak

)2
)β

1 {z ∈ P (H)} .

Theorem 5.3. Let the density f be supported by the ellipsoid E with half-axes

a1 > a2 ≥ . . . ≥ ad > 0 and satisfy Condition 5 with β` = βr =: β. We then have

n
2

d+1+2β
(
2a1 − diam(Zn)

) D−→ min
i,j≥1

{
Xi,1 + Yj,1 −

1

4a1

∣∣X̃i − Ỹj∣∣2} ,
where {Xi, i ≥ 1} D= PRM

(
α` ·Λβ

)
and {Yj, j ≥ 1} D= PRM

(
αr ·Λβ

)
are independent

Poisson processes. If Condition 5 and – without loss of generality – the inequality

β` > βr hold true, we obtain

n
2

d+1+2β`

(
2a1 − diam(Zn)

) D−→ min
i≥1

{
Xi,1 −

1

4a1

∣∣X̃i∣∣2} ,
with {Xi, i ≥ 1} D= PRM

(
α` ·Λβ`

)
. The same results hold true if we replace diam(Zn)

with Mn.

Proof. Under Condition 5 we have f(z) > 0 for each z arbitrarily close to one of the

poles. In the case β` = βr, this inequality allows us to copy the proof of Theorem 3.5

almost completely. The only difference is that we have to apply Lemma 5.1 instead

of Lemma 4.6 to show an adapted version of Lemma 4.8. In the case β` > βr we will

observe a higher magnitude of points lying close to the right pole than to the left.

This higher magnitude has far-reaching implications for the proof to follow. First of

all, we define

ν` :=
1

d+ 1 + 2β`
,
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T `n(z) :=
(
n2ν`z1 , n

ν` z̃
)

and P `
n(H) := T `n

(
P1(H)

)
. The beginning of the main part of the proof of Theorem 3.5

in Section 4.3 can be copied in this case, too. We will only point out the differences.

Let Nr,n, X1, X2, . . . and Y1, Y2, . . . be defined as in the proof of Theorem 3.5 and

write V r := (a− Y1,1, Ỹ1). Then,

Ỹn :=

Nr,n∑
j=1

ε(a−Yj,1,Ỹj)

is a Poisson process with intensity measure ncr,δ ·PV r , and Y`
n := Ỹn ◦(T `n)−1 – taking

the part of Yn in the proof of Theorem 3.5 – is a Poisson process with intensity

measure µ̂n := ncr,δ ·PV r ◦ (T `n)−1. The density f fulfills Condition 5 at the right pole

with power βr, but the shifted process Ỹn is scaled via T `n, which depends on β`, not

on βr. Broadly speaking, this ‘wrong’ (too slow) scaling has the effect, that Y`
n will

generate more and more points arbitrarily close to 0, and it will hence not converge

in distribution toward a limiting Poisson process. We need to specify this behavior in

the following: Since the density f fulfills Condition 5 at the right pole with respect

to αr and βr, the random vector V r fulfills condition (5.9) of Lemma 5.1, with α

replaced with αr/cr,δ and β replaced with βr (remember the construction of Y1 in

the proof of Theorem 3.5). Then, in the proof of Lemma 5.1, we have

P
(
T `n(V r) ∈ B

)
=

1

n(d+1)ν`

∫
B

ĝ

(
z1
n2ν`

,
1

nν`
z̃

)(
1−

( z1
n2ν`
− a1
a1

)2

−
d∑

k=2

( zk
nν`

ak

)2
)βr

· αr
cr,δ
· 1
{
z ∈ P `

n(H)
}

dz.

Using the abbreviation J `n(z) := ĝ
(
z1
n2ν`

, 1
nν`
z̃
)
· 1
{
z ∈ P `

n(H)
}

yields

P
(
T `n(V r) ∈ B

)
=

αr
cr,δ
· 1

n(d+1)ν`
·
∫
B

(
1−

(
z1

n2ν`a1

)2

+
2z1
n2ν`a1

− 1−
d∑

k=2

(
zk

nν`ak

)2
)βr

J `n(z) dz

=
αr
cr,δ
· 1

n(d+1)ν`
· 1

n2βrν`

∫
B

(
2z1
a1
−
(

z1
nν`a1

)2

−
d∑

k=2

(
zk
ak

)2
)βr

J `n(z) dz

=
αr
cr,δ
· 1

n(d+1+2β`)ν`
· 1

n−2ν`(β`−βr)
·
∫
B

ĝ

(
z1
n2ν`

,
1

nν`
z̃

)
· λ1βr,n(z) dz,

if we use the definition of λ1β,n given in (5.5) with respect to ν` instead of ν. Observe



5.1 More general densities supported by ellipsoids 67

that this modification corresponds with the definition of P `
n(H), figuring in J `n(z).

So, the only dependence of λ1βr,n on βr is given by the power βr, the support P `
n(H)

of this density does only depend on β`, not on βr. Writing

κ̂n(B) :=

∫
B

ĝ

(
z1
n2ν`

,
1

nν`
z̃

)
· λ1βr,n(z) dz,

for B ∈ Bd and observing (d+ 1 + 2β`)ν` = 1, we obtain

P
(
T `n(V r) ∈ B

)
=

αr
cr,δ
· 1

n
· κ̂n(B) · n2ν`(β`−βr). (5.15)

In the same way as seen in the proof of Lemma 5.1, we get κ̂n(B) → Λβr(B). For

I := {z1 ≤ ε} with ε > 0, we especially infer

µ̂n(I) = ncr,δ ·
(
PV r ◦ (T `n)−1

)
(I)

= ncr,δ · P
(
T `n(V r) ∈ I

)
= αr · κ̂n(I) · n2ν`(β`−βr),

and since β` > βr and κ̂n (I) → Λβr (I) > 0, we see µ̂n(I) → ∞, for each ε > 0.

Since µ̂n is the intensity measure of the Poisson process Y`
n and the support of Λβr is

P (H) ⊂ {z1 ≥ 0}, we can conclude that this process generates more and more points

arbitrarily close to 0, formally

Y`
n

(
P (H) ∩ {z1 ≤ ε}

)
→∞

almost surely for each ε > 0. As stated before, this process cannot converge in

distribution. Observe that the limiting behavior of X`
n := X̃n ◦ (T `n)−1 – taking the

part of Xn in the proof of Theorem 3.5 – does not change compared to the case

β` = βr: Since the density f fulfills Condition 5 at the left pole with respect to α`

and β` and since the scaling function T `n is defined in terms of β`, we still have

X`
n = X̃n ◦ (T `n)−1

D−→ X
D
= PRM

(
α` · Λβ`

)
. (5.16)

Using Lemma 5.6, given in Subsection 5.1.3, this weak convergence especially yields

P
(
X`
n

(
{z1 ≤ t}

)
= 0
)
→ exp

(
− α` · cβ` · t

2β`+d+1

2

)
,

where t > 0. Remembering β` > −1 shows 2β` + d+ 1 > 0 and that the probability

of observing at least one point of X`
n left of {z1 = t} is getting arbitrarily close to 1
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(at least for sufficiently large n) if we choose t large enough.

Looking at the proof of Theorem 3.5, we now have to investigate the asymptotical

behavior of t1
(
Ĝ(X`

n ×Y`
n)
)
. Since Y`

n does no longer converge in distribution, we

cannot apply the continuous mapping theorem as seen in the proof of Theorem 3.5

in this setting.

In the proof of Lemma 4.10 we have seen that

1− η
2

(x1 + y1) ≤ G(x, y) ≤ x1 + y1 (5.17)

for all x, y ∈ η̂ · P (H) and 0 < 1−η
2
< 1

2
(remember H = H` = Hr in this section).

These inequalities can be interpreted as follows: If x1 and/or y1 is ‘large’, G(x, y) has

to be ‘large’, too, and if both x1 and y1 are ‘small’, then G(x, y) has to be ‘small’,

too. Broadly speaking, we can say that

t1
(
Ĝ(X`

n ×Y`
n)
)

= min
(i,j)∈In

{
G
(
n2ν`

(
a+Xi,1

)
, nν`X̃i , n

2ν`
(
a− Yj,1

)
, nν`Ỹj

)}
will be determined by two points

(
n2ν`

(
a+Xi,1

)
, nν`X̃i

)
and

(
n2ν`

(
a− Yj,1

)
, nν`Ỹj

)
with ‘small’ z1-components. For being more precise, we define for t, ε ≥ 0 the set

At,ε :=
(
η̂ · P (H) ∩ {z1 ≤ t}

)
×
(
η̂ · P (H) ∩ {z1 ≤ ε}

)
.

From (5.17) and the different asymptotical behavior of X`
n and Y`

n described above,

we know that for each δ > 0 there is some K > 0 so that

P
(
t1

(
Ĝ
(
(X`

n ×Y`
n)
∣∣
AK,ε

))
= t1

(
Ĝ
(
X`
n ×Y`

n

)))
≥ 1− δ (5.18)

for any ε > 0 and each sufficiently large n. Observe that the event figuring in (5.18)

is nothing but the event that

min
(i,j)∈In

{
G
(
n2ν`(a+Xi,1) , n

ν`X̃i , n
2ν`(a− Yj,1) , nν`Ỹj

)}
is attained by a point

(
n2ν`(a + Xi,1), n

ν`X̃i, n
2ν`(a− Yj,1), nν`Ỹj

)
∈ AK,ε, i.e. by a

point Xi with n2ν`(a+Xi,1) ≤ K and a point Yj with n2ν`(a− Yj,1) ≤ ε. Define now

G∗(x) := G(x,0) = x1 −
1

4a1
|x̃|2.

The basic idea in the following is to choose ε – depending on K, and hence depending
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on δ – small enough, to obtain

G∗(x)− δ ≤ G(x, y) ≤ G∗(x) + δ

for each (x, y) ∈ AK,ε. Observe that we use the same δ as in (5.18). Later, we

will consider δ → 0. Then, the probability figuring in (5.18) will tend to 1 and

the difference between G∗(x) and G(x, y) on the set AK,ε will become negligible

simultaneously. To this end, observe that

G(x, y) = x1 + y1 −
1

4a1
|x̃− ỹ|2

= x1 + y1 −
1

4a1
|x̃|2 +

1

2a1
x̃>ỹ − 1

4a1
|ỹ|2

= G∗(x) +R∗(x, y)

with

R∗(x, y) := y1 +
1

2a1
x̃>ỹ − 1

4a1
|ỹ|2.

We now want to find bounds for R∗(x, y), that depend solely on x1 and y1. Since

|x̃>ỹ| ≤ |x̃| · |ỹ|, we can focus on finding an upper bound for |z̃| on η̂ · P (H). In view

of Remark 3.6 and the proof of Lemma 3.12, we can choose η in such a way that

1

κ`2
+

1

κr2
= 2a1η ⇐⇒ 2

a22
a1

= 2a1η ⇐⇒ η =

(
a2
a1

)2

,

and hence

η̂ =
1 + η−1

2
=

1 +
(
a1
a2

)2
2

=
a21 + a22

2a22
.

For each z ∈ η̂ · P (H), Remark 4.2, Remark 3.6 and a2 ≥ . . . ≥ ad imply

1

2

d∑
k=2

a1
a2k
· z2k ≤

a21 + a22
2a22

· z1 =⇒ 1

a22

d∑
k=2

z2k ≤
a21 + a22
a1a22

· z1 =⇒ |z̃| ≤ c · √z1,

with

c :=

√
a21 + a22
a1

.

Hence,

−c2 ·
√
K · ε ≤ x̃>ỹ ≤ c2 ·

√
K · ε
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and

0− c2

2a1
·
√
K · ε− c2

4a1
· ε ≤ R∗(x, y) ≤ ε+

c2

2a1
·
√
K · ε− 0

for each (x, y) ∈ AK,ε. Given δ > 0, the constant K > 0 had been chosen fixed. But,

since (5.18) holds true for any ε > 0, we can choose ε > 0 small enough to obtain

−δ ≤ R∗(x, y) ≤ δ,

and we get

G∗(x)− δ ≤ G(x, y) ≤ G∗(x) + δ (5.19)

for each (x, y) ∈ AK,ε. Similar to the proof of Theorem 3.5, we define the function

Ĝ∗ :

Mp

(
η̂ · P (H)

)
→Mp(R+),

µ 7→ µ ◦ (G∗)−1.

Since G∗(x) = G(x,0), the proof of Lemma 4.10 shows that the function Ĝ∗ is

continuous, too. Hence, (5.16) and the continuous mapping theorem yield

Ĝ∗(X`
n)

D−→ Ĝ∗(X),

and in the same way as seen in the proof of Theorem 3.5 we deduce that

t1
(
Ĝ∗(X`

n)
) D−→ t1

(
Ĝ∗(X)

)
= min

i≥1

{
Xi,1 −

1

4a1
|X̃i|2

}
.

Letting δ → 0, this convergence, together with (5.19), implies

t1
(
Ĝ(X`

n ×Y`
n)
) D−→ min

i≥1

{
Xi,1 −

1

4a1
|X̃i|2

}
,

and the proof is finished.

5.1.2 Application to Pearson Type II distributions

Example 5.4. We now consider the so-called d-dimensional symmetric multivariate

Pearson Type II distributions supported by an ellipsoid with half-axes a1 > a2 ≥
. . . ≥ ad > 0, where d ≥ 2. According to equation (2.43) in Fang et al. [8] and

Example 2.11 in the same reference, we know that the corresponding densities are

given by

fβ(z) = fβ1
(
z>Σ−1z

)
· 1 {z ∈ int(E)} ,
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with

fβ1 (t) = det(Σ)−
1
2 · Γ

(
d
2

+ β + 1
)

Γ (β + 1) π
d
2

(1− t)β,

for 0 ≤ t < 1 and β > −1. Remembering Σ = diag(a21, . . . , a
2
d), we obtain

fβ(z) =
Γ
(
d
2

+ β + 1
)

Γ (β + 1) π
d
2

∏d
i=1 ai

(
1− z>Σ−1z

)β · 1 {z ∈ int(E)} .

Hence, Condition 5 holds true with β` = βr = β and

α := α` = αr =
Γ
(
d
2

+ β + 1
)

Γ (β + 1) π
d
2

∏d
i=1 ai

,

so that we can apply Theorem 5.3.

Figures 5.4, 5.6, 5.8 and 5.10 illustrate the densities fβ and the corresponding

densities of the intensity measures α ·Λβ in the setting of Example 5.4 for d = 2, a1 =

1, a2 = 1/2 and β ∈ {−1/2, 0, 1, 2}. The results of a simulation study in each of these

cases are displayed in Figures 5.5, 5.7, 5.9 and 5.11. As in the simulation presented

after Corollary 3.7, the limiting distributions have been approximated by simulating

the limiting processes {Xi, i ≥ 1} and {Yi, i ≥ 1} only on P (H) ∩ {z ∈ R2 : z1 ≤ b}
for some b > 0, not on the whole limiting set P (H) itself. To obtain a good

approximation with moderate computing effort it is necessary to choose b subject to

β. Simulations exhibit that a reasonable choice of b is given by the solution of the

equation

α · Λβ

(
{z1 ≤ b}

)
= 10.

We thus choose b in such a way that the numbers of points of the approximating

processes follow two independent Poisson distributions with parameter 10. In view of

Lemma 5.6, we have Λβ

(
{z1 ≤ b}

)
= cβ · b

2β+d+1
2 , with cβ given in the same lemma.

Some calculations show that b = 20 if β = −1/2, and for β = 0, 1, 2 the approximative

values of b are 6.52, 2.55 and 1.67, respectively. So, the larger we choose β, the

smaller the set P (H)∩{z ∈ R2 : z1 ≤ b} becomes. As another implication of a larger

value of β we observe a smaller quantity of points of the process Zn, that realize

close to the poles of E. This lack of points close to the poles induces a slower rate of

convergence in Theorem 5.3 with increasing β. For β ∈ {−1/2, 0} it was sufficient to

choose n = 1000 to obtain a good match between the empirical distribution functions

of n2/(3+2β)
(
2a1 − diam(Zn)

)
and those of the approximated limiting distributions,

see Figures 5.5 and 5.7. For β = 1 we had to choose n = 10000, and for β = 2 it

was already necessary to take n = 100000 for keeping the differences between the
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empirical distribution functions small, see Figures 5.9 and 5.11.

Figure 5.4: The density fβ (left) and that of the intensity measure α · Λβ (right) in
the setting of Example 5.4 for d = 2 with a1 = 1, a2 = 1/2 and β = −1/2.
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Gamma b = 10, daraus folgt in diesem Fall b = 20

mhilf = 5.000

solid: EMP VF,

dashed: Simulierte Grenzverteilung

Figure 5.5: Empirical distribution function of n(2−Mn) in the setting of Example 5.4
for d = 2 with a1 = 1, a2 = 1/2, β = −1/2 and n = 1000 (solid, 5000
replications). The limit distribution is approximated as described after
Example 5.4 with b = 20 (dashed, 5000 replications).
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Figure 5.6: The density fβ (left) and that of the intensity measure α · Λβ (right) in
the setting of Example 5.4 for d = 2 with a1 = 1, a2 = 1/2 and β = 0.Short title 1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7
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Figure 5.7: Empirical distribution function of n2/3(2 − Mn) in the setting of
Example 5.4 for d = 2 with a1 = 1, a2 = 1/2, β = 0 and n = 1000
(solid, 5000 replications). The limit distribution is approximated as
described after Example 5.4 with b ≈ 6.52 (dashed, 5000 replications).

Figure 5.8: The density fβ (left) and that of the intensity measure α · Λβ (right) in
the setting of Example 5.4 for d = 2 with a1 = 1, a2 = 1/2 and β = 1.
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Short title 1
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Figure 5.9: Empirical distribution function of n2/5(2 − Mn) in the setting of
Example 5.4 for d = 2 with a1 = 1, a2 = 1/2, β = 1 and n = 10000
(solid, 5000 replications). The limit distribution is approximated as
described after Example 5.4 with b ≈ 2.55 (dashed, 5000 replications).

Figure 5.10: The density fβ (left) and that of the intensity measure α · Λβ (right) in
the setting of Example 5.4 for d = 2 with a1 = 1, a2 = 1/2 and β = 2.Short title 1
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Figure 5.11: Empirical distribution function of n2/7(2 − Mn) in the setting of
Example 5.4 for d = 2 with a1 = 1, a2 = 1/2, β = 2 and n = 100000
(solid, 5000 replications). The limit distribution is approximated as
described after Example 5.4 with b ≈ 1.67 (dashed, 5000 replications).
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Example 5.5. In generalization of Example 5.4 we now consider the ‘combination’

of two Pearson Type II distributions. Being more precise, we take β` > βr > −1 and

look at the piecewise defined density

f(z) =
Γ
(
d
2

+ β` + 1
)

Γ (β` + 1) π
d
2

∏d
i=1 ai

(
1− z>Σ−1z

)β`
1 {z ∈ int(E), z1 < 0}

+
Γ
(
d
2

+ βr + 1
)

Γ (βr + 1) π
d
2

∏d
i=1 ai

(
1− z>Σ−1z

)βr
1 {z ∈ int(E), 0 < z1} .

In this case we can apply the second assertion of Theorem 5.3 and obtain

n
2

d+1+2β`

(
2a1 − diam(Zn)

) D−→ min
i≥1

{
Xi,1 −

1

4a1

∣∣X̃i∣∣2} ,
with {Xi, i ≥ 1} D= PRM

(
α` · Λβ`

)
and

α` :=
Γ
(
d
2

+ β` + 1
)

Γ (β` + 1) π
d
2

∏d
i=1 ai

.

Figure 5.12 shows 2500 random points in the setting of this example for d = 2

with a1 = 1, a2 = 1/2, β` = 1, βr = −1/2, and Figure 5.13 illustrates the result of a

simulation study with the sample size n = 100000.

Short title 1
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βl = 1,

βr = −1/2

a1 = 1

a2 = 0.5

Simn = 2.500

Figure 5.12: Simulation of 2500 random points in the setting of Example 5.5 for
d = 2 with a1 = 1, a2 = 1/2, β` = 1 and βr = −1/2.
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Short title 1
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Figure 5.13: Empirical distribution function of n2/5(2 − Mn) in the setting of
Example 5.5 for d = 2 with a1 = 1, a2 = 1/2, β` = 1, βr = −1/2
and n = 100000 (solid, 5000 replications). The limit distribution is
approximated in the same way as described after Example 5.4 with
b ≈ 2.55 (dashed, 5000 replications).

5.1.3 Technical details for Subsection 5.1.1

The following lemma has been an essential tool for the proof of Lemma 5.1. Since its

proof is long and technical, two parts of it can be found as Lemma 5.7 and Lemma 5.8

after the main part of the proof.

Lemma 5.6. Let t > 0, I := {z1 ≤ t} and i ∈ {0, 1}. We then have Λi
β,n(I) < ∞

for sufficiently large n, and

∣∣Λ1
β,n(I)− Λ0

β,n(I)
∣∣→ 0 as n→∞.

Furthermore,

Λβ(I) = cβ · t
2β+d+1

2 ,

where

cβ :=

(
2

a1

) 2β+d−1
2

· (d− 1) · ωd−1
2β + d+ 1

·B
(
β + 1,

d− 1

2

)
·

d∏
k=2

ak.

Proof. Since the calculations are lengthy, we calculate Λi
β,n(I) simultaneously for

i ∈ {0, 1}. As the density λiβ,n of Λi
β,n is supported by Pn(H) ⊂ {z1 ≥ 0} for each

n ∈ N, only the set {0 ≤ z1 ≤ t} has to be considered. We choose n0 ∈ N subject to

t < n2ν
0 a1. (5.20)
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This inequality especially implies

2z1
a1
−
(

z1
nνa1

)2

> 0

for each z1 ∈ (0, t) and each n ≥ n0, and we will only consider n ≥ n0 in the following.

For fixed z1 ∈ (0, t), and without stressing the dependence on z1, we define

bik,n := ak

√
2z1
a1
− i ·

(
z1
nνa1

)2

,

where k ∈ {2, . . . , d}. Remembering the representation of Pn(H) given in (5.3), we

see that

Sn(z1) :=
{
z̃ ∈ Rd−1 : (z1, z̃) ∈ Pn(H)

}
=

{
z̃ ∈ Rd−1 :

d∑
k=2

(
zk
ak

)2

<
2z1
a1
−
(

z1
nνa1

)2
}

=

z̃ ∈ Rd−1 :
d∑

k=2

(
zk
b1k,n

)2

< 1


is a (d− 1)-dimensional ellipsoid with half-axes b12,n, . . . , b

1
d,n. Using the special form

of I and Cavalieri’s principle, we obtain

Λi
β,n(I) =

∫
I

(
2z1
a1
− i ·

(
z1
nνa1

)2

−
d∑

k=2

(
zk
ak

)2
)β

1 {z ∈ Pn(H)} dz

=

∫ t

0

∫
Sn(z1)

(
2z1
a1
− i ·

(
z1
nνa1

)2

−
d∑

k=2

(
zk
ak

)2
)β

dz̃ dz1

=

∫ t

0

(
2z1
a1
− i ·

(
z1
nνa1

)2
)β ∫

Sn(z1)

1−
d∑

k=2

(
zk
bik,n

)2
β

dz̃ dz1. (5.21)

Putting T̂i(z̃) := (z2/b
i
2,n, . . . , zd/b

i
d,n), we get T̂−1i (ỹ) = (bi2,n · y2, . . . , bid,n · yd) and

∆T̂−1i (ỹ) = det
(
diag(bi2,n, . . . , b

i
d,n)
)

=

(
2z1
a1
− i ·

(
z1
nνa1

)2
) d−1

2 d∏
k=2

ak.
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Since

bik,n
b1k,n

=

√
2z1
a1
− i ·

(
z1
nνa1

)2
√

2z1
a1
−
(

z1
nνa1

)2 =

√
1− i · z1

2n2νa1√
1− z1

2n2νa1

,

it follows that

T̂i
(
Sn(z1)

)
=
{
ỹ ∈ Rd−1 : T̂−1i (ỹ) ∈ Sn(z1)

}
=

ỹ ∈ Rd−1 :
d∑

k=2

(
bik,nyk

b1k,n

)2

< 1


=

{
ỹ ∈ Rd−1 :

d∑
k=2

y2k <
1− z1

2n2νa1

1− i · z1
2n2νa1

}
.

Notice that T̂i
(
Sn(z1)

)
is the open (d− 1)-dimensional ball with centre 0 and radius

rin(z1) :=

1, i = 1,√
1− z1

2n2νa1
, i = 0.

Since the boundary of this (open) ball has Lebesgue measure 0, we can consider the

closed ball Brin(z1)
(0) instead of T̂i

(
Sn(z1)

)
in the integrals to follow. Applying the

transformation T̂i to the inner integral figuring in (5.21) yields

Λi
β,n(I)

=

∫ t

0

(
2z1
a1
− i ·

(
z1
nνa1

)2
)β

·
∫

B
rin(z1)

(0)

(
1−

d∑
k=2

y2k

)β (
2z1
a1
− i ·

(
z1
nνa1

)2
) d−1

2
(

d∏
k=2

ak

)
dỹ dz1

=

(
d∏

k=2

ak

)
·
∫ t

0

(
2z1
a1
− i ·

(
z1
nνa1

)2
)β+ d−1

2

·

 ∫
B
rin(z1)

(0)

(
1− |ỹ|2

)β
dỹ

 dz1

=

(
d∏

k=2

ak

)
·
∫ t

0

gin(z1) · I in(z1) dz1, (5.22)
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where

gin(z1) :=

(
2z1
a1
− i ·

(
z1
nνa1

)2
)ρ

,

ρ := β +
d− 1

2

and

I in(z1) :=

∫
B
rin(z1)

(0)

(
1− |ỹ|2

)β
dỹ.

To prove the asymptotical behavior of Λi
β,n(I), we want to apply the dominated

convergence theorem to the integral figuring in (5.22). For this purpose, we need an

integrable upper bound for gin(z1) · I in(z1) on (0, t). In a first step we use the fact that

0 <
2z1
a1
− i ·

(
z1
nν0a1

)2

≤ 2z1
a1
− i ·

(
z1
nνa1

)2

≤ 2z1
a1

for each fixed z1 ∈ (0, t) and n ≥ n0, see the beginning of this proof for the definition

of n0. Writing

g∞(z1) := lim
n→∞

gin(z1) =

(
2z1
a1

)ρ
,

we obtain the inequality

gin(z1) ≤

g∞(z1), if ρ ≥ 0,

gin0
(z1), if ρ < 0,

which holds for each z1 ∈ (0, t) and each n ≥ n0. Notice that in both cases we have

equality if i = 0. Lemma 5.8 will show that
∫ t
0
g∞(z1) dz1 <∞ and

∫ t
0
gin(z1) dz1 <∞

for each n ≥ n0. In a second step, notice that 0 ≤ rin(z1) ≤ 1 for each z1 ∈ (0, t)

and n ≥ n0. Furthermore, for each fixed z1 ∈ (0, t) we have rin(z1) ↑ 1 and hence

Brin(z1)
(0) ↑ B1(0). This implies

I in(z1) ↑
∫

B1(0)

(
1− |ỹ|2

)β
dỹ =: σβ <∞,

see Lemma 5.7 for the calculation of σβ. Putting both parts together demonstrates
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that

gin(z1) · I in(z1) ≤

g∞(z1) · σβ, if ρ ≥ 0,

gin0
(z1) · σβ, if ρ < 0

and that both upper bounds in the line above are integrable on (0, t). We thus can

apply the dominated convergence theorem, and invoking again Lemma 5.8 we obtain

lim
n→∞

Λi
β,n(I) =

(
d∏

k=2

ak

)
·
∫ t

0

lim
n→∞

gin(z1) · I in(z1) dz1

=

(
d∏

k=2

ak

)
·
∫ t

0

(
lim
n→∞

gin(z1)
)
·
(

lim
n→∞

I in(z1)
)

dz1

=

(
d∏

k=2

ak

)
·
∫ t

0

g∞(z1) · σβ dz1

=

(
d∏

k=2

ak

)(
2

a1

)ρ
σβ
ρ+ 1

· tρ+1.

Firstly, this result shows that Λi
β,n(I) is finite for sufficiently large n. Secondly, notice

that the limiting value above does not depend on i ∈ {0, 1} and hence

∣∣Λ1
β,n(I)− Λ0

β,n(I)
∣∣→ 0.

The calculation of Λβ(I) can be done in a similar way. One has to chose i = 0 and

to replace throughout Pn(H) with P (H). This results in T̂0
(
Sn(z1)

)
= int

(
B1(0)

)
and I0n(z1) = σβ, independently of n and z1. Since ρ + 1 = β + d−1

2
+ 1 = 2β+d+1

2
,

Lemma 5.7 finishes the proof.

For better readability, two parts of the proof of Lemma 5.6 have been postponed.

The first one is given by the following lemma:

Lemma 5.7. If β > −1 we have

σβ :=

∫
B1(0)

(
1− |ỹ|2

)β
dỹ =

(d− 1) · ωd−1
2

·B
(
β + 1,

d− 1

2

)
.

Proof. Using (d− 1)-dimensional spherical coordinates yields∫
B1(0)

(
1− |ỹ|2

)β
dỹ =

∫
Sd−2

∫ 1

0

(
1− r2

)β
rd−2 drHd−2(du),
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and by substituting r2 = s we get dr = 1
2
s−

1
2 ds and hence

∫
B1(0)

(
1− |ỹ|2

)β
dỹ =

∫
Sd−2

1Hd−2(du)

∫ 1

0

(1− s)β s d−2
2

1

2
s−

1
2 ds.

Since the surface area of Sd−2 is (d− 1) · ωd−1, we obtain

∫
B1(0)

(
1− |ỹ|2

)β
dỹ = (d− 1) · ωd−1 ·

1

2

∫ 1

0

(1− s)β s d−3
2 ds

=
(d− 1) · ωd−1

2
·B
(
β + 1,

d− 1

2

)
.

Before we can show the second part postponed from the proof of Lemma 5.6, we

have to introduce Gauss’ hypergeometric function and the incomplete Beta function:

For a, b, c ∈ R and c /∈ {. . . ,−2,−1, 0}, Gauss’ hypergeometric function is defined by

F (a, b, c|x) :=
Γ(c)

Γ(a)Γ(b)

∞∑
n=0

Γ(a+ n)Γ(b+ n)

Γ(c+ n)
· x

n

n!
, −1 < x < 1.

The radius of convergence of this series is 1, see Abramowitz and Stegun [1, p. 556].

For fixed x ∈ [0, 1], the incomplete Beta function is given by

Bx(a, b) :=

∫ x

0

ta−1(1− t)b−1 dt, (5.23)

a, b > 0, and we have the very useful relation

Bx(a, b) =
xa

a
F (a, 1− b, a+ 1|x), (5.24)

see Abramowitz and Stegun [1, p. 263]. Notice that B1(·, ·) is the Beta function

B(·, ·), as seen before.

Now we can present the last missing part for the proof of Lemma 5.6. For

this purpose, remember the definition of n0 given at the beginning of the proof of

Lemma 5.6.

Lemma 5.8. In the setting of Lemma 5.6 we have for each n ≥ n0∫ t

0

g∞(z1) dz1 =

∫ t

0

g0n(z1) dz1 =

(
2

a1

)ρ
tρ+1

ρ+ 1
<∞
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and ∫ t

0

g1n(z1) dz1 =

(
2

a1

)ρ
tρ+1

ρ+ 1
· F
(
ρ+ 1,−ρ, ρ+ 2

∣∣∣ t

2n2νa1

)
<∞.

Proof. Since g∞(z1) = g0n(z1) =
(

2z1
a1

)ρ
, the first assertion is clear. To show the

second assertion, we put cn := 2n2νa1 and obtain

∫ t

0

g1n(z1) dz1 =

∫ t

0

(
2z1
a1
−
(

z1
nνa1

)2
)ρ

dz1

=

(
2

a1

)ρ ∫ t

0

zρ1

(
1− z1

cn

)ρ
dz1.

Substituting z1
cn

= x yields dz1 = cn dx and

∫ t

0

g1n(z1) dz1 =

(
2

a1

)ρ ∫ t
cn

0

(cnx)ρ (1− x)ρ cn dx

=

(
2

a1

)ρ
cρ+1
n

∫ t
cn

0

xρ (1− x)ρ dx.

In view of (5.20) and n ≥ n0, we know that t/cn ∈ (0, 1). Hence, we can use (5.23)

and (5.24) to deduce

∫ t

0

g1n(z1) dz1 =

(
2

a1

)ρ
cρ+1
n B t

cn
(ρ+ 1, ρ+ 1)

=

(
2

a1

)ρ
cρ+1
n

(
t
cn

)ρ+1

ρ+ 1
F

(
ρ+ 1,−ρ, ρ+ 2

∣∣∣∣ tcn
)

=

(
2

a1

)ρ
tρ+1

ρ+ 1
F

(
ρ+ 1,−ρ, ρ+ 2

∣∣∣∣ tcn
)

<∞,

since the radius of convergence of Gauss’ hypergeometric function F (ρ+ 1,−ρ, ρ+ 2|·)
is 1.

5.2 More general densities supported by general sets

5.2.1 General considerations

In Subsection 5.1.1, we considered ellipsoids E and densities of the form

f(z) = α ·
(
1− z>Σ−1z

)β · 1 {z ∈ int(E)} ,
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where β > −1, α > 0 and Σ ∈ Rd×d depends on the half-axes of E. If we want to

consider general densities on any set E0 covered by Conditions 1 to 3, we have to

be very careful. To simplify matters, we now assume that the underlying set E0 is

symmetric with respect to the plane {z1 = 0}, has a diameter of length 2a > 0, and

that the principal curvature directions at both poles are given by e2, . . . , ed. Based

on the given principal curvatures κ2, . . . , κd of E0 at the poles, we define ak :=
√

a
κk

for k ∈ {2, . . . , d}. In view of the calculations seen in Remark 3.6, the ellipsoid

E :=

{
z ∈ Rd :

(z1
a

)2
+

d∑
k=2

(
zk
ak

)2

≤ 1

}

approximates the set E0 at the poles, in the sense that the principal curvatures and

the corresponding directions at the poles coincide. Putting Σ0 := diag (a2, a22, . . . , a
2
d) ,

we can write E =
{
z ∈ Rd : z>Σ−10 z ≤ 1

}
, and we consider

f0(z) = α ·
(
1− z>Σ−10 z

)β · 1 {z ∈ int(E0)} , (5.25)

where β > −1 and α > 0. If E0 is an ellipsoid and we choose α appropriately, the

function f0 is exactly the density of a Pearson Type II distribution. If E0 ⊂ E, and

if we adjust the constant α appropriately, f0 is a probability density, too. In this

case, the assertion of Theorem 5.3 still holds true, since the support of the intensity

measure Λβ of the limiting processes does not depend on whether we consider the set

E0 or the ellipsoid E. The reason for this coincidence lies in the very special choice of

E: Since the principal curvatures and directions of E0 and E at the poles are exactly

the same, the corresponding osculating paraboloids (the support of Λβ) also coincide.

But, if we have md(E0\E) > 0, the function f0 takes negative (or even non-real)

values and hence is no density. If the set E0\E is contained in {−a+ δ ≤ z1 ≤ a− δ}
for some δ > 0, we can redefine f0 on the set {−a+ δ ≤ z1 ≤ a− δ} appropriately

to obtain a probability density and then apply the same result as before, since the

limit distribution of Mn is only determined be the shape of f0 close to the poles.

But if, without loss of generality, we have md (E0\E ∩ {z1 ≤ −a+ δ}) > 0 for each

δ > 0, the definition of f0 in (5.25) is completely inappropriate to obtain a probability

density supported by E0. Nevertheless, it is possible to establish results similar to

Theorem 5.3 for general densities supported by E0. The crucial difference occurs

in (the proof of) Lemma 5.1: Writing g0(z) := f0(z1 − a1, z̃) for some probability

density f0 supported by E0 and

T 0
n(z) :=

(
n2ν0z1 , n

ν0 z̃
)
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with ν0 > 0 chosen suitably, we need that g0
(
(T 0

n)−1(z)
)

converges towards a non-

degenerate limit density. See Remark 5.2 for some comments on the correct choice of

ν0 in the special case of Pearson Type II distributions. Instead of investigating this

problem in complete generality, we consider an easy special case, which is given by

densities that depend only on the z1-component close to the poles, see the following

subsection.

5.2.2 A special class of densities on general sets

Let E be a set with a diameter of length 2a > 0, fulfilling Conditions 1 to 3, and

suppose f satisfies the subsequent generalized version of Condition 4:

Condition 6. We assume f : E → R+,
∫
E
f(z) dz = 1 and that there are constants

α`, αr > 0 and β`, βr > −d+1
2

so that for i ∈ {`, r}, the function

z 7→ f(z)

αi
(
a− |z1|

)βi ,
that maps from E∗ := E\

{
(−a,0), (a,0)

}
into R+, can be extended continuously at

the poles (−a,0) and (a,0) with value 1. Thereby, α`, β` correspond to the left pole

(−a,0) and αr, βr to the right pole (−a,0), respectively.

In Subsection 5.2.3 we will show that the choice β`, βr > −d+1
2

is appropriate for

making f integrable (close to the poles).

As before, we assume that Z1, Z2, . . . are i.i.d. with common density f . Now, we

sketch the proof of a result that is very similar to Lemma 5.1 for the left pole of

E. Since, in contrast to the situation in Subsection 5.1.1, the set E is no longer

assumed to be symmetric with respect to the plane {z1 = 0}, we again have to write

H` instead of H for the Hessian of the boundary function s` at the left pole. As

before, we have to consider the set P1(H`), see the beginning of Section 4.1 for the

(original) construction. Using the same construction for E∗ instead of E and calling

the resulting set P ∗1 (H`), we obtain P ∗1 (H`) = P1(H`)\ {0}, where P1(H`) is the set

defined at the beginning of Section 4.1 for the original set E.

For 0 < z1 < a, we have a−|z1−a| = a+z1−a = z1, and defining g(z) := f(z1−a, z̃),

Condition 6 yields the equality g(z) =
(
1 + o(1)

)
· α` · zβ`1 , with o(1) uniformly on

P ∗1 (H`)∩{z1 ≤ δ} as δ → 0. Putting ν := (d+1+2β`)
−1 and P ∗n(H`) := Tn

(
P ∗1 (H`)

)
,
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we obtain (cf. the proof of Lemma 5.1)

P
(
Tn(V ) ∈ B

)
=

1

n(d+1)ν

∫
B

g

(
z1
n2ν

,
1

nν
z̃

)
1 {z ∈ P ∗n(H`)} dz

=
1

n(d+1)ν

∫
B

α`

( z1
n2ν

)β` (
1 + o(1)

)
1 {z ∈ P ∗n(H`)} dz

=
1

n(d+1+2β`)ν
· α`

∫
B

zβ`1
(
1 + o(1)

)
1 {z ∈ P ∗n(H`)} dz

=:
1

n
· α` · κ`n(B).

Using similar arguments as seen in the (long and technical) proof of Lemma 5.1 yields

κ`n(B)→ Λ∗β`(B), where

Λ∗βi(B) :=

∫
B

zβi1 1 {z ∈ P ∗(Hi)} dz,

P ∗(Hi) := P (Hi)\ {0}, i ∈ {`, r}, and P (Hi) is defined as in (3.12). Notice that the

crucial point for this convergence to hold true is β` > −d+1
2

. Under this condition,

we have κ`n(B) < ∞ and Λ∗β`(B) < ∞, for each bounded Borel set B ⊂ Rd and

sufficiently large n. This assertion is an immediate consequence of the integrability

of f close to the poles under Condition 6, proven in the following Subsection 5.2.3.

Putting g(z) := f
(
a− z1, z̃), a symmetry argument gives the same result for the right

pole, if we throughout replace ` with r. Using exactly the same reasoning as in the

proof of Theorem 5.3, we get the following result:

Theorem 5.9. Let E be a set that satisfies Conditions 1 to 3, and let f be a density

supported by E, satisfying Condition 6 with β` = βr =: β. We then have

n
2

d+1+2β
(
2a− diam(Zn)

) D−→ min
i,j≥1

{
Xi,1 + Yj,1 −

1

4a

∣∣X̃i − Ỹj∣∣2} ,
where {Xi, i ≥ 1} D= PRM

(
α` ·Λ∗β`

)
and {Yj, j ≥ 1} D= PRM

(
αr ·Λ∗βr

)
are independent

Poisson processes. If Condition 6 and – without loss of generality – the inequality

β` > βr hold true, we obtain

n
2

d+1+2β`

(
2a− diam(Zn)

) D−→ min
i≥1

{
Xi,1 −

1

4a

∣∣X̃i∣∣2} ,
with {Xi, i ≥ 1} D= PRM

(
α` ·Λ∗β`

)
. The same results hold true if we replace diam(Zn)

with Mn.
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The easiest class of distributions covered by Theorem 5.9 is obtained by choosing

a set E with a diameter of length 2a > 0, fulfilling Conditions 1 to 3, and densities

of the form

f ∗β(z) := α ·
(
a− |z1|

)β · 1 {z ∈ E∗} ,
where β > −d+1

2
and α > 0, so that

∫
E
f ∗β(z) dz = 1, see the following example.

Example 5.10. Let d = 2, r > 0 and

E := Br

(
(−r,0)

)
∪Br

(
(r,0)

)
.

This set is simply the union of two closed and touching two-dimensional balls with

radii r > 0 and centers (−r,0) and (r,0). Hence, it obviously fulfills Conditions 1 to

3 with a = 2r. For β > −3/2, we consider the densities

f ∗β(z) := α ·
(
2r − |z1|

)β · 1 {z ∈ E∗}
with

α :=
Γ(β + 3)

rβ+22β+3
√
πΓ
(
β + 3

2

) .
In Subsection 5.2.3 we will show that

∫
E
f ∗β(z) dz = 1 holds true. The constant

curvature of a circle with radius r > 0 is 1/r, see Remark 6.5 for some more details.

So, κ`2 = κr2 = 1/r, and using the representation given in (3.16) yields

P ∗ := P ∗(H`) = P ∗(Hr) =

{
z ∈ R2 :

1

2r
· z22 ≤ z1

}
\ {0} .

Putting

Λ∗β(I) :=

∫
I

zβ11 {z ∈ P ∗} dz

for I ∈ B2, we can apply Theorem 5.9 with a = 2r and obtain

n
2

3+2β
(
4r − diam(Zn)

) D−→ min
i,j≥1

{
Xi,1 + Yj,1 −

1

8r
(Xi,2 − Yj,2)2

}
,

with independent Poisson processes {Xi, i ≥ 1} D= PRM
(
α · Λ∗β

)
and {Yj, j ≥ 1} D=

PRM
(
α · Λ∗β

)
.

The Figures 5.14, 5.16, 5.18 and 5.20 illustrate the densities f ∗β and those of the

corresponding intensity measures α·Λ∗β for r = 1 and β ∈ {−3/4, 0, 1, 2}. For the same

values of r and β we have performed a simulation study with 1000, 1000, 10000 and

100000 random points, respectively. The limit distributions have been approximated
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in the same way as described after Example 5.4. In this case, we obtained the

approximating values 69.14, 10.36, 4.99 and 3.7, respectively, for the bound b of the

limiting processes. See Figures 5.15, 5.17, 5.19 and 5.21 for the results of this

simulation study.

Figure 5.14: The density f ∗β (left) and that of the intensity measure α · Λ∗β (right) in
the setting of Example 5.10 with r = 1 and β = −3/4.
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Univariat abhaengige Dichte in 2 Tangenten Kreisen mit Radius r
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r = 1

Simm = 5.000
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Gamma b = 10, daraus folgt in diesem Fall b ≈ 69.14

mhilf = 5.000

solid: EMP VF,

dashed: Simulierte Grenzverteilung

Figure 5.15: Empirical distribution function of n4/3(4 − Mn) in the setting of
Example 5.10 for r = 1, β = −3/4 and n = 1000 (solid, 5000 repli-
cations). The limit distribution is approximated in the same way as
described after Example 5.4 with b ≈ 69.14 (dashed, 5000 replications).
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Figure 5.16: The density f ∗β (left) and that of the intensity measure α · Λ∗β (right) in
the setting of Example 5.10 with r = 1 and β = 0.Short title 1
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Figure 5.17: Empirical distribution function of n2/3(4 − Mn) in the setting of
Example 5.10 for r = 1, β = 0 and n = 1000 (solid, 5000 replica-
tions). The limit distribution is approximated in the same way as
described after Example 5.4 with b ≈ 10.36 (dashed, 5000 replications).

Figure 5.18: The density f ∗β (left) and that of the intensity measure α · Λ∗β (right) in
the setting of Example 5.10 with r = 1 and β = 1.



5.2 More general densities supported by general sets 89

Short title 1
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Figure 5.19: Empirical distribution function of n2/5(4 − Mn) in the setting of
Example 5.10 for r = 1, β = 1 and n = 10000 (solid, 5000 replica-
tions). The limit distribution is approximated in the same way as
described after Example 5.4 with b ≈ 4.99 (dashed, 5000 replications).

Figure 5.20: The density f ∗β (left) and that of the intensity measure α · Λ∗β (right) in
the setting of Example 5.10 with r = 1 and β = 2.
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Figure 5.21: Empirical distribution function of n2/7(4 − Mn) in the setting of
Example 5.10 for r = 1, β = 2 and n = 100000 (solid, 5000 repli-
cations). The limit distribution is approximated in the same way as
described after Example 5.4 with b ≈ 3.7 (dashed, 5000 replications).
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5.2.3 Technical details for Subsection 5.2.2

In a first step we prove that the choice β`, βr > −d+1
2

in Condition 6 ensures the

integrability of the function f close to the poles. In a second step we will show that

the constant α stated in Example 5.10 is correct.

Proof of the integrability of f under Condition 6 close to the poles. It suffices to in-

vestigate the left pole-cap E`,δ = E ∩ {z1 ≤ −a+ δ}, δ ∈ (0, δ`). Since Conditions 1

to 3 hold true for E, we can find a2, . . . , ad > 0, so that

E`,δ ⊂
{
z ∈ Rd :

(z1
a

)2
+

d∑
k=2

(
zk
ak

)2

≤ 1

}
,

for sufficiently small δ > 0. Fixing z1 ∈ (−a,−a + δ) and putting S(z1) :={
z̃ ∈ Rd−1 : (z1, z̃) ∈ E`,δ

}
, we especially get

S(z1) ⊂
{
z̃ ∈ Rd−1 :

d∑
k=2

(
zk
ak

)2

≤ 1−
(z1
a

)2}

=

z̃ ∈ Rd−1 :
d∑

k=2

(
zk

ak
a

√
a2 − z21

)2

≤ 1

 .

Since the latter set is a (d − 1)-dimensional ellipsoid with half-axes ak
a

√
a2 − z21 ,

k ∈ {2, . . . , d}, we obtain

md−1
(
S(z1)

)
≤ ωd−1

d∏
k=2

ak
a

√
a2 − z21 = ωd−1

(
d∏

k=2

ak
a

)
· (a2 − z21)

d−1
2 .

An application of Cavalieri’s principle gives∫
E`,δ

α` (1 + z1)
β` dz = α`

∫ −a+δ
−a

(a+ z1)
β`

∫
S(z1)

1 dy dz1

≤ α` · ωd−1
(

d∏
k=2

ak
a

)
·
∫ −a+δ
−a

(a+ z1)
β`(a2 − z21)

d−1
2 dz1.

Substituting a+ z1 = t yields z21 = (t− a)2 = t2 − 2at+ a2, and hence

∫
E`,δ

α` (1 + z1)
β` dz ≤ α` · ωd−1

(
d∏

k=2

ak
a

)
·
∫ δ

0

tβ`(2at− t2) d−1
2 dz1.
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Since tβ`(2at− t2) d−1
2 = (2a)

d−1
2 tβ`+

d−1
2 +O

(
tβ`+

d−1
2

+1
)

as t ↓ 0, this upper bound is

finite, whenever we have β` + d−1
2
> −1, i.e. β` > −d+1

2
. So, f is integrable close to

the poles.

Verification of the constant stated in Example 5.10. Using the symmetries of E =

Br

(
(−r,0)

)
∪Br

(
(r,0)

)
⊂ R2, we have

∫
E

f ∗β(z) dz = α · 2 ·
∫ 2r

0

2

∫ √r2−(z1−r)2

0

(2r − z1)β dz2 dz1

= α · 4
∫ 2r

0

√
r2 − (z1 − r)2(2r − z1)β dz1

= α · 4
∫ 2r

0

√
2z1r − z21(2r − z1)β dz1

= α · 4
∫ 2r

0

√
z1(2r − z1)β+

1
2 dz1

= α · 4 · (2r)β+ 1
2

∫ 2r

0

√
z1

(
1− z1

2r

)β+ 1
2

dz1.

Substituting z1/2r = t yields dz1 = 2r dt and hence

∫
E

f ∗β(z) dz = α · 4 · (2r)β+ 1
2

∫ 1

0

√
2rt (1− t)β+ 1

2 2r dt

= α · 4 · (2r)β+2

∫ 1

0

√
t (1− t)β+ 1

2 dt

= α · 4 · (2r)β+2B

(
3

2
, β +

3

2

)
= α · 4 · (2r)β+2Γ

(
3
2

)
Γ
(
β + 3

2

)
Γ(β + 3)

= α · 4 · (2r)β+2 · 1
2
· √πΓ

(
β + 3

2

)
Γ(β + 3)

= α · r
β+22β+3

√
πΓ
(
β + 3

2

)
Γ(β + 3)

= 1.
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5.3 Joint convergence of the k largest distances

To state a result on the joint asymptotical behavior of the k largest distances

of the Poisson process Zn =
∑Nn

i=1 εZi , introduced in Section 2.2, we need some

additional definitions. For n ∈ N, let D
(1)
n ≥ D

(2)
n ≥ . . . ≥ D

(k)
n be the k largest

distances in descending order between Zi and Zj for 1 ≤ i < j ≤ Nn. So, we

especially have D
(1)
n = diam(Zn). For a point process ξ on R+ and i ∈ N we define

ti(ξ) := inf
{
t : ξ

(
[0, t]

)
≥ i
}
. According to Proposition 9.1.XII in Daley and Vere-

Jones [6], each ti(ξ) is a well-defined random variable if ξ is a simple point process.

Since the point processes Ĝ(Xn×Yn) and Ĝ(X×Y) on R+ (introduced in the proof

of Theorem 3.5) are simple, we conclude that the random variables ti
(
Ĝ(Xn ×Yn)

)
and ti

(
Ĝ(X×Y)

)
are well-defined for each fixed i ∈ N. Now we can state our result

on the joint convergence of the k largest distances in the setting of Chapter 3:

Theorem 5.11. If Conditions 1 to 4 hold true, we have for each k ∈ N the joint

convergence

n
2
d+1

(
2a−D(1)

n , . . . , 2a−D(k)
n

)
D−→
(
t1
(
Ĝ(X×Y)

)
, . . . , tk

(
Ĝ(X×Y)

))
,

where X
D
= PRM

(
p` ·md

∣∣
P (H`)

)
and Y

D
= PRM

(
pr ·md

∣∣
P (Hr)

)
are independent Poisson

processes.

Proof. Using the same arguments as in the proof of Theorem 3.5, we only have to

show that (
t1
(
Ĝ(Xn ×Yn)

)
, . . . , tk

(
Ĝ(Xn ×Yn)

))
D−→
(
t1
(
Ĝ(X×Y)

)
, . . . , tk

(
Ĝ(X×Y)

))
. (5.26)

We briefly write ξn := Ĝ(Xn × Yn) and ξ := Ĝ(X × Y). Then, (4.17) means

ξn
D−→ ξ, and from Theorem 16.16 in Kallenberg [15] (recapitulated as Theorem B.1

in Section B.3) we get(
ξn(B1) , . . . , ξn(Bk)

)
D−→
(
ξ(B1) , . . . , ξ(Bk)

)
(5.27)

for any choice of bounded intervals B1, . . . , Bk ⊂ R+ with ξ(∂Bi) = 0 almost surely,

i ∈ {1, . . . , k}. Let 0 < s1 < . . . < sk be arbitrary. By use of the inclusion-exclusion
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principle we obtain

P
(
t1(ξn) ≤ s1 , . . . , tk(ξn) ≤ sk

)
= 1− P

(
{t1(ξn) ≤ s1 , . . . , tk(ξn) ≤ sk}c

)
= 1−

k∑
r=1

(−1)r−1
∑

1≤i1<...<ir≤k

P
(
{ti1(ξn) ≤ si1}c ∩ . . . ∩ {tir(ξn) ≤ sir}c

)
→ 1−

k∑
r=1

(−1)r−1
∑

1≤i1<...<ir≤k

P
(
{ti1(ξ) ≤ si1}c ∩ . . . ∩ {tir(ξ) ≤ sir}c

)
= 1− P

(
{t1(ξ) ≤ s1 , . . . , tk(ξ) ≤ sk}c

)
= P

(
t1(ξ) ≤ s1 , . . . , tk(ξ) ≤ sk

)
,

and (5.26) is shown. Notice thereby: Since ξn are point processes, we know that for

every choice of ij ∈ N the point ij − 1
2

is a point of continuity of the distribution

function of ξn
(
[0, sij ]

)
. Furthermore, we have

ξn
(
[0, sij ]

)
< ij ⇐⇒ ξn

(
[0, sij ]

)
≤ ij −

1

2
.

The same holds true if we replace ξn with ξ. As a consequence of (5.27) we get for

all 1 ≤ i1 < . . . < ir ≤ k

P
(
{ti1(ξn) ≤ si1}c ∩ . . . ∩ {tir(ξn) ≤ sir}c

)
= P

(
ti1(ξn) > si1 , . . . , tir(ξn) > sir

)
= P

(
ξn
(
[0, si1 ]

)
< i1 , ξn

(
[0, si2 ]

)
< i2 , . . . , ξn

(
[0, sir ]

)
< ir

)
= P

(
ξn
(
[0, si1 ]

)
≤ i1 −

1

2
, ξn

(
[0, si2 ]

)
≤ i2 −

1

2
, . . . , ξn

(
[0, sir ]

)
≤ ir −

1

2

)
→ P

(
ξ
(
[0, si1 ]

)
≤ i1 −

1

2
, ξ
(
[0, si2 ]

)
≤ i2 −

1

2
, . . . , ξ

(
[0, sir ]

)
≤ ir −

1

2

)
= P

(
ξ
(
[0, si1 ]

)
< i1 , ξ

(
[0, si2 ]

)
< i2 , . . . , ξ

(
[0, sir ]

)
< ir

)
= P

(
ti1(ξ) > si1 , . . . , tir(ξ) > sir

)
= P

(
{ti1(ξ) ≤ si1}c ∩ . . . ∩ {tir(ξ) ≤ sir}c

)
.

Using exactly the same arguments, we can immediately generalize the results of

Section 5.1 and Section 5.2, too. Since the necessary adjustments are obvious, we

will only state a generalized result for distributions covered by the setting given in
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Section 5.1.

Theorem 5.12. Let the density f be supported by the ellipsoid E defined in (5.1)

with half-axes a1 > a2 ≥ . . . ≥ ad > 0, and put a := a1. If f satisfies Condition 5

with β` = βr =: β then, for each fixed k ≥ 1, we have

n
2

d+1+2β

(
2a−D(1)

n , . . . , 2a−D(k)
n

)
D−→
(
t1
(
Ĝ(X×Y)

)
, . . . , tk

(
Ĝ(X×Y)

))
,

where X
D
= PRM

(
α` ·Λβ

)
and Y

D
= PRM

(
αr ·Λβ

)
are independent Poisson processes.

Notice that the definition a := a1 in the theorem above is necessary, since the

function Ĝ has been defined in Section 4.3 in terms of a, not of a1.

We now present the results of a simulation study in the setting of Theorem 5.12

for d = 2, a1 = 1, a2 = 1/2, β ∈ {−1/2, 0, 1} and k = 10. Since there is no

way to visualize the joint convergence of the ten largest distances, we have cal-

culated for i ∈ {1, . . . , 10} the (univariate) empirical distribution function F̂
(i)
n of

n2/(3+2β)
(
2−D(i)

n

)
, and these ten functions have been plotted side by side. Because

of 2 ≥ D
(1)
n ≥ . . . ≥ D

(10)
n , we have 0 ≤ 2 − D

(1)
n ≤ . . . ≤ 2 − D

(10)
n and hence

F̂
(1)
n ≥ . . . ≥ F̂

(10)
n for each n ∈ N. As in the simulation study after Example 5.4,

we have chosen n = 1000 for β ∈ {−1/2, 0} and n = 10000 for β = 1. The

(one-dimensional) limit distributions t1
(
Ĝ(X×Y)

)
, . . . , t10

(
Ĝ(X×Y)

)
have been

approximated by simulating t1
(
Ĝ(Xb ×Yb)

)
, . . . , t10

(
Ĝ(Xb ×Yb)

)
where ξb denotes

the restriction of the point process ξ to the set {z ∈ R2 : z1 ≤ b}, b > 0. As in the

simulation study after Example 5.4, b had to be chosen subject to β. Like before,

the values 20, 6.52 and 2.55 for β = −1/2, 0, 1, respectively, were sufficient for a good

approximation in this context. The Figures 5.5, 5.7 and 5.9 have already illustrated a

good match between F̂
(1)
n and the empirical distribution function of t1

(
Ĝ(Xb ×Yb)

)
in this setting. Likewise, Figures 5.22 to 5.24 reveal that the chosen numbers n of

random points and values for b are sufficient to obtain a very good approximation

for all ten components.

This componentwise point of view does not provide any insight into the probabilistic

connection between the largest distances. In order to obtain an impression of the

joint behavior of the largest and the second largest distance, we want to illustrate

the (approximated) joint densities of n
2

3+2β
(
2 − D

(1)
n , 2 − D

(2)
n

)
in the setting of

Theorem 5.12 for d = 2, a1 = 1, a2 = 1/2 and β ∈ {−1/2, 0, 1}. As in the simulation

study before, we have chosen n = 1000 if β ∈ {−1/2, 0}, and for β = 1 the
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Figure 5.22: Empirical distribution functions of n
(
2−D(1)

n

)
, . . . , n

(
2−D(10)

n

)
in the

setting of Theorem 5.12 for d = 2 with a1 = 1, a2 = 1/2, β` = βr =
−1/2 and n = 1000 (solid, from left to right, 5000 replications). The
corresponding limit distributions are approximated, as described after
Theorem 5.12, with b = 20 (dashed, 5000 replications).Short title 1
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Figure 5.23: Empirical distribution functions of n2/3
(
2−D(1)

n

)
, . . . , n2/3

(
2−D(10)

n

)
in the setting of Theorem 5.12 for d = 2 with a1 = 1, a2 = 1/2, β` =
βr = 0 and n = 1000 (solid, from left to right, 5000 replications). The
corresponding limit distributions are approximated, as described after
Theorem 5.12, with b ≈ 6.52 (dashed, 5000 replications).

underlying number of random points is n = 10000. These numbers of random

points have shown a good approximation of the limiting processes in the simulation

study before. Since 0 ≤ 2 −D(1)
n ≤ 2 −D(2)

n for every n ∈ N, the joint density of

n
2

3+2β
(
2−D(1)

n , 2−D(2)
n

)
has support {z ∈ R2 : 0 ≤ z1 ≤ z2}. For β ∈ {−1/2, 0, 1},

this density has been approximated by independently simulating 1000000 realisations

of n
2

3+2β
(
2 − D

(1)
n , 2 − D

(2)
n

)
, and then applying a kernel density estimator. The

results are illustrated in the Figures 5.25 to 5.27. Observe the very different scalings

between these three figures.
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Figure 5.24: Empirical distribution functions of n2/5
(
2−D(1)

n

)
, . . . , n2/5

(
2−D(10)

n

)
in

the setting of Theorem 5.12 for d = 2 with a1 = 1, a2 = 1/2, β` = βr = 1
and n = 10000 (solid, from left to right, 5000 replications). The
corresponding limit distributions are approximated, as described after
Theorem 5.12, with b ≈ 2.55 (dashed, 5000 replications).
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Figure 5.25: The (approximated) joint density of n
(
2−D(1)

n , 2−D(2)
n

)
in the setting

of Theorem 5.12 for d = 2 with a1 = 1, a2 = 1/2, β` = βr = −1/2 and
n = 1000 (1000000 replications).
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Figure 5.26: The (approximated) joint density of n2/3
(
2 − D

(1)
n , 2 − D

(2)
n

)
in the

setting of Theorem 5.12 for d = 2 with a1 = 1, a2 = 1/2, β` = βr = 0
and n = 1000 (1000000 replications).
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Figure 5.27: The (approximated) joint density of n2/5
(
2 − D

(1)
n , 2 − D

(2)
n

)
in the

setting of Theorem 5.12 for d = 2 with a1 = 1, a2 = 1/2, β` = βr = 1
and n = 10000 (1000000 replications).

5.4 A different shape of E close to the poles

In this section, we replace Condition 2 with the following one:

Condition 7. There are constants δ`, δr ∈ (0, a], open neighborhoods O`, Or ⊂ Rd−1
of 0 ∈ Rd−1 and twice continuously differentiable functions s`,1, s`,2 : O` → R+,

sr,1, sr,2 : Or → R+ with si,1(0) = si,2(0) = 0 and si,1(z̃) < si,2(z̃) for z̃ ∈ Oi\ {0},
i ∈ {`, r}, so that

E` := E ∩ {z1 < −a+ δ`}
=
{

(z1, z̃) ∈ Rd : −a+ s`,1(z̃) ≤ z1 ≤ −a+ s`,2(z̃), z1 < −a+ δ`, z̃ ∈ O`

}
and

Er := E ∩ {a− δr < z1}
=
{

(z1, z̃) ∈ Rd : a− sr,2(z̃) ≤ z1 ≤ a− sr,1(z̃), a− δr < z1, z̃ ∈ Or

}
.

Figure 5.28 illustrates the new shape of E close to the poles.

In this setting we can apply the same reasoning as given after Condition 2 to the

functions si,2, describing the ‘inner boundary of Ei’ for i ∈ {`, r}. To this end, we have

to introduce a more lengthy notation as in Chapter 3: For i ∈ {`, r} and j ∈ {1, 2}
we write Hi,j for the Hessian of si,j at the corresponding pole. Its eigenvalues are

called κi,j2 , . . . , κ
i,j
d with 0 < κi,j2 ≤ . . . ≤ κi,jd and we let

{
ui,j2 , . . . ,u

i,j
d

}
be a basis

of Rd−1, consisting of corresponding eigenvectors. Based on these vectors we put

Ui,j := (ui,j2 | . . . | ui,jd ). These definitions yield Hi,ju
i,j
k = κi,jk ui,jk for k ∈ {2, . . . , d} ,



98 Chapter 5 Generalizations 1 - Sets with unique diameter

a− δr

ErOr

−a+ δ`

E`
O`

Rd−1

a−a

0

Figure 5.28: The setting under Condition 1 and Condition 7.

Ui,jU
>
i,j = Id−1, and U>i,jHi,jUi,j = diag(κi,j2 , . . . , κ

i,j
d ) =: Di,j. With this notation,

Condition 3 reads as follows:

Condition 8. For some constant η ∈ (0, 1), the 2(d − 1) × 2(d − 1)-dimensional

matrix

A(η) :=

(
2aηD`,1 − Id−1 U>`,1Ur,1

U>r,1U`,1 2aηDr,1 − Id−1

)
is positive semi-definite.

Observe that the only difference between Condition 8 and Condition 3 lies in the

more lengthy notation. At this point we have to define the new limiting sets for the

point processes. For i ∈ {`, r} we put

P (Hi,1, Hi,2) :=

{
(z1, z̃) ∈ Rd :

1

2
z̃>Hi,1z̃ ≤ z1 ≤

1

2
z̃>Hi,2z̃

}
.

We have to ensure that these limiting sets are not lower-dimensional, i.e. the case

md

(
P (Hi,1, Hi,2)

)
= 0

has to be excluded. Otherwise, the limiting point processes would degenerate into

point processes with 0 points almost surely.

Condition 9. There are indices i, j ∈ {2, . . . , d} so that

κ`,1i < κ`,2i and κr,1j < κr,2j .

We again consider distributions PZ with a Lebesgue density f supported by E that is

continuous and bounded away from 0 at the poles. Condition 4 can be left completely
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unchanged compared to Chapter 3. Now we can state the limiting result under this

setting:

Theorem 5.13. If Conditions 1, 7, 8, 9 and 4 hold, then

n
2
d+1

(
2a− diam(Zn)

) D−→ min
i,j≥1

{
Xi,1 + Yj,1 −

1

4a

∣∣X̃i − Ỹj∣∣2} ,
where {Xi, i ≥ 1} D

= PRM
(
p` · md

∣∣
P (H`,1,H`,2)

)
and {Yj, j ≥ 1} D

= PRM
(
pr ·

md

∣∣
P (Hr,1,Hr,2)

)
are independent Poisson processes. The same holds true if we replace

diam(Zn) with Mn.

Proof. The one and only change compared to the proof of Theorem 3.5 occurs in the

proof of Lemma 4.6. We shift the set E` to the right by a · e1 along the z1-axis and

call this set P1(H`,1, H`,2). The set Er gets translated by −a · e1 to the left along

the z1-axis and is then reflected at the plane {z1 = 0}. We call the resulting set

P1(Hr,1, Hr,2) and obtain the representation

P1(Hi,1, Hi,2) ={
(z1, z̃) ∈ Rd :

1

2
z̃>Hi,1z̃ + o

(
|z̃|2
)
≤ z1 ≤

1

2
z̃>Hi,2z̃ + o

(
|z̃|2
)
, z1 < δi, z̃ ∈ Oi

}
for i ∈ {`, r}. The constant δ∗ is chosen in such a way, that the assertion of a

correspondingly adjusted version of Lemma 4.3 holds true for each δ ≤ δ∗. With

Pn(Hi,1, Hi,2) := Tn
(
P1(Hi,1, Hi,2) ∩ {z1 ≤ δ∗}

)
for i ∈ {`, r} and n ∈ N we get

Pn(Hi,1, Hi,2)

=
{
z ∈ Rd : T−1n (z) ∈ P1(Hi,1, Hi,2) ∩ {z1 ≤ δ∗}

}
=

{
z ∈ Rd :

1

2

(
1

nν
z̃

)>
Hi,1

(
1

nν
z̃

)
+ o

(∣∣∣∣ 1

nν
z̃

∣∣∣∣2
)
≤ z1
n2ν

≤ 1

2

(
1

nν
z̃

)>
Hi,2

(
1

nν
z̃

)
+ o

(∣∣∣∣ 1

nν
z̃

∣∣∣∣2
)
,
z1
n2ν

< δ∗,
1

nν
z̃ ∈ Oi

}

=

{
z ∈ Rd :

1

2
z̃>Hi,1z̃ + o

(
|z̃|2
)
≤ z1 ≤

1

2
z̃>Hi,2z̃ + o

(
|z̃|2
)
, z1 < n2νδ∗, z̃ ∈ nνOi

}
and hence 1 {z ∈ Pn(Hi,1, Hi,2)} → 1 {z ∈ P (Hi,1, Hi,2)} for almost all z ∈ Rd.

Example 5.14. An easy example for a set covered by Conditions 1, 7 and 8 is given
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if we put d = 2 and define the non-convex but closed (difference) set

E :=

{
z ∈ R2 :

(
z1
a1

)2

+

(
z2
a2,1

)2

≤ 1

} ∖ {
z ∈ R2 :

(
z1
a1

)2

+

(
z2
a2,2

)2

< 1

}
,

where a1 > a2,1 > a2,2 > 0. As in Remark 3.6 we obtain κ`,12 = κr,12 = a1/a
2
2,1,

κ`,22 = κr,22 = a1/a
2
2,2 and hence

H`,j = Hr,j =

(
a1
a22,j

)
,

j ∈ {1, 2}. So, the limiting sets are given by

P (H`,1, H`,2) = P (Hr,1, Hr,2) =

{
z ∈ R2 :

z22
a22,1
≤ 2z1

a1
≤ z22
a22,2

}
.

Figure 5.29 shows the sets E (left) and P (H`,1, H`,2) = P (Hr,1, Hr,2) (right) for

a1 = 1, a2,1 = 1/2 and a2,2 = 1/4. Notice the different scalings between the left-hand

and the right-hand image.

−1 −0.5 0 0.5 1

−0.4

−0.2

0

0.2

0.4

0 0.5 1

−0.5

0

0.5

1

Figure 5.29: The sets E (left) and P (H`,1, H`,2) = P (Hr,1, Hr,2) (right) for a1 =
1, a2,1 = 1/2 and a2,2 = 1/4.

5.5 p-superellipsoids and p-norms

5.5.1 Conditions and main results

For 1 ≤ p < ∞ and a1 > a2 ≥ a3 ≥ . . . ≥ ad > 0 we define the so-called

p-superellipsoid

Ep :=

{
z ∈ Rd :

d∑
k=1

( |zk|
ak

)p
≤ 1

}
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and the corresponding p-norm

|z|p :=

(
d∑

k=1

|zk|p
) 1

p

, z ∈ Rd.

Moreover, based on this norm, let

diamp(A) := sup
x,y∈A

|x− y|p

be the so-called p-diameter of a set A ⊂ Rd. The definitions of Ep and | · |p yield∣∣(−a1,0) − (a1,0)
∣∣
p

= 2a1, and in view of a1 > a2 ≥ a3 ≥ . . . ≥ ad > 0 we have

|z|p ≤ a1 for each z ∈ Ep, with equality only for z ∈
{

(−a1,0), (a1,0)
}

. Together

with |x− y|p ≤ |x|p + |y|p for all x, y ∈ Rd we can infer that the set Ep has a unique

diameter of length 2a1 with respect to the p-norm between the points (−a1,0) and

(a1,0).

We assume that the random variables Z1, Z2, . . . are i.i.d. with a common density

f , supported by the superellipsoid Ep. As in Chapter 3, we consider densities that are

continuous and bounded away from 0 at the poles. In this section we will investigate

the largest distance between these random points with respect to the corresponding

p-norm, not with respect to the Euclidean norm, i.e. we consider

Mp
n := max

1≤i,j≤n
|Zi − Zj|p.

We recall the definition

Zn :=
Nn∑
i=1

εZi ,

where Nn is independent of Z1, Z2, . . . and has a Poisson distribution with parameter

n. Zn is a Poisson process in Rd with intensity measure nPZ , and we get

diamp(Zn) = max
1≤i,j≤Nn

∣∣Zi − Zj∣∣p.
With the new limiting set

P p :=

{
z ∈ Rd :

d∑
k=2

( |zk|
ak

)p
≤ pz1

a1

}
, (5.28)

we can state our result for this setting:
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Theorem 5.15. Under the standing assumptions of this section and if Condition 4

holds true for E replaced with Ep and a = a1, then

n
p

d+p−1
(
2a1 − diamp(Zn)

) D−→ min
i,j≥1

{
Xi,1 + Yj,1 −

1

p(2a1)p−1
∣∣X̃i − Ỹj|pp} ,

where {Xi, i ≥ 1} D= PRM
(
p` ·md

∣∣
P p

)
and {Yj, j ≥ 1} D= PRM

(
pr ·md

∣∣
P p

)
are in-

dependent Poisson processes. The same holds true if we replace diamp(Zn) with

Mp
n.

The proof of this theorem can be found after the following corollary and the corre-

sponding plots.

Corollary 5.16. Given the uniform distribution on Ep, Condition 4 holds true for

E replaced with Ep, a = a1 and

p` = pr =
1

md

(
Ep
) =


(

2Γ
(

1 + 1
p

))d∏d
i=1 ai

Γ
(

1 + d
p

)

−1

> 0,

see Wang [25]. We can thus apply Theorem 5.15. For d = 2, a1 = 1, a2 = 1/2

and p ∈ {1, 3/2, 4}, the sets Ep and P p and the results of a simulation study are

illustrated in the Figures 5.30 to 5.35. Notice that Corollary 3.7 is a special case of

this corollary, namely for p = 2.Maximum Interpoint Distance in an Ellipsoid 1
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Figure 5.30: The sets Ep (left) and P p (right) for d = 2 with p = 1, a1 = 1, a2 = 1/2.

Since the proof of Theorem 5.15 can be done by using the same techniques as

seen in the proof of Theorem 3.5, we will only show the crucial differences. In a

first subsection, we will focus on the behavior of the general p-norm of the difference

of two points, lying close to the two poles. In a second subsection, we investigate

the shape of the superellipsoid Ep close to the poles. The third and last subsection

will point out the few differences in the main part of the proof compared to that of

Theorem 3.5 in Section 4.3.
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Figure 5.31: Empirical distribution function of n1/2(2 − Mp
n) in the setting of

Corollary 5.16 for d = 2 with p = 1, a1 = 1, a2 = 1/2, n = 1000
(solid, 5000 replications). The limit distribution is approximated as
described after Corollary 3.7 with b = 10 (dashed, 5000 replications).
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Figure 5.32: The sets Ep (left) and P p (right) for d = 2 with p = 3/2, a1 = 1, a2 = 1/2.
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Figure 5.33: Empirical distribution function of n3/5(2 − Mp
n) in the setting of

Corollary 5.16 for d = 2 with p = 3/2, a1 = 1, a2 = 1/2, n = 1000
(solid, 5000 replications). The limit distribution is approximated as
described after Corollary 3.7 with b = 10 (dashed, 5000 replications).
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Maximum Interpoint Distance in an Ellipsoid 1
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Figure 5.34: The sets Ep (left) and P p (right) for d = 2 with p = 4, a1 = 1, a2 = 1/2.Short title 1
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Figure 5.35: Empirical distribution function of n4/5(2 − Mp
n) in the setting of

Corollary 5.16 for d = 2 with p = 4, a1 = 1, a2 = 1/2, n = 1000
(solid, 5000 replications). The limit distribution is approximated as
described after Corollary 3.7 with b = 10 (dashed, 5000 replications).

5.5.2 The behavior of |x− y|p close to the poles

For the proof of Theorem 3.5 we used a 2d-dimensional Taylor series expansion

of |x − y| for x close to (−a,0) and y close to (a,0), see (4.8). But, for general

p ∈ [1,∞), the function (x, y) 7→ |x− y|p is not differentiable at the point (x, y) =

(−a1,0, a1,0) ∈ R2d due to the absolute values (that were no problem in the case

p = 2). Being more precise, this function does not have partial derivatives at the

point (−a1,0, a1,0) with respect to the components x2, . . . , xd, y2, . . . , yd. For x1 and

y1, the partial derivatives exist, since we have |x1− y1|p = (y1− x1)p for (x1, y1) close

to (−a1, a1). Without stressing the dependence on the underlying dimension, we will

also use the notation | · |p for the p-norm on Rd−1. Defining

s := |x̃− ỹ|pp,

we obtain

|x− y|p =
(
(y1 − x1)p + s

) 1
p ,
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and instead of (x, y)→ (−a1,0, a1,0) we consider (x1, y1, s)→ (−a1, a1, 0). Observe

that for points lying in Ep the convergence (x1, y1) → (−a1, a1) implies s → 0. A

three-dimensional Taylor series expansion at the point a := (−a1, a1, 0) gives

|x− y|p =
(
(y1 − x1)p + s)

1
p = −x1 + y1 +

s

p(2a1)p−1
+R(x1, y1, s), (5.29)

where R(x1, y1, t) = o
(
|(x1, y1, t)−a|

)
as r → 0, uniformly on the (three-dimensional)

ball Br(a) of radius r and center a. This uniform convergence especially holds on

B∗r (a) :=
{

(x1, y1, t) ∈ Br(a) : −a1 < x1, y1 < a1
}

as r → 0. Since we will only consider points lying in Ep, it will be sufficient to merely

use this subset of Br(a). Putting

G(x1, y1, t) := (a1 + x1) + (a1 − y1)−
t

p(2a1)p−1
, (5.30)

we obtain

2a1 − |x− y|p = G(x1, y1, s)−R(x1, y1, s).

In Lemma 5.20 we will demonstrate that R(x1, y1, s) is asymptotically negligible in

comparison to G(x1, y1, s) as (x, y)→ (−a1,0, a1,0) ∈ R2d inside of Ep × Ep. Before

we can show this asymptotical behavior, we need two additional lemmata.

Lemma 5.17. For any z ∈ Ep we have

|z̃|p ≤
a2
a1

(
ap1 − |z1|p

) 1
p .

Proof. Using z ∈ Ep and a2 ≥ a3 ≥ . . . ≥ ad yields

( |z1|
a1

)p
+

d∑
k=2

( |zk|
ak

)p
≤ 1

=⇒
( |z1|
a1

)p
+

1

ap2

d∑
k=2

|zk|p ≤ 1

=⇒ |z̃|pp ≤ ap2

(
1−

( |z1|
a1

)p)
=⇒ |z̃|p ≤ a2

(
1−

( |z1|
a1

)p) 1
p

=⇒ |z̃|p ≤
a2
a1

(
ap1 − |z1|p

) 1
p .
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We define Ep
` := Ep ∩ {z1 < 0} and Ep

r := Ep ∩ {z1 > 0}. For (x, y) ∈ Ep
` × Ep

r

with both | − a1 − x1| and |a1 − y1| ‘small’, it is quite obvious that the value s has to

be ‘small’, too. For being more precise, we fix δ ∈ (0, a1) and define

Ep
δ :=

{
(x, y) ∈ Ep

` × Ep
r : −a1 ≤ x1 ≤ −a1 + δ, a1 − δ ≤ y1 ≤ a1

}
.

We then can show the following lemma:

Lemma 5.18. If δ ∈ (0, a1) and (x, y) ∈ Ep
δ with |x1| ≤ |y1| < a1, we have

s ≤ (a1 + x1) ·
(
a2
a1

)p
· p · (2a1)p−1 ·

(
1 +

a1 − y1
a1 + x1

)
, (5.31)

and hence especially s ≤ (a1 + x1) · p(2a2)
p

a1
and s ≤ δ · p(2a2)p

a1
.

Proof. The triangle inequality and Lemma 5.17 give

s = |x̃− ỹ|pp
≤
(
|x̃|p + |ỹ|p

)p
≤
(
a2
a1

(
ap1 − |x1|p

) 1
p +

a2
a1

(
ap1 − |y1|p

) 1
p

)p
=

(
a2
a1

)p
· (a1 + x1) ·

((
ap1 − |x1|p
a1 + x1

) 1
p

+

(
ap1 − |y1|p
a1 + x1

) 1
p

)p

=

(
a2
a1

)p
· (a1 + x1) ·

((
ap1 − |x1|p
a1 + x1

) 1
p

+

(
a1 − y1
a1 + x1

) 1
p
(
ap1 − |y1|p
a1 − y1

) 1
p

)p

.

Since y1 > 0, we have
ap1 − |y1|p
a1 − y1

=
ap1 − yp1
a1 − y1

,

which is the slope of the line joining the points (y1, y
p
1) and (a1, a

p
1). Using the mean

value theorem justifies the existence of some t0 ∈ (y1, a1) with

ap1 − yp1
a1 − y1

= p · tp−10 ≤ p · ap−11 .

For the inequality, notice that p ≥ 1, i.e. t 7→ tp−1 is monotonically increasing on

(y1, a1). A symmetry argument shows that
ap1−|x1|p
a1+x1

is bounded from above on (−a1, 0]

by the same constant. The monotonicity of the function t 7→ t
1
p gives

sup
x1∈(−a1,0]

(
ap1 − |x1|p
a1 + x1

) 1
p

= sup
y1∈[0,a1)

(
ap1 − |y1|p
a1 − y1

) 1
p

=
(
p · ap−11

) 1
p = p

1
p · a

p−1
p

1 .
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These considerations imply

s ≤
(
a2
a1

)p
· (a1 + x1) ·

(
p

1
p · a

p−1
p

1 +

(
a1 − y1
a1 + x1

) 1
p

p
1
p · a

p−1
p

1

)p

= (a1 + x1) ·
(
a2
a1

)p
· p · ap−11 ·

(
1 +

(
a1 − y1
a1 + x1

) 1
p

)p

.

The convexity of the function t 7→ tp leads to

(
1 + t

1
p

)p
= 2p ·

(
1

2
· 1 +

1

2
· t 1p
)p
≤ 2p ·

(
1

2
· 1 +

1

2
· t
)

= 2p−1 · (1 + t)

and hence

s ≤ (a1 + x1) ·
(
a2
a1

)p
· p · ap−11 · 2p−1 ·

(
1 +

a1 − y1
a1 + x1

)
.

Under the assumptions (x, y) ∈ Ep
δ and |x1| ≤ |y1| < a1 we have 0 < a1− y1 ≤ a1 +x1

and 0 < a1−y1
a1+x1

≤ 1. So, we obtain

s ≤ (a1 + x1) ·
(
a2
a1

)p
· p · ap−11 · 2p = (a1 + x1) ·

p(2a2)
p

a1
,

and from −a1 ≤ x1 ≤ −a1 + δ we finally get

s ≤ δ · p(2a2)
p

a1
.

The following corollary is an important implication of this lemma:

Corollary 5.19. For each r > 0, we can find δ > 0 sufficiently small, so that, for

all (x, y) ∈ Ep
δ , we have (x1, y1, s) ∈ B∗r (a).

This corollary justifies the consideration of (x1, y1, t) → a instead of (x, y) →
(−a1,0, a1,0). Now we can state an adapted version of Lemma 4.5:

Lemma 5.20. We have R(x1, y1, s) = o
(
G(x1, y1, s)

)
as δ → 0, uniformly on Ep

δ .

Proof. Notice that

R(x1, y1, t)

G(x1, y1, t)
=

R(x1, y1, t)

|(x1, y1, t)− a| ·
|(x1, y1, t)− a|
G(x1, y1, t)

= o(1)
|(x1, y1, t)− a|
G(x1, y1, t)
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as r → 0, where o(1) is uniformly on B∗r (a). From Corollary 5.19 we conclude

R(x1, y1, s)

G(x1, y1, s)
= o(1)

|(x1, y1, s)− a|
G(x1, y1, s)

(5.32)

as δ → 0, where o(1) is uniformly on Ep
δ . It remains to show that |(x1, y1, s) −

a|/G(x1, y1, s) is bounded on Ep
δ for small δ > 0. Assume without loss of generality

that |x1| ≤ |y1| < a1, and in a first step consider the numerator of the right-most

fraction of (5.32). With Lemma 5.18 we obtain for (x, y) ∈ Ep
δ

|(x1, y1, s)− a| =
√

(a1 + x1)2 + (a1 − y1)2 + s2

= (a1 + x1)

√
1 +

(
a1 − y1
a1 + x1

)2

+

(
s

a1 + x1

)2

≤ (a1 + x1)

√
2 +

(
p(2a2)p

a1

)2

.

In a second step we look at the denominator and use (5.31) to deduce that

G(x1, y1, s)

= (a1 + x1) + (a1 − y1)−
s

p(2a1)p−1

≥ (a1 + x1) + (a1 − y1)−
1

p(2a1)p−1
(a1 + x1)

(
a2
a1

)p
· p · (2a1)p−1 ·

(
1 +

a1 − y1
a1 + x1

)
= (a1 + x1) ·

(
1 +

a1 − y1
a1 + x1

−
(
a2
a1

)p
·
(

1 +
a1 − y1
a1 + x1

))
= (a1 + x1) ·

(
1−

(
a2
a1

)p)
·
(

1 +
a1 − y1
a1 + x1

)
.

From |x1| ≤ |y1| < a1 we have 0 < a1 − y1 ≤ a1 + x1 and hence a1−y1
a1+x1

> 0. Putting

both parts together yields

|(x1, y1, s)− a|
G(x1, y1, s)

≤
(a1 + x1) ·

√
2 +

(
p(2a2)p

a1

)2
(a1 + x1) ·

(
1−

(
a2
a1

)p) =

√
2 +

(
p(2a2)p

a1

)2
1−

(
a2
a1

)p ,

and the proof is finished.
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5.5.3 The shape of Ep close to the poles

As before we shift the set Ep
` to the right by a1 · e1 along the z1-axis and call this set

P p
1 . We get

P p
1 =

{
z ∈ Rd : 0 ≤ z1 ≤ a1,

( |z1 − a1|
a1

)p
+

d∑
k=2

( |zk|
ak

)p
≤ 1

}

=

{
z ∈ Rd : 0 ≤ z1 ≤ a1,

(
1− z1

a1

)p
+

d∑
k=2

( |zk|
ak

)p
≤ 1

}
.

Arguing in nearly the same way as in Remark 4.9 and observing the Taylor series

expansion of |x− y|p in (5.29), we are led to the definitions

ν :=
1

d+ p− 1

and

Tn(z) := ( npνz1 , n
ν z̃ ), z ∈ Rd, n ∈ N.

Now we can state and prove an adapted version of Lemma 4.6:

Lemma 5.21. Suppose the random vector V = (V1, . . . , Vd) has a density g on P p
1

with g(z) = p
(
1 + o(1)

)
as δ → 0, uniformly on P p

1 ∩ {z1 ≤ δ} for some p > 0.

Then, for each bounded Borel set B ⊂ Rd, we have P
(
Tn(V ) ∈ B

)
= κn(B)/n with

κn(B)→ p ·md

∣∣
P p

(B).

Proof. The proof closely parallels that of Lemma 4.6. Notice that the redefinition of

ν makes sure that

∆Tn(x) = det
(
diag (npν , nν , . . . , nν)

)
= n(d+p−1)ν = n.

The only difference lies in the convergence of the indicator functions 1 {z ∈ P p
n},

where P p
n := Tn

(
P p
1

)
. With (1− t)p = 1− pt+O(t2) for t close to 0 we get

P p
n =

{
z ∈ Rd : 0 ≤ z1

npν
≤ a1,

(
1− z1

a1npν

)p
+

d∑
k=2

( |zk|
aknν

)p
≤ 1

}

=

{
z ∈ Rd : 0 ≤ z1 ≤ npνa1, 1− p

z1
a1npν

+O

(
1

n2pν

)
+

d∑
k=2

( |zk|
aknν

)p
≤ 1

}

=

{
z ∈ Rd : 0 ≤ z1 ≤ npνa1, O

(
1

npν

)
+

d∑
k=2

( |zk|
ak

)p
≤ pz1

a1

}
(5.33)
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and hence 1 {z ∈ P p
n} → 1 {z ∈ P p} for almost all z ∈ Rd, observe (5.28) for the

definition of P p.

As in Remark 4.7, we need to take a look at the state space of the point processes:

Remark 5.22. For each p ∈ [1,∞) we have (1− t)p− (1− pt) ≥ 0 for t close enough

to 0. In other words: The part O (n−pν) figuring in (5.33) is always positive for large

enough n. This fact yields P p
n ⊂ P p, at least for sufficiently large n. So, we can

simply use P p as state space for the point processes in this setting.

With Lemma 5.21 we can copy Lemma 4.8 almost completely, we only have to

replace P (Hi) with P p.

5.5.4 Main part of the proof of Theorem 5.15

As stated before, the main part of the proof is very similar to that of Theorem 3.5 in

Section 4.3. Hence, we will only elaborate on the (small) differences.

Proof. According to Lemma 5.20, for each ε > 0 there is some δ > 0 so that

G(x1, y1, s)(1− ε) ≤ 2a− |x− y|p ≤ G(x1, y1, s)(1 + ε)

for each (x, y) ∈ Ep
δ . Now we define the random variables X1, X2, . . . , Y1, Y1, . . . and

In in the same way as in the proof of Theorem 3.5 and put

Sij :=
∣∣X̃i − Ỹj

∣∣p
p
.

As seen in (4.13), it suffices to examine min(i,j)∈In
{
npνG(Xi, Yj, Sij)

}
. In view of

(5.30) we get

npνG(Xi, Yj, Sij) = npν(a1 +Xi,1) + npν(a1 − Yj,1)−
1

p(2a1)p−1
∣∣nνX̃i − nν Ỹj

∣∣p
p

= G
(
npν
(
a1 +Xi,1

)
, nνX̃i , n

pν
(
a1 − Yj,1

)
, nν Ỹj

)
,

where

G :

P p × P p → R+,

(x, y) 7→ x1 + y1 − 1
p(2a1)p−1 |x̃− ỹ|pp.

Based on this function G we define the mapping Ĝ as seen in (4.16). As in the proof

of Theorem 3.5, we need that this function Ĝ is continuous. In view of the proof of

Lemma 4.10, we only have to show that G(x, y) ≥ c · (x1 + y1) for some c > 0 and
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each (x, y) ∈ P p × P p. The triangle inequality and the convexity of t 7→ tp yield

|x̃− ỹ|pp ≤
(
|x̃|p + |ỹ|p

)p
= 2p

(
1

2
· |x̃|p +

1

2
· |ỹ|p

)p
≤ 2p−1

(
|x̃|pp + |ỹ|pp

)
,

and since z ∈ P p implies |z̃|pp ≤ pap2
a1
· z1, we get

G(x, y) = x1 + y1 −
1

p(2a1)p−1
|x̃− ỹ|pp

≥ x1 + y1 −
1

p(2a1)p−1
· 2p−1

(
|x̃|pp + |ỹ|pp

)
≥ x1 + y1 −

1

pap−11

·
(
pap2
a1
· x1 +

pap2
a1
· y1
)

= x1 + y1 −
(
a2
a1

)p
· (x1 + y1)

=

(
1−

(
a2
a1

)p)
· (x1 + y1).

From a1 > a2 and the arguments given in the proof of Lemma 4.10, the continuity of

Ĝ follows. The remaining parts are clear.

5.6 No smoothness at the poles

In this section we illustrate that the smoothness of E at the poles (Condition 2) is

not necessary in order to obtain limiting results similar to those stated throughout

this work. As an easy example, we take d ≥ 3 and consider the set

Ê :=
d⋂
i=2

Ei

with

Ei :=

{
z ∈ Rd :

(
z1
a1

)2

+

(
zi
ai

)2

≤ 1

}

and a1 > a2 ≥ a3 ≥ . . . ≥ ad > 0, so that a1 >
√
a22 + . . .+ a2d. For an illustration

of this set in three dimensions, see Figure 5.36 on page 113. First of all, we have

to demonstrate that Ê has a unique diameter, so that Condition 1 is fulfilled. This

property is an implication of the following lemma:
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Lemma 5.23. The set Ê is a subset of a d-dimensional ellipsoid with half-axes

a1,
√
a22 + . . .+ a2d, . . . ,

√
a22 + . . .+ a2d.

Proof. For each z ∈ Ê we have

(
z1
a1

)2

+

(
z2√

a22 + . . .+ a2d

)2

+ . . .+

(
zd√

a22 + . . .+ a2d

)2

=

(
z1
a1

)2

+
z22 + . . .+ z2d
a22 + . . .+ a2d

=

(
z1
a1

)2 d∑
i=2

a2i
a22 + . . .+ a2d

+
d∑
i=2

a2i
a22 + . . .+ a2d

(
zi
ai

)2

=
d∑
i=2

a2i
a22 + . . .+ a2d

[(
z1
a1

)2

+

(
zi
ai

)2
]

≤
d∑
i=2

a2i
a22 + . . .+ a2d

= 1.

This result and the choice a1 >
√
a22 + . . .+ a2d make clear that the set Ê has a

unique diameter between the poles (−a1,0) and (a1,0). But the boundary of Ê is

not smooth at these points, i.e. Condition 2 is not fulfilled. Nevertheless, we can

show a limiting result for densities supported by Ê, that are continuous and bounded

away from 0 at the poles (as seen before in Condition 4). For this purpose, we define

the new limiting set

P̂ :=

{
z ∈ Rd :

(
z2
a2

)2

≤ 2z1
a1

, . . . ,

(
zd
ad

)2

≤ 2z1
a1

}
.

Figure 5.36 displays the sets Ê (left) and P̂ (right) for the case d = 3, a1 = 1,

a2 = a3 = 1/2.

Theorem 5.24. Let f fulfill Condition 4 for a = a1 and with E replaced with Ê.

We then have

n
2
d+1

(
2a1 − diam(Zn)

) D−→ min
i,j≥1

{
Xi,1 + Yj,1 −

1

4a1

∣∣X̃i − Ỹj∣∣2} ,
where {Xi, i ≥ 1} D= PRM

(
p` · md

∣∣
P̂

)
and {Yj, j ≥ 1} D= PRM

(
pr · md

∣∣
P̂

)
are in-

dependent Poisson processes. The same holds true if we replace diam(Zn) with

Mn.
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Figure 5.36: The boundaries of the sets Ê (left) and P̂ (right) for the case d = 3,
a1 = 1, a2 = a3 = 1/2.

Proof. The only relevant change in comparison to the proof of Theorem 3.5 occurs

in the proof of Lemma 4.6. Shifting the set Ê ∩ {z1 < 0} to the right by a1 · e1 along

the z1-axis and calling this set P̂1 yields

P̂1 =
d⋂
i=2

{
z ∈ Rd :

(
z1 − a1
a1

)2

+

(
zi
ai

)2

≤ 1, 0 ≤ z1 < a1

}
.

Then, the corresponding part in the proof of Lemma 4.6 changes to

Tn
(
P̂1

)
=
{
z ∈ Rd : T−1n (z) ∈ P̂1

}
=

d⋂
i=2

{
z ∈ Rd :

( z1
n2ν − a1
a1

)2

+

(
zi
nνai

)2

≤ 1, 0 ≤ z1
n2ν

< a1

}

=
d⋂
i=2

{
z ∈ Rd :

z21
n4νa21

− 2z1
n2νa1

+ 1 +

(
zi
nνai

)2

≤ 1, 0 ≤ z1
n2ν

< a1

}

=
d⋂
i=2

{
z ∈ Rd :

z21
n2νa21

+

(
zi
ai

)2

≤ 2z1
a1
, 0 ≤ z1 < a1n

2ν

}
,

and we obtain 1
{
z ∈ Tn

(
P̂1

)}
→ 1

{
z ∈ P̂

}
for almost all z ∈ Rd.

We want to illustrate this theorem for the case that the underlying points are

uniformly distributed in Ê:

Example 5.25. If we assume that Z is the uniform distribution in Ê, we can apply

Theorem 5.24 with

p` = pr =
1

md

(
Ê
) =

(
2d−1 · Γ

(
d+1
2

)√
π

Γ
(
d
2

+ 1
) · d∏

i=1

ai

)−1
> 0. (5.34)

For d = 3, a1 = 1 and a2 = a3 = 1/2, the result of a simulation study is illustrated in
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Figure 5.37. Notice that the corresponding sets Ê and P̂ were already illustrated in

Figure 5.36.

Short title 1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0

0.2

0.4

0.6

0.8

1

Nicht glatte Menge

a1 = 1

a2 = 0.5

a3 = 0.5

Simm = 5.000

Simn = 1.000

Gamma b = 10, daraus folgt hier b ≈ 3.65

mhilf = 5.000

solid: EMP VF,

dashed: Simulierte Grenzverteilung

Figure 5.37: Empirical distribution function of n1/2(2 − Mn) in the setting of
Example 5.25 for d = 3 with a1 = 1, a2 = a3 = 1/2, n = 1000 (solid, 5000
replications). The limit distribution is approximated in the same way as
described after Example 5.4 with b ≈ 3.65 (dashed, 5000 replications).

For reasons of completeness, we show that the last equality figuring in (5.34) holds

true. Writing

S(z1) :=
{
z̃ ∈ Rd−1 : (z1, z̃) ∈ Ê

}
=

z̃ ∈ Rd−1 : |z2| ≤ a2

√
1−

(
z1
a1

)2

, . . . , |zd| ≤ ad

√
1−

(
z1
a1

)2


for z1 ∈ [−a1, a1], we get

md−1
(
S(z1)

)
=

d∏
i=2

2ai

√
1−

(
z1
a1

)2

= 2d−1

(
1−

(
z1
a1

)2
) d−1

2 d∏
i=2

ai,

and by applying Cavalieri’s principle we obtain

md

(
Ê
)

= 2

∫ a1

0

md−1
(
S(z1)

)
dz1 = 2d

(
d∏
i=2

ai

)∫ a1

0

(
1−

(
z1
a1

)2
) d−1

2

dz1.
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Substituting (z1/a1)
2 = s yields z1 = a1

√
s, dz1 = a1

2
s−

1
2 ds and hence

md

(
Ê
)

= 2d

(
d∏
i=2

ai

)
· a1

2

∫ 1

0

(1− s) d−1
2 s−

1
2 ds

= 2d−1

(
d∏
i=1

ai

)
·B
(
d+ 1

2
,
1

2

)

= 2d−1 · Γ
(
d+1
2

)√
π

Γ
(
d
2

+ 1
) · d∏

i=1

ai.





CHAPTER 6

Generalizations 2 - Sets with no unique

diameter

In this section we consider sets with no unique diameter, i.e. we no longer assume that

Condition 1 holds true. Basically, there are two different ways to modify this condition.

The first is given by sets, having k pairs of poles, where 1 < k <∞, see Condition 10

below for a formal definition. Such sets will be studied in Subsection 6.1.1. An

alternative modification of Condition 1 is – heuristically spoken in three dimensions –

given by sets with an equator, for example a three-dimensional ellipsoid with half-axes

1, 1 and 1/2. For Pearson Type II distributed points in d-dimensional ellipsoids with

at least two but less than d major half-axes, we still do not know whether a limit

distribution for Mn exists, or not. However, at least for each of these Pearson Type II

distributions, Section 6.2 exhibits bounds for the limit distribution of Mn, provided

that such a limit law exists.

6.1 Several major axes

6.1.1 General setting

In this section we consider closed sets with more than one, but finitely many pairs of

poles. To this end, we formulate a more general version of Condition 1:
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Condition 10. Let E ⊂ Rd be closed, a > 0 , k ≥ 2 and x(1), . . . , x(k), y(1), . . . , y(k) ∈
E so that

diam(E) =
∣∣x(1) − y(1)∣∣ = . . . =

∣∣x(k) − y(k)∣∣ = 2a

and (
x(i), y(i)

)
6=
(
x(j), y(j)

)
6=
(
y(i), x(i)

)
(6.1)

for i 6= j. Furthermore, we assume

|x− y| < 2a for each (x, y) ∈
(
E\
{
x(1), . . . , x(k), y(1), . . . , y(k)

} )
× E.

As in Condition 1, it is very important to assume E to be closed, see the comments

after Condition 1. Observe that (6.1) makes sure that no pair of poles (points with

distance 2a) is considered twice. We want to emphasize the assumption k < ∞
in Condition 10. Sets with an equator – like an ellipsoid in R3 with half-axes

a1 = a2 > a3 – are explicitly excluded by this condition, see Section 6.2 for some

considerations in this setting.

For m ∈ {1, . . . , k}, let φ(m) be a rigid motion of Rd with φ(m)
(
x(m)

)
= (−a,0) and

φ(m)
(
y(m)

)
= (a,0). If f is a density with support E, we write f (m) := f ◦ (φ(m))−1

for the transformed density supported by φ(m)(E). Our basic assumption in this

section will be that, for each m ∈ {1, . . . , k}, the set φ(m)(E) and the density f (m)

fulfill all the requirements of Theorem 3.5, formally:

Condition 11. For each m ∈ {1, . . . , k}, we assume that φ(m)(E) satisfies Condi-

tions 2 and 3, and that the density f (m) fulfills Condition 4 with respect to some

constants p
(m)
` , p

(m)
r > 0.

Figure 6.1 illustrates the setting under Conditions 10 and 11 in two dimensions for

the case k = 2. Appel et al. [3] investigated a similar setting in two dimensions for

sets with boundary functions that – in contrast to Condition 11 – decay faster to

zero at the poles than a square-root. In that setting, it was necessary to demand

that any two different major axes have no vertex in common. Under Condition 11,

this requirement is given by definition: None of the points x(1), . . . , x(k), y(1), . . . , y(k)

can be part of more than one pair of points with distance 2a, or, in other words, the

set E has exactly 2k poles, see the following lemma.

Lemma 6.1. Under Conditions 10 and 11 we have

∣∣ {x(1), . . . , x(k), y(1), . . . , y(k)} ∣∣ = 2k.
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y(1)x(1)

y(2)

x(2)

Figure 6.1: The setting under Condition 10 and Condition 11 in two dimensions for
k = 2.

Proof. Without loss of generality, we consider the case x(1) = (−a,0) and y(1) = (a,0),

otherwise we move E in a suitable way. Let t ∈
{
x(2), . . . , x(k), y(2), . . . , y(k)

}
and

assume that ∣∣x(1) − t∣∣ = 2a,

i.e. t ∈ ∂B2a

(
(−a,0)

)
. In view of (6.1), we obtain t 6= y(1) = (a,0) and together with

t ∈ ∂B2a

(
(−a,0)

)
, it follows that t̃ 6= 0, where t̃ denotes the last d− 1 components

of t, as before. Hence, −e1 is no normal vector on the surface of the ball B2a (t) at

the point x(1) = (−a,0). Figure 6.2 illustrates this setting in the (z1, z2)-plane for

the special case t ∈Mr and t2 6= 0.

Mr

z1

z2

0

2a

t

2a

x
x(1) y(1)

Figure 6.2: Illustration for the proof of Lemma 6.1.
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From Lemma 3.2 we know that the linear tangent space to E at the left pole

x(1) is the plane {z1 = 0}. Putting these two parts together we can infer that there

is a point x in ∂B2a (t) with x ∈ int(E). But this fact contradicts the standing

assumption that diam(E) = 2a.

Because of Lemma 6.1, there exists an ε > 0 so that the balls

Bε

(
x(1)
)
, . . . , Bε

(
x(k)
)
, Bε

(
y(1)
)
, . . . , Bε

(
y(k)
)

are pairwise disjoint. For m ∈ {1, . . . , k} we define the set

E(m) := E ∩
(
Bε

(
x(m)

)
∪Bε

(
y(m)

))
.

After moving E(m) via φ(m) into the suitable position, Theorem 3.5 is applicable for

each m ∈ {1, . . . , k}. We consider again the Poisson process Zn =
∑Nn

i=1 εZi , defined

in Section 2.2. Since the sets E(1), . . . , E(k) are pairwise disjoint, the restrictions

Zn

(
· ∩ E(1)

)
, . . . ,Zn

(
· ∩ E(k)

)
are independent Poisson processes. Consequently, for

m ∈ {1, . . . , k}, the maximum distances of points lying in E(m) are independent

random variables. With

I(m)
n :=

{
(i, j) : 1 ≤ i, j ≤ Nn, (Zi, Zj) ∈ E(m) × E(m)

}
for m ∈ {1, . . . , k}, we obtain I

(m)
n 6= ∅ for sufficiently large n for each m ∈ {1, . . . , k}

almost surely and hence

2a− max
1≤i,j≤Nn

|Zi − Zj| = 2a− max
1≤m≤k

{
max

(i,j)∈I(m)
n

|Zi − Zj|
}

= 2a+ min
1≤m≤k

{
− max

(i,j)∈I(m)
n

|Zi − Zj|
}

= min
1≤m≤k

{
2a− max

(i,j)∈I(m)
n

|Zi − Zj|
}
.

As mentioned before, we can apply Theorem 3.5 to each of the random variables

max
(i,j)∈I(m)

n
|Zi − Zj|, and since these k random variables are independent for each

n ∈ N, the k limiting random variables inherit this property. Hence, we obtain as

limiting distribution of the maximum distance of points within E a minimum of k

independent random variables, each of which can be described as seen in Theorem 3.5.

After stating one last definition we can formulate a generalized version of our main
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result Theorem 3.5. Instead of H` and Hr we write H
(m)
` and H

(m)
r for the Hessian

matrices of the corresponding boundary functions of E(m) at the poles, m ∈ {1, . . . , k}.

Theorem 6.2. Under Condition 10 and Condition 11 we have

n
2
d+1

(
2a− diam(Zn)

) D−→ min
1≤m≤k

Z(m),

with independent random variables Z(1), . . . , Z(k), fulfilling

Z(m) D= min
i,j≥1

{
X (m)
i,1 + Y(m)

j,1 −
1

4a

∣∣X̃ (m)
i − Ỹ(m)

j

∣∣2} ,
where all the Poisson processes

{
X (m)
i , i ≥ 1

}
D
= PRM

(
p
(m)
` · md

∣∣
P
(
H

(m)
`

)) and{
Y(m)
j , j ≥ 1

}
D
= PRM

(
p
(m)
r ·md

∣∣
P
(
H

(m)
r

)), m ∈ {1, . . . , k}, are independent. The

same result holds true if we replace diam(Zn) with Mn.

Example 6.3. For d = 2 and a1 > a2, consider the uniform distribution in a union

of two ellipses

E :=

{
z ∈ R2 :

(
z1
a1

)2

+

(
z2
a2

)2

≤ 1

}
∪
{
z ∈ R2 :

(
z1
a2

)2

+

(
z2
a1

)2

≤ 1

}
.

Then, we can apply Theorem 6.2 with k = 2 and a = a1. In this case, because of

symmetry, the random variables Z(1) and Z(2) are not only independent, but also iden-

tically distributed. The calculation of the pertaining parameters is straightforward,

cf. Remark 3.6. Several ways of generalizing this result are obvious: We can define

such a union of more than two ellipsoids in higher dimensions with different minor

half axes. Notice that it is not at all necessary that the major axes are orthogonal

with respect to each other. Figure 6.3 shows one of these generalizations for d = 3

with half-axes 1, 1
4

and 1
4
.
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Figure 6.3: The union set of three ellipsoids in three dimensions with half-axes 1, 1/4
and 1/4.

6.1.2 Application to p-balls for p > 2

Consider for p > 2 the ball of radius r > 0 with respect to the p-norm, formally

Ep
r :=

{
z ∈ Rd : |z|p ≤ r

}
.

For z ∈ Rd, Hölder’s inequality gives

d∑
j=1

z2j =
d∑
j=1

z2j · 1 ≤
(

d∑
j=1

(
z2j
) p

2

) 2
p

· d1− 2
p =

(
d∑
j=1

|zj|p
) 2

p

· d1− 2
p = |z|2p · d1−

2
p ,

with equality only for

(z2j )
p
2 =

d∑
k=1

(z2k)
p
2

d∑
k=1

1

· 1, j ∈ {1, . . . , d} ⇐⇒ |zj|p =
1

d

d∑
k=1

|zk|p, j ∈ {1, . . . , d}

⇐⇒ |z1| = . . . = |zd|.
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Hence, for z ∈ Ep
r we obtain |z| ≤ r · d 1

2
− 1
p , with equality only in the case

|z1| = . . . = |zd| =
(
rp

d

) 1
p

=: τ.

The triangle inequality shows that the set Ep
r has 2d−1 pairs of poles (i.e. 2d poles),

and each pole is given by (±τ, . . . ,±τ). If x(m) is a pole, the corresponding opposite

pole is −x(m), and we can conclude that

diam(Ep
r ) = 2rd

1
2
− 1
p .

Hence, we put

a :=
diam(Ep

r )

2
= rd

1
2
− 1
p . (6.2)

The curvature of ∂Ep
r at each of the 2d poles is very easy to describe: At each pole,

all d− 1 principal curvatures coincide. Being more precise, we have the following

result:

Lemma 6.4. At each of the 2d poles, the boundary of Ep
r has the principal curvature

κ :=
(p− 1)d

1
p
− 1

2

r
(6.3)

with multiplicity d− 1.

The proof of this result will be given at the end of this subsection.

Remark 6.5. In the case p = 2, which is deliberately excluded in this context, the

calculations in the proof of Lemma 6.4 would be exactly the same, and so (6.3) would

simplify to κ = 1/r in each dimension. It is a well-known fact that 1/r is the constant

curvature of the boundary of an Euclidean ball with radius r. In Example 3.4 and

Example 5.10 we have already used this result.

Using p > 2, (6.2) and (6.3) we obtain

1

κ
+

1

κ
=

2r

(p− 1)d
1
p
− 1

2

=
2rd

1
2
− 1
p

p− 1
=

2a

p− 1
< 2a.

Hence, condition (3.10), which in turn is sufficient for Condition 3, holds true. We

thus can apply Theorem 6.2 with k = 2d−1 for suitable distributions supported by

Ep
r , namely those with a density that is continuous and bounded away from 0 at each
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of the 2d poles. The representation of the limiting sets stated in (3.16) yields

P
(
H

(m)
`

)
= P

(
H(m)
r

)
=

{
(z1, z̃) ∈ Rd :

κ

2

d∑
j=2

z2j ≤ z1

}

for m ∈
{

1, . . . , 2d−1
}
.

Example 6.6. The easiest example in this context is given by the uniform distribu-

tion in Ep
r . Using the aforesaid considerations and a formula for the volume of unit

p-balls stated in Wang [25], we see that Theorem 6.2 is applicable putting a = rd
1
2
− 1
p ,

k = 2d−1 and

p
(1)
` = p(1)r = . . . = p

(2d−1)
` = p(2

d−1)
r =

1

md(E
p
r )

=


(

2rΓ
(

1 + 1
p

))d
Γ
(

1 + d
p

)

−1

> 0.

Figures 6.4 and 6.5 illustrate the results of a simulation study in this case for d = 2

with r = 1, p ∈ {3, 10} and n = 1000.Short title 1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
0

0.2

0.4

0.6

0.8

1

p-Ball und 2-Norm

p = 3

a1 = 1

Simm = 5.000

Simn = 1.000

b = 10

mhilf = 5.000

solid: EMP VF,

dashed: Simulierte Grenzverteilung

Figure 6.4: Empirical distribution function of n2/3(2a − Mn) in the setting of
Example 6.6 for d = 2 with r = 1, p = 3, n = 1000 (solid, 5000 repli-
cations). The limit distribution is approximated in the same way as
described after Corollary 3.7 with b = 10 (dashed, 5000 replications).

At least in principle, similar results can be obtained for general p-superellipsoids,

given by {
z ∈ Rd :

d∑
j=1

( |zj|
aj

)p
≤ 1

}
,

where p > 2 and a1 ≥ a2 ≥ . . . ≥ ad. But, without the assumption a1 = . . . = ad

of symmetry, the calculations in the proof of Lemma 6.4 can become very intricate.

Moreover, without such an assumption, even the localisation of the poles can become
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Short title 1

0 1 2 3 4 5 6 7 8 9 10 11
0

0.2

0.4
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0.8
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p-Ball und 2-Norm
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Simn = 1.000

b = 10

mhilf = 5.000
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dashed: Simulierte Grenzverteilung

Figure 6.5: Empirical distribution function of n2/3(2a − Mn) in the setting of
Example 6.6 for d = 2 with r = 1, p = 10, n = 1000 (solid, 5000
replications). The limit distribution is approximated in the same way as
described after Corollary 3.7 with b = 10 (dashed, 5000 replications).

very complicated in higher dimensions. We omit details for this general setting and

conclude this section with the missing proof of Lemma 6.4.

Proof of Lemma 6.4. From a purely formal perspective, we would have to rotate

Ep
r in such a way that one pair of poles is getting mapped to (−a,0) and (a,0),

in order to be able to apply Theorem 3.5. But, since the principal curvatures are

invariant under rigid motions, we can calculate them directly on the original set

Ep
r . For reasons of symmetry, it suffices to investigate only the first ‘hyper-d-tant’

{z ≥ 0} :=
{
z ∈ Rd : z1 ≥ 0, . . . , zd ≥ 0

}
. For this set we have

∂Ep
r ∩ {z ≥ 0} = {z ≥ 0 : zp1 + . . .+ zpd = rp} ,

and hence

z1 = (rp − zp2 − . . .− zpd)
1
p =: s(z̃).

Defining s :
{
z̃ ∈ Rd−1+ : zp2 + . . .+ zpd < rp

}
→ Rd+ by s(z̃) :=

(
s(z̃), z̃

)
, we can use

the results of Subsection A.2.2 to calculate the principal curvatures and directions of

s at the point s(τ̃ ∗), where τ̃ ∗ = (τ, . . . , τ) ∈ Rd−1. For i, j ∈ {2, . . . , d} we get

si(z̃) =
1

p
(rp − zp2 − . . .− zpd)

1
p
−1 ·

(
−pzp−1i

)
= − (rp − zp2 − . . .− zpd)

1
p
−1 · zp−1i
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and

sij(z̃) =


−
((

rp −
d∑

k=2

zpk

) 1
p
−1

zp−2i +

(
rp −

d∑
k=2

zpk

) 1
p
−2

z2p−2i

)
(p− 1) , i = j

−
(
rp −

d∑
k=2

zpk

) 1
p
−2

zp−1i zp−1j (p− 1) , i 6= j.

With the matrices G(τ̃ ∗) and B(τ̃ ∗) as stated in Subsection A.2.2, we have to calculate

the eigenvalues of the matrix

L(τ̃ ∗) = G(τ̃ ∗)−1B(τ̃ ∗).

Because of

si(τ̃
∗) = −

(
rp − (d− 1)

rp

d

) 1
p
−1(

rp

d

) p−1
p

= −r1−p
(

1

d

) 1−p
p
(
rp

d

) p−1
p

= −r1−p+p−1
(

1

d

) 1−p+p−1
p

= −1,

it follows from (A.1) that

G(τ̃ ∗) =



2 1 1 . . . 1

1 2 1 . . . 1
...

. . . . . . . . .
...

1 . . . 1 2 1

1 . . . 1 1 2


.



6.1 Several major axes 127

For i 6= j we have

sij(τ̃
∗) = −

(
rp − (d− 1)

rp

d

) 1
p
−2(

rp

d

) p−1
p
(
rp

d

) p−1
p

(p− 1)

= −r1−2p
(

1

d

) 1
p
−2

r2p−2
(

1

d

)2− 2
p

(p− 1)

= −r−1
(

1

d

)− 1
p

(p− 1)

= −(p− 1)d
1
p

r
,

and in the same way we obtain

sii(τ̃
∗)

= −
((

rp − (d− 1)
rp

d

) 1
p
−1(

rp

d

) p−2
p

+

(
rp − (d− 1)

rp

d

) 1
p
−2(

rp

d

) 2p−2
p

)
(p− 1)

= −
(
r1−p

(
1

d

) 1
p
−1

rp−2
(

1

d

)1− 2
p

+ r1−2p
(

1

d

) 1
p
−2

r2p−2
(

1

d

)2− 2
p

)
(p− 1)

= −
(
r−1
(

1

d

)− 1
p

+ r−1
(

1

d

)− 1
p

)
(p− 1)

= − 2(p− 1)d
1
p

r
.

Now,
1√

1 +
∑d

j=2 sj(τ̃
∗)2

=
1√

1 +
∑d

j=2(−1)2
=

1√
1 + d− 1

=
1√
d
,

and (A.2) yields

B(τ̃ ∗) = ± 1√
d

(
−(p− 1)d

1
p

r

)


2 1 1 . . . 1

1 2 1 . . . 1
...

. . . . . . . . .
...

1 . . . 1 2 1

1 . . . 1 1 2


= ∓(p− 1)d

1
p
− 1

2

r
G(τ̃ ∗).

We thus have

L(τ̃ ∗) = G(τ̃ ∗)−1B(τ̃ ∗) = ∓(p− 1)d
1
p
− 1

2

r
G(τ̃ ∗)−1G(τ̃ ∗) = ∓(p− 1)d

1
p
− 1

2

r
Id−1.
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We choose the inner unit normal vector in order to render the eigenvalues of L(τ̃ ∗)

positive. Then, L(τ̃ ∗) possesses the eigenvalue

κ =
(p− 1)d

1
p
− 1

2

r

with multiplicity d− 1. Since the eigenvalue κ has multiplicity d− 1, each direction

in the tangent space of s at the pole s(τ̃ ∗) is a principal direction with respect

to κ. Notice that all these calculations continue to hold if we put p = 2 to show

Remark 6.5.

6.2 Ellipsoids with no unique major half-axis

6.2.1 Main results

In this section, we fix d ≥ 3 and e ∈ {2, . . . , d− 1} and consider the d-dimensional

ellipsoid E with half-axes a1 = . . . = ae = 1 and 1 > ae+1 ≥ . . . ≥ ad, formally:

E =

{
z ∈ Rd : z21 + . . .+ z2e +

(
ze+1

ae+1

)2

+ . . .+

(
zd
ad

)2

≤ 1

}
.

There is no loss of generality in assuming that the e major half-axes have length 1.

Otherwise, one would only have to scale E and Mn in a suitable way. We assume

that the points Z1, Z2, . . . are independent and identically distributed according to a

Pearson Type II distribution with parameter β > −1 on int(E). This means that

the density of Z1 is given by

f(z) = c1 ·
(
1− z>Σ−1z

)β · 1 {z ∈ int(E)} ,

where Σ := diag(1, . . . , 1, a2e+1, . . . , a
2
d) ∈ Rd×d and

c1 :=
Γ
(
d
2

+ β + 1
)

Γ (β + 1) π
d
2

∏d
i=e+1 ai

,

see Example 5.4 and recall a1 = . . . = ae = 1. Notice that we could use E itself

instead of int(E) as support of f for β ≥ 0. But, since ∂E has no influence at all on

the limiting behavior of Mn in our setting, the consideration of int(E) instead of E

means no loss of generality. In this setting, we cannot state an exact limit theorem

for

Mn = max
1≤i,j≤n

|Zi − Zj|.
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However, by considering the projections Z1, Z2, . . . of Z1, Z2, . . . onto the first e

components and investigating

Mn := max
1≤i,j≤n

|Zi − Zj|,

we can establish bounds for the unknown limit distribution, if it exists. To this end,

we consider Rd as Re × Rd−e and write z := (z1, . . . , ze) for z = (z1, . . . , zd) ∈ Rd. In

the same way, we put Zn := (Zn,1, . . . , Zn,e) for Zn = (Zn,1, . . . , Zn,d) and n ∈ N. Ob-

viously, the random variables Z1, Z2, . . . are independent and identically distributed.

Taking some orthogonal matrix Qe ∈ Re×e and putting Q := diag(Qe, Id−e), the

special form of Σ yields

f(Qz) = c1 ·
(
1− z>Q>Σ−1Qz

)β
= c1 ·

(
1− z>Σ−1z

)β
= f(z)

for each z ∈ int(E), and we can conclude that the distribution of Z1, Z2, . . . is spher-

ically symmetric on the unit ball Be. In addition to that, the proof of Lemma 6.8

will reveal that this distribution solely depends on d, e and β, not on ae+1, . . . , ad.

The great advantage of assuming a1 = . . . = ae = 1 is that we can directly apply a

result of Lao [16] for the maximum distance of the random points Z1, Z2, . . . lying in

Be. Being more precise, we will use the following result:

Lemma 6.7 (Corollary 3.7 in Lao [16]). If the i.i.d. points X1, X2, . . . have a

spherically symmetric distribution in Be, e ≥ 2, and

P
(
1− |X1| ≤ s

)
∼ asα

as s ↓ 0, we have

lim
n→∞

P
((σ

2

) 2
e−1+4α · n 4

e−1+4α ·
(

2− max
1≤i,j≤n

|Xi −Xj|
)
≤ t

)
= 1− exp

(
−t e−1

2
+2α
)
,

t > 0, where

σ :=
2e−2Γ

(
e
2

)
a2Γ(α + 1)2√

πΓ
(
e+1
2

+ 2α
) .

The next lemma shows that this result is applicable for the random variables

Z1, Z2, . . .:
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Lemma 6.8. With

a :=
Γ
(
d
2

+ β + 1
)

Γ
(
d−e
2

+ β + 2
) · π− e2 · e · ωe · 2 d−e

2
+β

and

α :=
d− e

2
+ β + 1,

we have

P
(
1− |Z1| ≤ s

)
∼ asα

as s ↓ 0

The proof of this lemma can be found in Subsection 6.2.2. Using the definition of

σ in Lemma 6.7 with a and α given by Lemma 6.8, we put

bn :=
(σ

2

) 2
2d−e+4β+3 · n 4

2d−e+4β+3 , n ≥ 1. (6.4)

Furthermore, we let

G(t) := 1− exp
(
−t 2d−e+4β+3

2

)
(6.5)

for t ≥ 0. Regarding these definitions, notice that

2

e− 1 + 4α
=

2

e− 1 + 4
(
d−e
2

+ β + 1
)

=
2

e− 1 + 2d− 2e+ 4β + 4

=
2

2d− e+ 4β + 3

and hence

e− 1

2
+ 2α =

e− 1 + 4α

2
=

2d− e+ 4β + 3

2
.

With Lemma 6.7 and Lemma 6.8 we get

P
(
bn(2−Mn) ≤ t

)
→ G(t). (6.6)

But, since our focus lies on the asymptotic behavior of of max1≤i,j≤n |Zi − Zj|,
not on that of max1≤i,j≤n |Zi − Zj|, we have to find some useful relation between
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these two random variables. The key to success will be the following lemma, which

provides bounds for |x− y|, x, y ∈ E, that depend merely on x, y and the half-axis

ae+1.

Lemma 6.9. Putting

g(x, y) :=

√(
|x|+ |y|

)2
+ 2a2e+1

(
2− |x|2 − |y|2

)
,

we have

|x− y| ≤ |x− y| ≤ g(x, y)

for all x, y ∈ E.

The proof of this lemma will be given in Subsection 6.2.2. Using the convergence

given in (6.6) and Lemma 6.9, we can now state the main result of this section:

Theorem 6.10. Under the standing assumptions of this section we have

G(t) ≤ lim inf
n→∞

P
(
bn(2−Mn) ≤ t

)
≤ lim sup

n→∞
P
(
bn(2−Mn) ≤ t

)
(6.7)

≤ G

(
t

1− a2e+1

)
, t ≥ 0,

where bn and G are given in (6.4) and (6.5), respectively.

Before we give the proof of Theorem 6.10, we want to state an important corollary

and illustrate the result by means of a simulation study.

Corollary 6.11. From Theorem 6.10 we immediately know that the sequence(
n

4
2d−e+4β+3 (2−Mn)

)
n∈N

is tight. So, if there are a positive sequence (an)n∈N and a non-degenerate distribution

function F with P
(
an(2 −Mn) ≤ t

)
→ F (t), t ≥ 0, we can conclude that an ∼

c · n 4
2d−e+4β+3 for some fixed c ∈ R.

For our simulation study we only consider the uniform distribution in E, i.e.

we put β = 0. In a first step we take d = 3 with e = 2 for the four cases

a3 ∈ {0.25, 0.5, 0.75, 0.9} and in a second step d = 6 with e = 2, a3 = 0.9 and the

two cases a4 = . . . = a6 ∈ {0.1, 0.9}. In each of the following figures, the empirical

distribution function of bn(2−Mn) is plotted solid and that of bn(2−Mn) dashed. In
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each case, the lower dotted curve is the graph of the function G(t), the upper dotted

curve that of G
(
t/(1− a23)

)
. Since Mn ≥Mn, the solid curve always lies above the

dashed curve and from Lemma 6.7 and Lemma 6.8 we know that the dashed curve

converges to the lower dotted curve as n tends to infinity. For our simulation study

we have chosen n = 100000. In each of the following figures the convergence of the

dashed curve to the limit law G(t) is seen to be slow. For ‘small’ a3, the difference

between Mn and Mn is ‘small’, too, and thus the dashed and the solid empirical

distribution functions are lying close to each other, see for example Figure 6.6. In

this case, the dotted bounding functions are lying close to each other, too. So, in this

case Theorem 6.10 provides a small range for the possible limiting distribution of

bn(2−Mn), but the inequalities given in (6.7) only hold for ‘large’ n. The larger we

choose a3 < 1, the bigger the difference between Mn and Mn gets. Due to this fact,

in this case the inequalities given in (6.7) can hold for smaller n, but the difference

between the two dotted bounding functions can become very big, see Figures 6.9 to

6.11. Another interesting effect in higher dimensions can be observed by comparing

Figures 6.10 and 6.11. The higher the number of half-axes of size ae+1 gets, the

bigger the difference between Mn and Mn becomes. Due to this fact, the solid curve

in Figure 6.11 (d = 6, a3 = . . . = a6 = 0.9) lies much more in the middle of the two

dotted bounding functions than in Figure 6.10 (d = 6, a3 = 0.9, a4 = a5 = a6 = 0.1).Short title 1
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Mehrere grosse Halbachsen

d = 3

a1 = 1
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a3 = 0.25

Simm = 5.000

Simn = 100.000

solid: EMP VF der wahren Punkte,

dashed: EMP VF der Projektionen,

dotted: Grenzen fr die Verteilungsfunktion der wahren Punkte

dashed strebt gegen die untere dotted!

Figure 6.6: Empirical distribution functions of bn(2 −Mn) (solid) and bn(2 −Mn)
(dashed) for d = 3 with e = 2, a3 = 0.25 and n = 100000 (5000 replica-
tions). The dotted curves are the bounding functions G(t) (lower) and
G
(
t/(1− 0.252)

)
(upper).
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Short title 1
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d = 3
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solid: EMP VF der wahren Punkte,

dashed: EMP VF der Projektionen,

dotted: Grenzen fr die Verteilungsfunktion der wahren Punkte

dashed strebt gegen die untere dotted!

Figure 6.7: Empirical distribution functions of bn(2 −Mn) (solid) and bn(2 −Mn)
(dashed) for d = 3 with e = 2, a3 = 0.5 and n = 100000 (5000 replications).
The dotted curves are the bounding functions G(t) (lower) and G

(
t/(1−

0.52)
)

(upper).Short title 1
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solid: EMP VF der Projektionen,

dashed: EMP VF der wahren Punkte,

dotted: Grenzen fr die Verteilungsfunktion der wahren Punkte

solid strebt gegen die untere dotted!

Figure 6.8: Empirical distribution functions of bn(2 −Mn) (solid) and bn(2 −Mn)
(dashed) for d = 3 with e = 2, a3 = 0.75 and n = 100000 (5000 replica-
tions). The dotted curves are the bounding functions G(t) (lower) and
G
(
t/(1− 0.752)

)
(upper).Short title 1
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Simm = 5.000

Simn = 100.000

solid: EMP VF der Projektionen,

dashed: EMP VF der wahren Punkte,

dotted: Grenzen fr die Verteilungsfunktion der wahren Punkte

solid strebt gegen die untere dotted!

Figure 6.9: Empirical distribution functions of bn(2 −Mn) (solid) and bn(2 −Mn)
(dashed) for d = 3 with e = 2, a3 = 0.9 and n = 100000 (5000 replications).
The dotted curves are the bounding functions G(t) (lower) and G

(
t/(1−

0.92)
)

(upper).
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Short title 1
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d = 6

a1 = 1

a2 = 1

a3 = 0.9

a4 = . . . = a6 = 0.1
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Simn = 100.000

solid: EMP VF der Projektionen,

dashed: EMP VF der wahren Punkte,

dotted: Grenzen fr die Verteilungsfunktion der wahren Punkte

solid strebt gegen die untere dotted!

Figure 6.10: Empirical distribution functions of bn(2−Mn) (solid) and bn(2−Mn)
(dashed) for d = 6 with e = 2, a3 = 0.9, a4 = a5 = a6 = 0.1 and
n = 100000 (5000 replications). The dotted curves are the bounding
functions G(t) (lower) and G

(
t/(1− 0.92)

)
(upper).

Short title 1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0

0.2

0.4

0.6

0.8

1

Mehrere grosse Halbachsen
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solid: EMP VF der Projektionen,

dashed: EMP VF der wahren Punkte,

dotted: Grenzen fr die Verteilungsfunktion der wahren Punkte

solid strebt gegen die untere dotted!

Figure 6.11: Empirical distribution functions of bn(2−Mn) (solid) and bn(2−Mn)
(dashed) for d = 6 with e = 2, a3 = . . . = a6 = 0.9 and n = 100000 (5000
replications). The dotted curves are the bounding functions G(t) (lower)
and G

(
t/(1− 0.92)

)
(upper).

Proof of Theorem 6.10. From Lemma 6.9 we have

|Zi − Zj| ≤ |Zi − Zj| ≤ g(Zi, Zj)

for all i, j ∈ N. These inequalities imply

max
1≤i,j≤n

|Zi − Zj| ≤ max
1≤i,j≤n

|Zi − Zj| ≤ max
1≤i,j≤n

g(Zi, Zj)

and thus

min
1≤i,j≤n

{
2− g(Zi, Zj)

}
≤ min

1≤i,j≤n
{2− |Zi − Zj|} ≤ min

1≤i,j≤n

{
2− |Zi − Zj|

}
. (6.8)
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Using (6.6) and the upper inequality figuring in (6.8) yields

P
(
bn

(
2− max

1≤i,j≤n
|Zi − Zj|

)
≤ t

)
= P

(
2− max

1≤i,j≤n
|Zi − Zj| ≤

t

bn

)
= P

(
min

1≤i,j≤n
{2− |Zi − Zj|} ≤

t

bn

)
≥ P

(
min

1≤i,j≤n

{
2− |Zi − Zj|

}
≤ t

bn

)
= P

(
bn

(
2− max

1≤i,j≤n
|Zi − Zj|

)
≤ t

)
→ G(t).

Hence, the lower bound stated in (6.7) has already been obtained. To establish

the upper bound in (6.7), we consider Re × Re. For (x, y) ∈ Be × Be close to

a := (−1,0, 1,0) ∈ R2e we have, putting

c := 1− a2e+1,

the multivariate Taylor series expansions

2− g(x, y) = c · (2 + x1 − y1) + o
(
|(x, y)− a|

)
,

2− |x− y| = (2 + x1 − y1) + o
(
|(x, y)− a|

)
,

and hence

2− g(x, y)

2− |x− y| = c+ o
(
|(x, y)− a|

)
.

By symmetry, we can conclude that

2− g(x, y)

2− |x− y| → c

for (x, y) ∈ Be×Be with (x, y)→ (a∗,−a∗) and a∗ ∈ ∂Be. Furthermore, the symmetry

guarantees that, for each δ ∈ (0, c), we can find a positive ε so that

c− δ ≤ 2− g(x, y)

2− |x− y|

for all (x, y) ∈ Be × Be with |x − y| ≥ 2 − ε. For n ∈ N, we write Z
1

n and Z
2

n for
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those elements of
{
Z1, . . . , Zn

}
with

max
1≤i,j≤n

|Zi − Zj| =
∣∣Z1

n − Z
2

n

∣∣.
Based on these two random variables, we define for ε given above the set

An,ε :=
{∣∣Z1

n − Z
2

n

∣∣ > 2− ε
}
.

Obviously, P(Acn,ε)→ 0, and the event An,ε entails

c− δ ≤ 2− g
(
Z

1

n, Z
2

n

)
2−

∣∣Z1

n − Z
2

n

∣∣ .
Together with the lower inequality given in (6.8) we obtain

P
(
bn

(
2− max

1≤i,j≤n
|Zi − Zj|

)
≤ t

)
≤ P

(
bn min

1≤i,j≤n
{2− |Zi − Zj|} ≤ t, An,ε

)
+ P(Acn,ε)

≤ P
(
bn min

1≤i,j≤n

{
2− g(Zi, Zj)

}
≤ t, An,ε

)
+ P(Acn,ε)

= P
(
bn min

1≤i,j≤n

{(
2− |Zi − Zj|

)
· 2− g(Zi, Zj)

2− |Zi − Zj|

}
≤ t, An,ε

)
+ P(Acn,ε)

≤ P
(
bn min

1≤i,j≤n

{(
2− |Zi − Zj|

)
· (c− δ)

}
≤ t, An,ε

)
+ P(Acn,ε)

≤ P
(
bn

(
2− max

1≤i,j≤n
|Zi − Zj|

)
≤ t

c− δ

)
+ P(Acn,ε)

→ G

(
t

c− δ

)
.

Since δ can be chosen arbitrarily close to 0, the continuity of G implies

lim sup
n→∞

P
(
bn

(
2− max

1≤i,j≤n
|Zi − Zj|

)
≤ t

)
≤ G

(
t

c

)
,

and the proof is finished.

6.2.2 Proofs of Lemma 6.8 and Lemma 6.9

Proof of Lemma 6.8. Putting

As := int(E) ∩
{
z ∈ Rd : 1− s ≤ |z|

}
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for s ∈ (0, 1], we have

F (s) := P
(
1− |Z1| ≤ s

)
= P

(
1− s ≤ |Z1|

)
=

∫
As

f(z) dz.

In order to compute F (s), we define for fixed z ∈ Be the set

S(z) :=
{
y ∈ Rd−e : (z, y) ∈ int(E)

}
and the (d− e)× (d− e)-dimensional matrices Σ1 := diag

(
a2e+1, . . . , a

2
d

)
and Σ2(z) :=(

1− |z|2
)
· Σ1. For z = (z, y) ∈ int(E) the representation Σ = diag(Ie,Σ1) yields

f(z) = c1 ·
(
1− z>Σ−1z

)β
= c1 ·

(
1− |z|2 − y>Σ−11 y

)β
,

and an application of Cavalieri’s principle shows that

F (s) =

∫
Be\(1−s)Be

∫
S(z)

f(z, y) dy

 dz

=

∫
Be\(1−s)Be

∫
S(z)

c1 ·
(
1− |z|2 − y>Σ−11 y

)β
dy

 dz

= c1 ·
∫

Be\(1−s)Be

(
1− |z|2

)β∫
S(z)

(
1− y>Σ2(z)−1y

)β
dy

 dz. (6.9)

Rewriting

S(z) =

{
y ∈ Rd−e : z21 + . . .+ z2e +

(
y1
ae+1

)2

+ . . .+

(
yd−e
ad

)2

< 1

}

=

{
y ∈ Rd−e :

(
y1
ae+1

)2

+ . . .+

(
yd−e
ad

)2

< 1− |z|2
}

=

y ∈ Rd−e :

(
y1

ae+1

√
1− |z|2

)2

+ . . .+

(
yd−e

ad
√

1− |z|2

)2

< 1


reveals that S(z) is a (d− e)-dimensional ellipsoid, and using the matrix Σ2(z), we

can write

S(z) =
{
y ∈ Rd−e : y>Σ2(z)−1y < 1

}
.
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This description of the set S(z) makes it clear that the function

(
1− y>Σ2(z)−1y

)β · 1 {y ∈ S(z)} ,

occurring in (6.9), is, up to a scaling factor, the density of an appropriately defined

Pearson Type II distribution in d − e dimensions. The missing scaling factor to

obtain a probability density is given by

c2(z) =
Γ
(
d−e
2

+ β + 1
)

Γ(β + 1)π
d−e
2

∏d
i=e+1

(
ai
√

1− |z|2
) ,

see Example 5.4. Writing

c3 :=
Γ
(
d−e
2

+ β + 1
)

Γ(β + 1)π
d−e
2

∏d
i=e+1 ai

,

we have

c2(z) = c3 ·
(
1− |z|2

)− d−e
2 ,

and (6.9) can be written as

F (s) = c1 ·
∫

Be\(1−s)Be

(
1− |z|2

)β∫
S(z)

(
1− y>Σ2(z)−1y

)β
dy

 dz

= c1 ·
∫

Be\(1−s)Be

(
1− |z|2

)β
c2(z)−1 dz

= c1 ·
∫

Be\(1−s)Be

(
1− |z|2

)β 1

c3

(
1− |z|2

) d−e
2 dz

=
c1
c3
·

∫
Be\(1−s)Be

(
1− |z|2

)β+ d−e
2 dz. (6.10)

Using e-dimensional spherical coordinates yields∫
Be\(1−s)Be

(
1− |z|2

) d−e
2

+β
dz =

∫
Se−1

∫ 1

1−s
(1− r2) d−e2 +βre−1 drHe−1(du)

=

∫
Se−1

1He−1(du) ·
∫ 1

1−s
(1− r2) d−e2 +βre−1 dr,
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and since the surface area of Se−1 is e · ωe, we obtain

∫
Be\(1−s)Be

(
1− |z|2

) d−e
2

+β
dz = e · ωe ·

∫ 1

1−s
(1− r2) d−e2 +βre−1 dr. (6.11)

Putting (6.10) and (6.11) together and observing

c1
c3

=
Γ
(
d
2

+ β + 1
)

Γ (β + 1) π
d
2

∏d
i=e+1 ai

· Γ(β + 1)π
d−e
2

∏d
i=e+1 ai

Γ
(
d−e
2

+ β + 1
) =

Γ
(
d
2

+ β + 1
)

Γ
(
d−e
2

+ β + 1
) · π− e2

yields

F (s) =
Γ
(
d
2

+ β + 1
)

Γ
(
d−e
2

+ β + 1
) · π− e2 · e · ωe ∫ 1

1−s
(1− r2) d−e2 +βre−1 dr. (6.12)

This representation reveals that the distribution of |Z1| does not depend on the

lengths ae+1, . . . , ad of the half-axes of E. As stated at the beginning of this section,

the same result holds true for the distribution of Z1 itself, since Z1 has a spherically

symmetric distribution in Be. For calculating the integral above, we substitute

r = 1− t and use

(2t− t2) d−e2 +β(1− t)e−1 = (2t)
d−e
2

+β +O
(
t
d−e
2

+β+1
)

as t ↓ 0 to get∫ 1

1−s
(1− r2) d−e2 +βre−1 dr =

∫ 0

s

(2t− t2) d−e2 +β(1− t)e−1(−1) dt

=

∫ s

0

(2t− t2) d−e2 +β(1− t)e−1 dt

=

∫ s

0

(
(2t)

d−e
2

+β +O
(
t
d−e
2

+β+1
))

dt

=
2
d−e
2

+β

d−e
2

+ β + 1
· s d−e2 +β+1 +O

(
s
d−e
2

+β+2
)
.
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With the definitions of a and α on page 129, we can conclude from (6.12) that

F (s) =
Γ
(
d
2

+ β + 1
)

Γ
(
d−e
2

+ β + 1
) · π− e2 · e · ωe · 2

d−e
2

+β

d−e
2

+ β + 1
· s d−e2 +β+1 +O

(
s
d−e
2

+β+2
)

=
Γ
(
d
2

+ β + 1
)

Γ
(
d−e
2

+ β + 2
) · π− e2 · e · ωe · 2 d−e

2
+β · s d−e2 +β+1 +O

(
s
d−e
2

+β+2
)

= asα +O
(
sα+1

)
∼ asα

as s ↓ 0.

Proof of Lemma 6.9. Since, for each z ∈ E, we have the inequality

∣∣(ze+1, . . . , zd)
∣∣ ≤ ae+1

√
1− z21 − . . .− z2e = ae+1

√
1− |z|2,

we get for x, y ∈ E

(xe+1 − ye+1)
2 + . . .+ (xd − yd)2 =

∣∣(xe+1 − ye+1, . . . , xd − yd)
∣∣2

≤
(∣∣(xe+1, . . . , xd)

∣∣+
∣∣(ye+1, . . . , yd)

∣∣)2
≤
(
ae+1

√
1− |x|2 + ae+1

√
1− |y|2

)2
= a2e+1

(√
1− |x|2 +

√
1− |y|2

)2
≤ 2a2e+1

(
1− |x|2 + 1− |y|2

)
= 2a2e+1

(
2− |x|2 − |y|2

)
.

Observe that the last inequality holds due to the convexity of z 7→ z2: For a, b ∈ R
we have

(a+ b)2 = 4

(
1

2
a+

1

2
b

)2

≤ 4

(
1

2
a2 +

1

2
b2
)

= 2(a2 + b2).

Finally, the inequalities above show

|x− y|2 ≤ |x− y|2

= (x1 − y1)2 + . . .+ (xe − ye)2 + (xe+1 − ye+1)
2 + . . .+ (xd − yd)2

= |x− y|2 + (xe+1 − ye+1)
2 + . . .+ (xd − yd)2

≤
(
|x|+ |y|

)2
+ 2a2e+1

(
2− |x|2 − |y|2

)
.
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APPENDIX A

Principal curvatures and directions

This appendix lists some basics about the curvature of hypersurfaces. For this

purpose, we will mainly use the notation of Csikós [5].

A.1 General theory

A.1.1 The curvature of planar curves

According to Gray [9, p. 4], a curve in R2 is a function α that maps some open

interval (a, b) into R2, having partial derivatives of all orders. It is often assumed

that a curve possesses partial derivatives of all orders, but we only need first- and

second-order partial derivatives. We call a curve regular if the speed vector α′(t)

is nonzero for each t ∈ (a, b). Writing J : R2 → R2, J(z1, z2) := (−z2, z1) for the

rotation by π/2 in a counterclockwise direction, the curvature of a regular curve

α : (a, b)→ R2 at t is defined as

κ(t) :=
α′′(t) · J

(
α′(t)

)
|α′(t)|3 ,

and the representation α(t) =
(
x(t), y(t)

)
yields

κ(t) =
x′(t)y′′(t)− x′′(t)y′(t)(

x′(t)2 + y′(t)2
) 3

2

.
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An easy interpretation of the curvature κ is given as follows: If α′′(t) 6= 0, the

radius of the osculating circle to α at the point α(t) is |κ(t)|−1, see Figure A.1 for an

illustration. So, a circle with radius r > 0 has constant curvature 1/r resp. −1/r,

α(t1)
1

|κ(t1)|

α(t2)

1
|κ(t2)|

α(t3)

1
|κ(t3)|

Figure A.1: A planar curve α and the osculating circles at three different points.

depending on the direction of the chosen parametrization. For some more details on

the curvature of planar curves, see for example Gray [9, p. 1-16].

A.1.2 The curvature of hypersurfaces

For example, some of the basic definitions and facts about the curvature of hyper-

surfaces as needed in this thesis are given in Schneider [22, p. 112-115], Aminov

[2, p. 31-34] or Lee [18, p. 139-141]. But, since it turned out to fit best for our

purposes, we mainly follow the notation of Csikós [5, p. 141-150]. In that work,

only functions that are differentiable infinitely often are called smooth. But since

we only need first- and second-order derivatives, we will call a function smooth,

whenever it is twice continuously differentiable. Here and in A.2.1, we will slightly

differ from our notation for partial derivatives, given at the beginning of Section 2.1.

If s is a function, that maps some open subset of Rd−1 into R, we will write si and

sij for the first- and the second-order partial derivatives with respect to the i-th

and j-th variable, i, j ∈ {1, . . . , d− 1}. In the same way we write si and sij for the

d-dimensional vectors of all first- and second-order partial derivatives with respect to

the i-th and the j-th variable, if s is a function, that maps from some open subset of

Rd−1 into Rd, i, j ∈ {1, . . . , d− 1}.

Definition A.1. A smooth parameterized hypersurface in Rd is a smooth mapping

r : O → Rd, where O ⊂ Rd−1 is open. We call r regular if the vectors r1(u), . . . , rd−1(u)

are linearly independent for each u ∈ O, and we write M for the image r(O) of the

hypersurface.
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Definition A.2. For u ∈ O, the (linear) tangent space of a smooth parameterized

and regular hypersurface r : O → Rd at the point p = r(u) ∈M is the linear space

TpM , spanned by the vectors r1(u), . . . , rd−1(u). The unit normal vector of the

hypersurface at the point r(u) is defined as that unit normal vector N(u) of TpM for

which {r1(u), . . . , rd−1(u),N(u)} is a positively oriented basis of Rd.

Observe that this choice of N(u) is arbitrary. Choosing the other unit normal

vector would only result in different signs of the principal curvatures, to be defined

later. One way to study the curvature of a smooth parameterized and regular

hypersurface r : O → Rd at the point p = r(u0), u0 ∈ O, is to investigate the

curvatures of curves lying on M , passing through p. For this purpose, let v 6= 0 be

an arbitrary tangent vector of r at p = r(u0). The curve of intersection of M and

the plane r(u0) + span {v,N(u0)} is called the normal section of the hypersurface in

the direction of v. We choose such a parametrization of this curve of intersection, so

that its speed vector at p is given by the chosen tangent vector v. Such a choice is

always possible in a sufficiently small neighborhood of p. By orienting the cutting

normal plane by the ordered basis {v,N(u0)}, we may consider the signed curvature

of the normal section, which will be called the normal curvature of the hypersurface

in the direction of v and will be denoted by k(v). Formally, this curvature can be

computed as stated in A.1.1. An easier way is as follows: Given some tangent vector

v = v1r1(u0) + . . . + vd−1rd−1(u0), the normal curvature in this direction can be

computed as

k(v) =
1

|v|2
d−1∑
i,j=1

〈N(u0), rij(u0)〉vivj,

see equation (3.2) in Csikós [5]. Obviously, k(λv) = k(v) holds true for all λ 6= 0, so

that the normal curvature depends only on the direction of v. It would be of course

completely impracticable to describe the curvature of M at a given point p = r(u0)

via all possible normal curvatures at this point. Fortunately, there is a much easier

way: The complete information of curvature of M at a given point p = r(u0) is given

by d− 1 numbers and d− 1 vectors: the principal curvatures and principal curvature

directions. But before we can define the principal curvatures as the eigenvalues of

the Weingarten map, we need to define the derivative of a function X : O → Rd with

respect to some tangent vector of the hypersurface r.

Definition A.3. Let r : O → Rd be a smooth parameterized and regular hyper-

surface, X : O → Rd, u0 ∈ O and v a tangent vector of r at the point r(u0). The

derivative ∂vX of X with respect to the tangent vector v is defined as

∂vX := (X ◦ u)′(0),
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where u : (−1, 1)→ O is a curve within the parameter domain O, fulfilling u(0) = u0

and (r ◦ u)′(0) = v.

Now we are able to introduce the Weingarten map:

Definition A.4. Let r : O → Rd be a smooth parameterized and regular hypersurface

and M = r(O). For u0 ∈ O and p = r(u0), the linear map

Lp :

TpM → TpM,

v 7→ −∂vN

is called the Weingarten map or shape operator of M at p.

Definition A.5. Let r : O → Rd be a smooth parameterized and regular hy-

persurface, M = r(O), u0 ∈ O, TpM the tangent space of M at p = r(u0) and

Lp : TpM → TpM the Weingarten map. The restriction of the scalar product to the

tangent space TpM leads to a bilinear function

Ip(v, w) := 〈v, w〉, v, w ∈ TpM,

the so-called first fundamental form of the hypersurface. The second fundamental

form of the hypersurface is the bilinear function IIp on TpM , given by

IIp(v, w) := 〈Lpv, w〉, v, w ∈ TpM.

By use of the first and the second fundamental form, we can compute the normal

curvature of the hypersurface at the point p ∈M in direction v via

k(v) =
IIp(v, v)

Ip(v, v)
,

see Csikós [5, p. 147]. This representation of the normal curvature reveals that, for

each p ∈M , there are directions v1, vd−1 ∈ TpM so that k(v1) ≤ k(v) ≤ k(vd−1) for all

v ∈ TpM . These bounds follow from the fact that the first and second fundamental

forms are continuous, and because of k(λv) = k(v) for each λ 6= 0, it is enough

to consider the compact set {v ∈ TpM : |v| = 1}, on which k attains its maximum

and minimum. For d = 3, Euler’s formula shows that the minimum k(v1) and the

maximum k(v2) of all normal curvatures at a point p combined with the corresponding

vectors v1 and v2 contain the complete information of curvature of the hypersurface r

at p. A generalized version (for any dimension d) of this formula can be found below.

It is also well-known that the directions v1 and vd−1 are necessarily orthogonal to
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each other if k(v1) 6= k(vd−1). To describe the complete information of curvature of a

hypersurface r in higher dimensions at a point p, we need additional characteristic

values and directions of the hypersurface at the given point p: the d− 1 eigenvalues

and eigenvectors of the Weingarten map. Theorem 3.1.11 in Csikós [5] shows that

〈Lpv, w〉 = 〈v, Lpw〉

holds true for all v, w ∈ TpM . In other words, the Weingarten map Lp is self-adjoint

with respect to the first fundamental form. By applying the principal axis theorem

(Theorem 1.2.65 in Csikós [5]), we can conclude that there is an orthonormal basis of

the tangent space TpM , consisting of eigenvectors of the Weingarten map Lp.

Definition A.6. Let r : O → Rd be a smooth parameterized and regular hypersur-

face, M = r(O), u0 ∈ O and p = r(u0). Then the eigenvalues κ1 ≤ . . . ≤ κd−1 of the

Weingarten map Lp : TpM → TpM are called the principal curvatures of M at p. The

corresponding eigenvectors of length 1 are called the principal curvature directions.

The reasoning above demonstrates that we can always find d−1 principal curvature

directions v1, . . . , vd−1, corresponding to κ1, . . . , κd−1, in such a way that they form

an orthonormal basis of TpM . Notice that 〈vi, vj〉 = 0 is given naturally if κi 6= κj.

The following result justifies the assertion stated before, that the principal curvatures

together with the corresponding directions contain the complete information about

the curvatures of the hypersurface at a given point:

Theorem A.7 (Euler’s formula). Let {v1, . . . , vd−1} be an orthonormal basis of TpM ,

consisting of principal curvature directions with respect to the principal curvatures

κ1, . . . , κd−1. Then, the normal curvature k(v) in the direction of v ∈ TpM, |v| = 1,

is given by

k(v) =
d−1∑
i=1

κi〈v, vi〉2 =
d−1∑
i=1

κi cos2(θi),

where θi = arccos(〈v, vi〉), i ∈ {1, . . . , d− 1}, is the angle between v and vi .

Proof. See Csikós [5, Theorem 3.1.16].

A.2 Calculation of principal curvatures

A.2.1 Calculation for general hypersurfaces

For calculating the principal curvatures and directions of a hypersurface r at a given

point p = r(u0), it is very useful to consider a matrix representation of the Weingarten
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map Lp. The most natural way is to use this representation with respect to the basis

{r1(u0), . . . , rd−1(u0)} of the tangent space at p = r(u0). Like Csikós [5, p. 149],

we write G(u0) =
(
gij(u0)

)
1≤i,j≤d−1 resp. B(u0) =

(
bij(u0)

)
1≤i,j≤d−1 for the matrix

representations of the first resp. second fundamental form with respect to this basis

and L(u0) =
(
`ij(u0)

)
1≤i,j≤d−1 for that of the Weingarten map Lp. The components

of G(u0) and B(u0) can be calculated according to

gij(u0) = 〈ri(u0), rj(u0)〉,
bij(u0) = 〈Lpri(u0), rj(u0)〉 = 〈N(u0), rij(u0)〉,

1 ≤ i, j ≤ d − 1, see Lemma 3.1.12 in Csikós [5] for the last equality. It can be

shown that the matrix representation L(u0) of the Weingarten map with respect to

the basis {r1(u0), . . . , rd−1(u0)} is given by L(u0) = G(u0)
−1B(u0), see Csikós [5, p.

150]. Thus, the principal curvatures κ1 ≤ . . . ≤ κd−1 of a hypersurface r at r(u0)

are exactly the ordered eigenvalues of the matrix G(u0)
−1B(u0). The corresponding

eigenvectors are the representations of the principal curvature directions with respect

to the basis {r1(u0), . . . , rd−1(u0)}, i.e. if z = (z1, . . . , zd−1) is an eigenvector of L(u0),

the corresponding principal curvature direction is

v =
d−1∑
j=1

zj · rj(u0).

A.2.2 Calculation in our setting

In this subsection we apply the results of A.2.1 to the setting given in Section 3.1,

where the image M of the hypersurface is the graph of a function s, that maps from

an open subset of Rd−1 into R. For this purpose, let O ⊂ Rd−1 be an open subset and

s : O → R a twice continuously differentiable function. Like in Section 3.1, points

lying in O will be written as z̃ = (z2, . . . , zd), and we define the hypersurface

s :

O → Rd,

z̃ 7→
(
s(z̃) , z̃

)
.

As stated in Remark 3.1, we have expressed the first component of s in terms of

the last d− 1 components to emphasize the very special role of this component in

our main theorem. Because of this convention, and in contrast to A.1.2 and A.2.1,

we will now use again the notation of partial derivatives as introduced at the very

beginning of this thesis: The first- and the second-order partial derivatives of s with

respect to zi and zj will be denoted by si and sij, respectively, i, j ∈ {2, . . . , d}. We
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get

s2(z̃) =
(
s2(z̃) , 1 , 0 , . . . , 0

)
, . . . , sd(z̃) =

(
sd(z̃) , 0 , . . . , 0 , 1

)
and

sij(z̃) =
(
sij(z̃) , 0 , . . . , 0

)
for i, j ∈ {2, . . . , d}. Briefly written we have

si(z̃) = si(z̃) · e1 + ei and sij(z̃) = sij(z̃) · e1

for i, j ∈ {2, . . . , d} .

Lemma A.8. For each z̃ ∈ O, the two unit normal vectors of the hypersurface s at

the point s(z̃) are given by

N(z̃) = ± 1√
1 +

∑d
j=2 sj(z̃)2

·
(

e1 −
d∑
j=2

sj(z̃) · ej
)
.

Proof. Let z̃ ∈ O be arbitrary. We have to show that N(z̃) is orthogonal to the

tangent space of s at the point s(z̃). A basis of this tangent space is given by

{s2(z̃), . . . , sd(z̃)}, and for i ∈ {2, . . . , d} we obtain〈
e1 −

d∑
j=2

sj(z̃) · ej , si(z̃)

〉

=

〈
e1 −

d∑
j=2

sj(z̃) · ej , si(z̃) · e1 + ei

〉

= si(z̃)〈e1, e1〉+ 〈e1, ei〉 −
d∑
j=2

sj(z̃)si(z̃)〈ej, e1〉 −
d∑
j=2

sj(z̃)〈ej, ei〉

= si(z̃) + 0−
d∑
j=2

sj(z̃)si(z̃) · 0−
d∑
j=2

sj(z̃) · δij

= si(z̃)− si(z̃)

= 0.

Scaling finishes the proof.
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According to A.2.1, we define the two (d − 1) × (d − 1)-dimensional matrices

G(z̃) =
(
gij(z̃)

)
i,j=2,...,d

and B(z̃) =
(
bij(z̃)

)
i,j=2,...,d

by

gij(z̃) := 〈si(z̃), sj(z̃)〉 =

1 + si(z̃)2 , i = j,

si(z̃)sj(z̃) , i 6= j,
(A.1)

and

bij(z̃) := 〈N(z̃), sij(z̃)〉

=

〈
± 1√

1 +
∑d

j=2 sj(z̃)2
·
(

e1 −
d∑
j=2

sj(z̃) · ej
)

, sij(z̃) · e1

〉

= ± 1√
1 +

∑d
j=2 sj(z̃)2

· sij(z̃). (A.2)

So, up to the scaling factor, the matrix B(z̃) is equivalent to the Hessian of s at

the point z̃. According to A.2.1, the principal curvatures of the hypersurface s

at the point s(z̃) are given by the eigenvalues of the matrix L(z̃) := G(z̃)−1B(z̃).

The eigenvectors of L(z̃) are the coordinate vectors of the corresponding principal

curvature directions in the basis {s2(z̃), . . . , sd(z̃)} of the tangent space of s at s(z̃).

Hence, if u = (u2, . . . , ud) ∈ Rd−1 is an eigenvector of L(z̃), the corresponding

principal curvature direction is

v :=
d∑
j=2

uj · sj(z̃)

=
d∑
j=2

uj
(
sj(z̃) · e1 + ej

)
=

(
u> · ∇s(z̃)

u

)
.

A very important special case is given by ∇s(z̃) = 0. If s2(z̃) = . . . = sd(z̃) = 0

holds true, we have G(z̃) = Id−1,
∑d

j=2 sj(z̃)2 = 0, and hence the matrix L(z̃) = B(z̃)

coincides – up to the sign – with the Hessian of s at the point z̃. Then, up to the sign,

the principal curvatures are simply the eigenvalues of the Hessian of s at the point

z̃. Furthermore, if u ∈ Rd−1 is an eigenvector of L(z̃) = B(z̃), the corresponding

principal direction is

v =

(
0

u

)
∈ Rd.
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Weak convergence of point processes

B.1 Weak convergence on metric spaces

A basic tool used in this work is the weak convergence of point processes. This type

of convergence has to be understood in the sense of weak convergence of random

elements on metric spaces as studied in Billingsley [4, p. 7]: Given a complete and

separable metric space S with metric ρ and Borel σ-field S, a random element X of

S is a measurable map from some probability space (Ω,A,P) into (S,S). A sequence

(Xn)n≥0 of random elements with corresponding distributions Pn := P ◦X−1n , n ≥ 0,

converges weakly to X0 if ∫
S

f(z)Pn(dz)→
∫
S

f(z)P0(dz) (B.1)

for each bounded and continuous function f : S → R, and we write Xn
D−→ X if

(B.1) holds. Given the weak convergence on some metric space S, many powerful

results can be used, for example the continuous mapping theorem.

Like in Section 2.2, let D be a subset of a compactified Euclidean space of finite

dimension and D the Borel σ-field of subsets of D. Furthermore, we again write

Mp(D) for the space of all counting measures χ of the form χ =
∑∞

i=1 εzi , where

{zi, i ≥ 1} is a countable collection of not necessarily distinct points of D, that

satisfies χ(K) <∞ for each compact set K ∈ D. It would be desirable to be able

to apply the theory of weak convergence on metric spaces to the space S = Mp(D).
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For this purpose, it is necessary to show the existence of a metric ρ on Mp(D) which

makes
(
Mp(D), ρ

)
a complete and separable metric space. The next section will

illustrate the most important steps to prove the existence of such a metric ρ.

B.2 The space Mp(D) is metrizable

Like in Section 2.2, we call a measure µ on D a Radon-measure if it takes finite values

on each compact subset of D. In a first step, Resnick [21, p. 145] demonstrates that

Mp(D) is a closed subspace of

M+(D) := {µ : µ is a Radon-measure on D}

with respect to a suitable topology, the so-called vague topology, see below for a

formal definition. In a second step, he shows the existence of a metric ρ which induces

this topology and renders
(
M+(D), ρ

)
a complete and separable metric space, see

Proposition 3.17 in Resnick [21]. Since each subspace of a separable metric space

is separable (Willard [26, Problem 16G 1.]) and each closed subset of a complete

metric space is complete (Willard [26, Theorem 24.10]), we can then conclude that

(Mp(D), ρ) itself is a complete and separable metric space. So, we can focus com-

pletely on the space M+(D) in the following.

Let M+(D) be the smallest σ-field of subsets of M+(D), rendering the evalu-

ation maps χ 7→ χ(A) from M+(D) → [0,∞] measurable for each A ∈ D. A

random measure is a measurable map from some probability space (Ω,A,P) into(
M+(D),M+(D)

)
, and if its distribution is concentrated on Mp(D), it is a point

process. For showing that M+(D) is metrizable into a complete and separable metric

space, it has to be endowed with the so-called vague topology on M+(D), generated

by the mappings χ→
∫
g dχ, g ∈ C+

K(D), where C+
K(D) is the set of all continuous

functions from D into [0,∞) with compact support, see Kallenberg [15, p. 316]. A

basis of the vague topology is given by finite intersections of sets of the form{
χ ∈M+(D) : s <

∫
g dχ < t

}
for some g ∈ C+

K(D) and s < t, see Resnick [21, p. 140]. Now that we can speak of

open sets in M+(D), it is natural to ask how the Borel σ-field B
(
M+(D)

)
, the σ-field

generated by the open sets, is related to the σ-field M+(D) we have seen before. We

simply have

B
(
M+(D)

)
=M+(D),
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see Jagers [12, p. 187]. According to Proposition 3.17 of Resnick [21], the space

M+(D), equipped with the vague topology, is metrizable as a complete and separable

metric space. For reasons of completeness, we sketch the construction of the corre-

sponding metric ρ: The basic idea is to find a countable subset H of C+
K(D) so that

we have∫
g dχn →

∫
g dχ0, ∀g ∈ C+

K(D) ⇐⇒
∫
h dχn →

∫
h dχ0, ∀h ∈ H,

for any sequence (χn)n≥0 in M+(D). It is said that χn converges vaguely to χ0 if, and

only if, the left-hand side of the equation above holds true. An explicit construction

of such a countable set H can be found in the proof of Proposition 3.17 of Resnick

[21] or in Kallenberg [14, p. 170]. Writing H = {h1, h2, . . .}, a suitable metric on

M+(D) is given by

ρ(χ1, χ2) :=
∞∑
i=1

1

2i

(
1− exp

(
−
∣∣∣∣ ∫ hi dχ1 −

∫
hi dχ2

∣∣∣∣)
)
,

χ1, χ2 ∈M+(D), see Resnick [21, p. 148].

The reasoning at the beginning of this section shows that
(
Mp(D), ρ

)
is a complete

and separable metric space, too, so that we can apply the theory of weak convergence

on metric spaces to point processes.

B.3 Results on weak convergence of point processes

To obtain a better understanding of the weak convergence of point processes, we

state the following result, which is a special case of Theorem 16.16 in Kallenberg

[15]. For this purpose, remember that we have called a point process ξ simple if its

distribution is concentrated on the simple point measures on D, i.e. if

P
(
ξ({z}) ∈ {0, 1} for all z ∈ D

)
= 1.
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Theorem B.1 (Special case of Theorem 16.16 in Kallenberg [15]). Let ξ, ξ1, ξ2, . . .

be point processes on D. Then the following conditions are equivalent:

i) ξn
D−→ ξ;

ii)
∫
D
g dξn

D−→
∫
D
g dξ for each g ∈ C+

K(D);

iii)
(
ξn(A1), . . . , ξn(Ak)

) D−→
(
ξ(A1), . . . , ξ(Ak)

)
for any choice of k ∈ N and

relatively compact sets A1, . . . , Ak ∈ D with ξ(∂Ai) = 0 a.s. for 1 ≤ i ≤ k.

If ξ is a simple point process, it is also equivalent that

iv) ξn(A)
D−→ ξ(A) for each relatively compact set A ∈ D with ξ(∂A) = 0 a.s..

Since Proposition 3.22 stated in Resnick [21] has been a very essential part in the

proof of Theorem 3.5, we recall it at this place:

Theorem B.2 (Proposition 3.22 of Resnick [21]). Suppose ξ is a simple point process

on D and I ⊂ D is a basis of relatively compact open sets, which is closed under

finite unions and intersections and satisfies P
(
ξ(∂I) = 0

)
= 1 for each I ∈ I. If

ξn, n ≥ 1, are point processes on D and for all I ∈ I

P
(
ξn(I) = 0

)
→ P

(
ξ(I) = 0

)
(B.2)

and

E
[
ξn(I)

]
→ E

[
ξ(I)

]
<∞, (B.3)

then

ξn
D−→ ξ

in Mp(D).

The last result we want to recapitulate is a so-called de-Poissonization result stated

in Mayer and Molchanov [20]. This result is the key argument why it was sufficient to

investigate diam(Zn) instead of Mn. For some more details, see Chapter 3 of Mayer

and Molchanov [20].

Theorem B.3 (Special case of Theorem 3.2 of Mayer and Molchanov [20]). Let

Ψ : Mp(Rd)→ R be a non-increasing functional. Furthermore, let Πnκ be a Poisson

process with intensity measure nκ, where κ is a probability measure on Bd and

an = cnα, n ∈ N with c, α > 0. If the random variable anΨ(Πnκ) converges in

distribution to a random variable with cumulative distribution function F , then the

distribution of anΨ(Ξn) also converges weakly to F , where Ξn is a binomial process

of n i.i.d. points with common distribution κ.
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In the proof of Theorem 3.5 we applied this result to the functional Ψ(χ) =

2a− diam(χ), the processes Πnκ = Zn, i.e. κ = PZ , see Section 2.2, Ξn =
∑n

j=1 εZi
and an = n2/(d+1). To this end, observe that

Ψ(Ξn) = 2a− diam

(
n∑
j=1

εZi

)
= 2a− max

1≤i,j≤n
|Zi − Zj| = 2a−Mn.
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