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Preface

This work concerns the existence and discreteness of transmission eigenvalues for
acoustic scattering problems for periodic media in R2.

The interior transmission eigenvalue problem is a boundary value problem for
a coupled set of equations defined on the support of the scattering object. Its
eigenvalues, the transmission eigenvalues, appear in the study of scattering by in-
homogeneous media and are closely related to non-scattering waves. They play an
important role in inverse scattering theory, more precisely in target identification
and nondestructive testing.

However, not only the physical point of view is interesting. The interior trans-
mission eigenvalue problem is also a challenging mathematical problem, because
it is a non-selfadjoint eigenvalue problem. It cannot be treated by the theory of
eigenvalue problems for elliptic operators. However, some helpful analysis to deal
with this problem has been established which will be used as a basis for some parts
of this thesis.

The interior transmission eigenvalue problem is of major interest and a lot of
research is still beeing done. This thesis should at least make a small contribution
to it. It is organised as follows.

Chapter 1 contains a section about the history of transmission eigenvalues and
a rough description of the physical background of acoustic scattering problems
for penetrable scattering objects. Furthermore, a detailed explanation of periodic
media is included.

In Chapter 2, we present some basic tools we will need in this work.

Two different scattering problems for periodic media, will be introduced in Chapter
3. We will then consider the case of non-scattering incident fields. In both cases,
this will lead us to the study of the interior transmission eigenvalue problem.

The main results of this thesis are contained in Chapter 4. Here, the expressions
‘interior transmission eigenvalue problem’ and ‘transmission eigenvalue’ will be
introduced in detail. Furthermore, Chapter 4 contains some results for bounded
domains and some analysis that will be adopted for the purpose of this work.
An example motivates, why it is interesting to consider the interior transmission
eigenvalue problem for periodic media. Finally, we present some results on the
existence and discretenes of the transmission eigenvalues for the two scattering
problems. The work concludes by presenting some results about complex trans-
mission eigenvalues for periodic media.
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1 Introduction

This work will study transmission eigenvalues for acoustic scattering problems for
periodic media in R2 and focus on the existence and discreteness of transmission
eigenvalues. Also, we will present some results on complex transmission eigenvalues
for periodic media. To arouse interest in this topic, we will start with an abstract
of the history of transmission eigenvalues.

1.1 The History of Transmission Eigenvalues

Although nowadays the transmission eigenvalue problem is an area of significant
interest, the history of transmission eigenvalues started rather slowly.

In 1986, Andreas Kirsch studied the injectivity of the farfield operator [13]. In his
paper, the transmission problem and the transmission eigenvalues were mentioned
for the first time. Soon after this work, David Colton and Peter Monk [10] discov-
ered that transmission eigenvalues for spherically stratified media form at most a
discrete set. Proving the existence of transmission eigenvalues was difficult due to
the non-selfadjointness of the transmission eigenvalue problem. Actually, for the
next 20 years, only the discreteness of transmission eigenvalues was studied. Other
than that, they were more or less ignored. This is because sampling methods for
reconstructing the support of an inhomogeneous medium [16] fail if the interro-
gation frequency corresponds to a transmission eigenvalue. Hence, transmission
eigenvalues were to be avoided and since they form at most a discrete set, this
result was sufficient.

In 2007 Fioralba Cakoni, David Colton and Peter Monk showed that transmission
eigenvalues could be used to obtain material properties of the scattering object
from farfield data [1]. Then, transmission eigenvalues suddenly became very in-
teresting. The question of existence was answered for the first time in 2008, by
John Silvester and Lassi Päivarinta [25]. They showed the existence of at least one
transmission eigenvalue provided that the contrast in the medium is large enough.
In 2010, it was then proven by Fioralba Cakoni, Drosses Gintides and Houssem
Haddar, that there exists an infinite discrete set of transmission eigenvalues, under
the assumption that the contrast does not change sign and is bounded away from
zero [2].

The interest in transmission eigenvalues has increased since then.
For some new results we would like to mention [15], where Andreas Kirsch and
Hayk Asatryan studied in 2014 the interior transmission eigenvalue problem for a
spherically-symmetric domain with anisotropic medium and a cavity. In general,
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existence of an infinite set of transmission eigenvalues for regions with cavities is
an open problem.
Also, a new integral equation formulation to compute transmission eigevalues for
constant refractive index has been established by Fioralba Cakoni and Rainer Kress
in 2017 [5].
The numerical calculation of interior transmission eigenvalues for anisotropic media
in two dimensions is considered in [19] by Andreas Kleefeld and David Colton.

Nevertheless, the transmission eigenvalue problem is still a resarch subject of major
interest in inverse scattering theory with many open problems. For a list of open
problems, see for example [4].

In this thesis, we will study transmission eigenvalues for periodic media and focus
on the existence and discreteness. Also, some results about complex transmission
eigenvalues will be presented.

1.2 Physical Background

When talking about the interior transmission eigenvalue problem, we should not
forget, where the problem comes from. Acoustic scattering problems form the basis
of this work. It therefore makes sense to roughly explain the physical background
of acoustic scattering problems before we go into details. To give it a meaning,
we will depict the three-dimensional case. However, we will later only study the
two-dimensional case as a simplification.

Let us describe the physical background for acoustic scattering problems in R3.
For more information, see for example [9]. These problems refer to the scattering
of an acoustic incident field at some scattering object, which is embedded in some
background medium in R3. We will consider penetrable objects, that means the
incident field can propagate inside the obstacle. The function n(x) = c2

0/c
2(x) ∈ C,

x ∈ R3 is called the refraction index. Here, the local speed of sound is denoted by
c and c0 is the speed of sound in air. We assume the background medium consists
of air, that means n is equal to one there and it is n > 1 inside the scatterer.
The wave number k is given by k = ω/c0, where ω denotes the frequency of the
incident wave. The physical properties of the material of the scattering object are
such that a wave propagates inside the medium with refraction index n > 1, that
means it satisfies ∆u + k2nu = 0 inside and ∆u + k2u = 0 outside the medium.
On the boundary, which is assumed to be Lipschitz, some transmission conditions
are valid.

We will consider periodic media, which we will describe in the following chapter.
Furthermore, we will restrict ourselves to the two-dimensional case from now on.
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1.3 Periodic Media

To describe periodic media, we need to consider the contrast q ∈ L∞(R2), which
is defined as q(x) = n(x) − 1, x ∈ R2. The contrast is assumed to be periodic in
sense of the definition below.

Definition 1.1 Periodicity

• Let φ : R2 7→ C and e1 denote the first unit vector in R2. We call φ to be
periodic with period p > 0 (in x1-direction) if

φ(x1 + p, x2) = φ(x1, x2) for almost all x1, x2 ∈ R.

• We call a set S ⊆ R2 periodic with period p > 0 (in x1-direction) if its
indicator function IdS is periodic with the same period p, that is, (x1+p, x2) ∈
S, if, and only if, (x1, x2) ∈ S. In particular, if φ is periodic with period p > 0
(in x1-direction), then suppφ is periodic with period p.

We will only consider periodicity in x1-direction. That means, whenever we talk
about periodicty, we mean periodicity with respect to x1.

We are now going to specify periodic media in detail. To this end, let q ∈ L∞(R2)
be a periodic contrast with some period p in x1-direction. Let Ω ⊂ R2 be an
open periodic set with finite extension in x2-direction, such that supp q = Ω. We
furthermore require Ω to be a Lipschitz set of the form

Ω =
{

(x1, x2) ∈ R2 : x1 ∈ R, f(x1) < x2 < g(x1)
}

(1.1)

with periodic Lipschitz functions f, g : R→ R. Additionally, we restrict ourselves
to the cases, when

max
x1∈R

f(x1) < min
x1∈R

g(x1).

We call Ω a periodic medium. Figure 1 illustrates the situation.

Assumption 1.2 • Whenever we talk about a periodic medium, respectively
periodic contrast q ∈ L∞(R2), we assume that there exist h1, h2 ∈ R with
h1 < h2 such that q(x) = 0 for almost all x ∈ R2 with x2 < h1 or h2 < x2.

• We can assume q, and hence Ω, to be 2π-periodic. Indeed, if q is periodic
with period p 6= 2π, we apply a simple change of variables. We define a
function q̃ := q

( p
2π

)
. Then q̃ is 2π-periodic, since

q̃(y + 2π) = q
( p

2π
(y + 2π)

)
= q

( p
2π
y + p

)
= q

( p
2π
y
)

= q̃(y).
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Ω

x1

x2

2π 4π0

g(x1)

f (x1)

Figure 1: The periodic medium Ω.

• We assume q to be real-valued such that q∗ ≤ q ≤ q∗ for some q∗ > 0 and
q∗ <∞ almost everywhere inside of Ω.

In this work we will make use of a cell Ωµ, µ ∈ Z fixed, defined as

Ωµ := {x ∈ Ω, x1 ∈ [µ2π, (µ+ 1)2π]}, (1.2)

see Figure 2. The dotted lines symbolize the part of the boundary which does not
belong to Ω.

Remark 1.3 Note that Ωµ is neither closed nor open.

Ω
Ωµ

Γµ,up

Γµ,ri

Γµ,lo

Γµ,le

Figure 2: The cell Ωµ.

For simplicity, we denote the upper and the lower part of the boundary by

Γµ,lo := {x ∈ Ωµ : x1 ∈ [µ2π, (µ+ 1)2π], x2 = f(x1)}

and
Γµ,up := {x ∈ Ωµ : x1 ∈ [µ2π, (µ+ 1)2π], x2 = g(x1)}
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and the left and right part of the boundary by

Γµ,le := {x ∈ Ωµ : x1 = µ2π, f(2πµ) ≤ x2 ≤ g(2πµ)}

and

Γµ,ri := {x ∈ Ωµ : x1 = (µ+ 1)2π,

f(2π(µ+ 1)) ≤ x2 ≤ g(2π(µ+ 1))}
(∗)
= {x ∈ Ωµ : x1 = (µ+ 1)2π, f(2πµ) ≤ x2 ≤ g(2πµ)}.

Note that (∗) is due to the 2π-periodicity. We further define

Γµ := Γµ,up ∪ Γµ,lo.

In the same way, we use the notation Γlo, Γup and Γ = Γup ∪ Γlo, when we talk
about an unbounded (with respect to x1) periodic medium Ω.

1.4 Quasi-periodicity

Additionally to periodic functions we will consider quasi-periodic functions.

Definition 1.4 Quasi-periodicity
Let p, α ∈ R. A function ψ : R 7→ C is called quasi-periodic with period p and
phase-shift α, if

ψ(t+ p) = eipαψ(t).

We will mainly consider quasi-periodicity with phase-shift α ∈ R and period p = 2π
with respect to x1. We then use the expression α-quasi-periodicity as explained
below.

Definition 1.5 α-Quasi-periodicity
A function φ : R2 7→ C is called α-quasi-periodic (in x1-direction) with parameter
α ∈ R, if

φ(x1 + 2π, x2) = eiα2πφ(x1, x2), (1.3)

for almost all x ∈ R2.

Note that for α = 0, α-quasi-periodicity equals 2π-periodicity.

In the following, we omit the expression ‘in x1-direction’, whenever this is clear.
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Remark 1.6
α-quasi-periodicity can analogously be defined by the following:

A function φ is called α-quasi-periodic, if x1 7→ e−iαx1φ(x1, x2) is 2π-periodic for
every x2.

This is because e−iαx1φ(x1, x2) is 2π-periodic if, and only if, e−iα(x1+2π)φ(x1 +
2π, x2) = e−iαx1φ(x1, x2), which is eqivalent to (1.3).

Notation 1.7 We denote by Mα, α 6= 0, the operator of multiplication by e−iαx1,
that means

Mαφ(x) = e−iαx1φ(x).

Taking the derivative with respect to x1 on both sides of (1.3), one easily sees that
if φ is α-quasi-periodic, the function ∂φ

∂x1
is α-quasi-periodic as well.
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2 Basic Tools

2.1 Basic Function Spaces

We consider a periodic medium Ω and a cell Ωµ, µ ∈ Z fixed, as described in Chap-
ter 1.3. By construction (see (1.2)), Ωµ is neither closed nor open. To generalize
this situation, we consider some set D with D = D for some Lipschitz domain D.
This is useful to define the Sobolev spaces in this chapter.

Throughout this chapter we assume α ∈ R. Restrictions on this will be made when
needed. The following function spaces are taken as a basis.

C∞(D) = {u : D → C : u is infinitely often differentiable

in D̊ and all derivatives can be extended

continuously to D} ,
C∞0 (D) = {u ∈ C∞(D) : supp u ⊂ D̊} ,
C∞0,α(Ωµ) = {u ∈ C∞(Ωµ) : supp u ⊂ Ωµ , (2.1)

eiα2πnDmu(x1, x2) = Dmu(x1 + 2πn, x2),

for all x ∈ Ωµ, n ∈ Z and m ∈ N2},

where m = (m1,m2) ∈ N2
0 is a multiindex. Here, the notation

Dmu :=
∂|m|u

∂m1x1 ∂m2x2

,

where |m| = m1 +m2 is used.

For α = 0 the space C∞0,α(Ωµ) denotes the 2π-periodic functions on Ω. We call this
space C∞0,0(Ωµ).

Remark 2.1 By suppu ⊂ Ωµ, the case when suppu touches the left and right part
of the boundary of Ωµ (Γµ,le and Γµ,ri), is included, see Figure 3. This is because
Γµ,le and Γµ,ri belong to Ωµ.
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4π

g(x1)

f (x1)

Ωµ

Γµ,le Γµ,ri

supp u

Figure 3: The support of a function u touching the left and right part of the
boundary.

Before introducing Sobolev spaces, we should clearly define weak derivatives.

Definition 2.2 Let m = (m1,m2) ∈ N2
0 be fixed.

a) For u ∈ L2(D), f is called the weak derivative of u of order m, if there exists
a function f ∈ L2(D) such that∫

D

f(x)ϕ(x) dx = (−1)|m|
∫
D

u(x)Dmϕ(x) dx,

for all ϕ ∈ C∞0 (D). We write f = Dmu.

b) For u ∈ L2(Ωµ), f is called the weak derivative of u of order m and parameter
α, if there exists a function f ∈ L2(Ωµ) such that∫

Ωµ

f(x)ϕ(x) dx = (−1)|m|
∫

Ωµ

u(x)Dmϕ(x) dx,

for all ϕ ∈ C∞0,α(Ωµ). We write f = Dmu.

Note that we consider α-quasiperiodic test functions in part b) of the definition
above.

Now we define the following Sobolev spaces of first and second order.

Definition 2.3 The Sobolev space Hp(D), p = 1, 2, is defined by

Hp(D) = {u ∈ L2(D) : Dmu ∈ L2(D), for all |m| ≤ p}.
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The inner product reads

(u, v)Hp(D) =
∑
|m|≤p

(Dmu,Dmv)Lp(D) (2.2)

and ‖ · ‖Hp(D) is the corresponding norm. The derivatives have to be understood as
in Definition 2.2 a).

Definition 2.4 a) The space Hp
0 (D) is defined as the closure of C∞0 (D) with

respect to the norm ‖ · ‖Hp(D), p = 1, 2.

b) The space Hp
0,0(Ωµ) is defined as the closure of C∞0,0(Ωµ) with respect to the

norm ‖ · ‖Hp(Ωµ), p = 1, 2, where the norm ‖ · ‖Hp(Ωµ) is defined analogously
to (2.2) with derivatives as in Definition 2.2 b).
The space Hp

0,0(Ωµ) is called the Sobolev space of 2π-periodic functions on Ωµ

with vanishing traces.

With help of the operator Mα we define the corresponding Sobolev space of α-
quasi-periodic functions on Ωµ, α 6= 0, with vanishing traces.

Definition 2.5 The space Hp
0,α(Ωµ), α 6= 0, is defined as

Hp
0,α(Ωµ) =

{
u ∈ L2(Ωµ) : Mαu ∈ Hp

0,0(Ωµ)
}
.

We call this space the Sobolev space of α-quasi-periodic functions on Ωµ with van-
ishing traces.

Lemma 2.6 Let H̃p
0,α(Ωµ), α 6= 0, be the space defined as the closure of C∞0,α(Ωµ)

with respect to the norm ‖ · ‖Hp(Ωµ), p = 1, 2. Then

H̃p
0,α(Ωµ) = Hp

0,α(Ωµ).

Proof: To obtain the space H̃p
0,α(Ωµ), α 6= 0, we consider the space C∞0,0(Ωµ)

and shift it to C∞0,α(Ωµ) by applying M−1
α to the functions in C∞0,0(Ωµ). We then

take the closure with respect to the norm ‖ · ‖Hp(Ωµ), p = 1, 2. Since the opera-
tor Mα of multiplication is continuous and thus commutates with the limit, the
space H̃p

0,α(Ωµ) coinsides with Hp
0,α(Ωµ), where we first take the closure of C∞0,0(Ωµ),

obtain Hp
0,0(Ωµ) and then apply the operator M−1

α to the functions in Hp
0,0(Ωµ).

2

We keep Lemma 2.6 in mind, when using density arguments for α-quasi-periodic
function spaces.
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Remark 2.7 We understand the Sobolev spaces Hp
0,α(Ωµ), p = 1, 2, in a different

way from Hp
0 (Ωµ). Roughly speaking, here, H1

0,α(Ωµ) implies that the trace u is zero
only on the upper and lower part of the boundary, H2

0,α(Ωµ) means that the trace
∂u
∂ν

vanishes there as well. In contrast to Hp
0 (Ωµ), we do not have this property on

the left and right part of the boundary, but periodicity.

Definition 2.8 a) We equip H2
0 (D) with the inner product

((u, v))H2(D) :=
∫
D

1
q
∆u∆v dx and the corresponding norm ||| · |||H2(D).

b) For α ∈ R, we equip H2
0,α(Ωµ) with the inner product

((u, v))H2(Ωµ) :=
∫

Ωµ
1
q
∆u∆v dx and the corresponding norm ||| · |||H2(Ωµ). The

derivatives have to be understood as in Definition 2.2 part b).

On H2
0 (D) the two norms, ||| · |||H2(D) and ‖·‖H2(D) are equivalent, see [16], Theorem

4.13.

We will show that the two norms are equivalent on H2
0,α(Ωµ) as well. To this end,

we need two tools, the Friedrich inequality and integration by parts.

Lemma 2.9 Friedrich Inequality
For any cell Ωµ there exists c > 0 with

‖u‖L2(Ωµ) ≤ c ‖∇u‖L2(Ωµ)

for all u ∈ H1
0,α(Ωµ).

Proof: The idea of this proof is taken from Theorem 4.15 from [17]. Let for fixed
µ ∈ Z

Qµ := [µ2π, (µ+ 1)2π]× (b1, b2)]

with b1, b2 ∈ R such that b1 < minx1∈R f(x1) and b2 > maxx1∈R g(x1), where f and
g denote the upper and the lower part of the boundary of Ω as described in (1.1).
Let u ∈ C∞0,α(Ωµ) and extend u by zero to Qµ. It holds

u(x) = u(x1, x2) = u(x1, b1) +

∫ x2

b1

∂u

∂x2

(x1, t) dt

=

∫ x2

b1

∂u

∂x2

(x1, t) , dt

because u(x1, b1) = 0. By Cauchy-Schwarz,

|u(x)|2 ≤ (x2 − b1)

∫ x2

b1

∣∣∣∣ ∂u∂x2

(x1, t)

∣∣∣∣2 dt
≤ (b2 − b1)

∫ b2

b1

∣∣∣∣ ∂u∂x2

(x1, t)

∣∣∣∣2 dt.
10



We conclude∫ b2

b1

|u(x)|2dx2 ≤
∫ b2

b1

(b2 − b1)

∫ b2

b1

∣∣∣∣ ∂u∂x2

(x1, t)

∣∣∣∣2 dt dx2

= (b2 − b1)2

∫ b2

b1

∣∣∣∣ ∂u∂x2

(x1, t)

∣∣∣∣2 dt
and hence

‖u‖2
L2(Ωµ) = ‖u‖2

L2(Qµ)

=

∫ 2π(µ+1)

2πµ

∫ b2

b1

|u(x1, x2)|2dx2 dx1

≤ (b2 − b1)2

∫ 2π(µ+1)

2πµ

∫ b2

b1

∣∣∣∣ ∂u∂x2

(x1, t)

∣∣∣∣2 dt dx1

≤ (b2 − b1)2‖∇u‖2
L2(Qµ)

= (b2 − b1)2‖∇u‖2
L2(Ωµ)

Since C∞0,α(Ωµ) is dense in H1
0,α(Ωµ), the latter holds true for all u ∈ H1

0,α(Ωµ), α ∈
R.

2

Lemma 2.10 Partial Integration on H1
0,α(Ωµ).

Let Ωµ be a cell of Ω. Then it holds∫
Ωµ

∇u v + u∇v dx = 0,

for all u, v ∈ H1
0,α(Ωµ).

Proof: We know from the Theorem of Gauß (see [17] for example) that for all
u, v ∈ C∞0,α(Ωµ), j = 1, 2,∫

Ωµ

(∂ju) v dx = −
∫

Ωµ

u (∂jv) dx +

∫
∂Ωµ

u v νj ds,

where ν denotes the outward pointing unit normal vector. Due to the zero bound-
ary condition on the upper and the lower part of the boundary, the boundary
integral reduces to∫

∂Ωµ

u v ν ds =

∫
Γµ,le

u v ν ds +

∫
Γµ,ri

u v ν ds,

11



and vanishes, because the integral on the left part of the boundary reads∫
Γµ,le

u v ν ds =

∫ g(2πµ)

f(2πµ)

u(2πµ, x2) v(2πµ, x2) νle ds,

where νle = (−1, 0)> denotes the outward pointing unit normal vector on Γµ,le.
The integral on the right part of the boundary reads∫

Γµ,ri

u v ν ds =

∫ g(2πµ)

f(2πµ)

e−iαx1u(2πµ, x2) eiαx1v(2πµ, x2) νri ds

=

∫ g(2πµ)

f(2πµ)

u(2πµ, x2) v(2πµ, x2) νri ds,

where νri = (1, 0)>. Since νle = −νri,∫
Ωµ

(∂ju) v dx +

∫
Ωµ

u (∂jv) dx = 0,

for all u, v ∈ C∞0,α(Ωµ), j = 1, 2.

Let now u, v ∈ H1
0,α(Ωµ). Then there exist sequences (un)n∈N, (vn)n∈N in C∞0,α(Ωµ)

with
‖un − u‖H1(Ωµ) → 0 and ‖vn − v‖H1(Ωµ) → 0.

Then ∣∣∣∣∣
∫

Ωµ

(∂jun) vn − (∂ju) v dx

∣∣∣∣∣
≤

∣∣∣∣∣
∫

Ωµ

(∂jun) (vn − v) dx

∣∣∣∣∣+

∣∣∣∣∣
∫

Ωµ

(∂jun − ∂ju) v dx

∣∣∣∣∣
≤

(∫
Ωµ

|∂jun|2 dx

)1/2(∫
Ωµ

|vn − v|2 dx

)1/2

+

(∫
Ωµ

|∂jun − ∂ju|2 dx

)1/2(∫
Ωµ

|v|2 dx

)1/2

,

j = 1, 2, which tends to zero because∣∣‖∂jun‖L2(Ωµ) − ‖∂ju‖L2(Ωµ)

∣∣ ≤ ‖∂jun − ∂ju‖L2(Ωµ)

≤ ‖un − u‖H1(Ωµ) → 0,

12



as n tends to infinity. Analogously, it is∫
Ωµ

un (∂jvn) dx →
∫

Ωµ

u (∂jv) dx.

We obtain

0 =

∫
Ωµ

(∂jun) vn + (∂jun) vn dx →
∫

Ωµ

(∂ju) v + (∂ju) v dx,

as n tends to infinity, and hence∫
Ωµ

(∂ju) v + (∂ju) v dx = 0.

2

Theorem 2.11 On H2
0,α(Ωµ), the norm |||·|||H2(Ωµ) is equivalent to the norm ‖ · ‖H2(Ωµ).

That means, there exist two positive constants m1,m2 ∈ R such that

m1||| · |||H2(Ωµ) ≤ ‖ · ‖H2(Ωµ) ≤ m2||| · |||H2(Ωµ).

Proof: Let u ∈ C∞0,α(Ωµ). Then, with integration by parts, for i, j = 1, 2,∫
Ωµ

∣∣∣∣ ∂2u

∂xi∂xj

∣∣∣∣2 dx = −
∫

Ωµ

∂u

∂xi

∂3u

∂xi∂xj∂xj
dx

=

∫
Ωµ

∂2u

∂x2
i

∂2u

∂x2
j

dx.

Hence, it holds true that

2

∫
Ωµ

∣∣∣∣ ∂2u

∂x1∂x2

∣∣∣∣2 dx =

∫
Ωµ

∂2u

∂x2
1

∂2u

∂x2
2

+
∂2u

∂x2
2

∂2u

∂x2
1

dx. (2.3)

By a density argument, (2.3) holds true for u ∈ H2
0,α(Ωµ).

13



For q∗ and q∗ being the minimum and the maximum of the function q we estimate

|||u|||2H2(Ωµ) =

∫
Ωµ

1

q
|∆u|2 dx ≤

∫
Ωµ

1

q∗
|∆u|2 dx

=
1

q∗

∫
Ωµ

[∣∣∣∣∂2u

∂x2
1

∣∣∣∣2 +

∣∣∣∣∂2u

∂x2
2

∣∣∣∣2 +
∂2u

∂x2
1

∂2u

∂x2
2

+
∂2u

∂x2
2

∂2u

∂x2
1

]
dx

(2.3)
=

1

q∗

∫
Ωµ

[∣∣∣∣∂2u

∂x2
1

∣∣∣∣2 +

∣∣∣∣∂2u

∂x2
2

∣∣∣∣2 + 2

∣∣∣∣ ∂2u

∂x1∂x2

∣∣∣∣2
]
dx

=
1

q∗

∫
Ωµ

∑
|m|=2

|Dmu|2 dx

≤ 1

q∗

∫
Ωµ

∑
|m|≤2

|Dmu|2 dx

=
1

q∗
‖u‖2

H2(Ωµ).

On the other hand, we see with Friedrichs inequality that for u ∈ C∞0,α(Ωµ),∫
Ωµ

|u|2 dx ≤ c

∫
Ωµ

|∇u|2 dx,

with c > 0, as well as for i = 1, 2∫
Ωµ

∣∣∣∣ ∂u∂xi
∣∣∣∣2 dx ≤ c′

∫
Ωµ

∣∣∣∣∇ ∂u

∂xi

∣∣∣∣2 dx,
with c′ > 0. Again, by a density argument this holds true for functions inH2

0,α(Ωµ).

14



We compute

‖u‖2
H2(Ωµ) =

∫
Ωµ

∑
|m|=2

|Dmu|2 + |∇u|2 + |u|2
 dx

≤
∫

Ωµ

∑
|m|=2

|Dmu|2 dx + c

∫
Ωµ

|∇u|2 dx

=

∫
Ωµ

∑
|m|=2

|Dmu|2 dx + c

∫
Ωµ

[∣∣∣∣ ∂u∂x1

∣∣∣∣2 +

∣∣∣∣ ∂u∂x2

∣∣∣∣2
]
dx

≤
∫

Ωµ

∑
|m|=2

|Dmu|2 dx + c′
∫

Ωµ

[∣∣∣∣∇ ∂u

∂x1

∣∣∣∣2 +

∣∣∣∣∇ ∂u

∂x2

∣∣∣∣2
]
dx

=

∫
Ωµ

∑
|m|=2

|Dmu|2 dx + c′
∫

Ωµ

[∣∣∣∣∂2u

∂x2
1

∣∣∣∣2 +

∣∣∣∣∂2u

∂x2
2

∣∣∣∣2 + 2

∣∣∣∣ ∂2u

∂x1∂x2

∣∣∣∣2
]
dx

(∗)
≤ c′′

∫
Ωµ

|∆u|2 dx

≤ c′′q∗
∫

Ωµ

1

q
|∆u|2 dx

= c′′′|||u|||2H2(Ωµ),

with constants c, c′, c′′, c′′′ ∈ R. In (∗) we have used Cauchy-Schwarz inequality
and equation (2.3). 2

2.2 Embeddings

Let us now consider for fixed µ ∈ Z a square Qµ, as in the proof of Theorem 2.9,
that is

Qµ = [µ2π, (µ+ a)2π]× (b1, b2), µ ∈ Z fixed,

with b1, b2 ∈ R and a ∈ N such that

b1 < min
x1∈R

f(x1) , b2 > max
x1∈R

g(x1).

Furthermore, we require here that

b2 − b1 = 2πa, a ∈ N.

Here f, g : R→ R determine the upper and lower part of the boundary of Ω.
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Remark 2.12

• Note that Qµ as well as Ωµ are neither closed nor open.

• The cell Ωµ is contained in the square Qµ. Figure 4 illustrates the setting.
The dotted lines denote the part of the boundary which do not belong to Qµ,
respectively Ωµ.

• For the following, without loss of generality, we assume a = 1. Indeed, if
a > 1 we redefine Ωµ as {x ∈ Ω, x1 ∈ (µ2π, (µ+ a)2π)}.

It may appear easier to define Qµ as a rectangle {[µ2π, (µ+ 1)2π]× (b1, b2)}. The
reason to postulate b2 − b1 = 2π is to make the following Fourier coefficients, and
hence the following definitions, more clearly arranged.

We will list some basic results from the theory of Fourier series.

Theorem 2.13 For u ∈ L2(Qµ) the Fourier coefficients un ∈ C are defined by

un =
1

4π2

∫
Qµ

u(x)e−in·xdx for n ∈ Z2.

Then u(x) =
∑

n∈Z2 une
in·x in the L2-sense.

With Parsevals’ equation, we yield for u ∈ H1(Qµ), respectively u ∈ H2(Qµ),

(∇u,∇v)L2(Qµ) = 4π2
∑
n∈Z2

|n|2unvn,∑
|m|=2

(Dmu,Dmv)L2(Qµ) = 4π2
∑
n∈Z2

(
n4

1 + n2
1n

2
2 + n4

2

)
unvn.

Using this, we can now define the Sobolev space H1
2π(Qµ) and H2

2π(Qµ) of 2π-
periodic functions on Qµ.

Definition 2.14

H1
2π(Qµ) :=

{
u ∈ L2(Qµ) :

∑
n∈Z2

(
1 + |n|2

)
|un|2 <∞

}

with inner product

(u, v)H1
2π(Qµ) = 4π2

∑
n∈Z2

(
1 + |n|2

)
unvn

16



4π

g(x1)

f (x1)

Ωµ

Qµ

b2

b1
2π(µ + 1)

2π

2πµ

g(x1)

f (x1)

2π

Figure 4: The setting of Ωµ and Qµ for a = 1.

and

H2
2π(Qµ) :=

{
u ∈ L2(Qµ) :

∑
n∈Z2

(
1 + |n|2 + n4

1 + n2
1n

2
2 + n4

2

)
|un|2 <∞

}
with inner product

(u, v)H2
2π(Qµ) = 4π2

∑
n∈Z2

(
1 + |n|2 + n4

1 + n2
1n

2
2 + n4

2

)
unvn.

Furthermore, we denote the corresponding norms by ‖ · ‖H1
2π(Qµ) and ‖ · ‖H2

2π(Qµ),
respectively.

Again, we use the operator Mα to define the Sobolev spaces of α-quasi-periodic
functions.

Definition 2.15 The Sobolev space of α-quasi-periodic functions Hp
α(Qµ) on Qµ

is defined by setting

u ∈ Hp
α(Qµ) :⇔ Mαu ∈ Hp

2π(Qµ).

for p = 1, 2.

The next lemma ensures that the zero-extensions of functions of Hp
0,0(Ωµ) belong

to Hp
2π(Qµ), p = 1, 2.

17



Lemma 2.16 The extension operator

E : u 7→ ũ =

{
u on Ωµ

0 on Qµ \ Ωµ

is linear and bounded from Hp
0,0(Ωµ) into Hp

2π(Qµ), p = 1, 2.

Proof: Before we begin to prove this lemma, we note that Ωµ is contained in Qµ

in such a way that only the upper and lower part of the boundary lie completely in
Qµ. Therefore, a zero-extension of any function u ∈ C∞0,0(Ωµ) belongs to C∞0,0(Qµ).
Here, C∞0,0(Qµ) is defined as in (2.1), for α = 0 and for Ωµ replaced by Qµ.

Knowing this, we can transmit the same idea and the same structure as in the
proof of Theorem 4.11, chapter 4 from [17].

Let u ∈ C∞0,0(Ωµ), then obviously ũ ∈ C∞0,0(Qµ). We verify for the Fourier coeffi-
cients

un =
1

4π2

∫
Qµ

ũ(x)e−in·xdx =
i

nj

1

4π2

∫
Qµ

ũ(x)
∂

∂xj
e−in·xdx

(∗)
= − i

nj

1

4π2

∫
Qµ

∂ũ(x)

∂xj
e−in·xdx (2.4)

=
1

njnk

1

4π2

∫
Qµ

∂ũ(x)

∂xj

∂

∂xk
e−in·xdx

(∗)
=
−1

njnk

1

4π2

∫
Qµ

∂2ũ(x)

∂xj∂xk
e−in·xdx, (2.5)

for j, k = 1, 2, n = (n1, n2) ∈ Z2.

Here, (∗) is due to partial integration and the boundary conditions in C∞0,0(Qµ). To
be more precise, on the upper and lower part of the boundary it holds ũ(x) = 0.
Also, due to the 2π-periodicity, ũ(x) ∂

∂xj
e−in·x, as well as ∂ũ(x)

∂xj

∂
∂xj
e−in·x take the

same value on the left and the right part of the boundary.

From (2.4) and (2.5) we obtain that

un = − i

nj

1

4π2

∫
Qµ

∂ũ(x)

∂xj
e−in·xdx = − i

nj
ûn,

where ûn denote the Fourier coefficients of ∂ũ
∂xj

and

un =
−1

njnk

1

4π2

∫
Qµ

∂2ũ(x)

∂xj∂xk
e−in·xdx =

−1

njnk
ˆ̂un,
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where ˆ̂un denote the Fourier coefficients of ∂2ũ
∂xj∂xk

.

It holds

4π2
∑
n∈Z2

|un|2 = ‖ũ‖2
L2(Qµ) = ‖u‖2

L2(Ωµ),

4π2
∑
n∈Z2

n2
j |un|2 = 4π2

∑
n∈Z2

|ûn|2

=

∥∥∥∥ ∂ũ∂xj
∥∥∥∥2

L2(Qµ)

=

∥∥∥∥ ∂u∂xj
∥∥∥∥2

L2(Ωµ)

,

4π2
∑
n∈Z2

n2
jn

2
k|un|2 = 4π2

∑
n∈Z2

|ˆ̂un|2

=

∥∥∥∥ ∂2ũ

∂xj∂xk

∥∥∥∥2

L2(Qµ)

=

∥∥∥∥ ∂2u

∂xj∂xk

∥∥∥∥2

L2(Ωµ)

.

(2.6)

and hence

‖u‖2
H1(Ωµ) = ‖u‖2

L2(Ωµ) + ‖∇u‖2
L2(Ωµ)

= ‖u‖2
L2(Ωµ) +

∥∥∥∥ ∂u∂x1

∥∥∥∥2

L2(Ωµ)

+

∥∥∥∥ ∂u∂x2

∥∥∥∥2

L2(Ωµ)

= 4π
∑
n∈Z2

|un|2(1 + |n|2) = ‖ũ‖2
H1

2π(Qµ),

as well as

‖u‖2
H2(Ωµ) = ‖u‖2

L2(Ωµ) + ‖∇u‖2
L2(Ωµ) +

∑
|m|=2

‖Dmu‖2
L2(Ωµ)

= 4π
∑
n∈Z2

|un|2
(
1 + |n|2 + n4

1 + n2
1n

2
2 + n4

2

)
= ‖ũ‖2

H2
2π(Qµ).

This holds for all functions u ∈ C∞0,0(Ωµ). Because u ∈ C∞0,0(Ωµ) is dense inH2
0,0(Ωµ)

we conclude

‖u‖2
H2(Ωµ) = 4π

∑
n∈Z2

|un|2
(
1 + |n|2 + n4

1 + n2
1n

2
2 + n4

2

)
= ‖ũ‖2

H2
2π(Qµ),

for all u ∈ H2
0,0(Ωµ) and therefore E is bounded. 2
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Theorem 2.17 The embedding Ĩ0 : H1
0,0(Ωµ) ↪→ L2(Ωµ) is compact.

Proof: We will use the same arguments as in the proof of Theorem 4.14, Chapter 4
from [17]. Sketching the idea quickly, the proof reduces to show that the embedding
J̃ : H1

2π(Qµ) ↪→ L2(Qµ) is compact. We are going to formulate this as a lemma
subsequently. Then the composition

R ◦ J̃ ◦ E : H1
0,0(Ωµ)

E→ H1
2π(Qµ)

J̃
↪→ L2(Qµ)

R→ L2(Ωµ)

is compact, because E and R are bounded. Here, E : H1
0,0(Ωµ) → H1

2π(Qµ)
denotes the extension operator as in the Lemma 2.16 and R : L2(Qµ) → L2(Ωµ)
denotes the restriction operator.

For more details see [17], Theorem 4.14. 2

As mentioned in the previous proof, we formulate the following lemma.

Lemma 2.18 The embedding J̃ : H1
2π(Qµ) ↪→ L2(Qµ) is compact.

For a proof see [17], Theorem 4.14. This lemma leads us to the following corollary.

Corollary 2.19 The embedding J : H2
2π(Qµ) ↪→ H1

2π(Qµ) is compact.

This can be shown analogously to the proof of the following corollary. Theorem
2.17 will also be used for this purpose.

Corollary 2.20 The embedding I0 : H2
0,0(Ωµ) ↪→ H1

0,0(Ωµ) is compact.

Proof: We consider a bounded sequence (uj)j∈N ∈ H2
0,0(Ωµ). We will show that

(uj)j∈N ∈ H2
0,0(Ωµ) has a convergent subsequence in H1

0,0(Ωµ).

First, we see that (uj)j∈N and
(
∂uj
∂xi

)
j∈N

, for i = 1, 2, are bounded in H1
0,0(Ωµ) since

‖uj‖2
H1(Ωµ)

≤ ‖uj‖2
H2(Ωµ)

≤ c |||uj|||2H2(Ωµ),∥∥∥∥∂uj∂xi

∥∥∥∥2

H1(Ωµ)

≤ ‖uj‖2
H2(Ωµ) ≤ c′ |||uj|||2H2(Ωµ),

for i = 1, 2, with constants c and c′ ∈ R. Hence, (uj)j∈N as well as
(
∂uj
∂xi

)
j∈N

have

convergent subsequences in L2(Ωµ), because the embedding H1
0,0(Ωµ) ↪→ L2(Ωµ) is

compact according to Theorem 2.17.
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Let now
∂mi uj :=

∂muj
∂xi

, m = 0, 1, i = 1, 2,

describe these convergent subsequences with j ∈ N1 ⊂ N, |N1| =∞. Since L2(Ωµ)
is complete, (∂mi uj)j∈N1 , is a Cauchy sequence in L2(Ωµ), that means there exists
N and ε such that

‖∂mi uj,n1 − ∂mi uj,n2‖L2(Ωµ) ≤
ε√
3

for all n1, n2 ≥ N.

Then

‖uj,n1 − uj,n2‖H1(Ωµ)

=
(
‖uj,n1 − uj,n2‖2

L2(Ωµ) + ‖∇uj,n1 −∇uj,n2‖2
L2(Ωµ)

) 1
2

≤
(

3
ε2

3

) 1
2

= ε.

Thus, uj, j ∈ N1, is a Cauchy sequence in H1
0,0(Ωµ) and, due to the completeness

of H1
0,0(Ωµ), convergent in H1

0,0(Ωµ). 2

The following corollary is a simple consequence of Theorem 2.17.

Corollary 2.21 The embedding Ĩα : H1
0,α(Ωµ) ↪→ L2(Ωµ) is compact.

Proof: Let (uαj )j∈N be a bounded sequence in H1
0,α(Ωµ).

Then, (u0
j)j∈N := (uαj e

−iαx1)j∈N is bounded in H1
0,0(Ωµ). By Theorem 2.17, there

exists a convergent subsequence (u0
jk)j,k∈N of (u0

j)j∈N. Hence, there is a convergent
subsequence (uαjk)j,k∈N of (uαj )j∈N in L2(Ωµ), namely (uαjk)j,k∈N := (u0

jke
iαx1)j,k∈N.

2

We have collected all the tools for a proof of the following corollary. It can be
proven analogously to Corollary 2.20, we just need to use Corollary 2.21 instead
of Theorem 2.17. For brevity, we will skip the proof.

Corollary 2.22 The embedding Iα : H2
0,α(Ωµ) ↪→ H1

0,α(Ωµ) is compact.

21



2.3 Spectral Theory

Let H be a Hilbert space and let A be a compact normal operator. Then A has
an eigensystem (λj, ψj)j∈N such that

Aψ =
∑
j∈N

λj (ψ, ψj)ψj , ψ ∈ H,

where (·, ·) denotes the inner product on H.

The spectrum σ(A) of A is the set of all values λ ∈ C such that λ − A is not
boundedly invertible. It is well known that the spectrum of a compact operator is
the union of its eigenvalues λj, j ∈ N, and 0, that means

σ(A) = {0} ∪ {λj : j ∈ N}.

The multiplicity of each eigenvalue is finite and the only possible accumulation
point of the eigenvalues is zero.

Theorem 2.23 Courant min-max principle.
Let H be a Hilbert space and let (·, ·) and ‖ · ‖ denote the inner product and
the corresponding norm on H. Furthermore, let A : X → X a non-negative
self-adjoint compact operator, and (λn) denote the non-increasing sequence of the
nonzero eigenvalues repeated accordingly to their multiplicity. Then

λ1 = ||A|| = sup{(Aφ, φ) : ||φ|| = 1}

and

λn+1 = inf
ψ1,...,ψn∈X

sup{(Aφ, φ) : φ⊥ψ1, . . . , ψn, ||φ|| = 1}, n = 1, 2, . . . .

Proof: The proof can be found in [21], Theorem 15.14. 2

Note that if A is a non-positive, self-adjoint compact operator, the first eigenvalue
is defined as

λ1 = inf{(Aφ, φ) : ||φ|| = 1}

and is negative. Furthermore,

λn+1 = sup
ψ1,...,ψn∈X

inf{(Aφ, φ) : φ⊥ψ1, . . . , ψn, ||φ|| = 1}, n = 1, 2, . . . .
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2.4 The Floquet-Bloch Transformation

The content of this chapter is basically taken from [22]. For more details we refer
to this article.

Let Ω := {x ∈ R2 : x2 ∈ (0, 1)} be a strip and let Ωµ for fixed µ ∈ Z be a cell of
Ω, that means

Ωµ = {x ∈ Ω : x1 ∈ [2πµ, 2π(µ+ 1)]}.

Let S be the Schwartz space of C∞0 -functions decay faster than any negative power,

S :=

{
φ ∈ C∞0 (Ω) : for all α, β ∈ N2

0 : sup
x∈Ω

∣∣∣∣xα∂βφ(x)

∂xβ

∣∣∣∣ <∞} .
Let Λ := [0, 1) and e1 := (1, 0)> ∈ R2. We define the Floquet-Bloch transform first
from S into C∞0 (Ωµ×Λ) :=

{
u ∈ C∞(Ωµ × Λ) : suppu(·, α) ⊂ Ωµ for all α ∈ Λ

}
,

(Tu)(x, α) := ũ(x, α) :=
∑
m∈Z

u(x+ 2πme1) e−i(x1+2πm)α, (2.7)

for x ∈ Ωµ, α ∈ Λ and for u ∈ S. Note that (2.7) is well defined and (Tu)(x, α) ∈
C∞0 (Ωµ × Λ), because u(x + 2πme1) e−i(x1+2πm)α is infinitely often differentiable
with respect to both variables and u decays with any derivative.

Note that the boundary conditions in C∞0 (Ωµ × Λ) only apply to Ωµ.

Furthermore, ũ has an extension to a C∞0 -function on Ω × R such that ũ is 2π-
periodic with respect to x1 and quasi-periodic in the second argument (see Defi-
nition (1.4)). Indeed, for l ∈ Z,

ũ(x+ 2πle1, α) =
∑
m∈Z

u(x+ 2π(m+ l)e1) e−i(x1+2π(m+l))α

=
∑
m∈Z

u(x+ 2πme1) e−i(x1+2πm)α

= ũ(x, α).

Also, for any β ∈ Z, ũ(x, ·) is quasi-periodic with period β and phase-shift −x1,
since

ũ(x, α + β) =
∑
m∈Z

u(x+ 2πme1) e−i(x1+2πm)(α+β)

= e−ix1β
∑
m∈Z

u(x+ 2πme1) e−i(x1+2πm)α

= e−ix1βũ(x, α).
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We can express u ∈ S by ũ = Tu. Let u(·, x2) ∈ S. Then∫
Λ

ũ(x, α) eiαx1 dα =
∑
m∈Z

u(x+ 2πme1)

∫
Λ

e−2πimα dα = u(x), (2.8)

for x ∈ Ω, because
∫

Λ
e−2πimα = 1 for m = 0 and zero for m 6= 0. We will extend

T to L2(Ω) and show that T is unitary, that means T ∗T = Id. We then show
subsequently that T is invertible and obtain T ∗ = T−1.

For u, v ∈ S,

(ũ, ṽ)L2(Ωµ×Λ) =

∫
Ωµ

[ ∑
m,l∈Z

u(x+ 2πme1)v(x+ 2πle1)

·
∫

Λ

e−i(x1+2πm)αei(x1+2πl)α dα

]
dx

=

∫
Ωµ

[∑
m∈Z

u(x+ 2πme1)v(x+ 2πme1)

]
dx

=
∑
m∈Z

∫
Ωµ

u(x+ 2πme1)v(x+ 2πme1) dx

=

∫
Ω

u(x)v(x) dx

= (u, v)L2(Ω) . (2.9)

We see that ‖Tu‖L2(Ωµ×Λ) = ‖u‖L2(Ω) for all u ∈ S and therefore T has a bounded
extension from L2(Ω) into L2(Ωµ × Λ). Also, we conclude that T ∗T = Id, that
means, T is unitary. We are now going to show invertability of T in this space,
that means T ∗ = T−1. We first note that T is injective and therefore bijective on
its range. Also, T is bounded. By the closed graph theorem (see for example [29],
Theroem IV.4.5), we conclude that the image is closed. Therefore, it is sufficient
to show that the range of T is dense in L2(Ωµ × Λ). Let f ∈ C∞0 (Ωµ × Λ) and
extend f(·, α) to a 2π-periodic function with respect to x1 in Ω. We define u by

u(x) :=

∫
Λ

f(x, α)eiαx1 dα, x ∈ Ω.

Every arbitrarily often differentiable function with compact support is in S. There-
fore, for fixed α, f(·, α) is in S and we conclude by partial integration, that u ∈ S.
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Therefore (see (2.8)), u has a representation as

u(x) =

∫
Λ

ũ(x, α)eiαx1 dα, x ∈ Ω.

Defining g = f − ũ, we conclude∫
Λ

g(x, α)eiαx1 dα = 0, x ∈ Ω.

We will show that for fixed α ∈ Λ, g(x, α) = 0 for all x ∈ Ω. This proves f = Tu
and that T is invertible with T−1 given by

(T ∗f)(x) = (T−1f)(x) =

∫
Λ

f(x, α)eiαx1 dα, x ∈ Ω, (2.10)

where f(·, α) has to be extended 2π-periodically into Ω.

To show that g(x, α) = 0 for all x ∈ Ω and fixed α, we use the periodicity of g.
We fix x and substitute x+ 2πme1 for x with arbitrary m ∈ Z. This yields

0 =

∫
Λ

g(x+ 2πme1, α)eiα(x1+2πm) dα =

∫
Λ

g(x, α)eiαx1e2πiαm dα

=

∫
Λ

gx(α)e2πiαm dα, (2.11)

with gx(α) := g(x, α)eiαx1 , α ∈ Λ.

From (2.11) we conclude that all Fourier coefficients of gx vanish and thus gx = 0
for every x ∈ Ω. Hence, g(x, α) = 0 for all x ∈ Ω.

Corollary 2.24 Let q ∈ L∞(R2) be 2π-periodic. Then T (qu) = qTu.

Proof: With

u(x) =

∫
Λ

ũ(x, α)eiαx1 dα, x ∈ Ω. (2.12)

we conclude

q(x)u(x) =

∫
Λ

q(x)ũ(x, α)eiαx1dα = (T−1(qũ))(x), x ∈ Ω.

2
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We define the following space

L2(Λ, H2
0,0(Ωµ)) := {f ∈ L2(Ωµ × Λ) : f(·, α) ∈ H2

0,0(Ωµ) a.e. on Λ,

α 7→ |||f(·, α)|||H2(Ωµ) in L
2(Λ)}.

We equip this space with the norm

‖f‖2
L2(Λ,H2(Ωµ)) =

∫
Λ

|||f(·, α)|||2H2(Ωµ)dα.

Also, we define

L2(Λ, L2(Ωµ)) := {f ∈ L2(Ωµ × Λ) : f(·, α) ∈ L2(Ωµ) a.e. on Λ,

α 7→ ‖f(·, α)‖L2(Ωµ) in L2(Λ)},

with the norm
‖f‖2

L2(Λ,L2(Ωµ)) =

∫
Λ

‖f(·, α)‖2
L2(Ωµ)dα.

Below, we show in Theorem 2.25 that T maps H2
0 (Ω) into L2(Λ, H2

0,0(Ωµ)).

Analogously, but much simpler, one sees that T maps L2(Ω) into L2(Λ, L2(Ωµ)).

Theorem 2.25 The operator T is well-defined and a bounded isomorphism from
H2

0 (Ω) onto L2(Λ, H2
0,0(Ωµ)). Furthermore, it holds true that

T∇u = ∇xTu+ ie1αTu,

T∂x2∂x1u = ∂x2∂x1Tu+ iαT∂x2u,

T∆u = ∆xTu+ 2iαT∂x1u+ α2Tu.

Proof: For simplicity, in this proof, we use the general H2-norm ‖ · ‖H2(Ωµ). This
is possible, because the norms ‖ ·‖H2(Ωµ) and ||| · |||H2(Ωµ) are equivalent on H

2
0,0(Ωµ).

Let first u ∈ S. Then Tu ∈ C∞0 (Ω× R) and thus from (2.12)

∇u(x) =

∫
Λ

[∇xũ(x, α) + ie1αũ(x, α)] eiαx1 dα,

∂x1∂x2u(x) =

∫
Λ

[
∂x1∂x2ũ(x, α) + iα∂x2ũ(x, α)

]
eiαx1 dα

∆u(x) =

∫
Λ

[
∆xũ(x, α) + 2iα∂x1ũ(x, α)− α2ũ(x, α)

]
eiαx1 dα,
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for x ∈ Ω. That means,

T∇u = ∇xTu+ ie1αTu, (2.13)
T∂x1∂x2u = ∂x1∂x2Tu+ iα∂x2Tu (2.14)

(2.13)
= ∂x1∂x2Tu+ iαT∂x2u

T∆u = ∆xTu+ 2iα∂x1Tu− α2Tu (2.15)
(2.13)
= ∆xTu+ 2iαT∂x1u+ α2Tu. (2.16)

We estimate for u ∈ S,

‖Tu‖2
L2(Ωµ×Λ) + ‖∇xTu‖2

L2(Ωµ×Λ) + ‖∆xTu+ 2∂x1∂x2Tu‖2
L2(Ωµ×Λ)

= ‖Tu‖2
L2(Ωµ×Λ) + ‖T∇u− Tie1αu‖2

L2(Ωµ×Λ)

+
∥∥∥T∆u− T2iα∂x1u− Tα2u + 2 (T∂x1∂x2u− Tiα∂x2u)

∥∥∥2

L2(Ωµ×Λ)

≤ c1‖Tu‖2
L2(Ωµ×Λ) + c2‖T∇u‖2

L2(Ωµ×Λ) + ‖T∆u+ T2∂x1∂x2u‖2
L2(Ωµ×Λ)

= c1 ‖u‖2
L2(Ω) + c2 ‖∇u‖2

L2(Ω) + ‖∆u+ 2∂x1∂x2u‖2
L2(Ω)

≤ c3 ‖u‖2
H2(Ω), (2.17)

with real constants c1, c2 and c3. Now we extend u toH2
0 (Ω) and show boundedness

of T from H2
0 (Ω) into L2(Λ, H2

0,0(Ωµ)),

‖Tu‖2
L2(Λ,H2

0,0(Ωµ))

=

∫
Λ

‖Tu(·, α)‖2
H2(Ωµ)dα

=

∫
Λ

[
‖Tu(·, α)‖2

L2(Ωµ) + ‖∇xTu(·, α)‖2
L2(Ωµ) + ‖∆xTu+ 2∂x1∂x2Tu‖2

L2(Ωµ)

]
dα

= ‖Tu‖2
L2(Ωµ×Λ) + ‖∇xTu‖2

L2(Ωµ×Λ) + ‖∆xTu + 2∂x1∂x2Tu‖2
L2(Ωµ×Λ)

(2.17)

≤ c3 ‖u‖2
H2(Ω).

We conclude T is well defined and bounded.

To show surjectivity, we let Tu ∈ L2(Λ, H2
0,0(Ωµ)). In particular, this means that

Tu(·, α) ∈ H2
0,0(Ωµ) and hence Tu(·, α), ∇xTu(·, α) and ∆xTu(·, α) are in L2(Ωµ)

almost everywhere on Λ.
With the identities (2.13) and (2.15) we see that T∇u and T∆u are in L2(Ωµ×Λ).
Since T is invertible in this space, we conclude that u, ∆u and ∇u are in L2(Ω),
and hence u ∈ H2

0 (Ω).
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2

2.5 Entire Functions

This chapter provides some basic knowledge about entire functions.

Definition 2.26 (Entire Functions)
A function f : C → C, f 6≡ 0, is called an entire function if it is holomorphic in
the entire complex plane.

• The maximum modulus M(r) is defined by

M(r) := max
0≤θ≤2π

∣∣f (reiθ)∣∣ ,
• the order ρ of f(z) is defined by

ρ := lim sup
r→∞

log logM(r)

log r
,

• and if f(z) is of order ρ then the type τ is defined by

τ := lim sup
r→∞

logM(r)

rρ
.

Definition 2.27 An entire function of order ρ = 1 and type τ is called an entire
function of exponential type τ .

The following elementary propositions are taken from [6], page 242 and 245.

Lemma 2.28 • Let f and g be two entire functions of exponential type at
most τ . Then f + g is of exponential type at most τ .

• Let f and g be two entire functions of exponential type τf and τg, respectively.
Then the function f ·g is an entire function of exponential type at most τf+τg.

• Let f and g be two entire functions of exponential type τf and τg with τf > τg.
Then the function f + g is an entire function of exponential type τf .

Furthermore, the following holds true.
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Lemma 2.29 Let f be an entire function of exponential type. Then g(k) := kf(k)
is an entire function of the same exponential type.

Proof: It holds true that

Mg(r) = max
0≤θ≤2π

∣∣g (reiθ)∣∣ = max
0≤θ≤2π

r
∣∣f (reiθ)∣∣ = rMf (r),

where Mr and Mf denote the maximum modulus of f and g respectively. For the
order ρg of g it holds

ρg = lim sup
r→∞

log logMg(r)

log r
= lim sup

r→∞

log (log r + logMf (r))

log r
(∗)
≤ lim sup

r→∞

log(2 logMf (r))

log r
= lim sup

r→∞

log 2 + log logMf (r)

log r
= ρf ,

where ρf denotes the order of f . Note, that in (∗) we have used thatMf (r) ≥ r for
r large enough. We can assume this, because if r was growing faster than Mf (r),
then ρf = 0 and hence f would not be an entire function of exponential type.

On the other hand we see that for r large enough it is log log(rMf (r))

log r
≥ log log(Mf (r))

log r

and hence

ρg = lim sup
r→∞

log log(rMf (r))

log r
≥ lim sup

r→∞

log log(Mf (r))

log r
= ρf .

We conclude ρg = ρf = 1. For the type we see that

τg = lim sup
r→∞

logMg(r)

r
= lim sup

r→∞

log r

r
+

logMf (r)

r

= lim sup
r→∞

logMf (r)

r
= τf ,

where τf and τg denote the type of f and g respectively.

Hence, f and g are exponential functions of the same type. 2

The following theorem can be found in [28], page 266.

Theorem 2.30 Laguerre
Let f be an entire function of order less than two that is real for real z and has
only real zeros. Then the zeros of f ′ are also all real and are separated from each
other by the zeros of f .
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Corollary 2.31 Let f be an entire function of order less than two that is real for
real z. Suppose that f has infinitely many real zeros and only a finite number of
complex ones. Then f ′ vanishes only once on each interval (zn, zn+1) formed by
two consecutive real zeros of f when the interval is sufficiently far from the origin.

For a proof see [23], Theorem 2.3. The well known Paley-Wiener Theorem can be
found for example in [20], page 30.

Theorem 2.32 Paley-Wiener
The entire function f is of exponential type less or equal to τ and belongs to L2(R),
if, and only if, it has the form

f(z) =

∫ τ

−τ
ϕ(t)eizt dt , z ∈ R,

for some ϕ ∈ L2 (−τ, τ). f is of type τ if ϕ does not vanish on a neighborhood of
τ or −τ .
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3 Two Scattering Problems

We will describe two scattering problems for periodic media in this chapter. We
will then consider the case of non-scattering incident waves, that means that the
scattered field vanishes. This will lead us to a system of differential equations,
which is set up inside of the periodic medium. The problem of solving this system
of equations is called the interior transmission eigenvalue problem.

To set up the scattering problem, we will need to consider for R ∈ R>0

Πµ :=
[
2πµ, (µ+ 1)2π

]
× R,

Πµ,R :=
[
2πµ, (µ+ 1)2π

]
×
(
−R,R

)
,

with µ ∈ Z fixed. Also, the following additional function spaces will be useful to
describe the scattering problems. For p = 1, 2, we define

Hp
kd(Πµ) := {u ∈ Hp(Πµ) : eikd2πnu(x1, x2) = u(x1 + 2πn, x2),

for all x ∈ Πµ, n ∈ Z},

and analogously Hp
kd(Πµ,R). Furthermore, we define

Hp
loc(D) := {u : D → C : u

∣∣
D̃
∈ Hp(D̃) for any open and bounded set D̃ ⊂ D},

for some Lipschitz domain D, and

Hp
kd,loc(Πµ) := {u : Πµ → C : u

∣∣
Πk,R
∈ Hp

kd(Πµ,R), for any R ∈ R>0}.

3.1 Scattering Problem 1

We consider the periodic medium

Ω =
{

(x1, x2) ∈ R2 : x1 ∈ R, f(x1) < x2 < g(x1)
}

as described before in (1.1). Let q denote the 2π-periodic contrast, that is
supp q(x) = Ω. Again, we denote by Γ the boundary of Ω. We first describe the
scattering problem formally. To this end, we do not yet care about the regularity
of the contrast or of the scattered field. The periodic medium Ω is excited by an
incident plane wave ui, which is given by

ui(x) = eikx·Θ,

where k > 0 denotes the wave number and

Θ := (sinϕ,− cosϕ)> , |ϕ| < π/2, (3.1)
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is the direction of propagation. We denote the first component of Θ by d := sinϕ,
|d| < 1.

In general, the incident plane wave ui(x) = eikx·Θ does not share the 2π-periodicity
of Ω. It rather holds

ui(x1 + 2π, x2) = exp (ik(x1 + 2π) sinϕ− ikx2 cosϕ)

= exp (ikx1 sinϕ− ikx2 cosϕ) exp (ik2π sinϕ)

= exp (ikx · θ) exp (ik2π sinϕ)

= ui(x) exp (ik2π sinϕ) .

Plugging in d = sinϕ we see

ui(x1 + 2π, x2) = eikd2πui(x1, x2).

We compare this with the definition of quasi-periodicity and see that ui is a kd-
quasi-periodic function. It is ∆ui(x) = ∆eikx·Θ = −k2eikx·Θ = −k2ui(x) and
therefore ui satisfies the Helmholtz equation in R2,

∆ui + k2ui = 0 in R2.

The scattering problem reads, given ui, determine the scattered field us and the
total field u := ui + us, which satisfies

∆u+ k2(1 + q)u = 0 in R2, (3.2)

such that us satisfies the Rayleigh radiation condition, which we will introduce in
a moment.

On the boundary Γ of the periodic medium the following transmission conditions
are valid [

u
]

Γ
= 0 and

[∂u
∂ν

]
Γ

= 0 , (3.3)

where ν denotes the outward pointing unit normal vector, and
[
f
]

:= f
∣∣
+
− f

∣∣
−.

Given that ui satisfies the Helmholtz equation in R2, from (3.2) we obtain the
following equation for the scattered field.

∆us + k2(1 + q)us = −k2qui in R2. (3.4)

Furthermore, we assume the scattered field to be kd-quasi-periodic.
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As already mentioned, we require us to satisfy the Rayleigh radiating condition.
That is, there exist u±n ∈ C such that

us(x) =
∑
n∈Z

u±n e
i(αnx1±βnx2), (3.5)

with αn = n+ kd and βn are defined by

βn =

{ √
k2 − α2

n, |αn| ≤ k ,

i
√
α2
n − k2, |αn| > k .

The plus and the minus sign in (3.5) refer to the cases when x2 > max{g(x1), x1 ∈
R} or x2 < min{f(x1), x1 ∈ R}, respectively. Note that since we consider quasi-
periodic functions, we can restrict ourselves to x1 ∈ (2πµ, 2π(µ + 1)) for fixed
µ ∈ Z from now on.

The Rayleigh radiation condition is recovered by a Fourier expansion with respect
to x1 of e−ikdx1u(x), that means u(x) =

∑
n∈Z an(x2)eix1αn . Using furthermore

that u satisfies the Helmholtz equation outside of Ω, yields a′′n + (k2 − α2
n)an = 0

with αn = n + kd. Solving this and using that in u = us + ui the incident field
is given by eikx·Θ, naturally leads to the Rayleigh expansion radiation condition,
which ensures that the scattered field is outgoing with respect to x2. For more
details, we refer to [24].

Let us now consider a 2π-periodic contrast q ∈ L∞(R2). Classically, the scattering
problem is studied for u ∈ H1

kd,loc(Πµ), see for example [27]. That means, equation
(3.2) is understood in the weak sense, that is∫

Πµ

∇u · ∇ϕ− k2(1 + q)uϕ dx = 0, (3.6)

for all ϕ ∈ H1
kd(Πµ) with compact support with respect to x2, that means, there

exists a compact set D ⊂ Πµ such that ϕ is supported in D. All terms in (3.6)
are well defined and u satisfies the first transmission condition, u|+ = u|−,
by u ∈ H1

kd,loc(Πµ). However, only if a weak solution u to (3.6) is sufficiently
regular, it can be interpreted as a solution to (3.2) with (3.3). In this case, the
second transmission condition, ∂u

∂ν

∣∣∣
+

= ∂u
∂ν

∣∣∣
−
is well defined and included in the

formulation (3.6). This can easily be seen by multiplying ∆u + k2(1 + q)u with
a testfunction ϕ ∈ H1

kd(Πµ) with compact support with respect to x2, integrating
over Ωµ and Πµ \ Ωµ and applying Green’s first identity. Due to the kd-quasi-
periodicity, the boundary integrals on the vertical boundaries cancel out. To finally
obtain (3.6), the remaining boundary integrals also have to cancel out, which shows
the second transmission condition in (3.3).
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By standard elliptic regularity results, see for example [11], Theorem 8.8, a weak
solution to (3.2) lies in fact in H2

kd,loc(Πµ). It is even a classical solution in R2 \Ω
(see [11], Corollary 8.11) and hence analytic there (see [8], Theorem 3.5). For more
details on the scattering problem, we refer to [27].

In this work, we are interested in non-scattering waves, that means that the scat-
tered field us vanishes outside of Ωµ, and hence u = ui in Πµ \ Ωµ. The transmis-

sion conditions then yield u = ui and
∂ui

∂ν
=
∂u

∂ν
on Γµ and inside of Ωµ it holds

∆ui + k2ui = 0 and ∆u + k2(1 + q)u = 0. The scattering problem above hence
leads to the following problem, which is set up only inside of Ωµ. (We will first
write the system of equations formally and comment on regularity afterwards.)

We wish to find non-trivial kd-quasi-periodic solutions v and w to the system of
equations,

∆w + k2w = 0 in Ωµ (3.7)
∆v + k2(1 + q)v = 0 in Ωµ (3.8)

w = v on Γµ (3.9)
∂w

∂ν
=

∂v

∂ν
on Γµ. (3.10)

This problem is called the interior transmission eigenvalue problem. The values for
k such that the interior transmission eigenvalue problem has non-trivial solutions
are called transmission eigenvalues.

Remark 3.1 Note that k appears in the differential equation and also in the so-
lution space.

We will go into more details in Chapter 4.2.

Closing this subsection, we would roughly like to comment on regularities of the
solutions to the interior transmission eigenvalue problem. Up to now, we have used
the space H1

kd,loc(Πµ) as an ansatz space, which was suitable to treat the trans-
mission conditions. However, when considering the interior transmission eigen-
value problem independently of the scattering problem, we will seek for solutions
(v, w) ∈ L2(Ωµ)× L2(Ωµ) such that the difference u := w − v is in H2

0,kd(Ωµ). We
then write the equations in the ultra weak formulation, that is∫

Ωµ

w
[
∆ϕ+ k2(1 + q)ϕ

]
dx = 0,

for all ϕ ∈ H2
0,kd(Ω), and the analogous form for v. With this formulation, the

two equations on the boundary, (3.9) and (3.10), are included in the Sobolev space
H2

0,kd(Ωµ), when considering u = w − v ∈ H2
0,kd(Ωµ).
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3.2 Scattering Problem 2

Let again k > 0 be the wave number. We will consider the case that a point source
at some point y ∈ R2 with y2 > 1 is scattered by an inhomogeneous layer Ω+ =
R× (0, 1), which is contained in a strip Ω′+ = R× (0, 1+h), for some h > 0, on top
of a perfect conductor. The point source is defined as Φk(x, y) = i

4
H

(1)
0 (k|x− y|),

x 6= y, which is the fundamental solution of the Helmholtz equation, with the
Hankel function H(1)

0 of the first kind of order zero. We enlarge Ω′+ by choosing h
big enough, such that y is contained in the strip Ω′+.

By Γlo = R×{0} we denote the lower part of the boundary of Ω+ and Ω′+ and by
Γup+ = R× {1} and Γ′up+ = R× {1 + h} the upper parts, respectively.

We reflect this setting at Γlo and obtain a strip Ω := R × (−1, 1) and we extend
the point source as an odd function with respect to x2 into the lower half space
R2
− := R× (−∞, 0). This yields an additional point source −Φk(x, y

∗) with y∗ =
(y1,−y2)>. The complete setting is illustrated in Figure 5.

ui

Ω+

Ω′
+

Ω

Γup+

Γ′
up+

Γlo

Figure 5: The Setting for Scattering Problem 2

We consider the scattering problem in the upper half space R2
+ := R× (0,∞). We

note that due to the reflection and the odd extension, (with some modifications)
similar results can be shown for the lower half space as well. Therefore, it is
sufficient to consider the upper half space.

The incident wave is given by ui(x) := Φk(x, y)−Φk(x, y
∗), x ∈ R2

+, x 6= y, for fixed
y ∈ R2

+ and y∗ = (y1,−y2)> (compare with Figure 5). We note some properties of
the incident field ui. First, it is ui = 0 on Γlo. Second, for x ∈ Ω+ and |x1| ≥ 1,
there exist some constants c′ and c′′, which only depend on k and y such that

|ui(x)| ≤ c′
x2

|x|3/2
, (3.11)

|∇ui(x)| ≤ c′′
x2

|x|3/2
. (3.12)
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These estimates follow directly from the proof of Lemma 4.1 in [26]. There, it is
shown that

|ui(x)| ≤ x2 y2 k

|x− y∗|+ |x− y|
max

|x−y∗|≤s≤|x−y|
|H(1)

1 (ks)|.

Using the asymptotic behaviour

H(1)
n (z) =

√
2

πz
ei(z−n

π
2
−π

4
)

(
1 +O

(
1

z

))
, |z| → ∞, | arg z| ≤ π/2,

for the Hankel function of order n and of the first kind, we see that |ui(x)| ≤
c̃ x2
|x−y|3/2 , where c̃ depends on k and y. Now we use, that for |x1| large enough,

there exists a constant c > 0 such that |x − y| ≥ |x| (1− |y|/|x|) ≥ c |x|. This
shows that |ui(x)| ≤ c̃ x2

|x−y|3/2 ≤
c̃
c

x2
|x|3/2 , for |x1| > R, for some R ∈ R. We define

ĉ := max1≤|x1|≤R

{
|ui(x)|
x2
|x|3/2

}
and c′ := max

{
ĉ, c̃

c

}
. This yields |ui(x)| ≤ c′ x2

|x|3/2

for |x1| ≥ 1, the first estimate (3.11).

For the second estimate (3.12), we first evaluate ∇ui(x) which can be done anal-
ogously to the proof of Lemma 4.1 in [26], where ∇y (Φk(x, y)− Φk(x, y

∗)) is con-
sidered. Taking the gradient with respect to x simply leads to some additional
minus sign. We obtain analogously to equation (4.15) of [26], that for |x1| large
enough, ∇ui ≤ c x2

|x−y|3/2 , c > 0. Using the same arguments as above, we obtain
the second estimate (3.12).

From (3.11) and (3.12) we see that ui ∈ L1(Ω+) as well as ∇ui ∈ L1(Ω+).

We are now going to describe the scattering problem. Let q be the 2π-periodic
contrast. We do not yet care about the regularity of q. The incident field satisfies
the Helmholtz equation ∆ui + k2ui = 0 in R2

+ \ {y}. The scattering problem is to
determine ut ∈ H1

loc(R2
+ \ {y}) which satisfies

∆ut + k2(1 + q)ut = 0 in R2
+ \ {y}, ut = 0 on Γlo, (3.13)

such that the scattered field us = ut−ui is in H1
loc(R2

+). On Γup+, the transmission
conditions (3.3) are valid for ut.

Moreover, we need a suitable radiation condition, which we will introduce in a
moment. First, we will transform the problem into an inhomogeneous equation in
H1
loc(R2

+), to avoid dealing with singularities. To this end, we fix some ε > 0 such
that 0 < 2ε < min{y2 − 1, 1 + h − y2}, and choose a function ϕ ∈ C∞(R2), that
satisfies

ϕ(x) = 0 for |x− y| ≤ ε,

ϕ(x) = 1 for |x− y| ≥ 2ε.
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We then consider

u := ϕui + us = ut + (ϕ− 1)ui ∈ H1
loc(R2

+).

Then it is

u = ut for |x− y| ≥ 2ε and u = us for |x− y| ≤ ε.

In particular, u = ut in Ω+ and u vanishes on Γlo.

We now consider ∆u+k2(1+q)u, which vanishes for |x−y| ≥ 2. Since furthermore
u = ϕui + us and us satisfies ∆us + k2(1 + q)us = ∆us + k2us = 0 outside of Ω+

(and hence inside the disc D := {x ∈ R2
+ : |x− y| < 2ε}), we obtain

∆u+ k2(1 + q)u

=
(
∆ + k2(1 + q)

) (
ϕui
)

= ∆ϕui + 2∇ϕ · ∇ui + ϕ
(
∆ui + k2(1 + q)ui

)
= 2∇ϕ · ∇ui +

(
∆ϕ+ ϕk2q

)
ui := f, (3.14)

where f ∈ L2(R2
+) has support in the disc D = {x ∈ R2

+ : |x− y| < 2ε}.
Let now q ∈ L∞(R2

+). Equation (3.14) is understood in the weak sense, that is for
u ∈ H1

loc(R2
+) with u = 0 on Γlo,∫

R2
+

∇u · ∇ψ − k2(1 + q)uψ dx =

∫
D

fψ dx.

for any ψ ∈ H1(R2
+) with compact support.

The scattering problem is now undestood as to determine us = u− ϕui and with
this the total field ut = us + ui. In the same way as in Scattering Problem 1,
by choosing a weak solution u regular enough, u provides a solution to (3.14).
Then, (note that u = ut for |x − y| ≥ 2ε and hence on the boundary Γup+) the
transmission condition (3.3) make sense for u.

Furthermore, as mentioned before, to set up the scattering problem properly, a
suitable radiation condition needs to be introduced. To this end, first, we require
us to satisfies the upward propagating radiation condition (UPRC) (see [7]) that
is, there exists φ ∈ L∞(R) with

us(x) = 2

∫
R×{1+h}

φ(y)
∂

∂y2

Φk(x, y)ds(y) , x2 > 1 + h.

Note that the integrand exists because ∂
∂y2

Φk(x, ·) ∈ L1(Ω+) for x ∈ R2
+ \Ω′+. This

can be shown analogously to (3.12).
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Theorem 2.9 in [7] shows that ui also satisfy the UPRC for x2 > 1+h, because it is
a radiating solution in terms of Definitions 2.5 in [7]. Therefore, we conclude that
u satisfies the UPRC above Ω′+. However, this condition is not sufficient, as one
can not expect uniqueness of the solutions to the scattering problem, see Example
2.3 in [18]. We therefore need a second condition, that treats u when x1 tends to
±∞. A proper radiation condition is introduced in [18]. We will roughly describe
this condition. For more details, we refer to this article.

As shown in [18], u is of the form

u = u(1) + u(2),

that means
ut = (1− ϕ)ui + u(1) + u(2),

where u(1) is in H1(R× (0, 1 +H)), for all H > h and u(2) has the form

u(2)(x) := ψ+(x1)
∑
j∈J

∑
l∈L+

j

a+
j,lφj,l(x) + ψ−(x1)

∑
j∈J

∑
l∈L−

j

a−j,lφj,l(x), x ∈ R2
+.

Here, ψ± are functions such that

ψ±(x1) → 1 , as x1 → ±∞,
ψ±(x1) → 0 , as x1 → ∓∞

and φj,l ∈ H1
loc(R2

+), j ∈ J , l ∈ L±j , with some finite index sets J and L±j ,
are surface waves, that means they are weak αj-quasi-periodic solutions to the
Helmholtz equation in R2

+, with some parameter αj ∈ [0, 1), j ∈ J . They are
orthonomalized, equal zero on Γlo and satisfy the Rayleigh expansion condition.
They are determined by some eigenvalue problem (compare with Lemma 5.6 in
[18]). The subsets L+

j and L−j separate the surface waves which travel to the right
and left, respectively.

We set for abbreviation,

u±j (x) :=
∑
l∈L±

j

a±j,lφj,l(x), x ∈ R2
+

for j ∈ J and for some coefficients a±j,l ∈ C. Then u±j (x) ∈ H1
loc(R2

+), j ∈ J , satisfy
the Helmholtz equation in R2

+.

Let us now consider the case, that us vanishes above the strip Ω+ = R × (0, 1).
Then, the transmission conditions yield

u = ui,

∂u

∂x2

=
∂ui

∂x2

,
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on Γup+. This leads us to the following system of equations, which we formally
write as

∆ui + k2ui = 0 , in Ω+, (3.15)
∆u+ k2(1 + q)u = 0 , in Ω+, with u = u(1) + u(2) (3.16)

ui = u on Γup,+

∂ui

∂x2

=
∂u

∂x2

on Γup,+

ui = u = 0 on Γlo.

The following result shows, that if us vanishes above the strip Ω = R× (0, 1), the
surface waves vanish.

Lemma 3.2 Let us be the scattered field to (3.13). Then, us = 0 above the strip
Ω = R× (0, 1) implies that u(2) = 0 in Ω, and hence u = u(1) ∈ H1(Ω).

Proof:

If us vanishes above the strip Ω+, on the boundary Γup+ it holds, using the αj-
quasi-periodicity of the functions φj,l, j ∈ J ,

ui(x1 + 2πm, 1)

= u(x1 + 2πm, 1)

= u(1)(x1 + 2πm, 1) + ψ+(x1 + 2πm)
∑
j∈J

∑
l∈L+

j

a+
j,lφj,l(x1 + 2πm, 1)

+ ψ−(x1 + 2πm)
∑
j∈J

∑
l∈L−

j

a−j,lφj,l(x1 + 2πm, 1)

= u(1)(x1 + 2πm, 1) + ψ+(x1 + 2πm)
∑
j∈J

∑
l∈L+

j

a+
j,lφj,l(x)ei2πmαj

+ ψ−(x1 + 2πm)
∑
j∈J

∑
l∈L−

j

a−j,lφj,l(x)ei2πmαj , (3.17)

as well as
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∂

∂x2

ui(x1 + 2πm, 1)

=
∂

∂x2

u(1)(x1 + 2πm, 1) + ψ+(x1 + 2πm)
∑
j∈J

∑
l∈L+

j

a+
j,l

∂

∂x2

φj,l(x)ei2πmαj

+ ψ−(x1 + 2πm)
∑
j∈J

∑
l∈L−

j

a−j,l
∂

∂x2

φj,l(x)ei2πmαj . (3.18)

Equation (3.17) and (3.18) yield,∑
j∈J

u±j (x1, 1)ei2πmαj =
∑
j∈J

∑
l∈L+

j

a±j,lφj,l(x)ei2πmαj → 0 , (3.19)

as well as∑
j∈J

∂

∂x2

u±j (x1, 1)ei2πmαj =
∑
j∈J

∑
l∈L+

j

a±j,l
∂

∂x2

φj,l(x)ei2πmαj → 0, (3.20)

for m→ ±∞, because ui and u(1), as well as their derivatives with respect to x2,
decay, as |x1| → ∞ and ψ±(x) tends to one or zero, respectively, as |x1| → ∞.

We order the distinct αj ∈ (0, 1), j = 1, . . . , n as a decreasing sequence, that means
αj+1 < αj for all j = 1, . . . , n. We will show that for all n ∈ N, for all αj and for
all surface waves u±j ∈ H1

loc(R2
+) that satisfy (3.19) and (3.20),

u±j = 0 and
∂

∂x2

u±j = 0 on Γup.

We start with showing that (3.19) implies

u±j (x1, 1) = 0 for all j = 1, . . . n. (3.21)

For simplicity, we prove this for m → ∞. Analogously, one can show the result
for m → −∞. We use mathematical induction for this proof. For n = 1, from
u+

1 (x1, 1)ei2πmα1 → 0, as m → ∞, we see that u+
1 (x1, 1) = 0. Let us now assume

that the claim (3.21) holds true for one n ∈ N. We will show that it also holds
true for n+ 1. It is

n+1∑
j=1

u+
j (x1, 1)ei2πmαj → 0

⇔ ei2πmαn+1

(
u+
n+1(x1, 1) +

n∑
j=1

u+
j (x1, 1)ei2πm(αj−αn+1)

)
→ 0, (3.22)
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as m → ∞. We define αj − αn+1 =: βj. Note, that βj ∈ (0, 1), because the αj
are distinct and αn+1 < αj, j = 1, . . . , n. Then, (3.22) is satisfied if, and only if,

n∑
j=1

u+
j (x1, 1)ei2πmβj → −u+

n+1(x1, 1), (3.23)

as m→∞, which yields
n∑
j=1

u+
j (x1, 1)ei2πmβj −

n∑
j=1

u+
j (x1, 1)ei2π(m+1)βj → 0,

as m→∞. This is satisfied if, and only if,
n∑
j=1

u+
j (x1, 1)

(
1− ei2πβj

)︸ ︷︷ ︸
=:û+j (x1,1)

ei2πmβj → 0,

as m → ∞. From the induction hypothesis, we see that û+
j (x1, 1) = 0 for all

j = 1, . . . , n and since 1− ei2πβj 6= 0, u+
j must be equal to zero for all j = 1, . . . , n.

This shows with (3.22) that u+
n+1(x1, 1) = 0 as well. Additionally, we conclude

with analogous arguments from (3.20), that ∂
∂x2
u±j (x1, 1) = 0 for all j = 1, . . . n.

Furthermore, u±j are classical solutions to the Helmholtz equation in Ω+ and hence
analytic there (see [11], Corollary 8.11 and [8], Theorem 3.5) . We use Holmgren’s
Uniqueness Theorem (see for example [8], Theorem 6.12) and conclude that u±j
are zero inside of Ω+. This yields that u(2) = 0 and hence u = u(1) ∈ H1(Ω) inside
Ω+.

2

This lemma shows that if we assume us to vanish above Ω+, we arrive at the
system of equations

∆ui + k2ui = 0 in Ω+,

∆u(1) + k2(1 + q)u(1) = 0 in Ω+,

ui = u(1) on Γup,+

∂ui

∂x2

=
∂u(1)

∂x2

on Γup,+

ui = u(1) = 0 on Γlo.

Now we extend u(1) and ui as odd functions with respect to x2 to the strip Ω =
R× (−1, 1). We arrive at the interior transmission eigenvalue problem (replacing
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ui and u(1) by v and w), set up inside the strip Ω, where we wish to find non-trivial
solution v and w to the following system of equations.

∆w + k2w = 0 in Ω,

∆v + k2(1 + q)v = 0 in Ω,

w = v on Γ
∂w

∂x2

=
∂v

∂x2

on Γ, (3.24)

where Γ := (R× {−1}) ∪ (R× {1}) denotes the boundary of Ω. Just as for
Scattering Problem 1, it makes sense to study this problem in the ultra weak sense.
That is, we seek for solutions (v, w) ∈ L2(Ω) × L2(Ω) such that v − w ∈ H2

0 (Ω)
and we understand the differential equations as∫

Ω

w
[
∆ϕ+ k2(1 + q)ϕ

]
dx = 0,

for all ϕ ∈ H2
0 (Ω), and the corresponding form for v. We will go into more details

later in Chapter 4.2.3

Note, that neither the incident field ui, nor u(1) is periodic or quasi-periodic. Nev-
ertheless, there will be an interesting relation to α-quasi-periodic functions, which
we will point out later in Chapter 4.2.3.2.
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4 Transmission Eigenvalues

The main focus of this work lies in the study of transmission eigenvalues for periodic
media. Since we will use some analysis for bounded domains, we will start with
this case in Chapter 4.1. We will study transmission eigenvalues for Scattering
Problem 1 and Scattering Problem 2 in Chapter 4.2. In Chapter 4.3 we will show
that there exist complex transmission eigenvalues for some periodic medium and
with some conditions on the contrast.

Although already mentioned, we will clearly define the expressions transmission
eigenvalue and interior transmission eigenvalue problem for both, bounded do-
mains and for periodic media in the following chapters.

Throuout this work we consider the contrast q to be bounded away from zero
and positive. With some modifications, similar results can be obtained when
considering negative contrast.

4.1 Transmission Eigenvalues for Bounded Domains

Let D be some bounded domain and let 0 < q∗ ≤ q ≤ q∗ < ∞ inside D. For
v, w ∈ L2(D) we consider the system of equations

∆w + k2(1 + q)w = 0 in D (4.1)
∆v + k2v = 0 in D (4.2)

w = v on ∂D (4.3)
∂νw = ∂νv on ∂D. (4.4)

The equations (4.1) and (4.2) have to be understood in the ultra weak sense, that
is ∫

D

w
[
∆ϕ+ k2(1 + q)ϕ

]
dx = 0 (4.5)∫

D

v
[
∆ϕ+ k2ϕ

]
dx = 0 (4.6)

for all ϕ ∈ H2
0 (D).

The question is, do there exist k ∈ C and non-trivial solutions (v, w) ∈ L2(D) ×
L2(D) such that

u := w − v ∈ H2
0 (D) ?
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If so, we call k ∈ C, Re (k) > 0 a transmission eigenvalue and u the corresponding
transmission eigenfunction. Furthermore, we use the expression eigenpair (v, w).

Note that the boundary conditions are already included in the space H2
0 (D).

We subtract (4.5) from (4.6) and obtain∫
D

u [∆ϕ+ k2(1 + q)ϕ] dx = k2

∫
D

v q ϕ dx,

for all ϕ ∈ H2
0 (D). Using Green’s identities, the equation reads∫

D

[∆ + k2(1 + q)]uϕ dx = k2

∫
D

v q ϕ dx, (4.7)

with ϕ ∈ H2
0 (D). With a densiy argument (4.7) holds for ϕ ∈ L2(D).

Let us now choose ϕ = 1
q
[∆ + k2]ψ for all ψ ∈ H2

0 (D). We arrive at∫
D

1

q

[
∆ + k2(1 + q)

]
u
[
∆ + k2

]
ψ dx = 0, (4.8)

for all ψ ∈ H2
0 (D). Note that we have used (4.6) on the right hand side of the

equation.

Notation 4.1 Motivated by (4.8), for future convenience we define the sesqui-
linear form

ak,q,D(u, ψ) :=

∫
D

1

q

[
∆ + k2(1 + q)

]
u
[
∆ + k2

]
ψ dx

=

∫
D

1

q

[
∆u+ k2u

] [
∆ψ + k2ψ

]
dx + k2

∫
D

u
[
∆ψ + k2ψ

]
dx

for u, ψ in H2
0 (D). By splitting up ak,q,D into this sum, we can treat the part that

depends on q seperately.

Lemma 4.2 k is a transmission eigenvalue, if, and only if, there exists a non-
trivial u ∈ H2

0 (D) such that ak,q,D (u, ψ) = 0 for all ψ ∈ H2
0 (D).

Proof: We have just seen that if k is a transmission eigenvalue relating to the cor-
responding eigenpair (v, w) ∈ L2(D)×L2(D) then u = H2

0 (D) solves the equation
ak,q,D(u, ψ) = 0 for all ψ ∈ H2

0 (D).
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If, on the other hand, there exists a non-trivial u ∈ H2
0 (D) such that ak,q,D (u, ψ) =

0 for all ψ ∈ H2
0 (D), then,

v :=
1

k2q

[
∆u+ k2(1 + q)u

]
belongs to L2(D) and satisfies∫

D

v
[
∆ψ + k2ψ

]
dx =

∫
D

1

k2q

[
∆u+ k2(1 + q)u

] [
∆ψ + k2ψ

]
dx

(4.8)
= 0,

for all ψ ∈ H2
0 (D), the ultra weak formulation for ∆v + k2v = 0 on H2

0 (D).

Analogously, we can show that w := u− v ∈ L2(D) satisfies the ultra weak formu-
lation for ∆w + k2(1 + q)w = 0. 2

This result is used to prove the discreteness of the transmission eigenvalues.

Lemma 4.3 The transmission eigenvalues to the interior transmission eigenvalue
problem as stated in (4.1) - (4.4) form at most a discrete set.

We will do a similar proof of discreteness later (Lemma 4.11) and therefore skip
the details here. Nevertheless, we note here that the discreteness can be shown
independently of the proof of existence for transmission eigenvalues.

Theorem 4.4 There exists a discrete set of real transmission eigenvalues to the
interior transmission eigenvalue problem as stated in (4.1) - (4.4). The only pos-
sible accumulation point is infinity.

A complete proof can be found in [3], see also [14] for the contrast beeing large
enough. (The proof of Lemma 4.3 is part of this proof.) For the proof of Theorem
4.12 later we will use similar methods. To show existence of the transmission
eigenvalues in Theorem 4.4 (as well as later in Theorem 4.12), the following result
is used.

Lemma 4.5 There exists a discrete set of real transmission eigenvalues for a disc
B of radius R centered at zero with constant contrast q = qc > 0, that means

∆w + k2(1 + qc)w = 0 in B (4.9)
∆v + k2v = 0 in B (4.10)

w = v on ∂B (4.11)
∂νw = ∂νv on ∂B, (4.12)

for v, w ∈ L2(B) such that v − w ∈ H2
0 (B).
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Proof: We will only show that transmission eigenvalues exist, as discreteness
follows from Lemma 4.3.

Looking for solutions to the Helmholtz equation in polar coordinates leads to the
Bessel differential equation. Solutions are the Bessel functions. We will choose
Bessel functions of order 0 and solving the system of equations (4.9)-(4.12) leads
to the determinant

W (k) := det

∣∣∣∣ J0(kR) J0(k
√

1 + qcR)
−J ′0(kR) −

√
1 + qcJ

′
0(k
√

1 + qcR)

∣∣∣∣
= J0(kR)

√
1 + qc J

′
0(k
√

1 + qcR) − J0(k
√

1 + qcR)
√

1 + qc J
′
0(kR)

= −J0(kR)
√

1 + qc J1(k
√

1 + qcR) + J0(k
√

1 + qcR)
√

1 + qc J1(kR).

If W has a zero, the system of equation (4.9) and (4.12) has non-zero solutions
and hence, transmission eigenvalues exist.

We will show that there exist k ∈ R such thatW (k) = 0. For easier understanding
of the following argumentation, we note some facts about Bessel functions.

• The first zero of J0(k
√

1 + qcR) is smaller than the first zero of J0(kR).

• It is J ′0(k) = −J1(k). We will use this to have an idea if J1 is positive or
negative at some k.

• J0(k) and J1(k) do not have a common zero.

• J0(0) = 1 and J1(0) = 0.

Let k1 be the first zero of J0(k
√

1 + qcR) = 0 and let k2 be the first zero of
J0(kR) = 0. Furthermore, we deonote by k3 the second zero of J0(k

√
1 + qcR) = 0.

There are three cases to consider.

First, let k0 be a zero of J0(k
√

1 + qcR) = 0 and of J0(kR) = 0. Then we have
found a zero of W (k) = 0.

Second, let k1 < k2 < k3. We have illustrated the situation in Figure 6 (with R = 1
and qc = 9). Then we choose k∗ between k2 and k3 such that J0(k∗

√
1 + qcR) =

J0(k∗R). Then, J1(k∗
√

1 + qcR) < 0 and J1(k∗R) > 0. With this, we obtain

W (k∗) = −J0(k∗R)
√

1 + qcJ1(k∗
√

1 + qcR) + J0(k∗
√

1 + qcR)
√

1 + qcJ1(k∗R)

= J0(k∗R) (J1(k∗R)−
√

1 + qcJ1(k∗
√

1 + qcR)) > 0.
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Figure 6: Second case, k1 < k2 < k3

On the other hand, plugging k1 into W yields

W (k1) = −J0(k1R)
√

1 + qcJ1(k1

√
1 + qcR) < 0,

because J0(k1) and J1(k1

√
1 + qcR) are positive.

With the mean value theorem, we conclude, that W (k) has at least one zero.

Third, consider the case that k1 < k3 < k2. For better understanding, see Figure
7. (The situation is illustrated with R = 1 and q = 2.) Then we evaluate the
determinant at k1 and at k2 and obtain
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Figure 7: Third case, k1 < k3 < k2

W (k1) = −J0(k1R)
√

1 + qcJ1(k1

√
1 + qcR) < 0,

because J0(k1R) > 0 and J1(k1

√
1 + qcR) > 0, as well as

W (k2) = −J0(k2R)
√

1 + qcJ1(k2

√
1 + qcR) > 0,

because J0(k1R) > 0 and J1(k1

√
1 + qcR) < 0.

47



Again, with the mean value theorem, we conclude, that W (k) has at least one
zero.

2

Remark 4.6 In general, transmission eigenvalues can be complex valued. This is
shown for the case of sperically stratified media in [23].

4.2 Transmission Eigenvalues for Periodic Media

Let us now define transmission eigenvalues and the interior transmission eigenvalue
problem for periodic media. Basically, the definitions are analog to those for
bounded domains. However, to avoid confusion with the corresponding function
spaces, we will (again) define the expressions explicitely.

Let Ω be a periodic medium and let q be a 2π periodic contrast with 0 < q∗ ≤ q ≤
q∗ < ∞ inside Ω. Analogously to the case of bounded domains, we consider for
v, w ∈ L2(Ω) the system of equations

∆w + k2 (1 + q)w = 0 in Ω (4.13)
∆v + k2v = 0 in Ω (4.14)

w = v on Γ (4.15)
∂νw = ∂νv on Γ, (4.16)

where Γ denotes the boundary of Ω. Equation (4.13) and (4.14) are again under-
stood in the ultra weak sense, that is∫

Ω

w
[
∆ϕ+ k2(1 + q)ϕ

]
dx = 0∫

Ω

v
[
∆ϕ+ k2ϕ

]
dx = 0

for all ϕ ∈ H2
0 (Ω).

We call k a transmisson eigenvalue, if there is a non-trivial solution (v, w) ∈
L2(Ω)× L2(Ω) such that u := w − v is in H2

0 (Ω) and we call u the corresponding
transmission eigenfunction.

Studying periodic media, will also lead us to the case of α-quasi-periodic solutions.
In this case, due to the 2π-periodicity of Ω, it makes sense to study the system of
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equations on a cell Ωµ, that means for v, w ∈ L2(Ωµ),

∆w + k2 (1 + q)w = 0 in Ωµ (4.17)
∆v + k2v = 0 in Ωµ (4.18)

w = v on Γµ (4.19)
∂νw = ∂νv on Γµ, (4.20)

where Γµ denotes the union of the upper and the lower part of the boundary of
Ωµ. We understand (4.17) and (4.18) in the ultra weak sense,∫

Ωµ

w
[
∆ϕ+ k2(1 + q)ϕ

]
dx = 0∫

Ωµ

v
[
∆ϕ+ k2ϕ

]
dx = 0

for all ϕ ∈ H2
0,α(Ωµ), and we call k a transmisson eigenvalue in the α-quasi-periodic

case, if there are non-trivial solution (v, w) ∈ L2(Ωµ)×L2(Ωµ) such that uα := w−v
is in H2

0,α(Ωµ).

The following example shows that we might find different transmission eigenvalues
when considering the interior transmission eigenvalue problem on a cell (a bounded
domain) Ω̊µ, µ ∈ Z fixed, with transmission eigenfunctions in H2

0 (Ωµ) and when
considering α-quasi-periodic solutions v, w on a 2π-periodic medium Ω. In the
latter, we consider the same cell Ωµ but with zero boundary conditions only on
the upper and the lower part of Ωµ. On the left and right part of the boundary,
we have (quasi-)periodicity. The transmission eigenfunctions in this case are in
H2

0,α(Ωµ).

4.2.1 An Example

Let us consider the interior transmission eigenvalue problem for a strip,

Ω = {x ∈ R2 : x1 ∈ R, x2 ∈ (0, 2π)},

and let the solutions of the interior transmission eigenvalue problem be 2π-periodic.
A cell of Ω is defined as

Ωµ = {x ∈ Ω : x1 ∈ [µ2π, (µ+ 1)2π]},

µ ∈ Z fixed. For the corresponding system of equations see (4.17) - (4.20). Note
that Ωµ is a square here.
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Let q ≡ 1 in Ω and choose k = 1. We will show that k = 1 is a transmission
eigenvalue. Let

w0(x) := cos(x1) cos(x2),

v0(x) := cos(x1).

These functions satisfy

∆v0 + k2v0 = ∆v0 + v0 = 0 in Ωµ

∆w0 + k2(1 + q)w0 = ∆w0 + 2w0 = 0 in Ωµ

as well as w0 − v0 ∈ H2
0,0(Ωµ).

Hence, k = 1 is a transmission eigenvalue for this choice of Ω and q!

Note that the functions here are 2π-periodic, but we can also consider them as
α-quasi-periodic functions with α = 0.

Let us now consider the interior transmission eigenvalue problem on Ω̊µ. We
will show that in this case k = 1 is not a transmission eigenvalue for constant
q = qc ≥ 1. The system of equations for the interior transmission eigenvalue
problem (4.1)-(4.4) for Ω̊µ reads

∆w + k2(1 + qc)w = 0 in Ω̊µ (4.21)

∆v + k2v = 0 in Ω̊µ (4.22)
w = v on ∂Ωµ (4.23)

∂νw = ∂νv on ∂Ωµ, (4.24)

for v, w ∈ L2(Ωµ). Note that now, the boundary data is defined on the whole
boundary ∂Ωµ of the square Ω̊µ.

From Lemma 4.2, we know that k is a transmission eigenvalue if, and only if, there
exists a non-trivial u = w − v ∈ H2

0 (Ωµ) such that

0 =

∫
Ωµ

1

qc

[
∆u+ k2(1 + qc)u

] [
∆ψ + k2ψ

]
dx,

for all ψ ∈ H2
0 (Ωµ).
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Writing u as a Fourier series and using Parseval’s equation, for ψ = u we obtain

0 =

∫
Ωµ

1

qc

∣∣∆u+ k2u
∣∣2 dx+ k2

∫
Ωµ

u
[
∆u+ k2u

]
dx

=
1

qc

∑
n∈Z2

|un|2
(
k2 − |n|2

)2
+ k2

∑
n∈Z2

|un|2
(
k2 − |n|2

)
=

∑
n∈Z2

|un|2
(
k2 − |n|2

)( 1

qc

(
k2 − |n|2

)
+ k2

)
, (4.25)

where un, n ∈ Z2 denote the Fourier coefficients. The sum in (4.25) splits up into
positive and negative terms. A term is not positive, if(

k2 − |n|2
)( 1

qc

(
k2 − |n|2

)
+ k2

)
≤ 0,

which is true if and only if

k2 ≤ |n|2 ≤ k2(1 + qc). (4.26)

We are now going to prove the following statement.

Theorem 4.7 Let qc ≡ 1. Then k = 1 is not a transmission eigenvalue for Ω̊µ.

Proof: For qc = 1 and k2 = 1 (4.25) and (4.26) read

0 =
∑
n∈Z2

|un|2
(
1− |n|2

) (
2− |n|2

)
, (4.27)

1 ≤ |n|2 ≤ 2. (4.28)

We recap that a summand of (4.27) is not positive, if (4.28) is satisfied, which is
only possible for |n|2 = 1 or |n|2 = 2. But for these values for |n|,∑

|n|2=1

|un|2
(
1− |n|2

) (
2− |n|2

)
and

∑
|n|2=2

|un|2
(
1− |n|2

) (
2− |n|2

)
vanish. For |n|2 > 2 all (1− |n|2) (2− |n|2) are strictly positive and we conclude
un = 0. Also, un = 0 for |n|2 = 0.

It remains to study un for |n|2 = 1 and |n|2 = 2 and check whether they are zero
as well. There are eight possible tupels (n1, n2) to obtain |n|2 equal to one or two,
namely all possible combinations (n1, n2) with n1 ∈ {−1, 0, 1} and n2 ∈ {−1, 0, 1},
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except (n1, n2) = (0, 0). We will show that un = 0 for these tupels as well. To this
end, we use the boundary conditions on ∂Ωµ, that is 0 = u(x) and 0 = ∂νu(x). If
x2 is on the upper part of the boundary Γµ,up, it holds x2 = 2π and

0 = u(x1, 2π) =
∑
n1∈Z

(∑
n2∈Z

un

)
ein1·x1 ,

0 = ∂νupu(x1, 2π) =
∑
n1∈Z

(∑
n2∈Z

un

)
in2e

in1·x1 .

Here νup := (0, 1)> denotes the outward pointing unit normal vector on Γµ,up.
These two equations hold true if, and only if,

0 =
∑

n2∈{−1,0,1}

un and 0 =
∑

n2∈{−1,0,1}

unn2, (4.29)

for all n1 ∈ {−1, 0, 1}. From this we obtain six equations,

n1 = 0 : 0 = µ(0,1) + µ(0,0) + µ(0,−1) = µ(0,1) + µ(0,−1)

0 = µ(0,1) − µ(0,−1)

n1 = 1 : 0 = µ(1,0) + µ(1,1) + µ(1,−1)

0 = µ(1,1) − µ(1,−1)

n1 = −1 : 0 = µ(−1,0) + µ(−1,1) + µ(−1,−1)

0 = µ(−1,1) − µ(−1,−1). (4.30)

Considering the lower part of the boundary Γµ,lo, that is x2 = 0, we analogeously
obtain the two identities (4.29) and hence the system of equations (4.30).

In the same way, the boundary conditions on the right and left part of the bound-
ary, Γµ,ri and Γµ,le, lead to two further equations, namely

0 =
∑

n1∈{−1,0,1}

un and 0 =
∑

n1∈{−1,0,1}

unn1, (4.31)

for all n2 ∈ {−1, 0, 1}, which gives us

n2 = 0 : 0 = µ(1,0) + µ(0,0) + µ(−1,0) = µ(1,0) + µ(−1,0)

0 = µ(1,0) − µ(−1,0)

n2 = 1 : 0 = µ(1,1) + µ(0,1) + µ(−1,1)

0 = µ(1,1) − µ(−1,1)

n2 = −1 : 0 = µ(1,−1) + µ(0,−1) + µ(−1,−1)

0 = µ(1,−1) − µ(−1,−1). (4.32)
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Solving this system of equations (4.30) and (4.32) above shows that un = 0 for
the tupels (n1, n2) of all possible combinations with n1 ∈ {−1, 0, 1} and n2 ∈
{−1, 0, 1}, except (n1, n2) = (0, 0).

We arrive at un = 0 for all n ∈ Z2 and hence, the system of equations for the
interior transmission eigenvalue problem only has the trivial solution. Therefore
k = 1 is not a transmission eigenvalue! 2

4.2.2 Transmission Eigenvalues for Scattering Problem 1

In this chapter, we consider the transmission eigenvalue problem for Scattering
Problem 1 as described in Chapter 3.1. That means, we are interested in a periodic
medium Ω and the system of equations (4.17) - (4.20) with α := kd. Defined
analogously to Notation 4.1, we consider here

ak,q,Ωµ(ukd, ψ) =

∫
Ωµ

1

q

[
∆ + k2(1 + q)

]
ukd

[
∆ + k2

]
ψ dx,

for ukd, ψ ∈ H2
0,kd(Ωµ). We are going to prove that there exists a discrete set

of transmission eigenvalues in the kd-quasi-periodic case. To avoid dealing with
function spaces depending on the wave number k we plug in ukd = u0eikdx1 , where
u0 is a 2π-periodic function. We obtain for ψ replaced by ψeikdx1

ak,q,Ωµ(u0eikdx1 , ψeikdx1)

=

∫
Ωµ

1

q

[
∆u0 + 2ikd

∂u0

∂x1

+ k2
(
1 + q − d2

)
u0

]
·
[
∆ψ − 2ikd

∂ψ

∂x1

+ k2
(
1− d2

)
ψ

]
dx,

u0, ψ ∈ H2
0,0(Ωµ). For future convenience we define the sesquilinear form

ãk,q,Ωµ
(
u0, ψ

)
:= ak,q,Ωµ

(
u0eikdx1 , ψeikdx1

)
,
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for u0, ψ ∈ H2
0,0(Ωµ), and rewrite ãk,q,Ωµ in the following form

ãk,q,Ωµ
(
u0, ψ

)
=

∫
Ωµ

1

q

[
∆u0 + 2ikd

∂u0

∂x1

+ k2
(
1 + q − d2

)
u0

]
·
[
∆ψ − 2ikd

∂ψ

∂x1

+ k2
(
1− d2

)
ψ

]
dx

=

∫
Ωµ

1

q

[
∆u0 + 2ikd

∂u0

∂x1

+ k2
(
1− d2

)
u0

]
·
[
∆ψ − 2ikd

∂ψ

∂x1

+ k2
(
1− d2

)
ψ

]
dx

+

∫
Ωµ

k2u0

[
∆ψ + 2ikd

∂ψ

∂x1

+ k2
(
1− d2

)
ψ

]
dx, (4.33)

for u0, ψ ∈ H2
0,0(Ωµ).

The following lemma can be shown analogously to Lemma 4.2.

Lemma 4.8 k is a transmission eigenvalue in the kd-quasi-periodic case, if, and
only if, there exists a non-trivial u0 ∈ H2

0,0(Ωµ) such that ãk,q,Ωµ (u0, ψ) = 0 for all
ψ ∈ H2

0,0(Ωµ).

Let us now consider the sesquilinear form ãk,q,Ωµ again. We rewrite it in the form

ãk,q,Ωµ = a0 + kã1 + k2ã2 + k3ã3 + k4ã4 ,

where
a0(u0, ψ) =

∫
Ωµ

1

q
∆u0∆ψ dx

describes the inner product ((·, ·)) on H2
0,0(Ωµ) and the sesquilinear forms ã1, . . . ã4

are defined by

ã1

(
u0, ψ

)
=

∫
Ωµ

1

q
2id

∂u0

∂x1

∆ψ − 1

q
2id∆u0 ∂ψ

∂x1

dx,

ã2

(
u0, ψ

)
=

∫
Ωµ

1

q

(
1− d2

) (
u0∆ψ + ∆u0ψ

)
+

1

q
4d2∂u

0

∂x1

∂ψ

∂x1

+ ∆u0∆ψ dx

ã3

(
u0, ψ

)
=

∫
Ωµ

1

q
2id
(
1− d2

)(∂u0

∂x1

ψ − u0 ∂ψ

∂x1

)
− 2idu0 ∂ψ

∂x1

dx,

ã4

(
u0, ψ

)
=

∫
Ωµ

1

q

(
1− d2

) (
1− d2 + q

)
u0ψ dx,
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with u0, ψ ∈ H2
0,0(Ωµ).

We note two properties of the sesquilinear forms. First, ãl, l = 1, . . . , 4 are hermi-
tian. This is obvious for ã1 and ã4. For ã2, we see this by applying Green’s second
identity and for ã3, by applying Lemma 2.10.

Second, ã1, . . . , ã4 are bounded. We can show this by estimating the ‖ · ‖L2(Ωµ)

norm against the ||| · |||H2(Ωµ) norm. We prove the boundedness of ã1 as an example.
With q∗ being the minimum of the function q, we obtain for u0, ψ ∈ H2

0,0(Ωµ)

∣∣ã1(u0, ψ)
∣∣ =

∣∣∣∣∣
∫

Ωµ

1

q
2id

∂u0

∂x1

∆ψ − 1

q
2id∆u0 ∂ψ

∂x1

dx

∣∣∣∣∣
≤ 2d

q∗

∫
Ωµ

∣∣∣∣∂u0

∂x1

∆ψ

∣∣∣∣+

∣∣∣∣∆u0 ∂ψ

∂x1

∣∣∣∣ dx
≤ 2d

q∗

(∥∥∥∥∂u0

∂x1

∥∥∥∥
L2(Ωµ)

‖∆ψ‖L2(Ωµ) +
∥∥∆u0

∥∥
L2(Ωµ)

∥∥∥∥ ∂ψ∂x1

∥∥∥∥
L2(Ωµ)

)

≤ 2dc

q∗
‖u0‖H2(Ωµ)‖ψ‖H2(Ωµ) ≤

2dc′

q∗
|||u0|||H2(Ωµ)|||ψ|||H2(Ωµ),

for some positive constants c, c′ ∈ R.

Analogously, the boundedness of ã2, ã3 and ã4 can be shown.

Knowing this, we can apply Riesz’ representation theorem. For ãl :
(
H2

0,0(Ωµ)
)2 →

C, l = 1 . . . 4, there exist unique bounded operators Ãl from H2
0,0(Ωµ) into itself,

such that ãl(u0, ψ) = ((Ãlu
0, ψ))H2(Ωµ), for all u0, ψ ∈ H2

0,0(Ωµ).

The operators Ãl, l = 1, . . . 4, are all self-adjoint. Indeed, since the sesquilinear
forms al, l = 1, . . . 4 are hermitian, we have

((Ãlu, ψ))H2(Ωµ) = ãl(u, ψ) = ãl(ψ, u) = ((Ãlψ, u))H2(Ω)

= ((u, Ãlψ))H2(Ωµ). (4.34)

The equation ãk,q,Ωµ(u0, ψ) = 0 for all ψ ∈ H2
0,0(Ωµ) takes the form

u0 + kÃ1u
0 + k2Ã2u

0 + k3Ã3u
0 + k4Ã4u

0 = 0.

Defining

Ã(k) := Id+ kÃ1 + k2Ã2 + k3Ã3 + k4Ã4 (4.35)

we now state our result in the following lemma.
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Lemma 4.9 k is a transmission eigenvalue in the kd-quasi-periodic case, if, and
only if, there exists a non trivial u0 ∈ H2

0,0(Ωµ) such that Ã(k)u0 = 0.

Our aim is to show the discreteness of the wavenumbers with help of the analytic
Fredholm theory. To this end, we show that the inverse operator Ã(k)−1 does not
exist for at most a discrete set of values for k. In other words, we show that the
equation Ã(k)u0 = 0 can be solved by a non-trivial u0 ∈ H2

0,0(Ωµ) for at most
a discrete set of values for k. We prove the compactness of the operators Ãl,
l = 1 . . . 4 first.

Lemma 4.10 The operators Ãl, l = 1 . . . 4 mapping H2
0,0(Ωµ) into itself are com-

pact.

Proof: Let (u0
j)j∈N be a sequence that converges weakly in H2

0,0(Ωµ) to zero. The
embedding I0 : H2

0,0(Ωµ) ↪→ H1
0,0(Ωµ) is a compact operator, see Corollary 2.20.

We conclude ‖u0
j‖H1 → 0, j →∞, in particular

‖∇u0
j‖L2(Ωµ) → 0 and ‖u0

j‖L2(Ωµ) → 0, j →∞.

Additionally, we know Ãlu
0
j ⇀ 0 in H2

0,0(Ωµ), because Ãl is bounded. Hence for
l = 1, . . . 4,

‖∇Ãlu0
j‖L2(Ωµ) → 0 and ‖Ãlu0

j‖L2(Ωµ) → 0, j →∞.

Since (u0
j)j∈N and (Ãlu

0
j)j∈N are bounded in H2

0,0(Ωµ), (∆u0
j)j∈N and (∆Ãlu

0
j)j∈N

are bounded in L2(Ωµ).

We have now collected all the tools to show the compactness of the operators.
As an example we consider Ã1. By similar arguments the compactness of Ã2, Ã3

and Ã4 can be shown as well. Riesz’ representation theorem, the Cauchy-Schwarz
inequality and the fact that

∣∣∣∣∣∣Ã1u
0
j

∣∣∣∣∣∣2
H2(Ωµ)

= ã1(u0
j , Ã1u

0
j) lead to∣∣∣∣∣∣Ã1u

0
j

∣∣∣∣∣∣2
H2(Ωµ)

= ã1

(
u0
j , Ã1u

0
j

)
=

(
1

q
2id

∂u0

∂x1

, ∆Ã1u
0

)
L2(Ωµ)

−

(
1

q
2id∆u0,

∂Ã1u
0

∂x1

)
L2(Ωµ)

≤ 1

q∗
2d

∥∥∥∥∂u0

∂x1

∥∥∥∥
L2(Ωµ)

∥∥∥∆Ã1u
0
∥∥∥
L2(Ωµ)

+
1

q∗
2d
∥∥∆u0

∥∥
L2(Ωµ)

∥∥∥∥∥∂Ã1u
0

∂x1

∥∥∥∥∥
L2(Ωµ)

, (4.36)
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where q∗ denotes the minimum of q.

Since
∥∥∇u0

j

∥∥
L2(Ωµ)

and
∥∥∥∇Ã1u

0
j

∥∥∥
L2(Ωµ)

tend to zero,
∥∥∥∂u0j∂x1

∥∥∥
L2(Ωµ)

and
∥∥∥∂Ã1u0j

∂x1

∥∥∥
L2(Ωµ)

tend to zero as well. Hence, both terms in (4.36) tend to zero and we arrive at∣∣∣∣∣∣Ã1u
0
j

∣∣∣∣∣∣2
H2(Ωµ)

→ 0, as j →∞. Thus, Ã1 is a compact operator. 2

We define
G̃(k) := kÃ1 + k2Ã2 + k3Ã3 + k4Ã4,

and write
Ã(k) = Id+ G̃(k),

where G̃(k) is a compact operator for every k ∈ C. For fixed ε > 0 we consider
the set

Λ := {z ∈ C, Im z ∈ (−ε, ε)} .

Now we use the analytic Fredholm theory (see [9], Theorem 8.26) to show the
discreteness of the wavenumbers. It holds either

a) Ã(k)−1 = (Id+ G̃(k))−1 does not exist for any k ∈ Λ or

b) Ã(k)−1 = (Id+ G̃(k))−1 exists for all k ∈ Λ \ S, where S is a discrete subset
of Λ.

With k = 0 we obtain Ã(0) = Id, which is invertible. It follows that
(
Ã(k)

)
u0 = 0

can only be solved by u0 = 0 for all k ∈ Λ \ S, where S is a discrete set. Thus,
u0 6= 0 solves

(
Ã(k)

)
u0 = 0 for at most a discrete set of values for k. We have

proven the lemma stated below.

Lemma 4.11 There exists at most a discrete set of transmission eigenvalues in
the kd-quasi-periodic case.

We have not yet discussed whether transmission eigenvalues exist. This will be
done in the proof of the theorem below.

Theorem 4.12 There exists a discrete set of real transmission eigenvalues in the
kd-quasi-periodic case. The only possible accumulation point is infinity.

Proof: We consider a disc B1 of radius 1 and a constant contrast qc. Let k1

be the first transmission eigenvalue to B1 with contrast qc. Note that k1 exists
according to Lemma 4.5. By a scaling argument, kε = k1/ε is the first transmission
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eigenvalue to a disc Bε with contrast qc. Indeed, let x/ε ∈ B1, which is true
if, and only if, x ∈ Bε. Then define vε(x) := v(x/ε), where v is a solution of
the Helmholtz equation, and wε(x) := w(x/ε), where w satisfies the equation
(∆ + k2

1(1 + qc))w = 0.

With k1 being the first transmission eigenvalue to B1, we obtain

∆vε(x) =
1

ε2
(∆v)

(x
ε

)
= −k

2
1

ε2
v
(x
ε

)
= −k

2
1

ε2
vε(x),

which is true if, and only if, (
∆ +

k2
1

ε2

)
vε(x) = 0.

Analogously, we can treat w and obtain(
∆ +

k2
1

ε2
(1 + qc)

)
wε(x) = 0.

Defining kε := k1
ε
shows that kε is the first transmission eigenvalue to Bε.

For any m > 1, there exists ε = ε(m), such that Ωµ contains m disjoint discs Bj
ε ,

j = 1, . . .m. We call uj ∈ H2
0 (Bj

ε), j = 1, . . .m, the transmission eigenfunctions
to kε and the disc Bj

ε .

Now we extend every uj, j = 1, . . .m by zero to Ωµ and then kεd-quasi-periodically
to the whole Ω. We call these extensions ukεdj , j = 1 . . .m. Due to the zero
conditions on ∂Bj

ε it holds that u
kεd
j ∈ H2

0,kεd
(Ωµ). Additionally, ukεd1 , . . . ukεdm have

disjoint supports. We know that akε,qc,Bjε (uj, uj) = 0, for uj ∈ H2
0 (Bj

ε), and hence

akε,qc,Ωµ
(
ukεdj , ukεdj

)
= 0,

for ukεdj ∈ H2
0,kεd

(Ωµ), j = 1, . . . ,m.

Furthermore, for q∗ beeing the minimum of the function q (and hence constant),

akε,q,Ωµ
(
ukεdj , ukεdj

)
=

∫
Ωµ

1

q

∣∣[∆ + kε]u
kεd
j

∣∣2 + k2
εu

kεd
j

[
∆ + k2

ε

]
ukεdj dx

≤
∫

Ωµ

1

q∗

∣∣[∆ + kε]u
kεd
j

∣∣2 + k2
εu

kεd
j

[
∆ + k2

ε

]
ukεdj dx

= akε,q∗,Ωµ
(
ukεdj , ukεdj

)
= 0,

for j = 1, . . . ,m.
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Again, to avoid dealing with function spaces depending on kε we substitute ukεdj =

u0
je
ikεdx1 , where u0

j ∈ H2
0,0 (Ωµ). That means,

ãkε,q,Ωµ
(
u0
j , u

0
j

)
≤ 0, j = 1, . . . ,m. (4.37)

We recall Ã (k) = I + kÃ1 + k2Ã2 + k3Ã3 + k4Ã4. Note that since Ã (0) = Id the
spectrum σ(Ã(0)) consists of 1 only. We conclude from (4.37)

((Ã (kε)u
0
j , u

0
j))H2(Ωµ) ≤ 0, j = 1, . . . ,m.

The min-max principle (Theorem 2.23) shows that the smallest eigenvalue of Ã (kε)
is less or equal to zero. Indeed,

0 ≥ inf
{

((Ã(kε)u, u))H2(Ωµ) : |||u|||H2(Ωµ) = 1
}

= 1 + inf
{

((G̃(kε)u, u))H2(Ωµ) : |||u|||H2(Ωµ) = 1
}

= 1 + λmin,G̃ = λmin,Ã,

where λmin,G̃ and λmin,Ã denote the smallest eigenvalue of G̃ (kε) and Ã (kε), re-
spectively.

The eigenvalues depend continuously on k. This is a simple consequence of [12],
Chapter 2, §1, 6., Theorem 1.10. We conclude that there must be a k̂ between
0 and kε such that Ã(k̂) has zero as the smallest eigenvalue. This means that
there exists u ∈ H2

0,0(Ωµ) such that Ã(k̂)u = 0 and therefore k̂ is a transmission
eigenvalue. This shows the existence of transmission eigenvalues.

Furthermore, the kεd-quasi-periodic functions ukεd1 , . . . , ukεdm and therefore the 2π-
periodic functions u0

1, . . . , u
0
m have disjoint supports, which means they are linearly

independent and orthogonal on H2
0,0(Ωµ). Since also ((Ã (kε)u

0
j , u

0
j))H2(Ωµ) ≤ 0 for

j = 1, . . . ,m, we conclude that Ã(kε) is non-positive on a m-dimensional subspace
U , spanned by the vectors u0

1, . . . , u
0
m. With the min-max principle we have m

non-positive eigenvalues, counting multiplicity. Indeed, the eigenvalues are of the
form

λ1 = inf
{

((Ã (kε)φ, φ))H2(Ωµ) : |||φ|||H2(Ωµ) = 1
}

and

λn+1 = sup
ψ1,...ψn∈U

inf
{

((Ã (kε)φ, φ))H2(Ωµ) : φ⊥ψ1, . . . , ψn, |||φ|||H2(Ωµ) = 1
}
,

with n = 1, 2, . . . ,m− 1. With the arguments above, we conclude with the mean
value theorem that there exist m transmission eigenvalues inside [0, kε].
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We now let m → ∞, which yields ε(m) → 0. The multiplicity of each eigenvalue
is finite (note that Ã(k) = Id +G̃(k), where G̃(k) is compact). Also, since ε → 0,
kε tends to ∞. We conclude that the only possible accumulation point of the
transmission eigenvalues is infinity. Indeed, if we had infinitely many identical
transmission eigenvalues k̂ := k̂n, n = 1, 2, . . . , that means 0 = Ã(k̂)un = λnun
(where un and λn denote the corresponding eigenfunction and eigenvalue at k̂ =
k̂n), then all λn, n = 1, 2, . . . would be zero, which is not possible.

2

4.2.3 Transmission Eigenvalues for Scattering Problem 2

In this chapter, we study the interior transmission eigenvalue problem relating
to the scattering problem from Chapter 3.2. That means, we consider a strip
Ω = R× (−1, 1). The goal of this chapter is to show that there exist transmission
eigenvalues. That means, we are looking for eigenpairs of the form (v, w) ∈ L2(Ω)×
L2(Ω). To show this, we first need to study transmission eigenvalues for α-quasi-
periodic solutions as auxiliary problem. With the Floquet-Bloch transform we will
see in Chapter 4.2.3.2 that these two problems are closely related.

4.2.3.1 α-Quasi-Periodic Solutions

Let v, w be α-quasi-periodic functions on the strip Ω = R × (−1, 1) and let
Ωµ := µ2π, (µ+ 1)2π]× (−1, 1) for fixed µ ∈ Z describes a cell of Ω. The system
of equations we consider reads

∆w + k2(1 + q)w = 0 in Ωµ (4.38)
∆v + k2v = 0 in Ωµ (4.39)

w = v on Γµ (4.40)
∂νw = ∂νv on Γµ. (4.41)

Note that we study this problem in the ultra weak sense. Analogously to the
previous Chapter 4.2.2, we can show again, that there exists a discrete set of real
transmission eigenvalues in the α-quasi-periodic case. Note, that there is no need
to pass over to the 2π-periodic functions. Everything can be proven with α-quasi-
periodic functions, which indeed simplifies the analysis of Chapter 4.2.2 slightly.
We formulate this in the following theorem.
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Theorem 4.13 For fixed α ∈ [0, 1), there exists a discrete set of real transmission
eigenvalues in the α-quasi-periodic case as stated in (4.38) - (4.41). The only
possible accumulation point is infinity.

To avoid repetition, we will not include the complete proof here. Nevertheless, in
the following, we will mention some parts of the proof, which we will need later.
Note, that in the same way as before (Lemma 4.2) it is possible to prove the lemma
below.

Lemma 4.14 k is a transmission eigenvalue in the α-quasi-periodic case, if, and
only if, there exists a non-trivial uα ∈ H2

0,α(Ωµ) such that ak,q,Ωµ(uα, ψ) = 0 for all
ψ ∈ H2

0,α(Ωµ).

We now split ak,q,Ωµ in ak,q,Ωµ = a0 + k2a1 + k4a2 where

a0(uα, ψ) =

∫
Ωµ

1

q
∆uα∆ψ dx

describes the inner product ((·, ·))H2(Ωµ) on H2
0,α(Ωµ) and

a1(uα, ψ) =

∫
Ωµ

1

q
(1 + q)uα∆ψ +

1

q
∆uαψ dx,

=

∫
Ωµ

1

q
uα∆ψ + uα∆ψ +

1

q
∆uαψ dx, (4.42)

a2(uα, ψ) =

∫
Ωµ

1

q
(1 + q)uαψ , (4.43)

with uα, ψ ∈ H2
0,α(Ωµ). The sesquilinear forms a1 and a2 are hermitian (easy to

see with Green’s second identity) and bounded, which can be shown analogously
to the previous chapter (Chapter 4.2.2). Riesz’ representation theorem provides
that for al : H2

0,α(Ωµ)→ C, l = 1, 2, there exist unique bounded operators Al from
H2

0,α(Ωµ) into itself, such that

al(u
α, ψ) = ((Alu

α, ψ))H2(Ωµ), l = 1, 2,

for all uα, ψ ∈ H2
0,α(Ωµ). These operators are self-adjoint, since a1 and a2 are

hermitian. The equation ak,q,Ωµ(uα, ψ) = 0 for all ψ ∈ H2
0,α(Ωµ) can now be

written as
u+ k2A1u+ k4A2u = 0.

We define the operator

A(k) := Id +k2A1 + k4A2 (4.44)

from H2
0,α(Ωµ) into itself and formulate the lemma below.
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Lemma 4.15 k is a transmission eigenvalue in the α-quasi-periodic case, if, and
only if, there exists a non trivial uα ∈ H2

0,α(Ωµ) such that A(k)uα = 0.

It can be shown analogously to Lemma 4.9.

4.2.3.2 Solutions for a Periodic Layer

We are now interested in transmission eigenvalues to the system of equations

∆w + k2(1 + q)w = 0 in Ω (4.45)
∆v + k2v = 0 in Ω (4.46)

w = v on Γ (4.47)
∂νw = ∂νv on Γ, (4.48)

that means we are looking for non-trivial solutions v, w ∈ L2(Ω), where Ω is the
strip R × (−1, 1). The equations (4.45) und (4.46) have to be understood in the
ultra weak sense.

To study transmission eigenvalues we will use the results for α-quasi-periodic so-
lutions from the previous chapter (Chapter 4.2.3.1).

We start with adopting some analysis, which is similar to the approach of the previ-
ous chapters. For this purpose, analogously to Notation 4.1, we define ak,q,Ω(u, ψ)
for functions on H2

0 (Ω). The following lemma holds true. We will skip the proof,
as it can be done in the same way as for Lemma 4.2.

Lemma 4.16 k is a transmission eigenvalue if, and only if, there exists a non-
trivial u ∈ H2

0 (Ω) such that ak,q,Ω(u, ψ) = 0 for all ψ ∈ H2
0 (Ω).

Again, we split ak,q,Ω in ak,q,Ω = a0 +k2a1 +k4a2 where a0(u, ψ) describes the inner
product ((·, ·))H2(Ω) on H2

0 (Ω) and a1(·, ψ) and a2(·, ψ) are as in (4.42) and (4.43)
for all ψ ∈ H2

0 (Ω).

There exist unique bounded operators Al, l = 1, 2, from H2
0 (Ω) into itself such

that al(u, ψ) = ((Alu, ψ))H2(Ω), for all u, ψ ∈ H2
0 (Ω). Defining A(k) from H2

0 (Ω)
into itself as in (4.44), we obtain the following result.

Lemma 4.17 k is a transmission eigenvalue if, and only if, there exists a non-
trivial u ∈ H2

0 (Ω) such that A(k)u = 0.

Remark 4.18 Note that we do not have an analogous statement about embeddings
as in Corollary 2.20 or Corollary 2.22. We therefore cannot show the compactness
of the operators and hence, we cannot apply the Analytic Fredholm Theory.
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For convenience, we rewrite Lemma 4.16 in the formal way, that is, k is a trans-
mission eigenvalue if, and only if, there exists a non-trivial solution u ∈ H2

0 (Ω)
to [

∆ + k2
] 1

q

[
∆ + k2(1 + q)

]
u = 0 (4.49)

on the strip Ω.

Definition 4.19 We say k is in the resolvent set ρ of (4.49) if

ak,q,Ω(u, ϕ) =

∫
Ω

1

q

[
∆ + k2(1 + q)

]
u
[
∆ + k2

]
ϕ dx =

∫
Ω

gϕ dx, (4.50)

for all ϕ ∈ H2
0 (Ω), is uniquely solvable for u ∈ H2

0 (Ω) for all g ∈ L2(Ω). Further-
more, we denote by ζ := C \ ρ the spectrum.

This is equivalent to saying A(k) = Id+k2A1 +k4A2 is an isomorphism in H2
0 (Ω).

Now consider α-quasi-periodic functions uα ∈ H2
0,α(Ωµ) with α ∈ Λ = [0, 1) and

rewrite Lemma 4.14 in the formal way, that is, k is a transmission eigenvalue, if,
and only if, there exists a non-trivial solution uα ∈ H2

0,α(Ωµ) to

[
∆ + k2

] 1

q

[
∆ + k2(1 + q)

]
uα = 0 (4.51)

on Ωµ.

Definition 4.20 We say k is in the resolvent set ρα of (4.51) for α ∈ Λ, if

ak,q,Ωµ(uα, ψ) =

∫
Ωµ

1

q

[
∆ + k2(1 + q)

]
uα
[
∆ + k2

]
ψ dx =

∫
Ωµ

fψ dx, (4.52)

for all ψ ∈ H2
0,α(Ωµ), is uniquely solvable for uα ∈ H2

0,α(Ωµ) for all f ∈ L2(Ωµ).
Furthermore, we denote by ζα := C \ ρα, α ∈ Λ, the spectrum for the α-quasi-
periodic case.

As already mentioned, we would like to use the Floquet-Bloch transform to elab-
orate the relation of the set of transmission eigenvalues to (4.49) and the set of
transmission eigenvalues to (4.51). To this end, we express ak,q,Ωµ(uα, ψ) in (4.52)
with 2π-periodic functions by using uα = u0eiαx1 . We obtain with ψ replaced by
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ψeiαx1

ak,q,Ωµ(u0eiαx1 , ψeiαx1)

=

∫
Ωµ

1

q

[
∆u0 + 2iα

∂u0

∂x1

+ k2(1 + q)u0 − α2u0

]
·
[
∆ψ − 2iα

∂ψ

∂x1

+ k2ψ − α2ψ

]
dx

=: aα(u0, ψ)

=: aα,0(u0, ψ) + k2aα,1(u0, ψ) + k4aα,2(u0, ψ),

for u0, ψ ∈ H2
0,0(Ωµ), where

aα,0(u0, ψ)

=

∫
Ωµ

1

q

[
∆u0 + 2iα

∂u0

∂x1

− α2u0

] [
∆ψ − 2iα

∂ψ

∂x1

− α2ψ

]
dx,

aα,1(u0, ψ)

=

∫
Ωµ

1

q

[
∆u0 + 2iα

∂u0

∂x1

− α2u0

]
ψ

+
1

q
(1 + q)u0

[
∆ψ − 2iα

∂ψ

∂x1

− α2ψ

]
dx,

aα,2(u0, ψ) =

∫
Ωµ

1

q
(1 + q)u0ψdx,

for u0, ψ ∈ H2
0,0(Ωµ).

Hence, k is in the resolvent set of (4.51) if, and only if,

aα(u0, ψ) =

∫
Ωµ

fψ dx, ψ ∈ H2
0,0(Ωµ) (4.53)

is uniquely solvable for all f ∈ L2(Ωµ). This is easy to see by replacing f by feiαx1
(and ψ by ψeiαx1) in (4.52).

Again, the sesquilinear forms aα,0, aα,1 and aα,2 are bounded and there exist
unique operators Aα,j, j = 0, 1, 2, from H2

0,0(Ωµ) into itself with aα,j(u
0, ψ) =

((Alu
0, ψ))H2(Ωµ) for all u0, ψ ∈ H2

0,0(Ωµ), such that k is in the resolvent set of
(4.51) if, and only if,

Aα(k) := Aα,0 + k2Aα,1 + k4Aα,2 (4.54)
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is an isomorphism in H2
0,0(Ωµ).

We note that if k is in the resolvent sets of (4.49) or (4.51), respectively, (A(k))−1

and (Aα(k))−1 exist and are bounded by the bounded inverse theorem.

Using the Floquet-Bloch transform, see Chapter 2.4, we will now show that there
is a connection between ak,q,Ω as in (4.50) and aα as in (4.53). Let u, ϕ ∈ H2

0 (Ω)
and ũ = Tu and ϕ̃ = Tϕ,

ak,q,Ω(u, ϕ)

=
(1

q

[
∆ + k2(1 + q)

]
u,
[
∆ + k2

]
ϕ
)
L2(Ω)

=
(1

q
T
[
∆ + k2(1 + q)

]
u, T

[
∆ + k2

]
ϕ
)
L2(Ωµ×Λ)

=
(1

q

[
T∆ + Tk2(1 + q)

]
u,
[
T∆ + Tk2

]
ϕ
)
L2(Ωµ×Λ)

(∗)
=

(1

q

[
∆xTu+ 2iα∂x1Tu− α2Tu+ k2(1 + q)Tu

]
,[

∆xTϕ+ 2iα∂x1Tϕ− α2Tϕ+ k2Tϕ
] )

L2(Ωµ×Λ)

=

∫
Λ

(1

q

[
∆x + 2iα∂x1 − α2 + k2(1 + q)

]
ũ(·, α),[

∆x + 2iα∂x1 − α2 + k2
]
ϕ̃(·, α))

)
L2(Ωµ)

dα

=

∫
Λ

aα(ũ(·, α), ϕ̃(·, α)) dα, (4.55)

where we have used the formulas from Theorem 2.25 in (∗). The main result is
formulated in the following theorem.

Theorem 4.21 Let ζ ⊂ C be the spectrum as in Definition 4.19 and ζα ⊂ C the
spectrum as in Definition 4.20 for all α ∈ Λ := [0, 1). Then

ζ =
⋃
α∈Λ

ζα.

Note that the set of transmission eigevalues in the α-quasi-periodic case equals
ζα, due to the compactness of the operators Aα,1 and Aα,2 in (4.54), whereas we
only know that the set of transmission eigenvalues for the periodic medium Ω is
contained in ζ.
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Proof:

Let first k ∈ ζα for some α ∈ Λ = [0, 1). Then, k is a transmission eigenvalues
and hence there exists a non-trivial solution u0 ∈ H2

0,0(Ωµ) to aα(u0, ψ) = 0 for all
ψ ∈ H2

0,0(Ωµ). Let û be the α-quasi-periodic extension of uα := u0eiαx1 ∈ H2
0,α(Ωµ)

to Ω.

We will show that k ∈ ζ. To this end, we define for fixed µ ∈ Z the sequence

Ωn
µ := {x ∈ Ω, x1 ∈ (2π(µ− n), 2π(µ+ 1 + n)} ,

with n ∈ N. Hence, Ωn
µ is a cell of length (2n + 1) times the length of Ωµ, with

respect to x1. We choose ψn ∈ C∞(Ω) such that ψn = 0 for x 6∈ Ωn+1
µ and ψn = 1

in Ωn
µ and such that |∇ψn(x)|+ |∆ψn(x)| ≤ c for all x and some constant c > 0.

Then, un := 1
n1/3ψnû, n ∈ N, is in H2

0 (Ω) and

|||un|||2H2(Ω) ≥ c‖un‖2
H2(Ω) ≥ c

∫
Ωnµ

|un|2dx

=
c

n2/3

∫
Ωnµ

|û|2dx =
c (1 + 2n)

n2/3

∫
Ωµ

|û|2dx, (4.56)

with a constant c ∈ R. Note that the right hand side tends to infinity as n tends
to infinity. Furthermore, for any ϕ ∈ H2

0 (Ω),

ak,q,Ω(un, ϕ) =

∫
Ω

1

q

[
∆ + k2(1 + q)

]
un
[
∆ + k2

]
ϕdx

=
1

n1/3

∫
Ω

1

q

[
∆ + k2(1 + q)

]
(ψn û)

[
∆ + k2

]
ϕdx.
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With the product rule we compute that ak,q,Ω(un, ϕ) is equal to

1

n1/3

∫
Ω

1

q

[
û∆ψn + ψn ∆û+ 2∇ψn · ∇û+ k2(1 + q)ψn û

] [
∆ + k2

]
ϕdx

=
1

n1/3

∫
Ω

1

q

[
∆û (ψn ∆ϕ) + k2

[
(1 + q) û (ψn ∆ϕ) + ∆û (ψn ϕ)

]
+ k4(1 + q)û (ψn ϕ)

]
dx

+
1

n1/3

∫
Ω

1

q

[
û∆ψn ∆ϕ+ 2∇û · ∇ψn ∆ϕ+ k2 (û∆ψn ϕ+ 2∇û∇ψn ϕ)

]
dx

=
1

n1/3

∫
Ω

1

q

[
∆û∆(ψn ϕ) + k2 ((1 + q) û∆(ψn ϕ) + ∆û (ψn ϕ))

+ k4(1 + q)û (ψn ϕ)
]
dx

+
1

n1/3

∫
Ω

1

q

[
û∆ψn ∆ϕ+ 2∇û · ∇ψn ∆ϕ−∆û∆ψn ϕ− 2∆û∇ψn · ∇ϕ

+ k2
(
2∇û∇ψn ϕ− qû∆ψn ϕ− 2(1 + q)û∇ψn · ∇ϕ

)]
dx

=
1

n1/3

∫
Ω

1

q

[
(∆ + (1 + q)k2)û(∆ + k2)(ψnϕ)

]
dx (4.57)

+
1

n1/3

∫
Ω

1

q

[
û∆ψn ∆ϕ+ 2∇û · ∇ψn ∆ϕ−∆û∆ψn ϕ− 2∆û∇ψn · ∇ϕ

+ k2
(
2∇û∇ψn ϕ− qû∆ψn ϕ− 2(1 + q)û∇ψn · ∇ϕ

)]
dx. (4.58)

We will now prove, that

|ak,q,Ω(un, ϕ)| ≤ c

n1/3

[∫
Ωµ

[uα]2 + [∇uα]2 + [∆uα]2 dx

]1/2

|||ϕ|||H2(Ω) (4.59)

for some real constant c and for all ϕ ∈ H2
0 (Ω).

The first integral (4.57) on the right hand side is equal to

1

n1/3

∑
l∈Z

∫
Ωµ

1

q(x)

[
∆uα(x) + k2(1 + q(x))uα(x)

]
·
[
∆(ψnϕ)(x+ 2πle1) + k2(ψnϕ)(x+ 2πle1)

]
ei2πlα dx, (4.60)

because û is the α-quasi-periodic extension of uα ∈ H2
0,α(Ωµ). We now define

ρ(x, α) := T (ψnϕ)(x, α)

=
∑
l∈Z

ψn(x+ 2πle1)ϕ(x+ 2πle1) e−i(x1+2πl)α.
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Here, by T we denote the Floquet-Bloch transform, a bounded isomorphism from
H2

0 (Ω) onto L2(Λ, H2
0,0(Ωµ)), see Chapter 2.4. Note that ψnϕ ∈ H2

0 (Ω). Using the
formulas from Theorem 2.25, the integral (4.60) reads

1

n1/3

∫
Ωµ

1

q

[
∆uα + k2(1 + q)uα

] [
∆ρ− 2iα

∂ρ

∂x1

− α2ρ+ k2ρ
]
e−iαx1 dx.

With uα = u0eiαx1 , this is equal to

1

n1/3

∫
Ωµ

1

q

[
∆u0 + 2iα

∂u0

∂x1

− α2u0 + k2(1 + q)u0
]

·
[
∆ρ− 2iα

∂ρ

∂x1

− α2ρ+ k2ρ
]
dx

=
1

n1/3
aα(u0, ρ) = 0,

because ρ(·, α) ∈ H2
0,0(Ωµ) and u0 is a solution to aα(u0, ϕ) = 0 for all ϕ ∈ H2

0,0(Ωµ).

Let us now consider the second integral (4.58) and note that due to the properties
of the function ψn ∈ C∞(Ω) we only have to integrate over Ωn+1

µ \ Ωn
µ. We take

the absolute value and obtain with Cauchy-Schwarz inequality,

1

n1/3

∣∣∣∣ ∫
Ωn+1
µ \Ωnµ

1

q

[
û∆ψn ∆ϕ+∇û · ∇ψn ∆ϕ−∆û∆ψn ϕ− 2∆û∇ψn · ∇ϕ

+ k2
(
∇û∇ψn ϕ− qû∆ψn ϕ− 2(1 + q)û∇ψn · ∇ϕ

)]
dx

∣∣∣∣
(∗)
≤

˜̃c

n1/3

[∫
Ωn+1
µ \Ωnµ

[û]2 + [∇û]2 + [∆û]2 dx

]1/2 [∫
Ωn+1
µ \Ωnµ

[ϕ]2 + [∇ϕ]2 + [∆ϕ]2 dx

]1/2

≤ c̃

n1/3

[∫
Ωn+1
µ \Ωnµ

[û]2 + [∇û]2 + [∆û]2 dx

]1/2

|||ϕ|||H2(Ω),

for real constants c̃ and ˜̃c. In (∗) we have used that k is fixed, |∇ψn(x)| +
|∆ψn(x)| ≤ c and 0 < q∗ ≤ q ≤ q∗ <∞.

The set Ωn+1
µ \Ωn

µ consists of 2(n+ 1) + 1− (2n+ 1) = 2 cells of the same size as
Ωµ. Since û is the α-quasi-periodic extension of uα, we obtain

c̃

n1/3

[∫
Ωn+1
µ \Ωnµ

[û]2 + [∇û]2 + [∆û]2 dx

]1/2

|||ϕ|||H2(Ω)

=
c̃
√

2

n1/3

[∫
Ωµ

[uα]2 + [∇uα]2 + [∆uα]2 dx

]1/2

|||ϕ|||H2(Ω),
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and hence, (4.59) is proven. We note that c̃
√

2
n1/3

[∫
Ωµ

[uα]2 + [∇uα]2 + [∆uα]2 dx
]1/2

tends to zero as n tends to infinity, and is therefore the second integral is obviously
bounded uniformly with respect to n.

We define the sequence (gn)n∈N in H2
0 (Ω) such that

ak,q,Ω(un, ϕ) = ((gn, ϕ))H2(Ω), for all ϕ ∈ H2
0 (Ω).

Note, that (gn)n∈N exists by Riesz representation theorem.

We can now show that k is in ζ. Indeed, if k was in the resolvent set, then A(k)
would be bounded invertible, that means A(k)u = g is uniquely solvable for all
g ∈ H2

0 (Ω) and the mapping g 7→ u is continuous. Then, on the one hand,

|||un|||H2(Ω) ≤ c |||gn|||H2(Ω),

for a constant c ∈ R and

|||gn|||2H2(Ω) = ((gn, gn))H2(Ω) =
∣∣((A(k)un, gn))H2(Ω)

∣∣ = |a(un, gn)|

≤ c

n1/3

[∫
Ωµ

[uα]2 + [∇uα]2 + [∆uα]2 dx

]1/2

|||gn|||H2(Ω),

which shows that

|||gn|||H2(Ω) ≤
c

n1/3

[∫
Ωµ

[uα]2 + [∇uα]2 + [∆uα]2 dx

]1/2

→ 0,

as n tends to infinity. Therefore,

|||un|||H2(Ω) → 0 as n → ∞.

On the other hand, we have seen in (4.56), that

|||un|||H2(Ω) → ∞ as n → ∞.

This yields a contradiction.

To show the opposite inclusion, let k ∈ C be in the resolvent set of (4.51) for all
α ∈ Λ, that is (see (4.53)),

aα(u0, ψ) = (f, ψ)L2(Ωµ), for all ψ ∈ H2
0,0(Ωµ), (4.61)

is uniquely solvable for all f ∈ L2(Ωµ) and all α ∈ Λ.
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Let now g ∈ L2(Ω) and g̃ = Tg. Note that g̃ ∈ L2(Λ, L2(Ωµ)).

There exists a unique ũ(·, α) ∈ H2
0,0(Ωµ) with

aα(ũ(·, α), ψ) = (g̃(·, α), ψ)L2(Ωµ) , for all ψ ∈ H2
0,0(Ωµ), (4.62)

because k is in the resolvent set of (4.51) for all α ∈ Λ.

Let us assume for a moment that ũ ∈ L2(Λ, H2
0,0(Ωµ)). We will show this subse-

quently. We define u = T−1ũ and we know from Theorem 2.25 that u ∈ H2
0 (Ω).

The identity (4.55) yields for ϕ ∈ H2
0 (Ω) and ϕ̃ = Tϕ that

ak,q,Ω(u, ϕ) =

∫
Λ

aα(ũ(·, α), ϕ̃(·, α)) dα

=

∫
Λ

(g̃(·, α), ϕ̃(·, α))L2(Ωµ) dα = (g, ϕ)L2(Ω).

This proves that k is in the resolvent set of (4.49) and ends the proof.

It remains to show that for ũ as in (4.62), ũ ∈ L2(Λ, H2
0,0(Ωµ)).

For ψ ∈ H2
0,0(Ωµ) it holds∣∣∣∣∣

∫
Ωµ

g̃(·, α)ψ dx

∣∣∣∣∣ ≤ ‖g̃(·, α)‖L2(Ωµ)‖ψ‖L2(Ωµ)

≤ ‖g̃(·, α)‖L2(Ωµ)|||ψ|||H2(Ωµ),

hence, Riesz representation theorem guarantees the existence of a function f̃(·, α) ∈
H2

0,0(Ωµ) such that

(g̃(·, α), ψ)L2(Ωµ) = ((f̃(·, α), ψ))H2(Ωµ), for all ψ ∈ H2
0,0(Ωµ). (4.63)

We write this as (using (4.62))

Aα(k)ũ(·, α) = f̃(·, α) in H2
0,0(Ωµ) for all α ∈ Λ.

with Aα(k) as in (4.54). Aα(k) is invertible for all α ∈ Λ, because k is in the
resolvent set. Also, Aα(k) depends continuously on α. Hence, the mapping α 7→
‖(Aα(k))−1‖ is continuous.
Since Λ is compact, we know that there exists a positive constant c such that

‖(Aα(k))−1‖ ≤ c for all α ∈ Λ.
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Furthermore, to g̃ ∈ L2 (Λ, L2(Ωµ)) there exists a sequence g̃n ∈ C
(
Λ, L2(Ωµ)

)
with g̃n → g̃ in L2 (Λ, L2(Ωµ)), as n→∞. Here, C

(
Λ, L2(Ωµ)

)
is defined as

C
(
Λ, L2(Ωµ)

)
:= {u : R2 → C such that u ∈ L2(Ωµ) almost everywhere on Λ ,

α 7→ ‖u(·, α)‖L2(Ωµ) in C(Λ)}.

Then for fixed α ∈ Λ,

aα (ũn(·, α), ψ) = (g̃n(·, α), ψ)L2(Ωµ), for all ψ ∈ H2
0,0(Ωµ)

is uniquely solvable. Again, with Riesz’ representation theorem there exists a
sequence f̃n(·, α) ∈ H2

0,0(Ωµ) such that

(g̃n(·, α), ψ)L2(Ωµ) = ((f̃n(·, α), ψ))H2(Ωµ) , for all ψ ∈ H2
0,0(Ωµ) (4.64)

and hence,
aα (ũn(·, α), ψ) = ((f̃n(·, α), ψ))H2(Ωµ),

for all ψ ∈ H2
0,0(Ωµ). Writing againAα(k)ũn(·, α) = f̃n(·, α), we conclude ũn(·, α) =

A−1
α (k)f̃n(·, α) and thus ũn ∈ C

(
Λ, H2

0,0(Ωµ)
)
, where

C
(
Λ, H2

0,0(Ωµ)
)

:= {u : R2 → C such that u ∈ H2
0,0(Ωµ) almost everywhere on Λ ,

α 7→ ‖u(·, α)‖H2(Ωµ) in C(Λ)}.

Furthermore, it is for fixed α

|||ũn(·, α)− ũ(·, α)|||H2(Ωµ)

= |||A−1
α (k)f̃n(·, α)− A−1

α (k)f̃(·, α)|||H2(Ωµ)

≤ c |||f̃n(·, α)− f̃(·, α)|||H2(Ωµ),

c ∈ R.

We estimate

|||f̃n(·, α)− f̃(·, α)|||2H2(Ωµ)

(∗)
= (g̃n(·, α)− g̃(·, α), f̃n(·, α)− f̃(·, α))L2(Ωµ)

≤ ‖g̃n(·, α)− g̃(·, α)‖L2(Ωµ) ‖f̃n(·, α)− f̃(·, α)‖L2(Ωµ)

≤ ‖g̃n(·, α)− g̃(·, α)‖L2(Ωµ) |||f̃n(·, α)− f̃(·, α)|||H2(Ωµ),

which shows,

|||f̃n(·, α)− f̃(·, α)|||H2(Ωµ) ≤ ‖g̃n(·, α)− g̃(·, α)‖L2(Ωµ).
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In (∗) we have used (4.63) and (4.64).

We conclude,∫
Λ

|||ũn − ũ|||2H2(Ωµ)dα ≤ c ‖f̃n − f̃‖L2(Λ,H2
0,0(Ωµ)) ≤ c ‖g̃n − g̃‖L2(Λ,L2(Ωµ)),

which tends to zero as n tends to infinity. This shows that ũ ∈ L2(Λ, H2
0,0(Ωµ)).

2

Theorem 4.21 shows that transmission eigenvalues exist for Scattering Problem 2.
It would be interesting to know, if there are real intervals for k, such that k is
not a transmission eigenvalue in the α-quasi periodic case for any α ∈ Λ. That
means that k is in the resolvent set ρα for all α ∈ Λ and hence in the resolvent set
ρ. These intervals are called band gaps for transmission eigenvalues. This topic is
not covered in this thesis but is, in our opinion, worth mentioning.

4.3 Complex Transmission Eigenvalues

This chapter is about some studies on complex transmission eigenvalues. We
consider the transmission eigenvalue problem for Scattering Problem 1. However,
we choose the periodic medium here to be a strip on top of a perfect conductor
with constant contrast.

4.3.1 The Geometric Setting

We consider a strip Ω of height 1 in the upper half plane,

Ω := {x ∈ R2 : x1 ∈ R, x2 ∈ (0, 1)}.

The strip is excited by an incident plane wave, which will lead us to the study of
kd-quasi-periodic functions. We will make use of a cell Ωµ, defined as

Ωµ := {x ∈ Ω : x1 ∈ [µ2π, (µ+ 1)2π]},

for fixed µ ∈ Z. Let q > 0 be a constant contrast. We call the upper and the
lower part of the boundary Γµ,up and Γµ,lo, respectively, and we require Γµ,lo to
be a perfect conductor. The interior transmission eigenvalue problem is to find
non-trivial kd-quasi-periodic solutions (ṽ, w̃) ∈ L2(Ωµ)× L2(Ωµ) to the system of
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equations,

∆w̃ + k2 (1 + q) w̃ = 0 in Ωµ

∆ṽ + k2ṽ = 0 in Ωµ

w̃ = ṽ on Γµ,up

∂νw̃ = ∂ν ṽ on Γµ,up

w̃ = ṽ = 0 on Γµ,lo.

We are going to show that under some conditions on the contrast there exist (real
and) complex transmission eigenvalues in this case.

Remark 4.22 Note that the existence of real transmission eigenvalues has already
been shown in Chapter 4.2.2. Nevertheless, we will do some (different) analysis
on this topic again, which will help us to study complex transmission eigenvalues.

Let k ∈ R. We consider the following two kd-quasi-periodic functions.

ṽ(x1, x2) = ei(n+kd)x1v(x2),

w̃(x1, x2) = ei(n+kd)x1w(x2),

with n ∈ Z. The functions (ṽ, w̃) ∈ L2(Ωµ) × L2(Ωµ) are solutions to the inte-
rior transmission eigenvalue problem, if, and only if, v(x2) and w(x2) satisfy the
boundary conditions,

w(1) = v(1),

w′(1) = v′(1),

w(0) = v(0) = 0. (4.65)

as well as

w′′(x2) +
(
k2(1 + q)− (n+ kd)2

)
w(x2) = 0, (4.66)

v′′(x2) +
(
k2 − (n+ kd)2

)
v(x2) = 0. (4.67)

Now we choose k large enough such that for constant q > 0 and n ∈ Z fixed,

k2(1 + q)− (n+ kd)2 = k2(1 + q − d2)− (n2 + 2nkd) > 0

and
k2 − (n+ kd)2 = k2(1− d2)− (n2 + 2nkd) > 0.
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Note that d2 < 1 (see (3.1)).

Now, all solutions to these differential equations (4.66), (4.67) and bounary con-
ditions (4.65) are given by

w(x2) = α sin(
√
k2(1 + q)− (n+ kd)2x2)

v(x2) = β sin(
√
k2 − (n+ kd)2x2),

α, β ∈ R. For convenience, we define

a :=
√

1 + q − d2 > 0 and b :=
√

1− d2 > 0

as well as

Λa(k) :=
√
k2(1 + q)− (n+ kd)2 = k

√
a2 − n2/k2 − 2nd/k (4.68)

and

Λb(k) :=
√
k2 − (n+ kd)2 = k

√
b2 − n2/k2 − 2nd/k. (4.69)

With these definitions, it is

w(x2) = α sin(Λa(k)x2)

v(x2) = β sin(Λb(k)x2),

α, β ∈ R. The boundary conditions on Γµ,up are satisfied if α and β satisfy

0 = β sin(Λb)− α sin(Λa),

0 = βΛb cos(Λb)− αΛa cos(Λa). (4.70)

To find the zeros, we consider the determinant D̃, which is given by

D̃ := det

∣∣∣∣ sin(Λb) − sin(Λa)
Λb cos(Λb) −Λa cos(Λa)

∣∣∣∣
= Λb(k) sin(Λa)(k) cos(Λb) − Λa sin(Λb) cos(Λa) , (4.71)

and the mapping

k 7→ D(k) :=
kD̃(k)

ΛaΛb

.

It is

D(k) = k

(
sin(Λb)

Λb

cos(Λa) −
sin(Λa)

Λa

cos(Λb)

)
.

Note that Λ 7→ sin(Λ)
Λ

and Λ 7→ cos(Λ) are even functions and hence there appear no
square roots in the power series. We can therefore extend D to the entire complex
plane and prove the following lemma.
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Lemma 4.23 The mapping D : C → C is an entire function of exponential type
at most τ = a+ b.

Proof: For simplification, we ignore the multiplication by k for a moment and
write D(k) = kD̂(k). We will consider the four arising power series of D̂ separately
and apply Lemma 2.28 afterwards to show that k 7→ D̂(k) is an entire function
of exponential type. According to Lemma 2.29, the multiplication by k has no
further influence on the order or the type, therefore we can transmit the result to
D.

Let us start with sin(Λb)
Λb

. It is

sin(Λb(k))

Λb(k)
=

∞∑
l=0

(−1)l
(k2b2 − n2 − 2ndk)l

(2l + 1)!
.

We plug in k = reiθ in the expression k2b2 − n2 − 2ndk and obtain∣∣r2e2iθb2 − n2 − 2nreiθd
∣∣ = r2

∣∣e2iθb2 − (n/r)2 − 2(n/r)eiθd
∣∣

≤ r2
(∣∣e2iθb2

∣∣+ ε(r)
)

= r2
(
b2 + ε(r)

)
=: φ(r),

with ε(r)→ 0, as r →∞. Note that the square root of φ exists for all r.
With this we obtain

M(r) := max
0≤θ≤2π

∣∣∣∣∣
∞∑
l=0

(−1)l
(r2e2iθb2 − n2 − 2ndreiθ)

l

(2l + 1)!

∣∣∣∣∣
≤ max

0≤θ≤2π

∞∑
l=0

∣∣r2e2iθb2 − n2 − 2ndreiθ
∣∣l

(2l + 1)!

≤
∞∑
l=0

φ(r)l

(2l + 1)!

≤
∞∑
l=0

√
φ(r)

2l+1

(2l + 1)!
+

∞∑
l=0

√
φ(r)

2l

(2l)!

= e
√
φ(r)

= er
√
b2+ε(r), (4.72)

75



which shows that the order is at most 1, because

ρ := lim sup
r→∞

log logM(r)

log r

≤ lim sup
r→∞

log log er
√
b2+ε(r)

log r

= lim sup
r→∞

log r + log(
√
b2 + ε(r))

log r
= 1,

because ε(r) → 0, as r → ∞. Now we choose j ∈ N large enough, such that
j2−n2

b2
− n2d2

b4
is positive and we define for these j the sequence (kj)j∈N by

kj :=
nd

b2
+ i

√
j2 − n2

b2
− n2d2

b4
. (4.73)

We write kj = rje
iθj , with absolute value

rj := |kj| =

√
j2 − n2

b2
≤ j

b
, (4.74)

and θj ∈ [0, 2π]. Furthermore, from (4.73) we obtain

k2
j b

2 − n2 − 2ndkj = −j2. (4.75)

For kj = rje
iθj with the corresponding pair rj and θj,

M(rj) = max
0≤θ≤2π

∣∣∣∣∣
∞∑
l=0

(−1)l
(r2
j e

2iθb2 − n2 − 2ndrje
iθ)l

(2l + 1)!

∣∣∣∣∣
≥

∣∣∣∣∣
∞∑
l=0

(−1)l
(r2
j e

2iθjb2 − n2 − 2ndrje
iθj)l

(2l + 1)!

∣∣∣∣∣
(4.75)
=

∞∑
l=0

(−1)l
(ij)2l

(2l + 1)!
=

∞∑
l=0

j2l

(2l + 1)!

=
1

j
sinh j =

1

2j

(
ej − e−j

)
=

1

2j
ej
(
1− e−2j

)
≥ ej

4j
, (4.76)

for j large enough. From this, we obtain

logM(rj) ≥ j − log 4j ≥ j/2
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for j large enough which shows for the order,

ρ = lim sup
r→∞

log logM(r)

log(r)

≥ lim
j→∞

log logM(rj)

log(rj)

≥ lim
j→∞

log(j/2)

log(rj)

= lim
j→∞

log j − log 2

log(rj)
(4.74)

≥ lim
j→∞

log j − log 2

log j − log b
= 1.

We conclude ρ = 1. For the type τ we obtain

τ := lim sup
r→∞

logM(r)

r

(4.72)

≤ lim sup
r→∞

log er
√
b2+ε(r)

r
= b

as well as

τ = lim sup
r→∞

logM(r)

r

(4.76)

≥ lim sup
j→∞

log (ej/(4j))

rj
(4.74)

≥ lim sup
j→∞

b (j − log 4j)

j

= lim sup
j→∞

b− b log 4j

j
= b.

We conclude, that k 7→ sin(Λb(k))
Λb(k)

is an entire function of exponential type b. Analo-
gously, k 7→ cos(Λa(k)) is an entire function of exponential type a and with Lemma
2.28 we conclude, that the product of sin(Λb)

Λb
and cos(Λa) is an entire function of

at most a+ b.

Of course, everything holds true for b replaced by a and the other way around.
Therefore, sin(Λa)

Λa
cos(Λb) is again an entire functions of exponential type at most

a + b. Lemma 2.28 shows that k 7→ D̂(k) is an entire function of type at most
a+ b. Lemma 2.29 ends the proof. 2

Lemma 4.24 Let again a =
√

1 + q − d2, b =
√

1− d2 and Λa, Λb as in (4.68)
and (4.69). Then,

Λa(k) = ka− nd/a+ ra(k)
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and

Λb(k) = kb− nd/b+ rb(k),

with some functions ra(k) and rb(k) which satisfy

ra(k) = O (1/k) ,

rb(k) = O (1/k) ,

for k →∞.

Proof: We consider

k (Λa(k)− ka+ nd/a)

= k

(√
k2(1 + q)− (n+ kd)2 − k

√
1 + q − d2 +

nd√
1 + q − d2

)

=
−n2 − 2nkd√

1 + q − (n/k + d)2 +
√

1 + q − d2
+

2nkd

2
√

1 + q − d2
.

This splits up into two parts, namely

−n2√
1 + q − (n/k + d)2 +

√
1 + q − d2

→ −n2

2
√

1 + q − d2
, as k →∞

and

2nd ·

(
k

2
√

1 + q − d2
− k√

1 + q − (n/k + d)2 +
√

1 + q − d2

)
.

In the latter, let us consider the part in brackets and reduce it to a common
denominator,

k
√

1 + q − (n/k + d)2 − k
√

1 + q − d2

2
√

1 + q − d2
(√

1 + q − (n/k + d)2 +
√

1 + q − d2
) . (4.77)

Extending the fraction by
√

1 + q − (n/k + d)2 +
√

1 + q − d2 shows that (4.77)
tends to −nd

4(1+q−d2)3/2
as k tends to infinity. This is a bounded expression and we

conclude that
lim
k→∞
|k (Λa(k)− ka+ nd/a)| < ∞.
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Analogously, we can show

Λb(k)− kb+ nd/b = O (1/k) .

2

With this lemma, we see the following.

Lemma 4.25 Let r(k) = O (1/k), k →∞. Then,

sin(r(k)) = O (1/k) and cos(r(k))− 1 = O (1/k) . (4.78)

Lemma 4.26 Let again a =
√

1 + q − d2 and b =
√

1− d2. Then,

D(k) =
f(k)

ab
+O (1/k) , k →∞,

with

f(k) :=
a+ b

2
sin
(
k(a− b)− dn (1/a− 1/b)

)
− a− b

2
sin
(
k(a+ b)− dn (1/a+ 1/b)

)
. (4.79)

Proof:

First we prove,

sin (Λa(k)) = sin (ka− nd/a) +O (1/k) , k →∞.

This can be seen by replacing Λa(k) by ka− nd/a + ra(k) (see Lemma 4.24) and
using trigonometric identities, sin(u± v) = sin(u) cos(v) ± sin(v) cos(u),

sin (Λa(k))− sin (ka− nd/a)

= sin (ka− nd/a+ ra(k))− sin (ka− nd/a)

= sin (ka− nd/a) (cos(ra(k))− 1)

+ cos (ka− nd/a) sin(ra(k))

= O (1/k) ,

where the last equality holds true because of Lemma 4.25 in the last step. With
the same arguments it holds for large k

cos (Λa(k)) = cos (ka− nd/a) +O (1/k) .
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Everything holds true for a replaced by b and we compute

sin(Λb(k)) cos(Λa(k))

= sin (kb− nd/b) cos (ka− nd/a) +O (1/k)

and

sin(Λa(k)) cos(Λb(k))

= sin (ka− nd/a) cos (kb− nd/b) +O (1/k) .

Let us now consider the determinant D̃ as in (4.71). We use Λa(k) = ka− nd/a+
O(1/k), k →∞, and the results above and plug them in. We obtain

D̃(k) = (kb− nd/b+O (1/k))

·
(

sin (ka− nd/a) cos (kb− nd/b) +O (1/k)
)

− (ka− nd/a+O (1/k))

·
(

sin (kb− nd/b) cos (ka− nd/a) +O (1/k)
)

= kf(k) + t(k) +O (1/k) ,

k →∞, with

f(k) = b sin(ka− nd/a) cos(kb− nd/b)
− a sin(kb− nd/b) cos(ka− nd/a) (4.80)

and some bounded function t(k). Again, using trigonometric identities, we can
rewrite f(k) as

f(k) =
a− b

2
sin (k(a+ b)− dn (1/a+ 1/b))

− a+ b

2
sin (k(a− b)− dn (1/a− 1/b)) .

Furthermore, from Lemma 4.24 we conclude Λa(k)
k
−a+ nd

ak
= O

(
1
k2

)
and therefore

Λa(k)
k
→ a, k →∞. The same holds true for a replaced by b and we finally arrive

at

D(k) =
kD̃(k)

Λa(k)Λb(k)
=

k(kf(k) + t(k) +O(1/k))

Λa(k)Λb(k)

=
f(k)

ab
+O(1/k).
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This ends the proof.

2

We extend f analytically to the entire complex plane and prove the lemma below.

Lemma 4.27 The function f : C→ C defined as

f(k) =
a− b

2
sin (k(a+ b)− dn (1/a+ 1/b))

− a+ b

2
sin

(
k(a− b)− dn

(
1

a
− 1

b

))
is an entire function of at most exponential type τ := a+ b.

Proof: We first show for c1 > 0 and c2 ∈ R that ei(kc1+c2) is an entire function of
exponential type c1. The maximum modulus is

M(r) = max
0≤θ≤2π

∣∣ei(r(cos θ+i sin θ)c1+c2)
∣∣

= max
0≤θ≤2π

e−rc1 sin θ

= ec1r.

For the order, it holds true that

ρ = lim sup
r→∞

log log(ec1r)

log(r)
=

log(c1r)

log(r)
= 1

and for the type, we have

τ = lim sup
r→∞

log(ec1r)

r
=

c1r

r
= c1.

Analogously, e−i(kc1+c2) is an entire function of exponential type c1.

We apply Lemma 2.28 to see that sin(kc1 +c2) is an entire function of at most type
c1. Plugging in c1 = a + b and c2 = dn

(
1
a

+ 1
b

)
shows sin

(
k(a+ b)− dn

(
1
a

+ 1
b

))
is an entire function of exponential type at most a+ b.

In the same way, we see that sin
(
k(a− b)− dn

(
1
a
− 1

b

))
is an entire function of

exponential type at most a− b. Therefore, again with Lemma 2.28, f is an entire
function of exponential type at most a+ b. Note that a+ b > a− b. 2
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4.3.2 Existence of Complex Transmission Eigenvalues

Theorem 4.28 Let a =
√

1 + q − d2 and b =
√

1− d2 and let q > 0 be constant
such that a

b
6∈ N. Then, there exist infinitely many real and complex transmission

eigenvalues.

Proof: We will first show that there exist infinitely many real transmission eigen-
values and use this result to show that there are also infinitely many complex
transmission eigenvalues. By former chapters of this work, we already know that
real transmission eigenvalues exist. Nevertheless, with the following analysis on
real transmission eigenvalues we can use Corollary 2.31 to prove the existence of
complex transmission eigenvalues.

• Real transmission eigenvalues

Let first k ∈ R. We consider D(k) = f(k)
ab

+ O (1/k), k → ∞, as in Lemma 4.26
with f(k) as in (4.79). We will show that D (and hence, the determinant D̃ as in
(4.71)) has infinitely real zeros.

To this end we choose k = k̂1,l such that

k̂1,l(a− b)− dn
(

1

a
− 1

b

)
=
π

2
+ 2πl, l ∈ N,

which implies,

sin

(
k̂1,l(a− b)− dn

(
1

a
− 1

b

))
= 1,

and hence

f(k̂1,l) =
a− b

2
sin

(
k̂1,l(a+ b)− dn

(
1

a
+

1

b

))
− a+ b

2

≤ a− b
2
− a+ b

2
= −b < 0.

This shows

D(k̂1,l) ≤ −b/ab+O(1/k̂1,l) = −1/a+O(1/k̂1,l) < 0,

for large l. Now let k = k̂2,l such that

k̂2,l(a− b)− dn
(

1

a
− 1

b

)
= −π

2
+ 2πl,
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l ∈ N. We see analogously f(k̂2,l) ≥ b > 0 and hence

D(k̂2,l) ≥ 1/a+O(1/k̂1,l) > 0,

for large l.

D is a continuous function. Hence, there exists some l0 ∈ N such that for all
l ≥ l0, we find k̂l between k̂1,l and k̂2,l such that D(k̂l) = 0. That means, there are
infinitely many real transmission eigenvalues.

• Complex transmission eigenvalues

To show that there are complex eigenvalues, we will use Corollary 2.31. Note, that
f is an entire function of order 1, as we have shown in Lemma 4.27. Thus f is
an entire function of order less than 2. We assume f has only a finite number of
complex zeros. As seen before (in (4.80)), f can be written as

f(k) = a cos

(
ka− dn

a

)
sin

(
kb− dn

b

)
− b cos

(
kb− dn

b

)
sin

(
ka− dn

a

)
. (4.81)

We compute

f ′(k) = −q sin

(
ka− dn

a

)
sin

(
kb− dn

b

)
,

with q = a2 − b2 > 0.

The real zeros of f ′(k) are given by ka,l = lπ/a + dn/a2 and kb,l = lπ/b + dn/b2,
l ∈ Z. For simplicity, we omit the index l in the following and write ka and kb.

The idea is to show that there are infinitely many intervals formed by two con-
secutive zeros ka and kb of f ′, where the sign of f(ka) and f(kb) does not change,
that means f(ka) · f(kb) > 0. Note that there cannot exist an additional zero of f
between ka and kb, because this would lead to an additional zero of f ′ between ka
and kb. This is not possible, since ka and kb are two consecutive zeros of f ′.

We will split the rest of the prove in two cases.

Case 1:

Let us consider the situation that kb is a zero of sin(kb−dn/b) and not of sin(ka−
dn/a). The directly following zero of f ′ is a zero of sin(ka− dn/a), because a > b.
We call this zero ka. Let us further assume that the derivatives of sin(kb− dn/b)
at kb and of sin(ka − dn/a) at ka are negative, that means b cos(kbb − dn/b) < 0
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Figure 8: sin(ka− dn
a

) and sin(kb− dn
b

)

and a cos(kaa− dn/a) < 0. We have illustrated the situation in (i) in Figure 8 on
the left hand side.

Since the derivative of sin(ka− dn/a) in ka > kb is negative and since there is no
other zero of sin(ka−dn/a) between kb and ka we conclude that sin(kba−dn/a) > 0.
A similar argument shows sin(kab − dn/b) < 0. Comparing with (4.81) shows
f(kb) > 0 and f(ka) > 0 and therefore f does not change sign.

Assuming b cos(kbb− dn/b) and a cos(kaa− dn/a) to be positive yields with anal-
ogous arguments that f does not change sign. Also, changing the order of the
consecutive zeros, that means ka < kb, shows the same.

Let us now consider the case that for two consecutive zeros ka and kb, kb < ka, of
sin(ka − dn/a) and sin(kb − dn/b) respectively, the derivatives have the opposite
sign, that means b cos(kab − dn/b) > 0 and a cos(kba − dn/a) < 0. We have
illustrated the situation in (ii) in Figure 8 on the right hand side. With similar
arguments as before, we conclude that sin(kba − dn/a) and sin(kab − dn/b) are
positive and hence f(ka) < 0 and f(kb) < 0.

Again, assuming b cos(kab−dn/b) < 0 and a cos(kba−dn/a) > 0 as well as changing
the order of the zeros shows in the same way that f does not change sign.

Note that it is not possible that the following zero of f ′ after kb is a zero of
sin(kb− dn/b), because a > b.

Case 2:

Now we consider the situation that k1 is a common zero of sin(kb−dn/b) and also
of sin(ka− dn/a). Hence, there exist la and lb ∈ Z with

k1 = la
π

a
+
dn

a2
= lb

π

b
+
dn

b2
. (4.82)
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The next zero of sin(kb− dn/b) is

kb := (lb + 1)
π

b
+
dn

b2
.

It is not possible that kb is also a zero of sin(ka − dn/a) because otherwise there
must exist some l ∈ Z such that

(lb + 1)
π

b
+
dn

b2
= l

π

a
+
dn

a2
,

that means with (4.82)

π

b
+ la

π

a
+
dn

a2
= l

π

a
+
dn

a2
.

This is satisfied if, and only if,

a

b
= l − la ∈ N,

which yields a contradiction, because we excluded the case that a
b
∈ N.

To sum up, if k1 is a common zero of sin(kb − dn/b) and also of sin(ka − dn/a),
then the next following zero of sin(kb − dn/b) provides a zero of sin(kb − dn/b)
only and hence, we are back in Case 1.

Due to the periodicity of the sine and the cosine function, there are infinitely
many intervals formed by two consequtive zeros of f ′ where the sign of f does not
change. In other words, that means, there are infinitely many situations, where
we find at least two zeros of f ′ between two zeros of f . With Corollary 2.31,
this yields a contradiction to the assumption that f only has a finite number of
complex transmission eigenvalues.

2

Theorem 4.29 Let a and b as in Theorem 4.28. Assume that q > 0 is constant
such that a

b
6∈ N. Then the complex transmission eigenvalues all lie in a strip

parallel to the real axis.

Proof: For k ∈ C, from Lemma 4.27 we know that f is an entire function of type
τ = a + b. In Lemma 4.23 we have seen that D is also an entire function of the
same type τ . Hence, by Lemma 2.28 g(k) := D(k) − f(k)

ab
, for k ∈ C, is an entire

function of exponential type at most τ .
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For real k it holds D(k) = f(k)
ab

+O (1/k), k → ∞, and therefore g(k) = O (1/k).
We conclude that g belongs to L2(R) and hence by Paley-Wiener Theorem 2.32
there exists ϕ ∈ L2[−τ, τ ] such that

g(k) =

∫ τ

−τ
ϕ(t)eiktdt.

With Cauchy-Schwarz inequality we obtain

|g(k)|2 =

∣∣∣∣∫ τ

−τ
ϕ(t)eiktdt

∣∣∣∣2 ≤ ‖ϕ‖2
L2(R)

∫ τ

−τ

∣∣eikt∣∣2 dt
= ‖ϕ‖2

L2(R)

∫ τ

−τ
e2ytdt,

with y := Im k. Computing the integral∫ τ

−τ
e2ytdt =

1

2y

[
e2yt
]τ
−τ =

sinh(2yτ)

y

yields

|g(k)| =
∣∣∣∣∫ τ

−τ
ϕ(t)eiktdt

∣∣∣∣ ≤ ‖ϕ‖L2(R)

(
1

|y|
sinh(2|y|τ)

)1/2

.

It follows that |g(k)|e−τ |y| → 0 as |y| → ∞, because(
sinh(2|y|τ)

|y|

)1/2

e−τ |y|

=

(
e2|y|τ − e−2|y|τ

2|y|e2τ |y|

)1/2

=

(
1− e−4|y|τ

2|y|

)1/2

→ 0,

as |y| → ∞.

Let us now suppose that D has a sequence of zeros kj, with imaginary part |yj| →
∞, as j →∞. Then it holds,

f(kj)

ab
+ g(kj) = 0, for every j ∈ N, (4.83)

and, as we have just seen

|g(kj)|e−τ |yj | → 0, as j →∞. (4.84)
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We will show subsequently, that∣∣∣∣f(kj)

ab
e−τ |yj |

∣∣∣∣→ a− b
4ab

> 0, as j →∞, (4.85)

which yields a contradiction, because
∣∣∣(f(kj)

ab
+ g(kj)

)
e−τ |yj |

∣∣∣ equals zero on the

one hand (see (4.83), but tends (using (4.84) and (4.85)) to a−b
4ab

for j →∞ on the
other hand.

We conclude that D cannot have an infinite number of zeros with imaginary part
tending to infinity.

It is left to show the claim
∣∣∣f(k)
ab
e−τ |y|

∣∣∣→ a−b
4ab

> 0 as |y| → ∞. First, we note that

sin
(
k(a+ b)− dn (1/a+ 1/b)

)
=

1

2i

(
ei
(
k(a+b)−dn( 1

a
+ 1
b )
)
− e−i

(
k(a+b)−dn( 1

a
+ 1
b )
))

=
1

2i

(
ei
(

Re k(a+b)−dn( 1
a

+ 1
b
)
)
−Im k(a+b)

− e−i
(

Re k(a+b)−dn( 1
a

+ 1
b
)
)

+Im k(a+b)

)
.

We write k = x+ iy and assume y = Im k > 0 for the moment. We conclude

sin
(
k(a+ b)− dn (1/a+ 1/b)

)
e−(a+b)|y|

=
1

2i

(
ei
(
x(a+b)−dn( 1

a
+ 1
b
)
)
−2y(a+b) − e−i

(
x(a+b)−dn( 1

a
+ 1
b
)
))
,

which tends to
− 1

2i

(
e−i
(
x(a+b)−dn( 1

a
+ 1
b
)
))

as y →∞. The limit as y → −∞ is

1

2i

(
ei
(
x(a+b)−dn( 1

a
+ 1
b
)
))
.

Analogously, we see that

sin
(
k(a− b)− dn (1/a− 1/b)

)
e−(a+b)|y|

=
1

2i

(
ei
(
x(a−b)−dn( 1

a
− 1
b
)
)
−2ya − e−i

(
x(a+b)−dn( 1

a
+ 1
b
)−2yb

))
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tends to zero as y →∞, and that

sin
(
k(a− b)− dn (1/a− 1/b)

)
e−(a+b)|y|

=
1

2i

(
ei
(
x(a−b)−dn( 1

a
− 1
b
)
)

+2yb − e−i
(
x(a+b)−dn( 1

a
+ 1
b
)+2ya

))
tends to zero, as y → −∞. Bringing the results together shows with (4.79) that∣∣∣∣f(k)

ab
e−τ |y|

∣∣∣∣ =

∣∣∣∣f(k)

ab
e−(a+b)|y|

∣∣∣∣
=
∣∣∣a− b

2ab
sin
(
k(a+ b)− dn (1/a+ 1/b)

)
e−(a+b)|y|

− a+ b

2ab
sin
(
k(a− b)− dn (1/a− 1/b)

)
e−(a+b)|y|

∣∣∣,
which tends to ∣∣∣∣a− b4ab

(
e±i
(
x(a+b)−dn( 1

a
+ 1
b
)
))∣∣∣∣ =

a− b
4ab

> 0,

as y → ∓∞.

2
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