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‘Everything can be described on different levels’. There may
be a simpler but coarser description which conveys the point
one wants to make, though in some ways it is oversimplified
or even wrong. There will be a more accurate and detailed
description which however is too complicated to bring one’s
point into a focus.
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Abstract

This thesis deals with some nonlinear and nonlocal effective equations arising in kinetic
theory and nonlinear optics.

First, it is shown that the homogeneous non-cutoff Boltzmann equation for Max-
wellian molecules enjoys strong smoothing properties: In the case of power-law type
particle interactions, we prove the Gevrey smoothing conjecture. For Debye-Yukawa
type interactions, an analogous smoothing effect is shown. In both cases, the smoothing
is exactly what one would expect from an analogy to certain heat equations of the form
du = f(—A)u, with a suitable function f, which grows at infinity, depending on the
interaction potential. The results presented work in arbitrary dimensions, including
also the one-dimensional Kac-Boltzmann equation.

In the second part we study the entropy decay of certain solutions of the Kac
master equation, a probabilistic model of a gas of interacting particles. It is shown
that for initial conditions corresponding to N particles in a thermal equilibrium and
M < N particles out of equilibrium, the entropy relative to the thermal state decays
exponentially to a fraction of the initial relative entropy, with a rate that is essentially
independent of the number of particles.

Finally, we investigate the existence of dispersion management solitons. Using
variational techniques, we prove that there is a threshold for the existence of minimisers
of a nonlocal variational problem, even with saturating nonlinearities, related to the
dispersion management equation.
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CHAPTER

Introduction

The goal of this thesis is to study the properties of solutions to effective equations from
kinetic theory and non-linear fibre optics. These equations are usually obtained as
approximations of the fundamental physical equations in a suitable limit.

The first of these equations is the Boltzmann equation, describing the evolution
of a dilute gas of particles that interact by colliding with one another. Devised by
Ludwig Boltzmann in 1872, it has given rise to important developments in statistical
physics, probability theory and analysis. But even today, due to its enormous richness
and complexity, many questions regarding the Boltzmann equation have still not been
answered with full mathematical rigour.

An alternative approach due to Mark Kac, based purely upon probabilistic assump-
tions, has proved to be very effective in the study of convergence of the microscopic
dynamics to an effective equation describing the dynamics on a mesoscopic scale (Kac-
Boltzmann equation). It is also useful in the study of convergence to equilibrium,
especially when one is interested in the rate of convergence. Including an interac-
tion with thermal reservoirs may lead to a better understanding of non-equilibrium
stationary states.

The second effective equation considered in this thesis is the dispersion management
(DM) equation. Dispersion, the spreading of initially well-localised wave packets,
limits the maximal bandwidth of optical communication systems. The dispersion
management technique, based on a strong local variation of the dispersion along the
cable, has been successtully applied in optical fibre cables to reliably send vast amounts
of data over large distances, for instance through transatlantic cables. The equation
is nonlinear and highly nonlocal and contains only strongly oscillating terms, which
makes the analysis rather challenging.

The results presented in Part I are based upon a collaboration with Prof. Dr. Jean-
Marie Barbaroux (Aix-Marseille Univ et Université de Toulon) and Prof. Dr. Dirk
Hundertmark (KIT), as well as Dr. Semjon Vugalter (KIT). The contents of Chapter 3,
Appendix C, and parts of Chapter 2 have been published in
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CHAPTER

Introduction

The Boltzmann equation [ ] is one of the most important equations in the kinetic
theory of gases. It describes the time evolution of the probability distribution function
f:RxQ xR% — [0,00), (¢,%,v) — f(£,%,v) on the phase space Q, x RY, where
Q, c RY. If no external forces are acting on the particles, it is given by

of +v-Vof =Q(f.f) (1.1)

supplemented by suitable boundary conditions on 9€Q,.

The Boltzmann collision operator Q models the influence of the collisions between
particles on the density f, and will be discussed in more detail in the following
section. The left hand side of the inhomogeneous Boltzmann equation (1.1), including
the classical transport operator v - V, describes the streaming of particles between
collisions.

For simplicity, we shall assume that the gas is spatially homogeneous, i.e., f (¢, x,v) =
f(t,v), and comment on the inhomogeneous case in Chapter 5.

Our goal is to study the regularity of weak solutions of the Cauchy problem

{atf =Q(f.f)
f|t:0 = fo

for the fully nonlinear homogeneous Boltzmann equation in d > 2 dimensions, with
physically reasonable initial data fo. Our results also hold for the homogeneous Kac
equation [ ], which can be thought of a one-dimensional version of the Boltzmann
equation. It has its origin in the Kac model, a probabilistic sketch of true physical

(1.2)

collisions, and will be discussed in more detail in Part II.
The next section introduces the Boltzmann collision operator as derived by Borrz-

MANN [ ], together with the main assumptions on the interactions between
particles undergoing collisions. Most of the material is taken from [ ], with
some details on the collision kernel from [ ].
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1.1 The Boltzmann collision operator

The collision operator Q takes into account the change in the particles’ velocities due
to scattering. In a dilute gas, the scattering process can be assumed to involve only two
particles at a time (binary collisions). That is, the density of the gas is low enough so
that interactions of more than two particles at once are negligible.

It is further assumed that the collisions between the identical particles are elastic,
i.e., momentum and kinetic energy are conserved in the collision process. If v” and
v, denote the velocities of the two particles before a collision happens, and v, v, the
velocities after the collision, then

v+ v, =0+, (momentum conservation)
|2

0’12 + |0/ = |v|* + |v. (energy conservation)
A convenient way of parametrising the solutions to the above conservation laws is
given by the o-representation (centre-of-mass coordinates), which parametrises the pre-
collisional velocities in terms of the post-collisional velocities by a direction o= € S471,
, U+ U |v— v , U+ U. v -
v = + o, v, = - o,

2 2 2 2

see Figure 1.1.

Figure 1.1: Geometry of the collision process in the o-representation.

The collisions are further assumed to be localised in space and time, in the sense that
they occur on a much smaller time and space scale than the typical scales in the model,
and are assumed to be micro-reversible. Micro-reversibility means that the microscopic
dynamics are time-reversible, or, put differently (interpreted probabilistically), that the
probability of a pair of velocities (v’, v]) being changed to (v, v,) in a collision is the
same as the probability of (v, v,) being changed to (v’, v)).

Under the molecular chaos assumption (Boltzmann’s StofSzablansatz)!, which states
that prior to a collision the velocities of the two colliding particles are uncorrelated,

'we will not discuss the far-reaching consequences of this assumption here, but refer to the review
article [ ] and references therein.
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the Boltzmann collision operator Q takes the form

QN = [ [, Blo=olccst) (Df @)~ f0)f @) dodon, (1)

V—D.
where cos 0 = Tomo]
*

that collisions are binary, while the chaos assumption is reflected by the dependence

- 0. Notice that the quadratic nature of Q results from the fact

of Q on the tensor product / ® f. The non-negative function B, whose precise form

depends on the potential by which the particles interact, is called the collision kernel.
This describes the general form of the Boltzmann collision operator in d > 2

dimensions. Our results also apply to the Kac equation in d = 1 dimension, where

QN =Kf )= [ [ 00 (F@Df @)~ f@f @) ddw., ()
2

with collision kernel b; > 0. The pre- and post-collisional velocities are related by

w’)  [cos@® —sinfb)[w -
(w;)_(sine cosg)(w*)’ for0 € [-3.31,

that is, energy is conserved. Notice however, that momentum is no longer conserved
in this model (otherwise the scattering would be trivial. . .).
The Kac model and its relation to the Kac-Boltzmann equation

atf :K(f’f)

will be described in more detail in Part II.

A few details on the collision kernel

In this section we briefly review the classical scattering of two particles (in a non-
rigorous manner), which yields the precise dependence of the collision kernel B on the

relative velocity |v — v,| and the deviation angle cos 6 = |Z:Z*| - 0. For more details
we refer to CERCIGNANI [ ] for a Boltzmann equation oriented approach, and the
classical books by LANDAU-LIFSHITZ [ ] and NewTON? [ ] for a more general

exposition.

Consider the classical scattering between two identical particles of mass m = 1,
interacting by a repulsive radial interaction potential ® : R, — R,. By a change
of coordinates (centre-of-mass and relative coordinates), the two-body problem is
equivalent to the scattering of one particle coming from infinity (the bullet particle),
with reduced mass u = 7, in the field ® generated by the second particle (the target
particle) sitting at the centre-of-mass location. Let g and p = puv, be position and
momentum of the bullet particle.

Since the potential is radial, the angular momentum (2-form) L = g Ap is conserved
and the motion therefore takes place in a plane. It is convenient to introduce polar

2not Sir Isaac Newton, but the theoretical physicist Roger G. Newton.
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coordinates 7 and ¢ in the plane of motion of the bullet particle. Then conservation
of angular momentum and energy can be expressed as

L = ur’¢ = const.

12 (1.5)
E=leri gy om =2 0 £ L o) = const
2 2 2ur?

An immediate consequence of these conservation laws is that ¢ has a fixed sign, so ¢ is
monotone in time. Further,

2

2
.2 _ = _ -
(0= 1= 0G0 = 5o,

which means that the trajectory is restricted by

2
——— =20
prri(t)

Equality in (1.6) determines the extremal points of the trajectory, as in those points
we have 7 = 0. To describe scattering states we assume that 7(t) € [7yin, ©0) and that
7(t) — oo for t — *oo. The minimal distance 7, (in the point of closest approach)
to the bullet particle at the centre-of-mass is then the (positive) root of the equation

2 [E - o(r(0))] - (1.6)
u

2
=F.

D(r) + 5

Let ¢g be the polar angle corresponding to the point of closest approach. Integration
of the conservation laws (1.5) then yields the orbit equation for 7 as a function of ¢ in
an implicit form,

L
52

—$o == ds.
Tmin \/ E (D(g)]

Notice that 7 = i\/ [E — D(s)] — 2 Changes its sign at 7y, which implies that the

trajectory is symmetric around rmm Indeed, any two points on the orbit equidistant
from the origin only differ by the sign of ¢ — ¢o. Therefore, the deviation angle 6 of
the bullet particle on its way past the target particle is given by

ds,

0=mn-2¢0p=m—2

Lz
AWJE (s)] -

see also Figure 1.2.
For our purposes it is convenient to introduce v as the asymptotic velocity of
the particle at infinity and the impact parameter p, which is the distance at which the
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min

Figure 1.2: Scattering of two particles

particle would fly by the centre-of-mass if there were no field acting on it. Those two
quantities can be used to express the conserved energy and momentum as

E= %fvi,, L=upv.

Then the deviation angle can be computed as

00 20 2\712 g
o=n-20 [ (1— (25)-’)—2) 3
" min [17/00 s s

P

-1/2
"min 2
:71—2/ (1—x2——2®(£)) dx.
0 MV X

We will later need the dependence of the impact parameter p on the deviation
angle 6. Unfortunately, even for such easy interaction potentials as inverse power laws,
the equation (1.7) cannot in general be inverted explicitly to yield p = p(0). However,
it is possible to study the asymptotics of p(8) for angles close to 0 and 7, see [
p.71] and [ , Appendix].

Let xo = -2 be the positive root of
m

in

(1.7)

b

2
1-x- ——0 (ﬁ) =0, (1.8)
MV X0
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and write with 5 = /01(1 +y2)7 12 dy,

0 %0 2 ~1/2
—=£—‘/ (1—x2—_2®(£)) dx
2 2 0 UV, x

1 1
:'/0(1+y2)_1/2dy—'/0 (1—y2+x62

By the definition (1.8) of xo, we obtain

1 2 0 -1/2
ool
./o( Y T Xy X0 1ol \xgy Y
| 5 -1/2
Ll ble)ofl) o
0 HUGXG X0 xoy

-1/2
o2 e

pvd  \xoy

and hence
P p \\
o [ 1 2 q’(x_o)“b(m)
- = 1-11+ > 2 2 dy
2 Jo 192 HV&XG 1—y

In the limit # — 0, that is, p — 00, we can approximate xé =1+0(p~!) and

-1/2
P p P
2 o(8)-2(5) L ow-off)
I+ = 2 =l-— 2 +0(p™),
HVXG L=y pvd 1=y
50,
6 1 [ _ -
‘=—2/ (1=y»)7 [fb(p)—‘b(ﬁﬂ dy +6(p™") (1.9)
2 uvs, Jo Y
for small 6.
Example (Inverse power-law potentials, [ ]). For repulsive inverse power-law

1-n

interaction potentials @(r) = k'™, n > 2, k > 0, we obtain the equation

‘o 1\ —1/2
0 :ﬂ_z./o (1—x2— (%) ) dx, (1.10)

2L . .
with B = po& " (£)7", and xo being the positive root of

n—1
= xdo (%) o (111)
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for xo = £-. Equation (1.10) implicitly defines the dependence of B (which is directly

related to the impact parameter p) on 6, so that we may write

p(9) = (27) v B(6). (1.12)

Except for the case 7 = 3 equation (1.10) cannot be solved explicitly for 8. However,
the function B is locally smooth and for small deviation angles & — 0 we obtain with
(1.9) the asymptotics

0 K

3= 7%’01—71 +06(p™")

where ¢, = /01(1 — )32 (1 -y Hdy = n1/2r(n/2)/r("7—1). It follows that

p=0(+)
and

S
as @ — 0.

In the limit # — 7 we must have xo — 0 by (1.10) and thus 8 ~ xo — 0 by
equation (1.11). In particular,

o=r el

so that 8 = O(r — 0) and

~1/2 .
dx ~m - 2,8/ (1 —y”_l)_l/z dy,
0

dpd—l
do

-0 ((7r - e)d—z) .
*

Example (Debye-Yukawa type potentials, [ ]). As a second example we
consider the family of screened Coulomb potentials

S
eT

O(r) = , O<s<2.
r

The case s = 1 is the classical Debye-Yukawa potential. As in the power-law case, we
have

X0 2 ™ _1/2
Gzn—/ (1—x2——2£e_(§) dx
0 HV&% P
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by equation (1.7), with x¢ being the positive root of (1.8). This time, however, the
dependence of p on 6 does not factorise into a function of v« and 6 as before.

We therefore contend ourselves with the study of the asymptotics for grazing
collisions, that is, for small deviation angles & — 0. By equation (1.9), we find

_ s 1
2 ~ %i / (14?732 (1 _ ye—ps(y‘j—l)) dy.
HV% P 0

Let f(p) := fol(l —92) /2 (1 = 97?07 -D) dy. Then

1
o= [a=yrta-yd =1
and
1 S =5
f(p)=sp*! / (1= (1= y) e Ny 2 0.
0
Further, by estimating the exponential in the integrand by one, we obtain the bounds
0< f(p) < cesp’™,

with ¢; = fol(1 —y2)329175(1 = 9%) dy < oo for 0 < s < 2. Integrating the inequality
yields

1< f(p)<ep’ +1,

so for small 6, that is large p, we can approximate log§ ~ —K p*, and hence

1
s

p(0) ~ « (log6™") (1.13)

as @ — 0. ¢

An important quantity in scattering theory is the differential scattering cross-
section, as we usually do not have any information on the impact parameter in the
scattering process. It describes the flux of particles scattered in a particular direction. As-
sume that a beam of bullet particles with energy E enters into the scattering uniformly
distributed over the azimuthal direction w € S%~2 and impact parameters p. Then all
the bullet particles with impact parameter in the infinitesimal area element p?=2 dp dw
will be scattered into an infinitesimal cone of solid angle dQ = sin?™2 0 d6 dw, where
the dependence of 6 and p is given by (1.7). Here, dw denotes the uniform measure on
S92 and dQ the uniform measure on S¢~!. The differential scattering cross-section j—g

is defined by

do

10 sin2 60 df dw = p"l_2 dp dw,
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$O
do 1 ,,dp 1 1 dpd!
do 1 aadp 1 (1.14)
dQ  pé29 do  4ipd29d-1 db
The Boltzmann kernel is related to the differential scattering cross-section by
d
B(z,c056) = |z| 35(z.6), (115

where z = v — v, is the relative velocity, in particular, |z] = ve, see, for instance

[ ]

Example (Inverse power-law potentials, continued). In the case of inverse power-law
interactions, we therefore get with (1.14) and the dependence of the impact parameter
on the deflection angle from (1.12), that

do  d-1

U

r= R d-1
do 1 (2/()" o 1 dp (6’)
sint2¢  do

In particular, the differential scattering cross-section, and therefore also the Boltzmann
kernel for power-law interactions, factorises into a product of a function of the asymp-
totic velocity v = |v — v,| (kinetic factor) and a function of the deviation angle 6
(angular collision kernel). If we write
d-t
1 2K)n—1 1 dpi-l(e)

Plecsf):= d-1 (7 sinf2g do

then the Boltzmann kernel takes the form
B(|v — v4|,cos0) = |v — v.|"b(cos B)

(2d-1)

with y = "==5—. The angular collision kernel & is a locally smooth, non-negative

function, which is well-behaved for § — 7, but has a non-integrable singularity

. _ 6—0 1{
sin? 20 b(cos ) "< T3

(1.16)

forsome K > 0and v =
Notice also that

2(n-1)"

/ sin? 0 b(cos 0) d0 < +co (1.17)

0

as long as v < 1. The quantity /on sin? 6 b(cos ) d6 is related to the cross-section for
momentum transfer M, defined by

v —

2”*M<|v — 0.,

/ (v —v")B(|v — v4|,cos0)do =
gd-1
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see [ , p-48]. Splitting the direction o into its components along v — v, and an

orthogonal direction w € 972, we may write

Vs

o =cosé + sin 8 w,

|v — vs

and obtain with v" = 5% + %0',

/d (v —2")B(|v — v.],cos§) do
sd-1

v — Vs
2
U — Vs

2

v — v.|” / / b(cos 8)(1 — cos 8) sin® 2 6 dw d
0 Jsd2

Ve
lv —v*|7|sd—2|/ b(cos 6)(1 — cos ) sin® 2 0 db
0

as the integral over w vanishes by symmetry in the second term. So finiteness of the
integral (1.17) guarantees that the cross-section for momentum transfer is finite.

An important simplification occurs for » = 2d — 1 (= 5 in three dimensions),
where the exponent y = 0 in the kinetic factor, so the Boltzmann kernel is a function
of the deviation angle 6 only. This situation is generally referred to as the Maxwellian
molecules case. ¢

Example (Debye-Yukawa type potentials, continued). For Debye-Yukawa type po-
tentials, we obtain from (1.13) the following asymptotics of the Boltzmann kernel for
small angles § — 0:

B(|v — v.|,cos0) = |v — v.|b(cosH),
with
- d-2 1 -1
sin “ 0 b(cosO) ~ k07" (logd™") * .

Again, the singularity at # = 0 is not integrable, but we have
T
/ sin? @ b(cos §) df < oo
0
aslongass <d — 1. ¢

Assumptions on the scattering kernel

After this short excursion into classical scattering theory, we shall formulate the basic
assumptions on the collision kernels we want to investigate in the following chapters.
These are modelled after the two examples of inverse power-law interactions and
Debye-Yukawa type interactions.

We start with the assumptions on B for d > 2:
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(B1) We only consider the case of Maxwellian molecules, that is,
B(|v — v4],cos0) = b(cos ).

By symmetry properties of the Boltzmann collision operator Q(f, /), the
function & can be assumed to be supported on angles 6 € [0, 7 ; for otherwise
(see [ ]) it can be replaced by

Z;(cos 6) = (b(cos8) + b(cos(m — 0)) Lio<os<z)-

(B2) The angular collision kernel 4 has a non-integrable singularity for grazing
collisions & — 0 of the form

(a) Inverse power-law type

sin®2 60 b(cos @) ~ gl—iz‘,, as @ — 0" (1.18)
for some k > 0and 0 < v < 1,

(b) Debye-Yukawa type
sin?2 0 b(cos §) ~ kO~ (logo™")" (1.19)

for some «, u > 0.

(B3) The cross-section for momentum transfer is finite,
/2
/ sin? 0 b(cos 0) d6 < oo. (1.20)
0

In the one-dimensional Boltzmann-Kac case, b; was originally chosen to be constant.
We will assume, as in [ ], that

(K1) by is an even function supported on angles 6 € [—%, §]. The restriction on the

smaller set of deviation angles 6 is again possible due to symmetry properties of
K(f,f), for otherwise it can be replaced by its symmetrised version

bi(6) = (b1(6) + bi(5 = 0) Lio<o<zy + (b1(0) + b1(=5 = 0)) 1 (_2 <o<0)-

(K2) by has the non-integrable singularity

K

bi(0) ~ T foro — 0, (1.21)
with O < v < 1 and some « > 0.
(K3) b satisfies
n
4
/ﬂ bi(0)sin 6 d6 < . (1.22)
7
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1.2 Weak solutions: definition, existence, and uniqueness

The non-integrability of the angular collision kernel produces some difhiculties. In
particular, it is a priori not clear if the expressions (1.3) and (1.4) are even well-defined.
In this section we discuss the above issue and define the class of weak solutions for
which our regularity results hold. We will mainly work with the weighted L? spaces,
defined as
[2(RY) := {f e LP(RY): ()f € LP(Rd)}, p>Lack,

with norm

1l ey = ( /R @@ dv)l/p, (0) = (1+ o)
We will also use the weighted (L2 based) Sobolev spaces
HERY) = {f e S'(RY): () f e Hk(Rd)}, k ¢eR,
where H*(R?) are the usual Sobolev spaces given by
HF(RY) = {f e S'®RY): (Vef e LZ(Rd)}, EeR.
The inner product on LX(R¥) is given by (f, 4) = 4 f(v)g(v) do.

It will be assumed that the initial datum f # 0 is a non-negative density with finite
mass, energy and entropy, which is equivalent to

fo=0, fye L;(Rd) N LlogL(Rd), (1.23)
where

LlogL(Rd) = {f : R? — R measurable : I llztogz < oo} ,

and
I leist = [,V @llog (1+ 1 @) do

and the negative of the entropy is given by H(f) := /Rd flog f do.
The space L;(Rd )N Llog L(R?) is very natural, since we have

Lemma 1.1. Let f > 0. Then

fellRY)NLlogLRY) o f e LYR?) and H(f) is finite.
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Proof- Let [ € LE(R“’) N Llog L(R%). Then

H(f)| = /Rdflog+fdv +/Rdflog_fdfv.

The positive part is bounded by [ f'log(1+ f)dv = || f |1 1og - The negative part can
be controlled by

_ 1-6
'/Rdflog_fdfv—/{f 1}flogfdv<C5/f<1}f dv
<c5(/ (1+ o) ad@) 1,

which is finite for 0 < § < d%’ having used that for any 6 > 0 there exists a constant
Cs such that logt < Cst° forall ¢ > 1.
Conversely, let £ € LY(R¥) with finite entropy H(f). Then

/ flog(1+f)dv:/ flog(1+f)d7)+/ flog(1+ f)dov
R4 {f<1} {f>1}

On the set where f < 1, we replace f by 1 and where / > 1, we bound 1 + f by 2f,
leading to

[, fios+froo<iog2 [ favs [ flogfoe [ flog fan

As above, we conclude

/ f log(1+ f)dv < log20f ey + H( + Coallf ey (124

with a finite constant C; 5 for 0 < 6 < d+2 ]

The following is the precise definition of weak solutions which we use:
Definition 1.2 (Weak Solutions of the Cauchy Problem (1.2) [ , , D-

Assume that the initial datum fo is in L (Rd) NLlog LRY). f : Ry xR? — Ris called
a weak solution to the Cauchy problem (1.2), if it satisfies the following conditions?:

() £ 20, feBR;D(RY))NLVRy; LIRY) N Llog L(RY));
(i) f0,") = fo;

(ii1) Forall £ > 0, mass is conserved, /Rd f(t,v)dv = /Rd fo(v) do, kinetic energy
is decreasing, /Rd f(t,v)v?do < /Rd fo(v) v? dv, and the entropy is increasing,
that is, H(f (¢,-)) < H(fo);

3Throughout the text, whenever not explicitly mentioned, we will drop the dependence on ¢ of a
function, i.e. f(v):= f(¢t,v) etc.
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(iv) Forall ¢ € B (Ry; CGC‘)"’(R"Z)) one has

(900 = Garp@) = [ () 0nptr ) dr

: ’ (1.25)

= / (QUf, f)x,),¢(r,)ydr, forallt >0,
0

where the latter expression involving Q is defined by

.o =3 [, [ o2 o) reare) (126)

X (¢(v) + ¢(v]) = ¢(v) = ¢(2,)) dodvdo,,

for test functions ¢ € W2*(R?) in dimension d > 2, and in one dimension

QU ) ey =(K(f.]). ¢

:/ / Z hi(6) g w.)g(@) (6(a") - @) dodwdes,
R? -7

for test functions ¢ € W2*(R), making use of symmetry properties of the
Boltzmann and Kac collision operators and cancellation effects.

Remark. In the study of the Boltzmann operator Q it is often convenient to use its
bilinear form

Quf)= [ Blv=ol.cos6) (se0f () = 90 (2) do.der

which, for £, 4 € LY(R?) is well-defined in the weak sense

Qfre) = [ Bl =ol.cost)gef (@)

XSé=

x [e(@]) + ¢(v") — ¢(v.) — ¢(v)] dvdo.do
for ¢ € W2*(R%). *
A few remarks regarding Definition 1.2 are in order:*

I. Maxwell’s weak formulation. Formally, equations (1.26) and (1.27) can be derived
from the original expressions (1.3) and (1.4) by suitable coordinate transforma-
tions. Indeed, the pre-post-collisional change of variables

— Ux

(v,v4,0) — (v',v,k) with k=

|v—v*|

4We refer to the reviews by ViLLant [ ] and ALEXANDRE [ ] for more details.



1.2. WEAK SOLUTIONS: DEFINITION, EXISTENCE, UNIQUENESS 19

is involutive by momentum conservation, has unit Jacobian by energy con-
servation, and leaves B invariant by micro-reversibility. Further, the change
of coordinates (v, v.) — (v, v) defines an involution with unit Jacobian. It
follows that for suitable test functions ¢ the following equalities hold, at least
formally*:

[, QU Nt de
= / B(|v = vsl|,cos0) (f'f. - f f+) ¢ dvdv.do
R2d x§d-1

= / B(|v = vi|,cos0)f f. (¢" — ¢) dvdv.do (1.28)
R2d xSd-1
= 1/ B(lv = vil,cosO) f £+ (¢" + ¢ — ¢ — ¢.) dvdv.do (1.29)
2 R2d xS§d-1
1 ’ 4 ’ ’
- _Z,/ B(lv — vil,cos0) (f' ! = f f2) (¢" + ¢. — ¢ — ¢.) dvdv.do
R2d xS§d-1

(1:30)

Expressions (1.28) and (1.29) are particularly important in the case of singular
collision kernels B, because the differences ¢’ — ¢ and ¢’ + ¢, — ¢ — ¢, vanish for
small deviation angles 6 (for which v’ ~ v and v] ~ v,.) under some smoothness
assumption on ¢. Indeed, if ¢ € W2=(R4), then we can Taylor expand it to
obtain

e(v") = ¢(v) =Ve(v) - (2" - v)

1
+ / D*o(v +1(v' —v))(1-7)dr : (v —2)® (V' — ),
0
and similarly

p(v.) = p(v.) =Vo(vs) - (vi = )
1
+ / D*¢(v, + 1(v] — v.))(1 = 7)d7 : (v - v.) ® (V] — v.).
0
Notice that v] — v, = —(v” — v) and, decomposing the direction ¢ into its
components along v — v, and an orthogonal direction w € $%2, we may write

’()—’U* .
+sin 6 w,

o =cosf
D — Dy

Swe use the common notation fi = f(v.), f/ = f(v”) etc to make the rather lengthy expressions a
bit more readable
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and obtain
, V+ 0. |v— v V-0 |v— v
v —v= + o-—v=-
2 2 2 2
U — U, V=0 .
i (1—(:059)+| *lsmew
.20 V= Uy .
=—sm25('v—'v*)+| *|sm0w.

With these observations we can estimate

lo" + @) — o — .| < C(p)lv — v.]%6,

where we also used that |V¢(v) — Vo(v.)| < ||¢|lwee|v — v4] to get a second-
order contribution in |v — v.].

Recall, though, that we need a factor of 62 in order to make the angular singu-
larity in b(cos 6) integrable for small 6. Notice that the “bad”, i.e., linear in
6, contribution comes from the term proportional to w, which disappears by
symmetry when integrating over 472! In this case, one indeed gets the desired
smoothing effect of the singularity

< C(p)lv - v.|’6?

‘/Sd_z(so’ +@l— ¢ - g.)dw

with a constant C () depending on the W>* norm of ¢. This is the reason why
the definition of (Q(f, ), ¢) in (1.26) makes sense by duality in (W>*)*, with

QU ) )

< / /2 b(cos ) sind_zé)ff*
R2 Jo

< C(yp) ‘/02 b(cos0)sin® 26 62 do —[RZ“’ F@)f(v.) |v - v.|* dodo.
< ClobIf I}y (131

/Sd_Z(W + ¢, — ¢ — ¢,) dw| dddvdo,

As noted by ALEXANDRE and VILLANI [ ], a more careful estimate shows that
one does not really need to define the Boltzmann operator in the fully symmetric
weak form (1.29), but can work with (1.28). More precisely, they obtained the

bound

QUL 1))
< %Ilgollwz,m(Rd) /de fiflo—o (1 + v —o)M(Jv —v.])dvdo,, (1.32)

where M is the cross-section for momentum transfer introduced in Section 1.1.
However, this does not make any difference when discussing the homogeneous
Maxwellian problem.
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II. Formal conservation laws. Maxwell’s weak formulation (1.29) also implies the
formal conservation laws

d 1
i [ g |wso imna
2

of total mass, momentum, and kinetic energy. Indeed, if /* solves the (homogen-
eous) Boltzmann equation, then

d
§/Rdf(t,v)s0(v)dv = /Rd Q(f, f)(t,v)p(v)dv

1
= - / B(lv = vil,cos0)f fi (¢" + ¢l — ¢ — ¢s) dvdv.do.
2 R2d xSd-1

So if
@)+ o(v)) = p(v) + p(v,) forae. (v,v.,0) € R x Sd_l, (1.33)

then, at least formally, % ./]Rd f(t,v)¢(v)dv = 0. Solutions to the functional
equation 1.33 are called (summational) collisional invariants and under the very
weak assumption that ¢ is measurable and finite almost everywhere, one can
show that¢

|o?

¢@)=A+B-v+C—, A,C €R, BeRY,

see [ 1.

III. Formal increase of the entropy, Boltzmann’s / theorem. Entropy plays an ex-
tremely important role in kinetic theory, and there is obviously not enough time
nor space to treat it in proper detail in this thesis. We will discuss some aspects
again in Part II in the simpler Kac model, and refer for a more detailed treatise
in VILLANT’s review article [ , p-32ff] and references therein, in particular

[ J-

The important thing for us is that it is physically reasonable to assume that
the entropy of the initial datum is finite, and that it is increasing under the
Boltzmann evolution. To see this, at least at a formal level, we take a closer look
at the Boltzmann H functional

H(f(t,-) = ./Rd f(t,v)log f(t,v)do,

6Smooth ®? solutions to the equation (1.33) had already been shown by Boltzmann to be linear
combinations of 1, v, and |v]?2.
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which is the negative of the physical (dynamical, i.e. non-equilibrium) entropy.

Then

GHEC) = [ QU el fwordo+ [ QU o).

Using the weak formulation (1.30) (Boltzmann’s weak formulation), and

[ou.fa=o
we obtain
d H = 1 d
GHE @)= [ Qe oos o) do
= -D(f(t.)

with the entropy dissipation functional

D(f) = —% /szixsﬂ B(lv = vil,cos0) (f'f. = f f+) log ];]];: dvdo,do.

Notice that the function (x,y) +— (x — y)log f is non-negative, so that along
solutions of the homogeneous Boltzmann equation,

d
CH(f(t.) = =D(f(t.) 0. (134

If the Boltzmann collision kernel B is strictly positive, then equality in (1.34)
occurs if and only if

F@)f@) = F@)f(v.) forae. (0,0, 0) € R¥ xs% ",

Taking logarithms, we see that ¢ = log / has to be a collisional invariant, so f
has to be a Maxwellian distribution

d/2
f(o) = ( A ) o lo-ul?

2

for some inverse temperature 8 > 0 and momentum # € R, see also (1.33). The
Maxwellian is normalised to have total mass [ f dv = 1, and the parameters #
and S are uniquely determined by

/vf(v)dv:u
R4
d
2 2.2
/Rd|v|f(v)dv—|u| +ﬂ.

Collecting results from the literature, the following is known regarding the exist-

ence, uniqueness and further properties of weak solutions:
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d > 2: The existence of weak solutions of the Cauchy problem (1.2) with initial
conditions satisfying (1.23) for the homogeneous Boltzmann equation was first
proved by ARKERYD [ , ] (see also the articles by Goupon [ 1,
ViLLant [ ], and DESVILLETTES [ , ]). Uniqueness in this case was
shown by Toscant and ViLLant [ ], see also the review articles by MiscCHLER
and WENNBERG [ ] (for the cut-off case) and DESVILLETTES [ ]

d = 1: For the homogeneous non-cutoff Kac equation for Maxwellian molecules exist-
ence of weak solutions was established by DESVILLETTES [ 1.

For the sake of completeness, we present the relevant existence theorems for our
smoothing result in the following two theorems.

Theorem 1.3 (Existence of weak solutions for the Boltzmann equation, ARKERYD
[ ],ViLLani [ D. Let fo 20, fo € Lin Llog L(RY), and assume that the
collision kernel satisfies Assumptions (B1)~(B3). There exists a weak solution f of the
Cauchy problem (1.2) for the Boltzmann equation with initial datum fy in the sense of
Definition 1.2, which in addition conserves momentum and energy.

Moreover, for all ¢ € W2o(R4), the map

(0,0) 2t > / f(t)pdo
R4
is Lipschitz continuous.

We give a short proof of the existence result for Maxwellian molecules, which is
contained in the more general results due to ARKERYD [ ], with extensions due to
VILLANI [ 1.

Proof. Fix some arbitrary T > 0 and let fo > 0, fo € L} N Llog L(R?). Assume that
the collision kernel satisfies (1.18) and (1.20).
The first step is to construct a sequence

b, (cos8) = b(cosO) A n

of cut-off collision kernels, with corresponding Boltzmann operators Q,, satisfying the
Grad cut-off assumption.

By ARKERYD’s existence theorem in the cut-off case [ ], for each 7 € N there
exists a classical solution f, > 0 of
6tfn = Qn(fn,fn), t e [o’ T]7 (135)

with f,(0) = fo for all » € N, such that mass, momentum and kinetic energy are
preserved, and H(f,) is decreasing. That is, for all ¢ € [0, T'], we have the a priori
bounds

/Rd fa(t,9) (14 |v]?) do = 1 follz1,
H(f,(t)) < H(fy), neN.

(1.36)
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So the sequence { f,(¢)},en is bounded in L} N Llog L, see Lemma 1.1. In particular,
by De la Vallée Poussin’s criterion, {f,(¢)} is equi-integrable. Let ¢ : R4 — [0, c0) be
a function such that (-)™%¢ € L®(R%) for some 0 < x < 2. Then

sup Ja(t,0)¢(v)dv < (1) @l sup fa(t,0)(0)" dv

neNJ [v|=R neN J |v|>R

= %ﬁg jvl=R fult,0)0) do < |(|1< : R(f)HZLK”]%”L’

hence

lim sup fu(t,v)p(v)dv = 0. (1.37)

R—0e0 e J 0| 2R

It follows that the sequence { /,(¢)} is weakly compact in LY(RY) by the Dunford-Pettis
Theorem’. By a diagonal-sequence argument, we can find a non-negative function

felL® ([O, Tl;Lin LlogL(Rd)) such that, along a subsequence, f,(t) — f(t)

weakly in L! for all t € [0,T] N Q.
Note that for any test function ¢ € 6;° (R%) and 0 < s <t < T we have

[ ftow@do- [ fisomed

/ Qun(fos fr)(T, 0 W (v) dv| dr

(1.38)
< CW.b) / I, >||L1(Rd)

see also inequality (1.31). The constant C(y, b) is independent of 7, since
7 s d-2 2 7 - d-2 2
/ b,(cos @) sin®“060°dh < / b(cos ) sin®"“ 06 db,
0 0
for n € N, and depends only on the test function i (through its W?* norm) and on

f07 b(cos6) sin? 29 62 dh < co. We also used that the functions /» conserve mass and
kinetic energy.

7 Theorem (Weak compactness in L', DUNFORD-PETTIS) Let (€, o, 1) be a measure space. F C
L1(Q) is weakly sequentially precompact if and only if

(i) F is bounded in L1(Q),

(if) F is equi-integrable and for every € > O there exists A € s, u(A) < oo, such that
sup/ |f]du < e.
feF JA

We refer to, for instance, Theorem 2.54 in [ ] {or a proof.
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The sequence { f fu(t)y d‘v}neN is therefore uniformly equicontinuous in ¢, and
converges pointwise to /Rd f (&) dovforall £ € [0, T]NQ. Hence, for each test function

¥ € BL(RY) the map ¢ Jea f (£ dv is continuous (even Lipschitz continuous by
(1.38)) on [0, T'].
Further, by (1.37),

lim [ oo = [ e d

for all ¢ € [0,T] along a subsequence, if ()¢ € L*(R%) for some k € [0,2). In
particular, mass and momentum are conserved.

Now if ¢ € B'(Ry; CGC‘J’O(R"Z)), and ¢ € [0, 7], then for each » € N

/ (Qulfin fo)(D).(2)) dr = / (3 fo(T). (D)
0 0
= (0 00) = {for 0(0)) / (folT), Brg(0) dr,

because f, is a classical solution of (1.35) with initial datum f£,(0) = fo. Thus, taking
the limit 7 — oo, the above continuity properties guarantee that f satisfies the weak
formulation (1.26) of the Boltzmann equation.

The increase of entropy (i.e. decrease of H') follows by convexity of the functional
H, together with the weak-L! convergence of £,(t) — f(t) along a subsequence, and
the corresponding property of the approximation f,,

H(f,(1)) = H(wlimy, oo £3(2)) < lim inf H(£,(0)) < H(f;).

To check energy conservation we use that the weak formulation implies for any
S C@g"(Rd) (time independent), and any 0 < s <t < T,

[ feomedo- [ feomed= [ Qo

= ‘/t /de " b(cosO)f (t,v)f (t,v:) [v,l/(v’) +y(v)) —y(v) - gb(v*)] dvdv.dodr.
(1.39)

Let ¢(v) = |v|? x(ev) with y a smooth cut-off function, say equal to 1 on {|v| < 1}
and zero for {|v| > 2}. Then by our a priori bounds on the energy (1.36) (which
carry over to the weak limit /) and Lebesgue’s dominated convergence theorem, the
expression in brackets on the right hand side of (1.39) tends to

[o"* + [0l]* = [v|* = v = 0
as € — 0. | |

In an analogous fashion, one can prove
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Theorem 1.4 (Existence of weak solutions for the Kac equation, DESVILLETTES [ D.
Let fo > 0, fo € LYNLlog L(R), and assume that the collision kernel satisfies Assumptions
(K1)~(K3). Then there exists a weak solution of the Boltzmann-Kac equation

of =K(f./)=Q(.[)

with initial datum [y in the sense of Definition 1.2.
Moreover, if fo € Lép(R)for somep > 2, then f € L°°(R+;L§p(R)) and the conser-
vation of energy

/ Flt. oo do = / f@lol do
R R

holds for all t > 0.

For more details on the proof we refer to [ ]

1.3 Bobylev identity

We close this chapter with a calculation of the Fourier transform of the Boltzmann
operator in the Maxwellian case, which goes back to BoByLEV [ ], see also the
appendix of [ ].

The following convention regarding the Fourier transform of a Schwartz function
f € S(RY) will be used throughout Part I,

@i =Ffa= [ fee

and extended by duality to the space of tempered distributions §”.

Theorem 1.5 (Bobylev Identity for Maxwellian molecules). The (distributional) Fourier
transform of the Boltzmann collision operator for Maxwellian molecules is given by

Qg. N)€)
_1 é: Afe Lot Af b P A A A A
‘E/Sd_lb(lg—l"f) [4(5 V(E)+g(EN)f (& )—f/(f)f(o)—q(o)f(f)] do,

where £* = filzflo.

Remark. In view of inequality (1.32), we can also define weak solutions by the weak
formulation (1.28) of the Boltzmann collision operator. This leads to the Bobylev
identity

Qe = [ b(é—|a) (defE-d0f@)dr G40

for Maxwellian molecules. This is actually the form of Bobylev’s identity we will be
using in the following.
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A simple, but in a sense important, consequence of Bobylev’s identity (1.40) is that,
p p q Y. y (1.4

foralld > 1,
PAQ(g, f) = PAQ(Prg, PAf) (1.41)

where, for convenience, we put Pp := 1x(D,) for the orthogonal projection onto
Fourier ‘'modes’ |57] < A. This (quasi-)locality property will turn out to be crucial in
our inductive strategy to prove the strong smoothing properties of the homogeneous
Boltzmann equation.

We will get back to Bobylev’s identity in Chapter 5, where the non-Maxwellian
version of Theorem 1.5 will be briefly discussed. In particular, we will give some details
on why the proof of our main result cannot simply be extended to this case. ¢

Proof. Letp € 8 (R?) and assume that fi.g € L;(Rd )- Then by the definition of the
distributional Fourier transform and the weak formulation of Boltzmann’s collision
operator, we have

Q7. /) 0} = (Qg, /) &)
-2 b(""” ) J0)f ) [3(0]) + 5@) - §(0.) — §(@)] dvdo.dor
dexgd 1

v — 0.

‘[Rd ‘/R:MXSd 1 dvdo.do b (| *| ) 7(v) f(v)p(€)

2mi€ v}, —2nié-v’ e—27ri§-v _ e—27ri§-fu]

X [e_ +e

V+Vs

1 .
= 5/}&1 dé /de dvdo, ?(W*)f(v)¢(§) o 2miE

v —P D D el Vs fe V=Tx
/ dab(l *| . [ezmg ble | omieble  —omie e omig5 ]
gd-1 DV — Vs

The key observation of Bobylev was that

/ F(/e-O',/-O')dO':/ F(l-o,k-0)do
Sd-1 sd-1
for any integrable F and unit vectors k,/ € S9~!. Notice that due to cancellations,

e |lo—os| D P e U=Ux fe U=Ux
/ [627r1§ ply | pmomieBPle _ -omie e omie 23 ] dew
gd-2

is of order 6% for small 6, which regularises the singularity in b, see the calculation
leading to (1.31). In particular, the above remark for & = 7= and 7 = % yields

UV — U P ot O a1 B Y cam 1 i
/ do_b(l |'O- [627r1<f o | pmamie e amig tpe i 2]
gd-1 DV — UV«

) / drt (Igl ) |28 ooy i wme e poanien i _ i |
§d-1
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Introducing £* = %, it then follows that

1

= = vav.aQ0 i -0 v v
Qunor=3 [de [ | dododod (o) awarope

- 1 KT - 1 .+ - 1 . + —_ 1 ET _ 1 . —_ 1 .
X [e 2miv-€ e 2m10, € +e 2miv-& e 2m1v, & —e 2ﬂ17)§_e 27104 f]

_ %Addg¢(g)/sd_ldab(é7-a)
x [§EfE)+ 3 f e -i0f @ - §of o).

This identifies the distributional Fourier transform of Q(g, f). ]



CHAPTER

Smoothing properties of the
Boltzmann collision operator

It has long been suspected that the non-cutoff Boltzmann operator with a singular
cross section kernel of the form (1.16) has similar coercivity properties to the fractional
Laplacian (—A)”, for suitable 0 < v < 1:

-Q(g, ) =~ (=A)” f + lower order terms,

that is, it behaves similar to a singular integral operator with leading term proportional
to a fractional Laplacian. The intuition has been made precise by ALEXANDRE, DEs-
VILLETTES, VILLANI, and WENNBERG [ ], see also the reviews by ALEXANDRE
[ ] and by ViLrant [ ] for the idea’s history. In terms of compactness prop-
erties this has been noticed for the linearised Boltzmann kernel as early as in [ ]
and for the nonlinear Boltzmann kernel in [ , ]. The suspicion has led to
the hope that the fully nonlinear homogenous Boltzmann equation enjoys regularity
properties similar to the heat equation with a fractional Laplacian given by

O+ (-A)’u =0
ulig = uo € L'(RY).
Using the Fourier transform one immediately sees that

)Zv

i(t, &) = VT () with g € L°(RY),

SO

2v
sup sup etlél lu(t, &) < ll#0ll 1 (gay < oo,
t>0 fERd

that is, the Fourier transform of the solution is extremely fast decaying for strictly
positive times, that is, solutions of the fractional heat equation gain a high amount of
regularity for arbitrary positive times.

29
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This is in sharp contrast to the fact that in the Grad cutoff case there cannot be
any smoothing effect. Instead, regularity and singularities of the initial datum get
propagated in this case, see, for example, [ ].

The discussion about solutions of the heat equation with a fractional Laplacian
motivates the following definition of Gevrey spaces, which give a convenient frame-
work to describe this smoothing by interpolating between smooth and (ultra-)analytic
functions.

Definition 2.1. Let s > 0. A function f € LY(R%) belongs to the Gevrey class GS(RY),
if there exists an €y > O such that!

oD £ e IARY) | where (Dy) = (1+]D, ).
Thus, G'(R?) is the space of real analytic functions, and G* (R?) for s € (0,1) the space

of ultra-analytic functions.
Equivalently?, f € GS(RY) if f € B¥(R?) and there exists a constant C > 0 such
that for all £ € Ny one has

ID® £ Nl 2y < CEF(RYY,

where | DX £ 12, = sup 5, 107 £ 112,.

It is therefore natural to believe, as conjectured in [ ], that weak solutions to
the non-cutoff Boltzmann equation gain a certain amount of smoothness, and even
analyticity, for any ¢ > 0.

Conjecture (Gevrey smoothing). Any weak solution of the non-cutoff homogenous Boltz-
mann equation with a singular cross section kernel of order v and with initial datum in
L;(Rd) N Llog L(R?), i.e., finite mass, energy and entropy, belongs to the Gevrey class

G» (Rd) for strictly positive times.

The central result of this part of the thesis is a proof of this conjecture for Max-
wellian molecules. In particular, we prove

Theorem. Assume that the non-cutoff Boltzman cross section has a singularity 1+ 2v with
0 < v < 1 and obeys some further technical conditions, which are true in all physically
relevant cases, for details see (1.18) and (2.5). Then, for initial conditions fo € Llog LNL},
with an integer

2 -1
m > max |2, —————
22-27)

any weak solution of the fully non-linear homogenous Boltzmann equation for Maxwellian
1 : o
molecules belongs to the Gevrey class G2 for strictly positive times.

We denote Dy, = —%V and for a suitable function G : RY — C we define the operator G(Dy) as a
Fourier multiplier, that is, G(Dy)f = F~! [Gj;]

2Regarding equivalency, see, for example, Theorem 4 in [ 1.
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In particular, for v < log(9/5)/log(2) =~ 0.847996 we have m = 2 and the theorem
does not require anything except the physically reasonable assumptions of finite mass, en-
ergy, and entropy. Iflog(9/5)/log(2) < v < 1and we assume only that f € Llog LNL.,

log2
then we prove that the solution is in G255 | in particular, that it is ultra-analytic.

1. For a more precise formulation of our results, see Theorems 2.2, 2.4, and 2.5 for
the case m = 2 and Theorems 3.27, 3.28, and 3.29 below.

2. We would like to stress that our results cover both the weak and strong singularity
regimes, where 0 < v < 1/2, respectively 1/2 < v < 1.

3. The theorem above applies to all dimensions d > 1. The physical case for
Maxwellian molecules in dimension d = 3 is v = 1/4.

The main problem for establishing Gevrey regularity is that, in order to use the
coercivity results of ALEXANDRE, DESVILLETTES, VILLANI and WENNBERG [ 1,
one has to bound a non-linear and non-local commutator of the Boltzmann kernel
with certain sub-Gaussian Fourier multipliers. The main ingredient in our proof is a
new way of estimating this non-local and nonlinear commutator.

In a similar way, one can look at the homogeneous Boltzmann equation for
Maxwellian molecules and an angular singularity of Debye-Yukawa type (1.19).

In this case, the singularity and thus the coercive effects are much weaker and of
the form

-Q(g, f) ~ (log(1 - A))”“f + lower order terms, (2.1)

as was noticed in [ ], see also Section 2.4 below. However, one should still
expect a smoothing effect similar to the logarithmic type heat equation

Oyu + (log(1 — A)*u =0
#leg = uo € L\(RY),

where the solutions satisfy

2\u+l | o
sup sup etlog(1+|§| s |7 (t, &)| < ””O”U(Rd) < 00.
t>0 feRd

Higher regularity of weak solutions

The first regularisation results in this direction were due to DESVILLETTES for the

spatially homogeneous non-cutoff Kac equation [ ] and the homogeneous non-
cutoff Boltzmann equation for Maxwellian molecules in two dimensions [ 1,
where 6% regularisation is proved. Later, DESVILLETTES and WENNBERG [ ]

proved under rather general assumptions on the collision cross-section (excluding
Maxwellian molecules, though) regularity in Schwartz space of weak solutions to
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the non-cutoff homogeneous Boltzmann equation. By quite different methods, using
Littlewood-Paley decompositions, ALEXANDRE and EL SAFaDI [ ] showed that the
assumptions on the cross-section (1.18)-(1.20) imply that the solutions are in H* for
any positive time ¢t > 0. By moment propagation results for Maxwellian molecules (see
TRUESDELL [ ]) this cannot be improved to regularity in Schwartz space.

For collision cross-sections corresponding to Debye-Yukawa-type interaction poten-
tials, MormmoTo, UkAI, XU and YANG [ ] proved the same H® regularising
effect using suitable test functions in the weak formulation of the problem.

The question of the local existence of solutions in Gevrey spaces for Gevrey regular
initial data with additional strong decay at infinity was first addressed in 1984 by Uxkar
[ ], both in the spatially homogeneous and inhomogeneous setting.

We are interested in the Gevrey smoothing effect, namely that under the (physical)
assumptions of finite mass, energy and entropy of the initial data, weak solutions of
the homogeneous Boltzmann equation without cutoff are Gevrey functions for any
strictly positive time. This question was treated in the case of the /inearised Boltzmann
equation in the homogeneous setting by MORIMOTO et al. [ ], where they
proved that, given 0 < v < 1, weak solutions of the linearised Boltzmann equation
belong to the space G v (R?) for any positive time. In [ ], radially symmetric

o]

perturbations ¢ = ¢(|v]) around a global Maxwellian u(v) = (27r)_%e_ 2, that 1s, for

fin (1.2),
f(@) = @) +Vu@)g(v), g(v) =g(v)),

were studied by using eigenfunctions of the linearised Boltzmann operator £, where

_1 1 _1 1
Lg=-p2Q(u,u2g) — p 2Q(u2g, p).

In this setting, the authors obtained a Gelfand-Shilov smoothing effect, which includes
Gevrey regularity.

For the non-Maxwellian Boltzmann operator, Gevrey regularity was proved under
very strong unphysical decay assumptions on the initial datum in [ ].

For radially symmetric solutions, the homogeneous non-cutoff Boltzmann equa-
tion for Maxwellian molecules is related to the homogeneous non-cutoff Kac equation.
The non-cutoff Kac equation was introduced by DESVILLETTES in [ ], where first
regularity results were established, see also DESVILLETTES’ review [ ]. For this
equation, the best available results so far are due to LExrINE and XU [ ] and GLAN-
GETAS and NAJEME [ ]: LEKRINE and XU [ ] proved Gevrey regularisation
of order 3~ for mild singularities 0 < v < 3 and all 0 < @ < v. Strong singularities
1 < v < 1 were treated by GLaNGETAS and NAJEME [ ], where they prove that
for v = 1 the solution becomes Gevrey regular of order 5= for any 0 < @ < § and
Gevrey regular of order 1, that is, analytic, when § < v < 1. Thus, in the critical
case v = 1, the result of [ ] misses the analyticity of weak solutions and does not
prove ultra-analyticity in the range 3 < v < 1. Moreover, both results are obtained

.. . 1
under the additional moment assumption fo € L}, (R).
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Ultra-analyticity results have previously been obtained by MorimoTo and Xu
[ ] for the homogeneous Landau equation in the Maxwellian molecules case and
related simplified models in kinetic theory. The analysis of smoothing properties of
Landau equation is quite different from the Boltzmann and Kac equations. The Landau
equation explicitly contains a second order elliptic term, which yields coercivity, and,
more importantly, certain commutators with weights in Fourier space are identically

zero, which simplifies the analysis tremendously, see Proposition 2.2 in [ ].
For the nonlinear non-cutoff homogeneous Boltzmann equation some partial res-
ults regarding Gevrey regularisation were obtained by MoriMoTO and Ukar [ 1,

including the non-Maxwellian molecules case, but under the strong additional assump-
tions of Maxwellian decay and smoothness of the solution. Still with these strong decay
assumptions, YIN and ZHANG [ , ] extended this result to a larger class of
kinetic cross-sections.

We stress that for the main result of our paper the initial datum is only assumed to
obey the natural assumptions coming from physics, i.e., finiteness of mass, energy and
entropy.

2.1 Absence of smoothing in the Grad cutoff case

Before we formulate the main results about smoothing properties of the Boltzmann
and Kac equations, we quickly discuss the Grad cut-off case, that is

b(cos@)do =: a < 0.
gd-1

In this case, the Boltzmann collision operator can be split into a gain part Q*(f, f)
and a loss part Q~(f, f), according to the sign in the definition of the Boltzmann
operator (1.3),

QN =Q (. H-Q(f./)=Q (f. /)= fLS)

where Lf = a fRd f(v)dv. Solutions of the homogeneous Boltzmann equation

of +f(Lf)=Q"(f.f)

are then given by Duhamel’s formula

Flt,0) = h D g 4 /o N CDSQH s ds. (22)

While one can show that the operator Q*(f, /) has smoothing properties, equation
(2.2) shows that the solution /" in the Grad cut-off case will at most be as regular as the
initial datum fo, that is fo € L} N Llog L(RY) in our case.®

3However, one can show that the solution can be split into a part that lies in the Sobolev space H*, s
arbitrarily large, and one that has the regularity of the inital datum, but decays exponentially, see [ ]
for more details in a non-Maxwellian setting and the classical treatise by WiLp [ ]
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This observation shows the importance of the singularity in the angular collision
kernel for grazing collisions 6 — 0 when it comes to smoothing properties of the
Boltzmann equation.

2.2 Gevrey smoothing for Maxwellian Molecules with
Power-law Interaction

In this section we formulate the main theorems regarding Gevrey smoothing for the
homogeneous Boltzmann and Kac equations for Maxwellian molecules with singularity
of power-law type.

Given B > 0and a € (0, 1) we define the Gevrey multiplier G : R, x RY — R by

G(t.n) = P 0"
and for A > 0 the cut-off Gevrey multiplier G5 : Ry x R — R by

Ga(t,n) := G(t,m)LA(In),

where 14 is the characteristic function of the interval [0, A]. The associated Fourier
multiplication operator is denoted by Ga (¢, D),

Gr DNy = [ Gttt @7 dn = 57 [Gatef 0.1
Note that, since GA(t, -) has compact support in Rg for any t > 0, one has

Gaf,G3f € L=([0, Tol; H*(R?))

for any finite 7o > Oand A > 0, if / € L=([0, To]; L1(R9)). This holds since
1A 1ty < I I i I GAE I, gy < I g 1 Ga T M

for all s > 0. These functions, due to the cut-off in Fourier space, are even analytic in a
strip containing R,

Theorem 2.2 (Gevrey smoothing I). Let O < v < 1 and assume that the cross-section
b satisfies conditions (B1)-(B3) with power-law type singularity (1.18) for d > 2. For
d = 1, assume that by satisfies conditions (K1)~(K3). Let f be a weak solution of the
Cauchy problem (1.2) with initial datum 0 < fo € L) N Llog L(RY). Then, for all
0 < a < min {a/z,d,v},

£(t.) € GIa(RY) (23)

= logl(8+d)/(4+d)]

forall t > 0, where a4 Tog2
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Remarks 2.3. (i) In numbers,

(ii)

(i)

(iv)

an1 = 0.847997, Ao = 0.736966, and a3 = 0.652077.

This means, that under only physically reasonable assumptions of finite mass,
energy, and entropy, weak solutions are analytic for v > 1 and even ultra-
analytic if v > . It is easy to see that @,  is decreasing in d and for d = 6,
@4 ~ 0.485427. Hence, for d > 6, analyticity (respectively ultra-analyticity)

does not follow from this theorem.

For the proof of Theorem 2.2 (and also 2.4 and 2.5 below) it is important that
the energy of f is bounded, which enters in the technical Lemma 3.7 and its

Corollary 3.8. A considerably simpler proof could be given using only that

f e Li(Rd). In this case, @, is replaced by @, = W

Remark 2.2 below). However, @13 < 0.4855 in three dimensions, thus we would
not be able to conclude (ultra-)analytic smoothing of weak solutions for strong

(see also

singularities 3 < v < 1.

As our theorem above shows, weak solutions of the homogenous Kac equation
become Gevrey regular for strictly positive times for moderately singular col-
lision kernels with singularity v € (0, 1), see (1.21) for the precise description
of the singularity. For v = § they become analytic, which improves the result
of GLANGETAS and NAJEME [ ] in this critical case. They even become
ultra-analytic for v € (3, 1).

Rotationally symmetric solutions f* corresponding to rotationally symmetric
initial conditions fq are Gevrey regular for strictly positive times under the same
conditions as in the one-dimensional case d = 1. The proof is exactly as the
proof of Theorem 3.27 with some small changes in the proof of Lemma 3.15,
where the independence of the solution f on the angular coordinates can be
explicitly used with the 7z = 1 version of Corollary 3.8.

As already remarked, the result of Theorem 2.2 deteriorates in the dimension.
Under the same assumptions, but using quite a bit more structure of the Boltzmann
operator, we can prove a dimension independent version. Its proof, however, is

considerably more involved than the proof of Theorem 2.2.

Theorem 2.4 (Gevrey smoothing IT). Let d > 2. Assume that the cross-section b satisfies
the conditions of Theorem 2.2. Let | be a weak solution of the Cauchy problem (1.2) with
initial datum 0 < fq € L; N Llog L(Rd). Then, for all 0 < @ < min {az,z, v},

ft.) e G (R)) (2.4)

_ log(5/3)

forallt > 0, where ayy = Tog2 = 0.736966. In particular, in contrast to Theorem 2.z,

the weak solution is real analytic if v = } and ultra-analytic if v > 1 in any dimension.
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If the integrability condition (1.20) is replaced by the slightly stronger condition
that b(cos 6) is bounded away from 6 = 0, that is,

for any 0 < 6y < 7 there exists Cy, < oo such that

0 < b(cosf) < Cy, forall 6y < 6 < 5, (2:5)

which is true in all physically relevant cases, we can prove an even stronger result.

Theorem 2.5 (Gevrey smoothing IIl). Letd > 2. Assume that the cross-section b satisfies
the conditions of Theorem 2.z and the condition (2.5), that is, it is bounded away from
the singularity. Let | be a weak solution of the Cauchy problem (1.2) with initial datum
0< fo € L; N LlogL(Rd). Then, for all 0 < @ < min {az,l, v},

f(t.) e G (Rd) (26)

log(9/5
forall t > O, where ay; = Ofo(gé) ~ 0.847997.
Remark. (i) Since we do not rely on interpolation inequalities between Sobolev
spaces, our results also include the limiting case @ = v, at least if v < @y,
(n =d,2,1). This is in contrast to all previous results on smoothing properties
of the Boltzmann and Kac equations.

(i) If higher moments of the initial datum are bounded (and thus stay bounded
eternally due to moment propagation results, see, for instance, VILLANT’s review
[ ]), the results in Theorem 2.4 and Theorem 2.5 can be improved in the
high singularity case, where v is close to one. Namely, let f5 € Llog LN L. (R?)
for some integer 7 > 2, then the constants @, 4, @22, respectively sy, are

replaced by @, , = Ww (n = d,2,1), which are strictly increasing
towards the limit @, = 1 as m becomes large. See Theorems 3.27, 3.28 and
3.29 below.

¢

Moreover, we prove that for very strong singularities v, we can prescribe precise
. S L
conditions on the initial datum such that we have f € G (R%).

Theorem 2.6. Given 0 < v < 1, there is m(v) such that, if m € Nand m > m(v) and
fo € Llog L N LY, the weak solution is in G (RY) for all t > 0.

More precisely, under the conditions of Theorem 2.z having m > max (2, %V_EVI) yields

Gevrey smoothing of order 5 and under the slightly stronger conditions of Theorem 2.5
having m > max (2, %) is enough.
Remark. The proof of this theorem follows directly from the results of Theorems 3.27,

3.28, and 3.29 in Section 3.7, which extend Theorems 2.2, 2.4, and 2.5 to the case of
finite moments m > 2. ¢
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The strategy of the proofs of our main results Theorems 2.2, 2.4, and 2.5 is as
follows: we start with the additional assumption f5 € L? on the initial datum. We use
the known H® smoothing of the non-cutoff Boltzmann and Kac equation to allow
this. This yields an L? reformulation of the weak formulation of the Boltzmann and
Kac equations which includes suitable growing Fourier multipliers.

The inclusion of sub-Gaussian Fourier multipliers leads to a nonlocal and nonlinear
commutator of the Boltzmann and KaAc kernels, which turns out to be a three-linear
expression in the weighted solution f on the Fourier side. In order to bound this
expression with L? norms, one of the three terms has to be controlled pointwise,
including a sub-Gaussian growing factor, see Proposition 3.5. The problem is that one
has to control the pointwise bound with an L? norm, which is in general impossible.
To overcome this obstacle there are several important technical steps:

(1) When working on a ball of radius A, we need this uniform control only on a
ball of radius A/V?2, which enables an inductive procedure.

(2) Using the additional a priori information that the kinetic energy is finite, or,
depending on the initial condition, even higher moments are finite, we transform
weighted L? bounds into pointwise bounds on slightly smaller balls with an
additional loss of power in the weights in Fourier space. Here we rely on
Kolmogorov-Landau type inequalities, see Lemma 3.9 and Appendix C.

(3) We use the strict concavity of the Fourier multipliers, see Lemma 3.3, in order
to compensate for this loss of power.

(4) Averaging over a codimension 2 sphere in the proof of Theorem 2.4, we get, in
any dimension, the same results as for the two dimensional Boltzmann equation.

(5) Averaging over a codimension 1 set constructed from a codimension 2 sphere
and the collision angles 6 away from the singularity, and using the fact that near
the singularity one of the three Fourier weights is not big due to Lemma 3.3, we
can even get, in any dimension, the same results as for the one-dimensional Kac
equation under the conditions of Theorems 2.5 and 3.29.

2.3 Strong smoothing for Maxwellian Molecules with
Debye-Yukawa type Interaction

Based upon the proof of Gevrey smoothing for the homogeneous Boltzmann equation
with Maxwellian molecules and angular singularity of the inverse-power law type (1.18),
we can show a stronger than H® regularisation property of weak solutions in the
Debye-Yukawa case.

In [ ] it has been shown that weak solutions to the Cauchy problem (1.2)
with Debye-Yukawa type interactions enjoy an H* smoothing property, i.e. starting
with arbitrary initial datum f5 > 0, fo € L) N Llog L(R?), one has f(t,-) € H® for
any positive time ¢ > 0.
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Proposition 2.7 (H* smoothing of weak solutions, Theorem 1.1 in [ D.
Assume that 0 < fo € L) N Llog L(RY) and the collision kernel satisfies Assumptions
(B1)~(B3) with Debye-Yukawa type singularity (1.19). Let f be a weak solution of the
Caunchy problem (1.2) satisfying

sup /f(f»‘v) (1+ o> +log(1 + f(t,v))) dv < o0
te[0,T]
forsome T > Q. Then forany 0 < t < T, we have

f(t,) e H™.

Remark. (1) Even though the above theorems are stated in dimension d = 3 in the
references, their proofs can be done in any dimension d > 2.

(2) Also the proof of H* smoothing, valid in dimension d > 2 for the Boltzmann
equation, respectively, the Kac equation in dimension d = 1, in Appendix B can be
easily transferred to the Debye-Yukawa case.

(3) This kind of logarithmic regularity effect was first observed by Mormmoro for
infinitely degenerate elliptic operators [ ].
¢

We will need the following function spaces to describe the gain of smoothness in
the Debye-Yukawa case:

Definition 2.8. Let g > 0. A function / € H®(R?) is defined to be in the space
gl#(R¥) if there exist constants C > 0 and b > 0 such that

||80‘f||L2 < Claiehlal™ g0 alla e Ng. (2.7)
For p > 0 we define the family of function spaces, parametrised by 7 > 0,
@ (e (s 12®d)) = {f € 1) (5P 1 € 2}
Lemma 2.9. Let u > 0. Then
M (RY) = U@ (eT(log(D))/‘“ :Lz(Rd)) '
>0

The proof is rather technical and is deferred to Appendix D.
In view of the coercivity property (2.1) and the regularisation properties of the
logarithmic heat equation

d:f = —~(log(1 = AN, (2.8)

the spaces 9, through their Fourier characterisation in Lemma 2.9, capture exactly the
gain of regularity that is to be expected for the Boltzmann equation with Debye-Yukawa
type angular singularity. Indeed, our main result is



2.3. STRONG SMOOTHING DEBYE-YUKAWA 39

Theorem 2.10. Let [ be a weak solution of the Cauchy problem (1.2) for the homogen-
eous Bolzmann equation for Maxwellian molecules with angular collision kernel satisfy-
ing Assumptions (B1)-(B3) with Debye-Yukawa type singularity (1.19), and initial datum
f0=0 foe€ L;(Rd) N Llog L(RY). Then for any Ty > 0 there exists B > O such that

eﬁt(log<Dv>)H+1f(t, ) € LA(RY) (2.9)

forall t € (0, To). In particular, f(¢,-) € A forall t > 0.
Furthermore, for all 0 < t < Ty there exists M > O such that with B as in (2.9),

+1 A
sup eqzPt(los(m)’ lf(t,n) < M. (2.10)
nerd

Remark. The bound (2.10) holds #niformly in 0 < ¢t < T, whereas (2.9) does not give

+1
uniform control on the L2 norm of ef*(lo8(P<))" f(t,-)ast — 0.
Ast — 0, || f ()l [2(rd) — ©° since the initial datum is only assumed to satisfy

fo € Lyn Llog L(R?). Indeed, our proof strategy uses H* smoothing of the weak
solution first (see Proposition 2.7) and then proceeds with the additional assumption
foel®n L; N Llog L(R?), see Theorem 4.4. As in Appendix B, we can show that the
L? norm of f blows up at most polynomially though as ¢t — 0. ¢

Remark. This regularity is much weaker than the Gevrey regularity we prove for
singular kernels of the form (1.18), but it is much stronger than the H* smoothing
shown in [ ]. Moreover, it is exactly the right type of regularity one would
expect for a coercive term of the form (2.1) from the analogy with the heat equation
(2.8). We therefore expect this regularity result to be sharp. ¢

For our proof we have to choose B small if 75 is large and our bounds on B
deteriorate to zero in the limit 75 — 0, so our Theorem 2.10 does not give a uniform
result for all £ > 0. Nevertheless, by propagation results due to DesviLLETTES, FURIOLO
and TERRANEO [ ] we even get a uniform bound:

Corollary 2.11. Under the same assumptions as in Theorem z.10, for any weak solution
| of the Cauchy problem (1.2) with initial datum fo > 0and fo € L;(Rd) NLlog L(RY),
there exist constants 0 < K, C < oo such that

. +1 A
sup sup oK min(z,1) (log () ) If(t,m)] < C. (2.11)
0<t<00 peRd

The strategy of the proofs of our main result Theorem 2.10 is as follows: We start
with the additional assumption fy € L? on the initial datum (Theorem 4.4). We use
the known H* smoothing [ ] of the non-cutoff Boltzmann equation to allow
for this. Within an L? framework, a reformulation of the weak formulation of the
Boltzmann equation is possible which includes suitable growing Fourier multipliers. As
in [ ], the inclusion of Fourier multipliers leads to a nonlocal and nonlinear
commutator with the Boltzmann kernel. For non-power-type Fourier multipliers
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this commutator is considerably more complicated than the one encountered in the
H* smoothing case. To overcome this, we follow the strategy we developed in the
power-law case (see Chapter 3), where an inductive procedure is invented to control
the commutation error, in order to prove the Gevrey smoothing conjecture in the
Maxwellian molecules case.

2.4 Coercivity of the Boltzmann collision operator

The coercive properties of the non-cutoff Boltzmann bilinear operator, which play the
crucial role in the smoothing of solutions, are made precise in the following sub-elliptic
estimate by ALEXANDRE, DESVILLETTES, VILLANI and WENNBERG [ 1. We
remark that, while the proof there is given for the Boltzmann equation, it equally
applies to the Kac equation.

Proposition 2.12 (Sub-elliptic Estimate, [ , 1. Let g € L;(Rd) N

Llog L(R?), g = 0 (g % 0). Assume that the collision cross-section b satisfies Assumptions
(B1)-(B3), respectively (K1)-(K3).

Power-law case. If the singularity of b for grazing collisions is of the type (1.18), then there
exists a constant C, > O (depending only on the dimension d, the collision kernel

b, ||g||L; and |19 |1 10g1) and a constant C > O (depending only on d and b), such
that for any f € H'(RY) one has

~Qg: ) 2 ClIf Iy = (2°C, + Clglyy ) 1 1.

Debye-Yukawa case. If the singularity of b for grazing collisions is of the type (1.21), then
there exists a positive constant C,, depending only on the dimension d, the collision
kernel b, ||4|| ! and |19l 1051 and constants C > 0, R > /e, depending only
on the dimension d and on the collision kernel b, such that for all @« > 0 and all
0< f e H'(RY) one has

p+1 2
2

(log(Da)a) 7 f

LZ

Cﬂ
Q)2

- (€ 10g RY™" + Cllglls ) 1112

Remark. As explained, for instance, in [ ], the constant C; is an increasing
. _1 _1 . . . .
function of ||7]|z1, ||g||Lé and ”g”LlogL' In particular, if 4 is a weak solution of

the Cauchy problem (1.2) with initial datum ¢ € L;(Rd) N Llog L(RY), we have
91l = llgollzs, 1711y < llgollz1 and [|7]|z10gz < log2[Igollrr + H (g0) + Ca,d||qo||g‘5,
for small enough 6 > 0 (see (1.24)). This implies C;, > C,, and thus

~QUg. /1S = Cull f Iy = (27 + Clgolly) 1 122
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respectively,
C w412
—(Q(g. /). /) Z(log(a—joe))”” |(10g<Dv>a) “ S,
— (Cpo (1o RY**" + Cllgoll ) 1 12
uniformly in ¢ > 0. ¢

As a first step in the proof of Proposition 2.12 we show
Lemma 2.13. Assume that the assumptions of Proposition 2.1z hold. Then

Power-law case. There exists a constant C ; > 0, depending only on b, the dimension d,
and ||g1l.1, 1191121, and || g1|L10g L, such that

l. A _ A - ’ 2v
/Sdzb(|77| 0) (9@ = 1g@m)I) do > Clln|™ Ly 21y

foralln € R4

Debye-Yukawa case. There exists a constant C; > 0, depending only on b, the dimen-
ston d, and ||g||11, ”9”@’ and ||9||1 105 1, as well as a constant R > e depending

only on d and b, such that
l . A _ A - 7 log<n>(l M+1
Lot (i) G -1 a2 & (8 v

foralln € RY.

Proof of Lemma 2.13. Since g > 0, g € L} N LlogL, there exists a constant ég >0
such that for all € RY

50 = 14l = C, (Inl* A 1).

It is therefore enough to bound </Sd’1 b(% -o)(|n71> A1) do. Recall that |np~|*> =

P (i _ .
7 (1 I

cos @, we obtain

0'), and, choosing spherical coordinates with pole % such that % o=

/ b (l . 0') (In" 1P A1) do = S92 /2 sin? 20 b(cos §) (|7]|2 sin’ o A 1) dé
sd-1 -\l 0 2

EasllE
>
4'77'2 0

sin2 0 b(cos 6) (|r]|292 A1) do.
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Now, for the inverse power-law case, we use assumption (1.16) on the singularity:
there exists a deviation angle 6y > 0 small enough such that

S92 7 d-2 22
yr sin " “ 0 b(cosO) (In]°6” A1) do
T 0
Klsd—2| o 1
> - 0712 (In|*0* A1) do
2 472 (|77| )
d-2 17160
2y K |S | —-1-2v 2
= - ) 6- A1) d6.
™33 ( )

For |n| = 1 we thus obtain

b l-o-) P A1) do > Cnl?,
/Sdl (Inl (In"1> A1) Sl

where

Sd—z o
cr= KET [P g (92 1) dg < oo
g 2 471'2 0

in view of the momentum-transfer assumption (B3).
In the Debye-Yukawa case, by assumption (1.19) on the singularity for grazing
collisions on b, there exists a 6y > 0 small enough such that
5421 3

47T2 0

sin?=2 0 b(cos 0) (In1*6* A 1) dé

K |Sd—2| 6o
T 2 4n?

07" (logo™")" (In]*6* A1) d6.

Let R > 0 be large enough, such that R% < 6y. Then for || = R we have

K |Sd—2| 0o

07" (logo™")" (In*6* A1) do

2 4x?
K |s92] [ -1 —1\H
2 5 . 67" (log6~")" do
n
K|S9 1 + 1\#H
X 1 a0 2
2 472 pu+1 (log ) ©% 0o

>C (log|77|)’”rl

for some constant C > 0 depending only on the dimension and the collision kernel 4.
We conclude by noting that for all || > v/e one has

1 log(n)a
| =-1 2> 22
ogln| = 7 logn| fogle + )
since for any @ > 0 the function [e,0) 3 s — H(s) := logs— EEEZ:Z; is non-decreasing

with H(e) = 0. [
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Proof of Proposition 2.12z. We have (Q(g, /), /) = Re{(Q(g, f), /) and by Bobylev’s
identity,

ReQuS1f)=Re [ b (|Z_| - (r) [é(@f(n) - é(n‘)f(n*)} f ) dordn

1 Ui Fa (2é(0) —é(n‘)) i)
== b~ . A A = A dod
i L (Inl ") <(f<n+)) 5o J\fam)]. T
B n f) (é<o> —é(n‘)) f)
- _ b O A s - A A dO'd
2/Rdxsd-1 (Inl )<(f<n+>) o) 40 J\fan)[.

_1 2 N[ (—é(O) o) £
ity <(f<n+>)’ 0§ (f(n+))>cz o

= [1 —]2.

To estimate I = 4 [y oo b (% : 0') 4(0) (|f(n+)|2 - |f°(n)|2) do-dn, we do a

change of variables n* — 7 as in [ ] in the first part, treating & as if it
were integrable, and using a limiting argument to make the calculation rigorous (this
is a version of the cancellation lemma of [ ] on the Fourier side). We then

obtain with 4(0) = ||#]|11

/2
_ |qd-2 - d-2 2
L =S ./o sin"= 6 b(cos 6) lcosd % - 1] do |71l ey ”f”LZ(Rd)'

In particular, since — — 1 = %02 + 0(6%), the H-integral is finite and it follows that
COS 7

1] < Cligliziga) ”f”iZ(Rd)'

For the integral /1, we note that since ¢ > 0, the matrix in /; is positive definite by
Bochner’s theorem and has the lowest eigenvalue 4(0) — |4(177)], hence

I

v

! n N A S SR
:/ dxsd_lb(m.a) (9 = 6N (1P +1f R dordn

25 [for [ b(k-) G- o) dra

By Lemma 2.13, we have for the power-law case

’

C/ A C A
2 [ kw5 [ ol a
{Inl=1} {Inl=1}

\%

I

’

C C’
g 4
1 = f 1
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where we used |5|> > <'7>2 for |p| > 1. Similarly, we obtain in the Debye-Yukawa case
Y; y

u+1
,1>_/ (1g<n>a) ;
|n|>R} log(a + e)

>—9’ Z_C;M# I 122
= 2(log(a + )i+ 12 2log(ar +e) L

(log(Do)a) T £

<
> 7
~ 2(log(a + e))H+1

ptl 2
(log(D2)a) = f

L2

2
C/
~ (og R)™ [ l|z2.

. . . log(@+R?) .
In the last inequality we used the fact that for R > v/e the function a - > )
decreasing.

Combining the estimates of /; and /5, we arrive at the claimed sub-elliptic estimates
for the Boltzmann operator. ]



CHAPTER

Gevrey smoothing for Maxwellian
Molecules with Power-law
Interaction

3.1 Gevrey regularity and (ultra-)analyticity of weak
solutions with 7? initial data

In this section, we will prove the Gevrey smoothing of weak solutions with initial
datum 0 < fy € L} N Llog L(R?) and, additionally, fo € L*(R?).

The following is our starting point for the proof of the regularising properties of
the homogenous Boltzmann equation:

Proposition 3.1. Let [ be a weak solution of the Cauchy problem (1.2) with initial datum
0< foelLln LlogL(R”"), and let Ty > 0. Then forallt € (0,To], B > 0, @ € (O, 1),

and A > 0 we have G f € 6 ([O, To];Lz(Rd)) and

1

> ‘/0 <f(‘(', % (0TG/2\(T, D)) f(x, -)) dr

S1GA D (41 -
(3.1)

= SIADAIE: + [ QU GAEDf (7,0 dr.

Informally, equation (3.1) follows from using ¢(z,-) := Gf\(t,Dq,)f(t, -} in the
weak formulation of the homogenous Boltzmann equation.

Recall that Glz\f e L=([0, Tp]; H*(R?)) for any finite Ty > 0, so it misses the re-
quired regularity in time needed to be used as a test function. The proof of Proposition
3.1 is analogous to MORIMOTO et al. [ ], for the sake of completeness and the
convenience of the reader, we prove it in Appendix A.

45
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Together with Proposition 3.1 the coercivity estimate Lemma 2.13 implies

Corollary 3.2 (A priori bound for weak solutions). Let [ be a weak solution of the
Cauchy problem (1.2) with initial datum 0 < fy € L} N Llog L(RY), and let Ty > O.

Then there exist constants C 1> Cp, > 0(depending only on the dimension d, the collision
kernel b, ||fo||L; and || follz 10g2) such that for all t € (0, To], B > 0, @ € (0,1), and
A > 0 we have

IGASI, < ITADo) fol% + /o 2(-ClIGAf I + CLIGASIE) d
¢ [ QUGN = GaQU NG dr (5

t
+/ 2B11GAf 130 dr.
0

Proof. We want to apply the coercivity result from Lemma 2.13 to the second integral
on the right hand side of Proposition 3.1. Therefore, we write

(QUf. /). GAf) = (GAQ(f. /). Gaf)
=(Q(f,GAf ). GAf) +(GAQ(f. [) = Q(f,Gaf). GAS)
< =CHIGAf I + Cllfolly IGAS I,

———
=Cp

+{(GAQ(f. f) = Q(f,GAf ). GAf).

Moreover,

0-GR(t,m) = 2B(m)** G} (£, ).

Inserting those two results into (3.1), we obtain
t
IGAS 172 < 1TA(D)foll} +2'8‘/o IGAS (7, )70 dT

t —~

+2 /o (-CAlIGAF I3y + CRIGAS 1) dr
t

+2 [ (GrQU /)~ QU.GafGafrdr. m

The term (GAQ(f, /) = Q(f. GAf), GAf ) is called commutation error.

3.2 Bound on the commutation error

Next, we prove a new bound on the commutation error. An important ingredient is
the following elementary observation:
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Lemma 3.3 (Strict concavity bound). Let a € (0, 1] be fixed. The map
O<sum ela,u):=0+u)*—u®
has the following properties:

(1) If @ € (0,1), then €(a, -) is strictly decreasing on [0, 00) with lim,_,c €(a, #) = 0.
In particular, for any y > 1and 0 < ys™ < s* one has

€ (a/,i—i) <e(a,y)<ela,1)=2-1<1. (3-3)

Moreover, for all @ € (0,1) and all u > 0

e(a,u) <u™ 1

(1) If u > O, then €(-, u) is strictly increasing on [0, 1].

(iii) Forall s=,s* >0
A+s5 +5H) <€ (a/, —) (1+57)" + (145,
Proof. Since
9 a-1 a-1
ae(a,u):a((1+u) —u"') <0 fora € (0,1),
€(a, -) is strictly decreasing. Furthermore, for fixed # > 0 we have
6 a @
6—6(0,%) =log(1+u)(1+ u)* —loguu® >0,
@

which shows that €(-, #) is strictly increasing.
For a € (0,1) and # > 0 we estimate

1+u
e(u,a) = a// r@ Uy < au® ! < u
u

In particular, lim,_,. €(a, #) = 0. By monotonicity, the chain of inequalities (3.3)
follows.
Let s7,s7 > 0. Then

(45 +5H) = (s)" [(1 + 1+—)a - (“—)a] +(1+5H)e

s
<e (a, 1+—) (1+57) + (1455

-

<e (a, j—j) A+s)+(1+s)

where we made use of the monotonicity of €(a, -) in the last inequality. ]
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Remark. The proof of Lemma 3.3 is so simple that one might wonder whether it could
be of any use. In fact, it is crucial. Its usefulness is hidden in the fact that it enables us
to gain a small exponent in the commutator estimates, see Proposition 3.5 and Lemma
3.6 below. Furthermore, €(a,?y) can be made as small as we like if ¥ can be chosen
large enough, which will be important in the proof of Theorem 2.5. ¢

Corollary 3.4. Let é(s) := PO fors > 0, a € (0,1]. Then, forall s~ +s* = s with
0<s™ <5t

1G(s) - G < 2061 + 57 (1 - ) G5 (5) G5
with €(a, u) from Lemma 3.3.
Proof. Since s* < sand @ € (0, 1],
|6(5) - 6(s+)| < /S %6(7’) dr = apt ‘/S(l + r)“_lé(r)dr
< aft(1+sH) s - sHG(s).

In addition, since s < 2s,

s—s+_1 st s <oy st
1+s+ s 1+st ™ s |

Moreover, since s = s* + 57, the strict concavity Lemma 3.3 gives

Gs) < G F) G,
which completes the proof. ]

Proposition 3.5 (Bound on Commutation Error). Let [ be a weak solution of the
Cauchy problem (1.2) with initial datum 0 < fo € L% N Llog L(R?). Recall €(a,u) =
(1+u)* —u® Then forall t € (0,Tp), B > 0, @ € (0,1), and A > 0 we have

{Q(f.GAf) = GAQ(f. /). Gaf )|

. _ |’7+|2) (@l PPy Ay
< 2apt ‘/Rd /sdlb(lnl U) (1 2 G(n7) |f(n7)l
X GAMOIf DI Ga()f ()] (") dordny,

(3-4)
ford > 2, and
{(QUf.GAf) = GAQ(f, ). Gaf)]
< 20t /R by (8) sin® 0 G(n) " PP £ 7)) (35)

x GAOIL 0 GaGIf ()] (r*Y2* dody,

in the one-dimensional case.
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Remark. If the weight G was growing polynomially, the term G(n7) in the integral
(3-4), respectively (3.5), would be replaced by 1. In this case, the “bad terms" which
contain 17~ can simply be bounded by || f ||z~ < ||/ lz1 = || follz1 and the rest can be

bounded nicely in terms of ||Ga f||;2 and ||GA f ||ze, see the discussion in Appendix
B.

If the weight G is exponential, the estimate of the terms containing 17 in (3.4),
respectively (3.5), is an additional challenge and the methods we devised in order to
control this term in the commutation error is probably the most important new
contribution of this work. ¢

Proof of Proposition 3.5. We start with d > 2. By Bobylev’s identity, one has
(QUGAf) = GaQUf ). Gaf)] = [(F [QU . Gaf) = GaQUf N F [Gaf 1)
< [, [ b (%) oxifont a7 amiGan) - Gatnlder dy

R4 Jsd-1

- [, Lo (o) esanifaniifannfanica) - Gl an

where the latter equality follows from the fact that G is supported on the ball
{Inl < A}and |77 < |n].

To estimate |G(n™) — G(17)|, we use Corollary 3.4 with s := |57]? and, accordingly,
s* = |p*|%. Notice that

In|? n
|n*l2=7 L o5, n?=n*P+n A

. . o
and, writing cos 0 = %, we also have

20

+12 2 2 2 2
1" = Inl*cos™ 5, In~|° = |n|”sin

(4
2"

Since b is supported on angles in [0, 7/2], one sees 0 < |7 |?
In*|* < Inl?. Therefore,s™ < § <s* <sands=s"+s".
It follows that for all n € R? with |n] < A, noting that ||

IA

1nl* and §n|* <

IA

Inl < A,
G = Gl < 208t ™)™ (1= ) Gory @ FIm PG "), G6)

which finishes the proof in dimension d > 2.

For the Kac model we remark that the above proof depends only on 7| < |p*| <
Inl and |771% + 77> = ||%, hence |77 < [7]*/2, and the strict concavity Lemma
3.3 and the Corollary 3.4. Since, by symmetry, we assume that b is supported in
[—7 /4, 7 /4], the same bounds for ™ and n* hold in dimension one and the above proof
can be literally translated, with obvious changes in notation, to the Kac equation. m

The bound on the commutation error in Proposition 3.5 is a trilinear expression
in the weak solution f. In order to close the a priori bound from Corollary 3.2 in



50 CHAPTER 3. GEVREY SMOOTHING

L?, one of the terms has to be controlled uniformly in 1. Seemingly impossible with
the growing weights, it is exactly at this place where the gain of the small exponent
e(a,In*?/In71>) £ e(a,1) < 1in the G(~) term in (3.4) and (3.5) allows us to
proceed with this strategy. This gain of the small exponent is new and enabled by the
strict concavity bound of Lemma 3.3 and its Corollary 3.4 and it is crucial for our
inductive approach for controlling the commutation error.

The change of variables is a standard computation used earlier, for instance in
[ , ]. We repeat it for the convenience of the reader and, more
importantly, since some care has to be exercised in view of the strategy of our inductive
setup for controlling the commutation error.

Lemma 3.6. The inequality

QU . Gaf) = GAQUf . /). GAS )| < Lua + 1],
holds, where, for d > 2
3 2 Q A
=i | (/o 2 /S< sin 6 b(cos) Gyl 2 )
n

<1 5 (107 dw de) GaG P ™ dn.

V2

(3.7)

Here the vector 11~ is expressed as a function of n and o, that is,
0 =0 00) = 5= nlo) = Inlsit G~ Inlsineos Do (9)
and o is a vector on the unit sphere given by
o =0(0,w)= cos(@)% +sin(6) w (3.9)

with polar angle 6 € [0, 7 /2] with respect to the north pole in the 1 direction, w €
S22y = {@ eR? : & L n,|@| =1}, the (d - 2)-sphere in R4 orthogonal to the n
direction, and dw the canonical measure on S4=2.

+ _ad ¥ - d —\e(a,cot? 9) T
Iy, =2 aﬂt/Rd (/O /Sdz(msm &b (cos29) G(n7) Lf ()l o
<Ly (e dﬂ) GaGr) ™ dn

2

where now the vector 1~ is expressed as a function of n* and o, that is,

+

-1
_ _ o
n-=n (n+,0)=n+—|n+|(nln+| ) o = ~[n"|tan(d) w (3.11)
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where o is now a vector on the unit sphere with north pole in the n™ direction given by

o=0w)= cos(ﬁ)% + sin(¥) w (3.12)

with polar angle ¥ € [0,71/4] and w € S4-2(n™*), the (d - 2)-sphere in R4 orthogonal to
then* direction. If d = 2 we set S° := () in this context.
Ford = 1 we have

]1,1\ = a’ﬂt‘/R‘/_
X |G f @) () dn,

I\ = Viapt / / sin? 0b1(60) G ) 2) | - NG

2

sin’ 0b1(6) G(n™ )(awt )If(n )Iﬂxx}(ln ) dé

X 1GA( ") ()P ()2 dn )
where in the first casen™ = n7(1n,0) = 1 sin 6 and in the second case
n~=n(n",0)=n"tan6
and there is no need to distinguish berween the 6 and O parametrisation.
Remark. In the 7, respectively n*, integrals above ™ and o are always the same

vectors expressed in different parametrisations. We therefore have the relation ¢ = 6/2,
see Figure 3.1 for the geometry of the collision process in Fourier space. ¢

Figure 3.1: Geometry of the collision process in Fourier space.
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Remark. From the bounds given in Lemma 3.6 one might already see that, in order to

bound the commutation error by some multiple of ||Ga f ||? Fo(rdy ON€ has to control

integrals of the form

in b ((tcot 2)
m/ / =) *0b(cos) G* )1 f " 1 (b1 doo

with the parametrisation (3.8) for 7, and similarly for (3.10) and the corresponding
integrals in the one dimensional case. Due to the characteristic function in 7, this
uniform control is not needed on the full ball of radius A, but only on a strictly smaller
one, giving rise to an induction-over-length-scales type of argument. ¢

Proof of Lemma 3.6. Let d > 2. Using the elementary estimate

IGADF DG < 5 (1GADF 0 + GG F )P
in the bound (3.4) gives
QU GAf) = GAQUf. ). GAf)| < Tyn + 1},

with

7, = L UM (aln* P/ P)
Tn=ape [ [ 3( &) (1- 5 6w o)

X1 (7)) IGA(m)f ()2 (77 Y2 dordy,

and

T - _n” |2) (el 2/ 1n~ )
famape [ [ o(%ee) (- Tk oar) o)
X 1\%(|’7_|) IGAM™) f () (n™)* dodn.

First we consider /; 5. Writing o in a parametrisation where the north pole is in the 7
direction, one has

loa —cose— +sinfw

where cos 0 = % > 0 and w is a unit vector orthogonal to 7, that is, w € S42(p).
Due to the support condition on & one has cos@ > 0, that is, o is restricted to the
northern hemisphere 6 € [0, 7/2]. In this parametisation one has do- = sin~2 §d0dw.
From the definition of % one sees

1
7 = 5= o) = B coso L e Winoy o
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SO
n )
7=l o’ (§)p s+ nlsin(§) cos()

In particular,

0 |2 6 . ,0
In*|=|nlcos=, and 1- In” | =1—cos’ = =sin’ —.
2 In|?2 2 2

Moreover,

- _ . 29 n . 0 0 - _ . 0
n~ =|n|sin“=— —|yp|sin=cos=w, and |p7|=|n|sin=,
n 2 2

2 |n| 2
SO
P oS 0
P g 2
smi

After this p~reparation, using also (n™)?* < (7)2® and sin g < sinf for 6 € [0, 7], the
inequality Iy o < I 5 is immediate. The inclusion of the additional factor 1A (|n]) =
1. 6 NUBES N /ﬁ(|77_ |) seems artificial for the moment, but will be convenient to

keep track of the fact that ™ is always restricted to a ball of radius %

Concerning Z{ A»> We want to implement a change of variables from n to n*. Asa
function of y and o, ™ = %(r] —|nlo). Thus

1 1 1
:’—(]l+l®o-)‘:—d(1+l-a') z

2 I 2 Il 2
since 7 - 0 > 0 and the second equality is an application of Sylvester’s determinant
theorem. Therefore, the Jacobian of the transformation from 7 to n* can be bounded

by

on*
on

-1
<24,

on
on™*

_|on*
- 1%

In addition,

2 . . +)2
|n+|2:m(l+—n O-) and n+-0':m(1+—n 0'):|77|,
2 Inl Inl Inl

which implies

+ *| +

2
o n n-0_2|n+l2 1_2(77 -0) )
+ - Al 2 T + T
77| 7] 7] 7] 7]

n

Moreover, from the definition of % one sees

n=2n"-nloc
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SO

-1
_ nt-o
n =n+—|n|0=n+—|n+|( ] ) o

Therefore, taking care of the domain of integration,

+ 2 + 2
T+ d 77 T — —_ n 7 + +
e | /sb(z( ) 1) (1 [ ))]l’zfA('” )
x G PR (=) £ () 1GAG ) f )P Y2 dor dip ™

Introducing spherical coordinates with north pole in the n* direction, one has

+
o = o(&,w) = cos() |'7+| + sin(9) w
n
where now cos ¥ = '7|:7+‘T From figure 3.1 one sees ¢ = % € [0, 7/4]. In this paramet-
risation one has
W
no=n - o=l |an()w

and again do- = sin?2 9 d¥dw. Thus

I; <2 / / / b (eos20) sin 8 G D £ )] Lcosra D)
R4 J54-2 J0

|G f HIP Y2 do dw dn*.

Since 7| = [p¥|tan¥ we obtain Losp)a(In™]) = Linaya(ln™D < 1, 5070,
because ¥ € [0, 7/4]. Hence ];A < ];,’A.
The proof in the d = 1 case is completely analogous. ]

3.3 Extracting pointwise information from local L? bounds

Lemma 3.7. Let m > 2and h € W™*(R) and q > % Then there exists a constant
Ly, < oo depending only on q,m, || h|| =) and |h7)|| 1) such that

A7 < Ly, /Q WO dg forall v € R,

where Q, = [r,r +2]if r 20and Q, = [r = 2,7]ifr <O.

Looking into the proof of Lemma 3.7, it is clear that its 7 = 1 version also holds,
even with a much simpler proof. Before actually going into the proof, we state an
important consequence of it, which will enable us to get pointwise decay estimates on
a function once suitable L? norms are bounded.

For m € N define [|D” f | gy := sup,ega-1 (@ V) f || o (zay. Notice that this
norm is invariant under rotations of the function f.
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Corollary 3.8. Let H € B”(R”). Then there exists a constant L, , < oo (depending
only on m, n, ||H ||po®n) and, || D™ H ||~ ®n)) such that

m
2m+n

|H<x>|sLm,n( /Q |H<§>|2d§) ,

where Qy is a cube in R” of side length 2, with x being one of the corners, such that it is
oriented away from x in the sense that x - (£ — x) > 0 forall ¢ € Q.

Remark. The constant L,, , in Corollary 3.8 is invariant under rotations of the func-
tion H. This will be convenient for its application in Sections 3.5 and 3.6. ¢

Proof. We apply Lemma 3.7 iteratively in each coordinate direction to obtain

|H (x1, %, o) < L) / [H (€1 x2, .. x) P57 déy

X1

<LYLY / / \H (&1, Ex x5 ..o x )P déydé
a,, Ja,,

sL&Q---L%”/ f H(E,. . £ dér--- dén.
Q. Q,,

The constants Lﬁi}, 1 =1,...,n, only depend on m,
WH (1, o Xty 5 Xigts e s X)) < H [ Lo@en)
and
107 H(x1,. . Ximts =5 Xigts - o5 Xp)|lzo®) < (1D H || oo
Setting L, , =[]}, LY yields the stated inequality with Q, = Q,, X --- X Q,,. m

Remark. It is worth noticing that the exponent in Corollary 3.8 is decreasing in the
dimension and increasing in 72. ¢

For the proof of Lemma 3.7 we need the following interpolation result between
L* norms of derivatives of a function.

Lemma 3.9 (Kolmogorov-Landau inequality on the unit interval). Let m > 2 be an
integer. There exists a constant C,, > 0 such that for all w € W ([0, 1]),

w )
lw||z=(0,17) .

—k B
o u" ™oy, R =1..,m =1,

||w(k)||L°°([o,1]) < Cp

forall0 <u < 1.
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Proof- The result dates back to E. Lanpau and A. N. KoLMoGOROV who proved it on
R and R*. A proof of the inequality on a finite interval can be found in the book by R.
A. DeVorE and G. G. LorenTZ [ ] (pp-37-39), but for the reader’s convenience
we also give a short proof in Appendix C. ]

For us, the important consequence we are going to make use of is

Corollary 3.10. Let C,, > 0 be the constant from Lemma 3.9. Then for all w €
W=([0, 1)),

1-k/m

lw® 2o < 2Cm @l <o)

k
el b G

max { L(0.1])

E=1...,m-1

Proof. Tf || ||r= o1y < |1 ||r=(oa)> We choose # = 1 in the bound from Lemma
3.9, which gives

o ® lzoo1)) < 2Cm ll@llz=qo1)-

In this case, and if ||w(”‘)||Loo([o,1]) > |lwl|z=(jo,17), We can choose

1/m

_ 1/m )
u = ||w”Loo([O’1])“w " ”Loo([o 1]) S 1
to obtain
1-k k
oo ® o1y < 2Cm Il lymy ™ e -
Together this proves (3.13). [ ]

We can now turn to the

Proof of Lemma 3.7. Assume without loss of generality that » > 0, so that Q, =
[7,7 + 2]. By the Sobolev embedding theorem / is continuous and we let 7* be a
point in Q, where |A| attains its maximum. We can assume that * € [r,7 + 1] and

set (h),« = fr e h(€) dé (otherwise we use (h),« := /* (&) dé). Then for some

p = 1 we have

r*+1 1
L e e B P N B e s

By the fundamental theorem of calculus, for any ¢ € [0, 1], the integrand can be
bounded by

1
(WP (r*) =P (r* + )] < p/ |h(r™ + Sé“)lp_llh’(r* +s0)I ds

<p sup |W'(r* +s§)| |h(r +sO)P71e ds.

s€[0,1]
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We now use that

sup |A'(r* + sl = sup [W'(r"+x)| < sup [0 +x)] = 120" + )=o)
se[o1] x€[0,{] x€[0,1]

and apply the Kolmogorov-Landau inequality for the first derivative in its multiplicative
form (Corollary 3.10) to the function [0,1] 3 x > A(r* + x) € W™([0, 1]) to obtain

12" (r™ + )=o)
< 2C, 1hG + Mgy max {10 + MG o 10 + 9l e |

Le([0,1]) L=([01 Le([0,1])
x| 1— 1 1
< 2G| ma {17 IR e

It follows that

B = ()] < 2pConl )= s {1 2y 11 2

LoRY L=(R)

1 pl
X / / |h(r* + sO|P71e ds de.
o Jo

The latter integral can be further estimated by

1 pl 1 g
/ / |h(r* +sO)P7 ¢ ds d¢ = / / |h(r* + x)|P 1 dx d¢
o Jo o Jo

1 pt 1
< / / |h(r* + x)|P~1d¢ dx = / |h(r* + x)|P~ L dx
o Jo 0

r*+1
- / AP dé < / AP de.
r* Q,

Using

r*+1
(7Y, < / WEW dé < lhlloc,) /Q (P de

< IO, [ Iher de

we get
AP < Ll (e[ / h@)P dé
o

with Ly, = 2pC,, max {||h||;L"gR), ||h(’”>||§i,”(’R)} + 11l and therefore

|h(r*)|}7—1+1/m < Lm/ |h(€_«)|p—1 df
Q,
Choosing g := p — 1+ 1/m > 1/m then yields
|h(7’)|q < Ih(y*)|q < Lm/ |h(§:)|q—1/m df,
Qr

which is the claimed inequality. [ ]
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3.4 Gevrey smoothing of weak solutions for L? initial data:
Part 1

Equipped with Corollary 3.8 we can construct an inductive scheme based upon a uni-
form bound on G (™)@ f (77)]. As already remarked, this result will depend on the
dimension, and will actually deteriorate quickly as dimension increases. Nevertheless it
leads to strong regularity properties of weak solutions in the physically relevant cases.

Theorem 3.11. Assume that the initial datum fy satisfies fo > 0, fo € Llog L(R?) N
L (RY) for some m > 2, and, in addition, fy € L*(R?). Let 0 < v < 1 and assume that
the cross-section b satisfies the conditions (B1)-(B3) with power-law type singularity (1.18)
ford > 2. For d = 1, assume that by satisfies the conditions (K1)-(K3).

Let f be a weak solution of the Canchy problem (1.2) with initial datum fo. Set

g = log(‘z‘Z:Z) [log2. Then, for all 0 < & < min{a,,q,v} and Ty > 0, there

exists B > 0, such that for all t € [0, Tp]

eBt(D”mf(t, )€ Lz(Rd), (3.14)

1
that is, f € G2a (RY) forall t € (0, Tp).
By decreasing S3, if necessary, one even has a uniform bound:

Corollary 3.12. Let Ty > 0. Under the same conditions as in Theorem 3.11 there exist
B > 0and My < o such that

20 A
sup sup ePrim |f(t,n)| < M;. (3.15)
0<t<Ty neRd

Remark. (i) For strong singularities, the restriction on the Gevrey class originates
in the bound on the commutation error, with the best value in d = 1 dimension.
The aim of Part 2 below will be to recover the two-dimensional result in any
dimension d > 2. Under slightly stronger assumptions on the angular cross-
section, which still covers all physically relevant cases, we can get the one-
dimensional result in any dimension d > 1, see Part 3.

(i) In dimensions d = 1,2,3 and m = 2, corresponding to initial data with finite
energy, we have a,, = log (%) /log2 > log (&) /log2 =~ 0.652077. This

means that for v = § the weak solution gets analytic and even ultra-analytic for
v > 1

(iii) In the case of physical Maxwellian molecules, where v = 1, in three dimensions

and with initial datum having finite mass, energy and entropy, we obtain Gevrey
G*(R?) regularity.
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(iv) Even though the range of @ in Theorem 3.11 above deteriorates as the dimension
increases, it only fails to cover (ultra-)analyticity results in dimensions d > 6.
Theorems 3.16 and 3.21 below yield results uniformly in the dimension.

¢

We will prove Theorem 3.11 inductively over suitable length scales Ay — o0 as
N — oo in Fourier space. To prepare for this, we fix some M < 00,0 < Ty < o0 and
introduce

Definition 3.13 (Hypothesis Hyp1,(M)). Let M > 0. Thenforall0 <t < Tj

sup G(t, OV f(t, ) < M. (3.46)
Zl<

Remark. Recall that G(¢,¢) = ePHO°  that is, it depends on @, 8, and t, and also f is
a time dependent function, even though we suppress this dependence in our notation.
Thus Hyp1, (M) also depends on the parameters in G(¢, {) and on M and Tp, which,
for simplicity, we do not emphasise in our notation. We will later fix some 7o > 0
and a suitable large enough M. The main reason why this is possible is that, since

||];||L°° < |If Nl = follpr < oo, for any A, B, Ty > 0, the hypothesis Hyp1, (M) is
true for large enough M and even any M > || fol|;1 is possible by choosing 8 > 0 small
enough. ¢

A first step into the inductive proof is the following

z
Lemma 3.14. Let @ < v and define ¢}, 4 := N [)2 sin? 0 b(cos 0) dO ford > 3,
i s
Cpp = ﬁ)z sin® 6 b(cos ) d6, cj; = _‘ﬁ_, sin® 0 by(0) 6, which are finite by the integ-

4 —_—

. . C
rability assumptions (1.20) and (1.22), and let 8 < (1+2d*1)c;,f2aToM+1' Then, for any weak

solution of the homogenous Boltzmann equation, ,
Hypla(M) = G ysnf lamay < 1150 (Do) foll 2ggay €57 (3.17)

forall0 <t <Th.

Remark. The main point of this lemma is that the right hand side of (3.17) does not
depend on M. This is crucial for our analysis and might seem a bit surprising, at first.
It is achieved by making 8 small enough. ¢

Proof. Letd > 2. Since cot? g > 1for 6 € [0, %] and cot? 9 > 1 for ¥ € [0, 71, we can
bound e(a, cot? %) and €(a, cot?> ) by €(a, 1) in the integrals 1, \5p and ]zz\sz from

Lemma 4.7.

Assume Hyp1, (M) holds. Then

GO @ (o) <M forall |¢] < A.
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In particular, the terms containing ™ in 7, 5, and 1;’ , can be bounded by M. Thus,

V2

these integrals can now be further estimated by

Iy yin S apt M |Sd_2|‘/o smdé?b(cos@)dH /Rd |GﬁA(7])f(77)|2 (n)* dn

= a/,Bt M Cb,d”G\/QAf”)zqa(Rd)

and

I} 5a < 2aBt M |Sd‘2|/4 sin? 9 b (cos 209) dﬁ/ |G(n+)f(n+)|2<n+>2“ dn*.
LV2A 0 R4
In the ¥ integral, we bound sin ¥ < sin(2:) to obtain

]CZ\EA < Zd_laﬁtMCb,d”G\/fAf”?{a(Rd)'

By Lemma 4.7, the commutation error corresponding to the weight G 5, is thus

bounded by

QUG yanf) = Gan QU ). G f )| = Tuan + 1 oy

s , (3-18)
< (1+27 Y apt M ey | Gp f gy

With Corollary 3.2 we then have
t
1G i ey <L Dfolfs + [ 2CHIG 0 I b

t o~
+'/O 2( - CﬂjHG\ﬁAfH;IV(Rd)

+ ((1 + Zd_l) aftMcyy+ ,3) ||G\@\f||2 Q(Rd)) dr.

. ¢ o
< < g
Sincea < vand B < (e, g oM AT this implies

t
”G\/EAf”[z‘z(Rd) < ”]]-\/EA(D'Z))]FOHEZ(Rd) +-/O ZCfo”G\/EAinZ(Rd) dr
and with Gronwall’s inequality

T
1G a1 2ty < 1L yoa (D) follF ) 27 (3.19)

follows.
For d = 1, we note that, with the obvious change in notation, the above proof
literally translates to the Kac equation. ]
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The second ingredient gives a uniform bound in terms of a weighted ? norm and
A
some a priori uniform bound on some higher derivative of 1.
Lemma 3.15. Assume that there exist finite constants A, and B, such that

1f s < Ame and G 50 f)E I p2gay < B (3.20)

for some integer m > 2 and for all 0 < t < Ty. Set

1+v2

A= 5 A (3.21)
and assume furthermore that
4Vd
A >Ny = . .
o (322
Then for all |n| < A
|f(t,n)| < K G(t,n)_zfr% forall 0<t<T,, (3.23)

with a constant Ky depending only on the dimension d, m, A, and B.

Remark. The exponent 5 Zz - in equation (3.23) comes from Corollary 3.8, choosing
n = d. This is responsible for our definition of @,,, 4, since then € (,, 4, 1) = Zriz_rf—d ¢

Remark. The assumptions of Lemma 3.15 are quite natural: since the Boltzmann
equation conserves mass and kinetic energy does not increase, we have the a priori
estimate

||f(t, ')”L;(Rd) < ||f0||L;(Rd) =: A,

and due to the known results on moment propagation for the homogeneous Boltzmann
equation in the Maxwellian molecules case!, we have

foell ®) = f(t,-) e L (RY) uniformlyinz >0
for any m > 2 in addition to assumptions (1.23). ¢

The importance of Lemma 3.15 is that it effectively converts a local L? bound on
suitable balls into a pointwise bound on slightly smaller balls.

Proof of Lemma 3.15. By the Riemann-Lebesgue lemma, the function f has continuous
and bounded derivatives of order up to 7. Since for any multi-index a € Ng one has

!see, for instance, VILLANI’s review [ 1 pp. 73ff for references.
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6‘1]; = (=2rxi)lel W, we obtain the bound

sup |[(w- V)" f (2, ')”L""(Rd)

wesd-1

sup sup > (;’j) w18/ ()

weS4-1 nerd la|=m

< Qr)™ sup /R ) |a|z=:m (’Z ) lw?| f(v)dv

weSd-1

I1D™ f (&, Mo (za)

IA

< (2n)” sup /Rd(w -0)” f(v)do

wesd-1

< (2n)” /Rd [0 f(v)dv < Q)" I f (&, )l ray < 27)" Aps.

Of course, also ||f||Lm(Rd) < ||f||L1(Rd) <Ap.

Let 7 € RY such that || < A. By Corollary 3.8 applied to the function ]; , there is
a constant L,, ; that depends only on d, m, and A,, such that

A A ﬁ
If(n)ISLm,d(/Q If(é)lzdf) ;

where Q) is the cube of side length 2 at 77, such that all sides are oriented away from
the origin. The definitions of A and Ag guarantee by Pythagoras’ theorem, that, for
In| < A, Q, always stays inside the ball around the origin with radius V2A. Since the
orientation of Qj, is such that 77 is the point closest to the origin and the weight G is
radial and increasing, we have

Trd
lf Il < Lya (G(n)_Z/Q G(§)2|f(§)|2d§)

. A Td
<L, .Gy 2 ( i G(g)ﬂf@)ﬁdg)
{In1<V2A}

< L,y gB51 G() 5.

Setting Ky := L, 4B Bnrd yields the claimed inequality. ]

Proof of Theorem 3.11. By Lemma 3.14, 3.15, and Remark 3.4, a suitable choice for A4,,,
B, and the length scales Ay is
C. Tt
B = ”_/“QHLZ(Rd)e fo 0’

Ap = sup || f (2,1 ey < o0,

t>0
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and

AN :

N
AN+ V2ANS 142 (1+\/§
B 2 2

with Ag from (3.22).
Furthermore, we set

My = max{2A4,, + 1, K1},

with the constant K from equation (3.23).
For the start of the induction, we need Hyp1, (M) to be true. Since

sup sup G(p) @D\ £ ()] < S @VBTON)" 4
0<t<Ty In|<Ag

and from our choice of My, there exists Bo > 0 such that Hyp1, (M) is true for all

0< B < Po.

Now, we choose
Cr
(1+24 VepgaToM; +1)

B = min | Bo,

With this choice the conditions of Lemma 3.14 and 3.15 are fulfilled and Hyp1, (M) is
true.
For the induction step assume that Hyp1, (M) is true. Then Lemma 3.14 gives

T
||GﬁANf||LZ(Rd) < ”]lx/EAN(Dv)ﬂ)”LZ(Rd) “hTe <B.

Note that €(a,1) < %, since @ < min{a,,4,v}, see Remark 3.4. In addition,

AN+1 = An, so Lemma 3.15 shows

sup G @) < Ky < M,
[n|<AN+1

that is, Hyp1, (M) is true. By induction, it is true for all N € N. Invoking Lemma
3.14 again, we also have

1G yaay S llamey < B

for all N € N, and passing to the limit N — o0, we see ||Gf||L2(Rd) < B, which
concludes the proof of the theorem. [ ]

Proof of Corollary 3.12. The proof of Theorem 3.11 showed that given Ty > 0 there
exists My > O and B > O such that Hyp1, (M) is true for all N € N. This clearly
implies (3.15). [
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3.5 Gevrey smoothing of weak solutions for L? initial data:
Part 2

The results of Part 1 are best in one dimension and give the correct smoothing in terms
of the Gevrey class for v not too close to one, more precisely v < a,, 4. In order
to improve this in higher dimensions d > 2 and for a larger range of singularities
0 < v < 1, the commutator estimates have to be refined. We have

Theorem 3.16. Let d > 3. Assume that the initial datum fo satisfies fo > 0, fo €
Llog LRY) N L! (RY) for some m > 2, and, in addition, fy € L*(R?). Further as-
sume that the cross-section b satisfies conditions (B1)~(B3) with power-law type singulartity
(1.18) for some 0 < v < 1.

Let | be a weak solution of the Cauchy problem (1.2) with initial datum fo, then for
all 0 < @ < min {afm,z, V} and Ty > O, there exists B > 0, such that for all t € [0, Tp]

PPN f(1,) € LARY), (3.24)

1
that is, f € G20 (RY) forall t € (0, Tp).

In particular, the weak solution is real analytic if v = § and ultra-analytic if v > 3.

The beauty of this theorem is that, in contrast to Theorem 3.11, its result does not
deteriorate as dimension increases. We also have a corollary similar to Corollary 3.12,
however with a weaker conclusion. Moreover, it is 7ot uniform in the time ¢ > 0 but
only holds on finite, but arbitrary, time intervals [0, 75].

Corollary 3.17. Under the same assumptions as in Theorem 3.16, for any weak solution
| of the Cauchy problem (1.2) and any 0 < Ty < oo there exists B > 0 and M < oo such
that
'3 2 | A
sup sup ” | (e,m) < M. (3.25)
0<t<To peRrd
The proof of Theorem 3.16 is again based on an induction over length scales in
Fourier space. Having a close look at the integrals /; 4 and I, from Lemma 3.6
and using that €(a, y) is decreasing in y, one sees that it should be enough to bound
expressions of the form

/ G ) f ()L o (17 ]) doo
S4-2(7) 2
and
/ G @D f (I o (177 ]) dw
Sd—Z(nJr) \/i

uniformly in 7 and 6, respectively n™ and ¥, with the parametrisation (3.8), respectively
(3.11), that is, instead of having to use the purely pointwise estimates expressed in the
hypothesis Hyp1 from the previous section, one can take advantage of averaging over
codimension 2 spheres first. This motivates
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Definition 3.18 (Hypothesis Hyp2, (M)). Let M > 0 be finite. Then forall0 < ¢ <
TOa

sup  sup ‘/Sdz([) G (t,z% - pw

)E((l,l)
Z€R\ {0} (z,p)€AA

f (6.2 - po)| do < M, (3.26)

where Ay ={(z,p) eR?:0< 2z < p, 22+ p? < A2} and S¥ () ={weR? 1w L
Z, lw| = 1}

Again, we have

Lemma 3.19. Let @ < v, define ¢} 4, = fo% sin @b (cos 0) do (which is finite by the

Ch
(1+2d71)cb’d,2(1/T0M+1 )
solution of the homogenous Boltzmann equation,

Hyp2a () = 11G g flliziy < 1o (Do) folliseay % (3.27)
forall0 <t < Ty

integrability assumption (1.20)), and let § < Then, for any weak

Proof. Using the monotonicity of €(,y) in y and (3.7) one sees

Iyon < @Bt /R ( /O ’ ( /S ICUn |f<n—>|11A<|n-|>dw)
x sin 0 b(cos 0) da) 1G s (D ) (1) dy

where 7 = n7(, 6, w) is expressed via the parametrisation (3.8). For o = (0,w) €
[0, 5] S92 one has = = || sin’ %% + |n|sin % cos g w and if [7] < V2A, then
In~| < A. Identifying z = |n|sin’ % and p = |n]sin % cos %, and the direction of ¢
with the direction of 17, hypothesis (Hyp2, ) clearly implies

oA oclon / G ) £ () Lalln ) dw < M.
In|<v2A O€lor /2] Js42(n)

It follows that

3 A
I in < a/,BtM/Rd/O sin? 0b(cos 6) do |G\5A(77)f(17)|2 (n)dn
= Cl’ﬁtM Cb,d,ZHG\ﬁAf”ila(Rd)'

Similarly one has

+ d % —\é(a,1) Fro— -
L= 2oee [ [7( [, o@reiforiain

csin 0 b(cos20) 401G a0 " F 1) '
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where 7 = n7(n, 9, w) is expressed via the parametrisation (3.11). The vectors n~ and
1" are orthogonal and we have ™ = —|™| tan ¥ w for (¢, w) € [0, F] x x §4- 2(7]+)

Setting z = 0 and p = |n™| tan ¥ we have p = |[p7| < A in the 19 and 7 integrals
above. Thus (Hyp2, ) again implies

sup sup / GO | () Lally ) doo < M.
i+ | <3A Del0n/4] J54-20r)

Hence,

];\fA <2aBt M /02 sin? 0b(cos 0) do ./Rd IGﬁA(n+)f(n+)|2 (n*)dn*
<27 Bt M e g |G yin f 10 gty
The rest of the proof is the same as in the proof of Lemma 3.14. |
To close the induction process, we next show
Lemma 3.20. Let 8 < 7-. Assume that there exist finite constants A, and B, such that

”f(t")”L}” <Apm, and (G a ) lp2pey < B (3.28)

for some integer m > 2 and forall 0 < t < T,
Set A := HT\EA and assume that

2
V2-1
Then for all { € R\ {0} and 0 < z < p with p* + 22 < A? one has

/Sd-z(o

with a constant K, depending only on d,m, A,,, and B. Recall that 5(t, s) = ePLl+9)",

A>Ap:=

(3-29)

A

f (t,z% + pa))‘ dw < K, 6(t,22 + pz)_hzn% forall0 <t <Tp

Proof. Fix 0 < t < Ty, { € R4 \ {0}, and set F(p,z) := f(t le| + pw), where
we drop, for 31mphclty, the dependence on the time ¢ in our notation for F. Then,

since [|f(¢,)ll;1, < Ay, one has f(t, ) € 8™(R%) and thus also F € 8™ (R?) with
I Nl < A, 107 Flle < 2r)" Apy and [0 F |1~ < (2m)" A, and Corollary 3.8
applied to F yields

A p+2 z+2
f(z%+pw)‘§Lm,z (/ /
’ P z

where we also dropped the dependence of f on the time variable ¢. Furthermore, we
will drop the time dependence of G and G in the following, that is, G(¢) and é(s)
will stand for G(t, &), respectively é(t, s).

To recover the L? norm of G 55/ in the right hand side of (3.30) we now need to

]? (x% +yw) |2 dxdy)zm+2 . (3-30)

take care of three things:
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(1) Multiply with a suitable power of the radially increasing weight G;

(1) Integrate over the missing d — 2 directions, which will be taken care of by
integrating over S4-2(¢) and taking into account additional factors to get the
d-dimensional Lebesgue measure;

(i) Ensure that the region of integration [p, p + 2] X [z,z + 2] X S94-2(7) stays
inside a ball of radius V2A uniformly in the direction of . This we control by
choosing Ag large enough (a simple geometric consideration shows that Ag from
the statement of Lemma 3.20 works) and restricting p and z by p2 + z2 < A%

Let z, p > 0. In the region of integration in (3.30), the point pw + Z% is closest
to the origin in R?, and since the weight G is radially increasing, we get

A 2m

f (z% + pa))| < LpaG (22 + p?) 77
p+2 P
[ oltrese)

Assume that z2 + p2 < A2. Then the integration of inequality (3.31) over S4-2(7)
yields with an application of Jensen’s inequality (£ > £ 7% is concave!)

-/S‘“(()

j; (x% + yw)|2 dxdy)zm+2 .

(3-31)

A 2m

f( 1T + pw)’ dw < Lm,Zl‘Sd_zlzmmii22 é (zz + pz)_2m+2

(/d 2(5)/“2/ G«fA +yw) |f( +yw)’ dxdydw)%z,

Now assume additionally 0 < z < p and Aé <p?+2z2 < A2 Since0 <z < p we
have A3 < z? + p? < 2p? and therefore

p+2 Y 2
/d 2(()/ / G(A +yw) f(xm +ya))| dx dy dw
d p+2
o[ b
dZ({) IA ( )

22 A2-d
AT NG oS 1 gy

f (x% + yw)’z y472 dx dy dw

since Y42 dx dy dw is the d-dimensional Lebesgue measure in the cylindrical coordin-
ates (x,yw) withx e R,y >0, w € S4-2(¢) along the cylinder with axis £. So with
the assumption ||Gx/§Af||L2(Rd) < B we obtain

/SH({)
2m

m+2 d-2 mL ~ -
< L,y o|S%2| 2z (271\5‘”’82)2 G (1,22 + p?)

A

f (t Zlgl +pw)’ dw
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In the case z2 + p? < AJ we have é(t,z2 + p?)7! ePHIFAY" > 1 and we can simply

bound
/S“(()

—~ _2m 2m P A
<G (.27 + p7) 7 2SO £ (1 ey

; ¢
f (t,zm +pw)| dw
~ _2m_
< A SN G (t, 22+ p?) 77
since 8 < 1/7T, by assumption. So choosing

m+2

d—
K; := max (Lm,2|Sd_2|ZM+2 (ZTZA?)_”ZB2

_m_
) 2m+2 ’Am |Sd—2|el+Aé

finishes the proof of the lemma. [ |
Now we have all the ingredients for the inductive
Proof of Theorem 3.16. By Lemmata 3.19 and 3.20 a suitable choice for A,, and B is

C. Tt
B = ”fé”Lz(Rd)e fo 0’

A, = sup ||f (¢, ')”L}n(Rd) < o0,
£20
Note that the finiteness of A,, is guaranteed since fy € L1 (R?), sec Remark 3.4. We
further choose the length scales Ay to be

AN+ V2ANS 142

An
N 2 2

with Ag now from (3.29), and we set
My := max {z|sd—2|Am +1, Kz}

with the constant K, from Lemma 3.20.
For the start of the induction, we need Hyp2, (M) to be true. Since

)E((Y,l)

sup  sup sup / G (t,z% - pw f (t,z% - pw)’ dw
0t <Ty reRd\ {0} (z.p)€An, /S772(0)

< |Sd—2|eﬂTg(1+Ag)Am

and from our choice of M; there exists Bo > 0 such that Hyp2, (M>) is true for all

0< B < Bo.

Now, we choose

o )

= min | Bo, T L,
ﬁ (ﬁo 0 (1 + 2“"_1)6‘1,"1{’2 CZToMz +1
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With this choice the conditions of Lemma 3.19 and 3.20 are fulfilled and Hyp2, (M>)
is true.
For the induction step assume that Hyp2, (M) is true. Then Lemma 3.19 gives

||GﬁANf||L2(Rd) < ”]IVEA(Dv)fO”Lz(Rd) o

and then, since e(a, 1) < 2;271”_12 by our choice of @, and Ay+1 = Ay, Lemma 3.20

shows that Hyp2, (M) is true, so by induction, it is true for all N € N. Invoking

Lemma 3.19 again, we also have

”G\/EANfHLZ(Rd) < B

forall N € N and letting N — oo, we see |G f || 2md) < B, which concludes the proof
of Theorem 3.16. ]

Proof of Corollary 3.17. Theorem 3.16 shows that Gf € L*(R%) forall 0 < ¢ < Tp.
Applying Corollary 3.8 with 7 = d to [ yields

id
£ DI < Ly g Glag) 5 (/Q G(§)2|f(§)|2d§)

2

1 __2m
< L aIGL 1%, GOy 3,
where we also used that the Fourier multiplier is radially increasing. This proves the

uniform bound (3.25) with 8 = ﬁziﬁd' [

3.6 Gevrey smoothing of weak solutions for L? initial data:
Part 3

Under the slightly stronger assumption that the angular collision cross-section 4 is
bounded away from the singularity, we can state our theorem about Gevrey regularisa-
tion in its strongest form.

Theorem 3.21. Assume that the initial datum fy satisfies fo > 0, fo € Llog L(R?) N
L}H(Rd) for some m > 2, and, in addition, f; € L2(RY). Further assume that the cross-
section b in dimensions d > 2 satisfies the singularity condition (1.18) for some 0 < v < 1
and the boundedness condition (2.5).

Let | be a weak solution of the Cauchy problem (1.2) with initial datum fo, then for
all0 < @ < min {am’l, v} and all Ty > 0, there exists B > 0, such that for all t € [0, To]

eﬂt(D”>2wf(t, ) c Lz(Rd), (3,32)

1
that is, f € G2a (R?) forall t € (0, To).

In particular, the weak solution is real analytic if v = § and ultra-analytic if v > 1.
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Remark. Thus, under slightly stronger assumptions on & than in Theorem 3.11, which
we stress are nevertheless fulfilled in any physically reasonable cases, we can prove the
same regularity in any dimension as can be obtained for radially symmetric solutions
of the homogenous Boltzmann equation. ¢

Corollary 3.22. Under the same assumptions as in Theorem 3.21, for any weak solution
[ of the Cauchy problem (1.2) and any 0 < Ty < oo there exist § > 0and M < co such
that

2 | A
sup sup P | f(t,) < M. (3-33)
0<t<To peRrd

Proof. Given Theorem 3.21, the proof of Corollary 3.22 is the same as the proof of
Corollary 3.17. [

The proof of Theorem 3.21 shows the delicate interplay between the angular
singularity of the collision kernel, the strict concavity of the Gevrey weights, and the
use of averages of the weak solution in Fourier space, together with our inductive
procedure, which has proved to be successful in Theorems 3.11 and 3.16. Again, the
main work is to bound the expressions I 5 and [; 4 from Lemma 3.6. Before we start
the proof of Theorem 3.21, we start with some preparations. It is clear that we only
have to prove Theorem 3.21 in dimension d > 2 and for singularities v > a3,,, since
otherwise the result is already contained in Theorems 3.11 and 3.16.

Looking at the integral I; 5 from Lemma 3.6, one has

= % i d _ E((l/,cotz %) A
Ign = apt ./Rd (./o /Sdz(n)sn 0b(cos0) G(n™) £l
* 1 () doodd [ |GAS )P () .
2

where we use the parametrization (3.8) for n~ = 7(n, 6, w). Splitting the 0 integral
above at a point 6y € (0, §) and using the monotonicity of the cotangent on [0, 7] and
of e(a,y) in y one sees

Igan < Igaq+1gan

with
o
Iing =a BTy ||GAf||§_I(,(Rd) ./o sin 0 b(cos 0) d6

6o
2%
e(a,cot 3 )

 sop_sop L CO70.0) (334

0<9S% 0<|n|<A

X |f (0=, 0, )1 & (11~ (.0, w>|)dw)

V2
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and
]d,A,Z ::CﬂoaﬁTO |GAf||§_1a(Rd)

e(a,1)
( sup /90 /d . Gy (1.6.0) D | £ (17 (1, 6.w))| (335)

0<|n|<A

X1 A (In"(n.6,w)]) dw db|,
V2

where Cg, is an upper bound for b(cos 6) on [6o, 5]. Now we choose 6y > 0 so small
that

2m
2m + 2

0
e(a, cot? ?O) < elazm, 1) =

and note that from Corollary 3.17, since v > @y, there exists a finite M5 such that

wp s [ GO m.0.0) ) 0 0.0.0)
n

o<9<§ 0<|n|=A
X1 A (In”(m,0,w)])dw < M, < 0.
V2

So from (3.34) we get the bound
Ting < aﬁToMzcb,d,z||GAf||§{a(Rd) (3-36)

where the finiteness of ¢, 4, follows from the singularity condition and the boundedness
of b(cos ) away from 6 = 0.

For the integral /7, from Lemma 3.6, a completely analogous reasoning as above
shows for small enough g such that €(a cot #) < €(az,,, 1) we also have

]c;rA < ];Al +I;A2
with
and
su G~ (", 9,w)) ™"
(0<|77 l:|)<A/ /d “2(p*) (3-38)
X1f ™" 90D A (In~ (1", 9, w)l) dw dd
V2

where we use the parametrisation (3.11) for 7 = 7 (™, 9, w) and where Cy, is an

upper bound for £(cos(29)) on [0, §].
Recall that we always assume @ < @y,,, so €(a, 1) < €(@1m,1) = 2m+1 Thus we
see that in order to set up our inductive procedure for controlling /y5 and /5 it is

natural to introduce
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Definition 3.23 (Hypothesis Hyp3,(M)). Let M > 0 be finite, 0 < 6o, < %,
Ty > 0,and m > 2 an integer. Then for all 0 < ¢ < Tj one has

% 2m | A _
sup / / G (.~ (1, 0.5 | f (0™ (n. 6, )
6y JS972(z)

In|<V2A (3-39)
X La(ln~(n,0,w)]) dwdd < M,
where we use the parametrisation given in (3.8) for 7, and
% 2m A _
so [Cf G o) (e .e)
Iyt 1<VZA Yo 520 (3-40)

X Ia(ln~ (", 9, w)]) dw ddt < M,
where we use the parametrisation given in (3.11) for ™.
For the induction proof of Theorem 3.21, we again start with

Lemma 3.24. Let M > 0, Ty > O, m > 2 an integer, @y < v < ,O < @ < v

and recall ¢, 4, = /05 sin? @b (cos 8) do (which is finite by the singularity assumption
(1.20) and the boundedness assumption (2.5)). Let M be from Corollary 3.17 and B <

éfo
aTo[(1+2d71)Cb‘d72M2+(C90+2dC,9O)M]+1.

Then for any weak solution of the homogenous Boltzmann equation,

Hyp3\(M) = 1G5 f l2ea) < 1M yz0 (Do) foll 2y €T (3.41)
forall0 <t <Th.

Proof. Given Lemma 3.6 and the above discussion with the bounds in (3.36), (3.37),
and using the hypothesis Hyp3 for the terms in (3.35) and (3.38), one sees that the
commutation error on the level V2A is bounded by

(QU Gy ) = G an QUG f )| < Tunin + 1 an

< (1+ 2900 BToMacy 42| Gaf Iy gy + (Coo + 2 Co)a BToMIIG f [y g

Given this bound on the commutation error, the rest of the proof is the same as in the
proof of Lemma 3.14. ]

To close the induction step we also need a suitable version of Lemma 3.20, but
before we prove this we need a preparatory Lemma.

Lemma 3.25. Let H : RY — R, be a locally integrable function and let n, 1. € R4
with [n|,In"] = Ao > 0,0 < 6y < 7, and 0 < ¥y < §. Then with the parametrisation
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n~ =n"(n,0,w) given in (3.8) one has

3 2
/ / H n‘(n,@,w)+zl) dz do
0 Jo

—+2
x L — w) dy dx
AO cos to v/Ao sin? =2 -/Ao sin O |77| ’ 4

for any unit vector w orthogonal to n
Moreover, with the parametrisationn™ = n~(n*, 0, w) given in (3.11) one has, for any

1+V2
2 AO;

/ﬂO/ n~ ("9 w) + 27k )

A >
(In (n*,9,w)|)dz d

b

- w) dy dx
2A0 / Aotanl?o 7]| ’ )

Remark. The restriction 9% < % is only for convenience, to ensure that Ag tan g
¢

A

vE
Proof. Fix 1 as required and w orthogonal to it. We want to have a map @ : (6,2) —

1(0,z) = (x,y) such that

From the parametrisation (3.8) we read off

|71

x:|n|sin2§+z andy = —sinf

and we can compute the Jacobian going from the (6, z) variables to (x, y) as

l l 9>mc0590

n

9(x,y)
=|det DPy| =
‘8(0,2) | de 1
Since |17] = Ao, 6 € [6o, 5], and 0 < z < 2, we have Agsin 970 <x < |77|sin2§ =3
and 52 sin6p <y < 2. So doing a change of variables (6, z) =

®;'(x,) in the integral
/ / n-(n,0,w) + z 5y
6o

< - H( + a)) dy dx
AO Cos 90 ‘/Ao sin % [\0 sin g |7I| ’ )

we can bound

) dz do
Inl

2
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since the map @ is a nice diffeomorphism.

For the second bound the calculation is, in fact, a bit easier, one just has to take
care that |7| cannot be too large, which is taken into account by the factor 1A (|57]).
We now want a map @ : (0, z) — (6, z) = (x,y) such that

“(n* /A M
n (77 ,ﬂ,w)+Z|n+| _X|TI+‘ yw.

From the parametrisation (3.8) we read off
x=z andy=|n"|=|n"|tand
and the Jacobian going from the (19, z) variables to (x, y) is simply

‘ﬁ(x,y)
3(9,7)

= |deth)2| = 2|77+| > 2Ao.

We certainly have 0 < x < 2 and also Agtan ¥y < y. Since y = |7 |, we also have the
restriction y < A. So the proof of the second inequality follows similar to the proof of
first one. =

Finally, we can state and prove the second step in our inductive procedure.

Lemma 3.26. Let B < Tlo Assume that there exist finite constants A, and B, such that

1F & < Ape and G gy f)E p2uay < B (3.42)

for some integer m > 2 and for all 0 < t < Th,.
Set A := HT\EA and assume that

A > Ag:=3. (3-43)

Then there exists a finite K3, depending only on d, m, A,,, and B such that Hyp33(K3) is
true.

Proof. Fix 0 < t < To, a direction € R \ {0}, and define the function
= £t = 4 L
z+ F(z):= f(t,n +z70)

of the single real variable z, where we think of 7~ as given in the -parametrisation (3.8)
for some 6 and w € S?72(17), and where we drop, for simplicity, the dependence on the
time ¢ in our notation for F and /. Then, since ||/ (z, Mgy < Ay one has ]P(t, ) €
€ (R?) and thus also F € €”(R) with ||F||1~ < A, [|07°F |1~ < (27)" A, and
Corollary 3.8 applied to F now gives

_m__
2m+2

A 2 A
If )] < Ly (/o |f(n~ + z%nz dz
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We multiply this with the radially increasing weight G to get

A 2 A T2
Gury#If O < L [ G0 w2gpfor vappias)

Integrating this with respect to w and 6, where we think of 7 = n7(1, 0, w) in the
parametrisation (3.8), and using Jensen’s inequality for concave functions, one gets

% m A
/ / G )21 £ (77| d6 dw
6o d=2(y)

m+1

<Lm1( )2m+1|S 2|2m+1

7 2 N 27:zn+1
x(/ / / |G(n_+z%)f(17_+z%)|2dzd0dw) )
0o Js2(p) Jo

Now assume that || > Aq. Because of the first part of Lemma 3.25, we can further

bound

(3-44)

m

m+1 m+1 2 2m+1
. <L ) 2m+1 Sd_z mil | —m™
(3 44) m,l(z) | | ( ,OCOSHO)

—_m
2m+1

71

In
—+2 -
2
/S“<>/A /A 9|G(x =)/ e = )P dy de do
n oSln o0 sin fp

m+ m+ 2 2m+1 . _
< LmJ(%)WfllSd‘szﬁ (m) (Ao sin 6p)* ™

b, Ll
(L. [ iy 10 =30 =30y 2y
S4-2(n) J Ao sin’ Ag sin g

Again, the integration measure y¢~2dy dx dw is d-dimensional Lebesgue measure in
the cylindrical coordinates (x, yw) with respect to the cylinder in the 7 direction. One
checks that the condition A > Ag > 3 ensures that

(A/2 + 2 +(A)2) < (V2A)?

_m__
2m+1

so since [17] < A, we can extend the integration above to a ball of radius V2A to get

mtl o mtl 2 27;”+1 n
(3.44) < Lm,l(%)z”‘+1 |Sd 2|2"‘+1 (m) (Ao sin 90)2 ||G\fAf| Z’;aéd)
m+l _ 5. m+l 2 2m+1 . _ 2m
< Lm,l(%)Z’”H |Sd 2|2m+1 (m) (AO Sin 90)2 dBZ’”'*'l . (345)

If |n] < Ag we simply bound

T

2 o 2m A A Vs _ 2
/ / G2 | f ()] 0 dow < [[f 1z 592 BT+
6o S4-2(n) 2

T 2
< Am§|sd_2|61+AO/2.

(3-46)
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Concerning the bound in the second half of Hyp3%, a completely analogous calculation

as the one above, using the second half of Lemma 3.25 gives for Ag <[] < A,

% 2m
/ / G (t’n_(n+’0’w)) 2m+1
By JS42(n*)

F oo, w))‘

X1 A (In~(n", 9, w)|) dw dd
V2

(3-47)

m+1

2L @d-2 1|2t 2-d
S Lm 1(7)2m+1 |S |2m+1 _— (AO tan ﬂo)
| 2Ag

2 5 Im+1
V2 A )
X(/ //Z'G(’C%—Mﬂx%—ywnzﬂzdydxdw) .
sd2(p+) Jo Jo

By our choice of A and A, we always have 22 + (A/2)? < (V2A)2, so we can extend
the integration above to the whole ball [7%] < V2A to see

2

m+1 _ m+1 1 zy;ﬂﬁ — ”j_
(347) < Ly (5) 351|547 5% (E) (Notan 901G 30 fIIZTL,

m+ m+ 1 Z’Ilnﬁ m
< Lm,1(%)ﬁ |Sd—2|zm+11 (ZT) (Ap tan ﬁo)z‘dBﬁ. (3.48)
0

If [n*] < Ag we simply bound as above

/4 / G)w[f ()] d9 dw < A, = [s92]e S, (3-49)
Jo Sd‘z(n“') 4

Now we set K3 equal to the maximum of the constants in (3.45), (3.46), (3.48), (3.49).
With this choice, K3 depends only on d,m, A,,, and B and Hyp35(K3) is true. ]

Proof of Theorem 3.21. In view of Lemmata 3.24 and 3.26, a suitable choice for A, and

B is

CT
B = follzmaye°  Apm=supllf (&)L ey

t>0

The finiteness of A,, is guaranteed since fo € L! (RY), see Remark 3.4. We again
choose the length scales Ay to be

B AN-1+V2AN B 1+V2

An
N 2 2

with Ag = 3, see (3.43), and we set

M5 := max {2|Sd_2|Am +1, K3} ,
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with the constant K3 from Lemma 3.26. Since

swp sp [C [ Gl F|f 000 dods
6o JS42(n)

0<t<To |p|<V2A

T 2m 2va
< 5 |Sd—2| eZm+1lBT°(1+Ao) Am’

and similarly for the ™ term, it follows from our choice of M3 that there exists So > 0
such that Hyp3, (M3) is true for all 0 < 8 < Bo.
Now, we pick

Cy,
[(1 + 291y g oMy + (Coy + 24Co)M] + 1

B = min (ﬂo, To_l, T

with the constant M, from Corollary 3.17, so that the conditions of Lemma 3.24 and
3.26 are fulfilled.
For the induction step assume that Hyp3,  (#3) is true. Lemma 3.24 then implies

T
”G\/EANf”LZ(Rd) < ||1ﬁAN(Dv)fO||LZ(Rd) E’Cfo °*<B,

and Lemma 3.26 shows that Hyp3, _(#53) is true.
It follows that Hyp3, | (M3) is true for all N' € N, and therefore also

G oay SN2y < B

for all N € N. In particular, letting N — oo, we see that |G f||;2ze) < B, which
concludes the proof of Theorem 3.21. ]

3.7 Removing the L? constraint: Gevrey regularity and
(ultra-)analyticity of weak solutions

In this section we will give the proofs of Theorem 2.2, 2.4, and 2.5 in a slightly more
general form. More precisely, we will prove

Theorem 3.27 (Gevrey smoothing I). Let 0 < v < 1. Assume that the cross-section b
satisfies the conditions (B1)~(B3) with power-law type singularity (1.18) for d > 2. For
d = 1, assume that by satisfies conditions (K1)~(K3). Let [ be a weak solution of the
Canchy problem (1.2) with initial datum fo > 0 and fo € L (R?) N Llog L(RY) for
some integer m > 2. Then, for all 0 < @ < min {a/m’d, v},

£(t.) € Gra(RY) (3:50)

_ log[(4m+d)/(2m+d)]

ﬁ)?" alt > 0, where Xy d log2
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Theorem 3.28 (Gevrey smoothing I). Let d > 2. Assume that the cross-section b satisfies
the conditions of Theorem 3.27. Let | be a weak solution of the Cauchy problem (1.2) with
initial datum fy > 0 and fo € L (R?) N Llog L(RY) for some integer m > 2. Then, for
all0 < @ < min {a/m,z, v},

£(t.) € Gl (rY) (3.51)

log[(4m+2)/(2m+2)]

forall t > 0, where @y, = Tog 2

. In particular, the weak solution is real

analytic if v = } and ultra-analytic if v > 5 in any dimension.

If the integrability condition (1.20) is replaced by the slightly stronger condition
(2.5), which is true in all physically relevant cases, we can prove the stronger result

Theorem 3.29 (Gevrey smoothing IIl). Let d > 2. Assume that the cross-section b
satisfies the conditions of Theorem 3.27 and the condition (2.5), that is, b is bounded away
from the singularity. Let [ be a weak solution of the Caunchy problem (1.2) with initial
datum fy > 0and fy € L} (R?) N Llog L(RY) for some integer m > 2. Then, for all
0<a <min {am,h v},

(.)€ G2 (R (3:52)

forallt > 0, where a1 = W

We even have the uniform bound

Corollary 3.30. Under the same assumptions as in Theorem 3.27 (or 3.28, respectively
3.29), for any weak solution f of the Cauchy problem (1.2) initial datum fo > 0 and
fo € LL,(R?) N Llog L(RY) for some integer m > 2 and for any 0 < a < min{ay,,, v}
(orany 0 < @ < min{a,,2, v}, respectively 0 < @ < min{a,, 1, v}) there exist constants
0 < K,C < oo such that

min 2 P
sup sup eXmMEDDT £ ) < C. (3-53)

0<t<oo ﬂGRd

Proof of Theorems 3.27 through 3.29. In the case where the initial condition fy obeys
fo = 0and fo € LL(RY) N LlogL(RY) for some integer m > 2, but is not ne-
cessarily in L2(R%), we use the known H* smoothing of the Boltzmann [ ,

, ] and Kac equation? [ ] in a mild way (see also Appendix B): for
7 > Oonehas f(7,°) € L2(R%) and using this as a new initial condition in Theorems
2.2 through 2.5, and noting that 75 in those theorems is arbitrary, this implies that
f(t,) € Ga(R) for ¢ > 0. n

2A H® smoothing effect for the homogeneous non-cutoff Kac equation was first proved by L.
DESVILLETTES [ ], but under the stronger assumption that all polynomial moments of the initial

datum fy are bounded, i.e. fp € L}e(R) N Llog L(R) for all & € N.
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Proof of Corollary 3.30. Using known results about propagation of Gevrey regularity
by DEsvILLETTES, FURIOLI, and TERRANEO [ ] for the non-cutoff homogeneous
Boltzmann and Kac equation for Maxwellian molecules, the bounds from Corollary
3.12 through 3.22 extend to all times. [






CHAPTER

Strong smoothing for Maxwellian
molecules with Debye-Yukawa type
interaction

In this chapter we prove the strong smoothing property of the homogeneous Boltz-
mann equation for Debye-Yukawa type Maxwellian molecules. The main differences
compared with Chapter 3 are:

(1) For the weights needed in the proof of Theorem 2.10 we have a much stronger
enhanced subadditivity bound, see Lemma 4.1. The proof is more involved than
the one in the proof of Gevrey smoothing, Lemma 3.3, though.

(2) Because of the stronger form of the subadditivity bound, we can allow for a bigger
loss in the induction step. We can therefore work with a more straightforward
version of the ‘impossible’ L2-to-L*™ bound, see Lemma 4.3.

(3) Due to the special form of the weights we use in the Debye-Yukawa case, which
are in some sense in between the power type weights used in [ ] and
the sub-Gaussian weight described in Section 2.2, we do not have to do much of
the additional songs and dances from Chapter 3.

81
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4.1 Enhanced subadditivity and properties of the Fourier
weights

Lemma 4.1. Let i > Oand h : [0,00) — [0,00), s > h(s) = (log(a + 5))’“‘+1for some
a > et. Then h is increasing, concave and for any 0 < s_ < sy,

+1
B(s— +54) < ———h(s_) + h(sy). (4.1)
1+loga
Remark. For @ > e, one has h(0) > u#*! > 0, and from the concavity of & one
concludes the subadditivity estimate

h(s_) + h(sy) = h(s— +s3) + h(0) > h(s_ + s)

forall s_, s, > 0. Note that this is the best possible bound for general s_, s, > 0. For
0 < s_ < sy Lemma 4.1 shows that the subadditivity bound can be improved to gain
the small factor %, which is strictly less than one for @ > e, in front of A(s_). So
this is indeed an enhanced subadditivity property of the function 4.

Lemma 4.1 plays a similar role in the proof of Theorem 2.10, as Lemma 3.3 in
Chapter 3. Here the situation is a bit simpler than in Chapter 3, since by choosing @

+1 -
large enough, we can make the term — as small as we like. ¢

u
1+log

Proof. Since
’ :u+1 M :
()= {1 >0 fa>1,
(s) a+5(og(a+s)) > ifa >

the function 4 is increasing. Further,

(s) = s (ogtar+ )™ (u = logla+.)

+1
~ (a +5)?

(log(a + 5))”_1 (u —log(a)) <0
for @ > e*, so h is concave.
Forall s_,s, >0,

h(s- +s.) — h(sy)
h(s_)

h(s- +s4) = h(s-) + h(sy),

and by concavity, s; — h(s_ + s;) — h(sy) is decreasing, so using 0 < s_ < s, one has

h(2s_) — h(s_)

h(s— +s5) < h(s_) o)

+ h(sy).

Since A’ is decreasing,

2s_
h(2s_) — h(s_) = h'(r)dr < h'(s_)s_

S—
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and we get

h(s_)s.
h(s_)

(u+ 1)s-

h(s— +s4) < h(s2) (@ +s-)log(a +s-)

+ h(sy) = h(s2) + h(sy).

For @ > 1 the function F, : [0,00) = R, Fy(s) = (a + s) log(a + ), is strictly convex
and thus

Fo(s) = Fo(0) + F,(0)s = aloga + (1 + loga)s > (1 + log @)s.

It follows that and therefore

S— < 1
(a+s-)logla+s-) — 1+loga

u+1

h(s_ +s,) < h(s_)1 tToga

+ h(sy).

Proposition 4.2. Let B,t,ju > 0, & > e and define the function G : [0,00) — R by
G(r) = F12 7 loglern)) ™,
Then forall 0 < s_ < s, withs_ + s, = s one has
G) = Gls)| = 27#Be(u+ 1) (1= ) (logla + )" Gls-) ™7 G(s.).
Proof. Using
G'(s) =27 Br(u+ %%5 (log(e +5))* G(s)

one has

§—S

6(5) - 6(s+) = /S 6'(7) dr <2777 18t (u+1) (log(a + s))" 6(5),

+
a+ s,

where we used that s; < s and the fact that G is increasing. Since s_ + s, = s and

0 <'s_ < sy, in particular s, > 3, we can further estimate

—S_S+=(1—S—+) ’ s(l—s—+) 254 s2(1—5—+),
a+ s, s a+s, s a+s, s

to obtain
G(s) = G(ss) < 27HBr(u + 1) (1 - ST*) (log(a + )" G(s).
The rest now follows from the enhanced subadditivity property (4.1), namely

G(s) = G(s_ + s+) < G(s_) o7 G (s4).
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4.2 Extracting L™ bounds from L?: a simple proof

Following is a simple bound which controls the size of a function /4 in terms of its local
L? norm and some global a priori bounds on / and its derivative.

Lemma 4.3. Let h € C@;(Rd), ie. his a bounded continnously differentiable func-
tion with bounded derivative. Then there exists a constant L < oo (depending only on
d, Al ooy and, IV 2| poogay ) such that for any x € R,

WmsLu;WM%ﬂM, (42)

where Qy is a unit cube in R? with x being one of the corners, oriented away from the
origin in the sense that x - (y — x) = 0 forall y € Q.

Remark. (1) We use the norm [|VA||;«gd) = sup, cpa [VA()|, where | - | is the Euc-

lidean norm on R,

(2) The exponent ﬁ can be improved if higher derivatives of the function /4 are
bounded, see Section 3.3. This was important for the results of Chapter 3, but
we don’t need it here because of the stronger form of the enhanced subadditivity
Lemma for the weight we consider in this chapter.

¢

Remark. If f € L}(Rd ), its Fourier transform satisfies ]; € C@; (RY) by the Riemann-
Lebesgue lemma. Since V, £ (17) = 27iv f (1) one has the a priori bound

||Vf||Loo(Rd) < 27T||f”L{(Rd)'

If f is a weak solution of the homogeneous Boltzmann equation, we can also

bound ||V f]] [o@®d) < 27| foll Li(rd) uniformly in time due to conservation of energy.
¢

Proof- We first consider the one-dimensional case and prove the d-dimensional result
by iteration in each coordinate direction.
Letu € C@;(R) and ¢ > 1. Then for any » € R we have

()17 < max {gll#'lL=w), IIMIILwaR)}/] |u()|97" ds, (4.3)

where I, = [r,r +1]ifr >0and I, =[r — 1,7]if r <O.
Indeed, assuming for the moment » > 0,

wmw—[wwwms[mmww%nm



4.3. SMOOTHING PROPERTY OF THE BOLTZMANN OPERATOR 85

and by the fundamental theorem of calculus,
lu(r) —ul(s)| < 61/1 lu()|77 ' (1)] dt < 61||”’||L°°(R)'/I lu(e)|77" dt.

Combined with the trivial estimate fl |u(s)|7 ds < ||u||Loo(R)/[ |u(s)|97" ds one
arrives at inequality (4.3) for » > 0. The case » < 0 is analogous.
For the case d > 1 we remark that for any y € R?,

”h(yb N e CRREN ) B OO -,yd)”L‘”(R) < ||h||Loo(Rd), and
10;A(1, - ¥ -1y 5 Yjrts - YD) < VANl o ga)

and setting ¢ = d + 2 iterative application of (4.3) in each coordinate direction yields
for x € R4

d
Ih)I**2 < (max {(d + 2IVAl oy Vollmean / Ih()|#2 dy,

lex---x[xd

hence

(max {(d + DUVAll gty Wl e ( /Q A dy)

2

LI,

|A(x)]

IA

where Q, = I, X - -+ X I, is a unit cube directed away from the origin with x € RY
at one of its corners. ]

4.3 Smoothing property of the Boltzmann operator

A central step in the proof of Theorem 2.10 is to prove a version for L2 initial data first.
This is the content of Theorem 4.4 below. In the remainder of this chapter we will
always assume that the collision kernel satisfies assumptions (B1)-(B3) with angular
singularity of Debye-Yukawa type (1.19).

Theorem 4.4. Let | be a weak solution of the Cauchy problem (1.2) with initial datum
fo=0, foe L;(Rd) N Llog L(R?) and in addition fy € L2(RY).
Seta = e3+ 4 H, Then for all Ty > O there exist B, M > O such that for all t € [0, Tp]
sup e7381(osma)™ | F ol <
neRd
and

eﬁt(10g<Dv >H)H+1f(t, ) CfO TO’

L < sl

where the constant C, depends only on || fol| I3 and || f L 10g1-
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We give the proof of Theorem 4.4 in Section 4.4. To prepare for its proof, let
a > e and B > 0 and define the Fourier multiplier G : Ry x R? — R, by

+1 1
G(t,n) = eBt(logma)™ e = (@ + 1)’
and for A > 0 the cut-off multiplier GA : Ry X R4 — [0, o) by

Ga(t.n) = G(z,n)La(In])

wehre 15 is the characteristic function of the interval [0, A]. The associated Fourier
multiplication operator is denoted by Ga (¢, D),

Ga(t. Do) = F7 [Ga(e.)f (0.
Note that, due to the cut-off in Fourier space,
Gaf,Grf € L=([0, To]; H*(RY))

for any finite Ty > Oand A > 0, if / € L=([0, To]; LY(R?)), and even analytic in a strip
containing R%. In particular, by Sobolev embedding, G £, GAf € L¥([0, Tol; W™ (R%)),
S0

(QU .t GLf(t.)
is well-defined.
As in the power-law case in Chapter 3, we can derive an L?-reformulation of weak

solutions, see Proposition 3.1 and Appendix A. Together with the coercivity estimate
from Proposition 2.12 this implies

Corollary 4.5 (A priori bound for weak solutions). Let [ be a weak solution of the
Cauchy problem (1.2) with initial datum fy > 0 satisfying fo € L} 0 Llog L(R?), and let

To > 0. Then there exist constants C oo C % >0 (depending only on the dimension d, the
collision kernel b, ”f0||L§ and || follp10g 1) such that for all t € (0, To], B, > 0, @ 2 0,
and A > 0 we have

. t
IGAfII7. <ITA(Do)foll7 +2Cf0/0 IGAfII7. d7

¢ Cr,
N |

2 /0 (GAQU ) - QU .GAf). Gaf) dr.

p+l
2

2
(log(Dy)a) = GAfHLZ dr  (4.4)

Proof. In order to make use of the coercivity property of the Boltzmann collision
operator, we write

(QUf /1 GEF) = (GAQ(f. /). Gaf)
=(Q(f,GAf ), GAS) +(GAQ(S, /)= Q(f,GAf),GAf)
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and estimate the first term with Proposition 2.12.

Since 8, G2 (7,7) = 28 (log(n)a)"*" G2 (t,7), we further have

L 2
2

(log{Dy)a) = Gaf

)

LZ

(f(0:G3) £) =28

and inserting those two results into (3.1), one obtains the claimed inequality (4.4). ™

Controlling the commutation error

Proposition 4.6 (Bound on the Commutation Error). Let f be a weak solution of the
Canchy problem (1.2) with initial datum fo > 0, fo € LYRY) N Llog L(R?). Then for
all t, B, u, A > 0and a > e one has the bound

KGAQ(f, f) = Q(f.Gaf), Gaf)

U LM
<priaen) [ [ o) (1-T0E) G i

x (log(ma)" GaGH)If ) Ga()If ()] dor dny.
(4-5)

Remark. The bound (4.5) is very similar to the one we derived in Chapter 3, see
Proposition 3.5. In particular, it is a trilinear expression in the weak solution f. The

f(n™) term is multiplied by a faster-than-polynomially growing function. If the Fourier

+1
multiplier G were only growing polynomially, the factor G(n™) Toes would be replaced
by 1, making the analysis much easier. We will therefore rely on the inductive procedure
we developed in Chapter 3 to treat exactly this type of situation. ¢

Proof. Bobylev’s identity and a small computation show that

(GAQU ) = QU GaS) Gaf )] = (F [GaQU. /) = QU GAN]LF [Gaf 1)
< [, [ o[- o) onaifmnianiifanicon - Gutide a

since G is supported on the ball {|| < A} and [7*| < |n|. We further have

In? n-o
|77i|2:7 1“—“W s TPt =l

in particular by the support assumption on the collision kernel b, % € [0,1], and
therefore

-2 |7]|2 +12 2
0<n7| STSW I= < Inl”.
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From Proposition 4.2 it now follows that

Gon - G| = |GnP) - Glln* )|
P

< Brlu+ ”(1 T ) (log(me)* G )™ Gy,

which completes the proof. ]

Lemma 4.7.

// b (o) (1= 28 togtaa) Gatn®1f ) Gatnlfnl dord
R4 JSd-1 |77| |77|2 &1 )a aln n AN n n

< cua (1GAS 1. + oeD20n)F Gaff ). 46)

where
1 L
Chd = 5 max{1,2¢"1} maX{Zd_l_“(log 21+ Zd_l} |Sd_2| / sin? b(cos ) db.
0

Proof. Using Cauchy-Schwartz, in the form ab < 2, b—z, one can split the integral
g y 2 2 p g

nto

+12 . R
/Rd /Sd_l b (% ' U) (1 - ||77n||2 )(10g<77>a)” GAmH)If ) Ga()If ()| dor dn
+12 R
= %,/Rd ,/;:;m b (|Z_| ' O-) (1 - |I777||2 ) (log<77>w)# GA('])Zlf(n)lz dodn

L U "1 v A
w3 [ () (1= M) togtna)” GatiFor e dody

and we will treat the two terms separately. To estimate the first integral, one introduces
R/

o] O = cos @ and thus, since

polar coordinates such that

n 0
P =P |1+ — o] =In*cos’ =,
7] 2

obtains

=1 n _|n+|2) e o
I= 2‘/R:d ‘/Sd b(|;7| O-) (1 In|2 (log(m)a)" G| f (m)|* dor dn

- %|sd-2| / : sin~2 6 b(cos 8) sin” ¢ do / , (log(m)e )" Ga(m)?| f(n)|2 dn
0 R

K
2

2
Gaf

< 1|S”l_2| /2 sindOb(cos 0) do H(log(Dv)a) .
2 0 12
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Notice that the 6 integral is finite due to the assumptions on the angular collision
kernel. This is another instance where cancellation effects play an important role in
controlling the singularity for grazing collisions.

It remains to bound the second integral, and we will do this after a change of
variables . — n*. This change of variables is well-known to the experts, see, for

example, [ , ]. We give some details for the convenience of the
reader.
nto _ Il no AR ] :
Observe that = = %7 and .7 =2 (=7 ) — 1, and by Sylvester’s determinant

theorem, one has

Since 0 < [p7| < |n%| and |7]% = |n~|* + [n*|?, in particular || < 2|p* |, it follows
that |%’ > 274 and

5

1 1 1 (nt-c\*> 1 |n*P
—(1+l®0')‘=—d(l+l-0')= 7 (77 +0—) = |77|2
on 2 7] 2 |71 241\ [n*] 24-1 |n|

log(1)e = 3log(a + |n|*) < $log2 + 1log(a + In*?) = 3 log2 + log(n™)a-
For all x,y > 0 one has

(x +y)* < 207 (x# + yH)  for u > 1 by convexity, and
(x +y)H < xH +yH for u < 1,

where the second statement is a consequence of the fact that for 0 < u < 1 the function
0 < s h(s) = (1+s)* — s is monotone decreasing for all s > 0 with 4(0) = 1.
Therefore,

(log(n)e)" < max{1,2#7'} (27#(log 2)* + (log(n™)a)") -
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After those preparatory remarks, we can estimate

+12 N
iM )(10g<n>a)“ GA™ | f(nh)I? dodn

“ Lol o) (- s
") Lt ((Inl) 1)(1_(]7"7—'0)

x (log(n)a)* Gatn™)21f (")

dn*do

< 241 max{1,2*71}

> “(log2)“/ /Sdl ( ( P )2‘1) (1‘(n|+r;;(lf)2)

x GAf )P dor dn*

L (2 (T:%ﬂz i 1) (1 i (nlj#ff)

x (log(n™Ye)" Gat™ P f (") dor dnﬂ.

nt-o

1.
> —, l.e.
Inl—\Fz’le

Introducing new polar coordinates with pole - il |, such that cos 9 =

# € [0, £ ], one then gets

It < 29 max{1,2¢71} 5972 /4 sin? 9b(cos 29) dv
0
e N ?

it

x |27 (log 2/ IGaf 12 + [ (logtD2)a) G

Estimating foﬁ sin? ¥b(cos 219) di¥ < /o% sin? 6 b(cos 0) df and combining the bounds
|

on [ and I proves inequality (4.6).

4.4 Smoothing effect for L2 initial data: Proof of Theorem

4.4

We now have all the necessary pieces together to start the inductive proof of Theorem

4 for initial data that are in addition square integrable
The proof is based on gradually removing the cut-off A in Fourier space, in such a
way that the commutation error can be controlled, even though it contains fast growing

terms. For fixed To, 4 > 0 and @ > e we define
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Definition 4.8 (Induction Hypothesis Hyp, (M).). Let M > 0 and A > 0. Then for
allo <t < Ty,

+1 A
sup G(t, &)™ |f(,£)] < M.
[E1<A

Remark. Recall that the Fourier multiplier G also depends on 8 > 0 and @ > e* and
we suppress this dependence here.
The induction step itself will be divided into two separate steps:

Step 1 Hyp, (M) = ||GﬁAf||Lz < C via a Gronwall argument.

Step 2 L? — L™ bound:

~ 1 2
G zpfllz < C = Hypz(M) for intermediate A = +2\/_A.

Here it is essential that M does not increase during the induction procedure. This can
be accomplished by choosing 8 small enough at very beginning.
¢

Lemma 4.9 (Step 1). Fix To, it > Oand a > et andlet M > 0 and A > 0. Let further
C,» Cy, and ¢}, 4 be the constants from Corollary 4.5 and Lemma 4. 7, respectively. If

Cr, loga
(log(e + @)+ log a + 2To(p + V)cp gM’

0< B < Bola) = (4-7)

then for any weak solution of the Canchy problem (1.2) with initial datum fo > 0O, fo €
LinLlogL,

Hyppa(M) = 1G5 f ll2eay < 11y (Do) foll poggay €A%,

A~ Cp, loga
where Ay (@) = Cy + m depends on fo only through || follr1, ||f0||L; and
“ﬂ)”LlogL'
Proof. Assume Hyp, (M) is true. Since |n7| = |7] sin% < llﬁl by the assumption on

the angular cross-section, the hypothesis implies

_pEl oA
sup G(n™)™es |[f(n7)] < M.
In]<V2A

With this uniform estimate at hand, we can bound the commutation error by

KGAQ(f. f) = Q(f.Gaf), Gaf)]

In*|?
<2Bt(u+1OM ./Rd '/Sd_l b (|Z—| . 0') (1 - |n77|2 ) (log(n)a)”

X G s N 0 G on )l f ()l dor dy,
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see equation (4.5). By Lemma 4.7, this can be further bounded by

KGAQ(S. /) = Q(f, GAf). Ga )]
< BTolu + DepaM (nGﬁAfnzz +|tog(De)a)

I3
2

G«/EAf

2
12

_ t
1G anf 132 < 1 ap (D) fol + 2 (C, + BTolu + ey g /0 IG y3af 112 dr

+2/0f(ﬁy

forall 0 < ¢ < Tp. Thus, the a priori bound from Corollary 4.5 yields

u+1
2

2
12

(10g<D7J >a)

Gx/ZAf

I3
2

2
G\/EAf 12
2 )

dr
LZ

(4-8)

+ BTolu + DepaM [(log(Do)a)

Cr,
~ (log(e + a))x+1

u+1
2

(log(Dx)e) * G yanf

Choosing 8 < Bo(@) as defined in (4.7) ensures that the integrand in the last term
on the right hand side of (4.8) is negative. Indeed, setting B = To(u + 1)c 4 M and

C = (lmg(fi—%’ sothat 8 < lfgl;f;B, one sees that
CBloga
1 @ B - 1 o < _—l @ 1~ p
Blog(n)a + BB = Cloglne < ~m g lognla + =5
_ CB (loga — log(a + In1%)) <0
B loga + 2B -
and further, since loga > u > 0,
BB < CBloga _ Cloga 2B S Cloga/‘
loga + 2B 2 loga+2B 2

It follows that
—_ 13
1G aaf I3 < 5\ (Do)follEs +2 (Cpy + BTolue + Dy M) fo 1G a1l dr
t
< 1A (Do) follj + 24 g (@) /O IG aaf 1172 dr.

Now Gronwall’s lemma implies

IG af 12, < I sp (Do) foll2, A% < |11 50 (Do) foll2, 245607,
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Lemma 4.10 (Step 2). Let 8,0 > 0, Ty > 0, and

2Vd
V2-1

If there exist finite constants By, By > 0 such that forall 0 < t < Ty

AN >N =

1 @My < Bio and Gz ) zgaay < Ba.

then there exists a constant K depending only on the dimension d and the bounds By, B,
such that for all |n| < A = HT‘EA and t € [0, Tp]

(e < K G(e,n) 7.

Proof. By Remark 4.2 f satisfies the conditions of Lemma 4.3 with ||V ]? loray <
2By, uniformly in t € [0,75]. Obviously, also ”f/:HLoo(Rd) < Nfllpigey < Bie It

follows that for any 1 € R?
1
A d+2
[ dn) .
Qy

where Q,, is a unit cube with one corner at 77, such that 7 - ({ —n) > Oforall { € Q,,.
Since its diameter is Vd, the condition A > A and the choice of A guarantee that for
In| < A the cube Q,, always stays inside a ball around the origin with radius V2A. By
the orientation of Q;, and since the Fourier weight G is a radial and increasing function
in 17, we can further estimate

fa)l < (2x(d +2)Bl)ﬁ

7
|f ()l < (2n(d + Z)Bl)ﬁ Gy 7 (/Q Gm)?If I dn)

2
d+2

_d_ 2
< (2n(d + 2)By) %2 G(n) @ L2(d)

G\ﬁAf

d
2\da2
< (27r(d + 2)3135) G(p) 7=

d

2\d+2
which is the claimed inequality with K = (27r(d +2)BB; ) " [

Proof of Theorem 4.4. Let u > 0 and Ty > 0 be fixed. Set @, = 3+ > e, which

utl o 2 : ptl .
loga: = 412 and the function s — (log(e. +5))"" is

is chosen in such a way that
concave.
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2Vd

Choosing Ag = o &S in Lemma 4.10, we define the length scales for our induction
by
N

1 2
+V2 Ao, N eN.

B AN-1+ V2AN_4 B 1+2

AN : = An_q1 =
N 5 2 Nl(

By conservation of energy, we have

||f(t,')||L} < |\If (. ')”L; = ||f0||L; = By

in view of Lemma 4.10. By Lemma 4.9 a good (in particular uniform in N € N) choice
for B, is

Bz = ”fO”LZ(R“') eTOAfO(a*).

Define further
d_
2\ d+2
M = max {231 +1, (27r(d + 2)3132"1) },

where the second expression is just the constant K from Lemma 4.10.
For the start of the induction, we need Hyp, (M) to hold. Since

+1 A +1 1 2\ \H+1
sup sup G) T |f ()] < elose P00 el 0 g,
t€[0,70] In|<Ao

there exists 8 > 0 small enough, such that for the the above choice of M, Hyp Ao (M) 1s

true forall 0 < B < B.
For the induction step, assume that Hyp, (M) is true. Setting

B = min{Bo(a.), B}

with Bo(@) from Lemma 4.9, all the assumptions of Lemma 4.9 are fulfilled and it
follows that

ToA .
I1G v, ey < IMsp, (Do) f ll2ggay €% < By,

Notice that the right hand side of this inequality does not depend on M. Lemma 4.10
now implies that for all 7] < Ay = An+1

G fn) <K <M

for all ¢ € [0, Tp]. By the choice of @, this means that Hyp Ay, (M) 1s true.
By induction, it follows that Hyp, (M) holds for all N € N, in particular

+1 A
sup sup Pt (log(n)a )" If ()| < M.
t€[0.To] neRrd
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Another application of Lemma 4.9 implies

ToA (.
G vann S lr2@ey < N foll2raye™ £@) forall N € N.

Passing to the limit N — oo, it follows that ||Gf||L2(Rd) < B,, that is,

Si(log(Ds m)‘”lf(t, ) e LARY).

4.5 Smoothing effect for arbitrary physical initial data

Proof of Theorem 2.10. Let T > 0 be arbitrary (but finite). By the already known
H®* smoothing property of the homogeneous Boltzmann equation for Maxwellian
molecules with Debye-Yukawa type interaction, see Proposition 2.7, forany 0 < tg < T
one has

f e L=([to, T]; H*(RY)),

in particular £ (t,-) € LA(R) forall to < t < T. Using f(to,-) € LY N Llog LN L? as
new initial datum, Theorem 4.4 implies that there exist 8, M > 0 such that

eﬁt(log(Dﬁa*)qu(t, ) e Lz(Rd)
and

NEYE
“eﬁz(log< )H*) f(t, ')“L‘”(Rd) =M

for all ¢ € [to, T]. By the characterisation of the spaces d* (see Appendix D), and
since £ and T are arbitrary, it follows that £(z,-) € si#(R¥) for all £ > 0. [ ]

Sketch of the Proof of Corollary 2.11. In the notation of [ ], basically, the only
thing that needs to be checked is that the function ¥, : [0,00) — [0, 00), 7 > Yo (7) =

(log Va + 7)**! satisfies
(1) Yo(r) = o forr — oo
(i) Yq(r) < 7 for r large enough
(i1i) there exists R > 1such thatforall0 < A1 <1

Ya(PInl) = Aya(nl?) whenever Aln| = R.

Property (iii) is fulfilled by any concave function ¥ with ¥(0) > 0. This clearly is the
case for Y if @ > e, see Lemma 4.1.

So we take the @ from Theorem 4.4 and conclude propagation with Theorem 1.2
from [ ] [






CHAPTER

Outlook: Non-Maxwellian
Molecules and Inhomogeneous
Boltzmann Equation

We close the part on smoothing properties of the Boltzmann equation with a short
outlook on the non-Maxwellian and inhomogeneous cases.

5.1 Non-Maxwellian Molecules

Recall that in general the Boltzmann collision kernel B is a function of the relative
velocity |v — v,| and the collision angle 6 defined (in the o-representation) by cos 6 =
\Z:zil -0 . Let us assume that this dependence factorises into a kinetic factor @(|v — v.|)
and an angular contribution b(cos ), such that the Boltzmann kernel takes the form

B(|v — vi],cos0) = ®(|v — v.|) b(cos ).

We will mainly have the case of inverse power law interaction potentials in mind, where
®(|v|) = |v|” for some y € R, and the angular kernel has a singularity of the type

1+2v

sin"2 60 b(cos §) ~ 7 £

for grazing collisions § — 0, with k > 0 and 0 < v < 1. It is customary to distinguish
the cases

(1) y < —2: very soft potentials,

(i1) —2 <y < 0: moderately soft potentials,
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(iii) y = 0: Maxwellian molecules,
(iv) y > 0: hard potentials,

where the Boltzmann equation behaves rather differently.!

Indeed, already the existence of weak solutions is a challenging problem, and for
very soft potentials (due to the vanishing of ¢’ + ¢/, — ¢ — ¢, only of order 2 for test
functions ¢ € W>*) one has to use an altogether different definition of weak solutions:
the notion of H-solutions based on the finiteness of the entropy production functional,
which gives a useful a priori estimate and allows for a definition of (Q(f, f), ¢) even
in the case of very soft potentials, at least for y > —4, see [ ]. We will not discuss
this case any further here, but state the relevant existence results for moderately soft
and hard potentials.

Theorem 5.1 (Theorem 1 in [ 1). Let fo € L; N Llog L(RY). Ify > 0, assume in

addition that fo € L;(S(Rd)for somed > 0. If-2 <y <2 zmd/sind 0 b(cosH)do <
oo, there exists a weak solution | of the Cauchy problem for the Boltzmann equation with
initial datum fo. Moreover, for all ¢ € W>®(R?), the map t +> f 1 ()¢ dv is Lipschitz

. . 1 .
continuous if fo € L xiaaiyy) O7 1R ANy case for t > to > 0.

The latter statement refers to the fact that for hard potentials y > 0 polynomial
moments of arbitrary order are immediately generated, i.e., if fo € L;(Rd), then for all
q > 2 and g > 0 there exists a finite constant C > 0 such that for all ¢ > g

/ f(t,v)(v)ldv < C,
R4

see, for instance, [ , , , ] for details.
The following coercivity property is known in the non-Maxwellian case:

Theorem 5.2 (Proposition 2.1 in [ D. Let0 < g € L) N Llog L(R?) with
lgll1 = Do and ||q||L; + 171|105z < Eo for some Do, Eo > 0. If y +2v > O, there exist
positive constants co, C depending only on Dq and Eq such that

2
12

—(Q(g, ) f) = co H(-)V/sz;V -C H<.>7/2f

forall f € S(RY).

Using an approach based on Fourier methods for non-Maxwellian collision kernels
is considerably harder since Bobylev’s identity has a much more complicated form.
One can show that

_ o R/ - Fint — &Y — 2(EVF(n —
Q(q,f)(n)—/Rngd 1(Ifl)b(m ff) [q(n +&) =€) -7(E)f(n f)] dodé,
(5-1)

*Of course, ¥ should not become too negative, otherwise the singularity would be too strong. From
n—(2d-1)
n—1

our derivation in the introduction, y = with 7 > 2, so certainly y > 3 — 2d.
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where n* = 3(n + |n|0") as before. For @ = 1 this reduces to the Bobylev identity for
Maxwellian molecules, see (1.40).

In the most interesting case ®(|v|) = |v|”, say for hard potentials 0 < y < 2, the
Fourier transform @ only exists in a distributional sense, so one has to take care of
the well-definedness of equation (5.1) under the singularity assumptions on the angular
kernel b and the natural assumptions on f and 4. This is where creation of moments

can help, as this implies that the Fourier transform f (t,-) of the weak solution is
immediately a bounded 6* function.

The main difficulty in applying our strategy from the Maxwellian molecules case,
however, is the fact that the quasi-locality property of the Boltzmann collision operator
is lost, so that the inductive scheme we developed fails to work.

The following smoothing results are known for non-Maxwellian molecules (for the
precise assumptions in each case we refer to the articles):

1. Using Littlewood-Paley theory, ALEXANDRE and ELSAFADI [ ] were able to
prove H® smoothing of weak solutions for a regularised kinetic factor ®(v) =

(V).

2. ALEXANDRE, MorimmoTO, UkAI, XU, YANG [ ] proved H* smoothing
of weak solutions for the physically relevant kinetic factor ®(v) = |v|”.

3. CHEN and HE [ ] showed H* smoothing, again in the physically relevant
case ®(v) = |v|” for the strong solutions constructed by DESVILLETTES and
Movusor [ 1.

5.2 Inhomogeneous Boltzmann Equation

In the spatially inhomogeneous case, the collision operator is highly degenerate, since it
only acts on the velocity variable. Due to the presence of the transport term v - V., one
expects a transfer of regularity from the velocity variable to the space variable, and there-
fore some hypoelliptic smoothing effect in both variables. This has been highlighted in
terms of a generalised uncertainty principle for kinetic equations by ALEXANDRE, MOR-
mmMoTO, UkAL, XU and YANG [ ] under strong assumptions on the initial data
and the solutions. CHEN and HE [ ] were able to show an H* smoothing effect for
the global classical solutions obtained by GREssMANN and STRAIN [ , ], and Ar-
EXANDRE, MorIMOTO, UkAI XU, and YANG [ , s 1.
For the one-dimensional inhomogeneous Kac equation, LERNER, MORIMOTO, PRAVDA-
Starov and Xu [ ] obtained Gelfand-Shilov smoothing with respect to the
velocity variable and Gevrey smoothing with respect to the space variable for fluctu-
ations around the global equilibrium, i.e., close to the equilibrium.

As in the homogeneous case, replacing the bilinear Boltzmann operator by a
fractional Laplacian (for power-law interactions), one is led to study the generalised
Kolmogorov equation

Of +v-Vof ==(-A)'f, (x,0) € R¥, >0, (5-2)
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for instance with initial datum f|;=0 = fo € L2(R¥), for some v > 0. The Fourier

transform f(t,€,1) = /de e 2xixE+) £(¢ x, v)dxdv of £ is then a solution of the
inhomogeneous transport equation

al‘f(t’ f’ 77) - f : an(t’é:’ T]) = _(Zﬂ)zv|n|zvf(t’§’ TI), (53)

for (£,n7) € R¥, t > 0, which can be solved easily by the method of characteristics: the
characteristic curve Z through (¢, £, 1) satisfies the ODE Z(s) = —¢, E(t) = , with
solution Z(s) = n + (t — s)&. Setting Fe(s) := f (s, &, E(s)), the function Fy solves the
differential equation

Fe(s) = —Qr)|2()|” Fels),  with  Fe(0) = £(0,£,5(0)) = fol&,n + t£),

Le., Fg(s) = e @0 IE@ 01TFg(O). Hence, the solution f(t,f, n) = Fe(t) of (5.3),
that is, the Fourier transform of the solution of the generalised Kolmogorov equation
(5.2), is given by

|2v

Flt ) = OO R e dr e g,

Since for any v > 0 there exists a constant ¢, > 0 such that

t
/ I+ sEP7ds > ¢ (eIl + 2 ),
0

see, for instance, [ , Lemma 3.1], the solution f(z,-,-) of (5.2) immediately
becomes Gevrey regular of order - in both the x and v variables,

eCV(t(‘Av)V+fzv+1(‘Ax)v)f(t, L)€ Lz(RZd),

Le. f(t,-) € @ﬁ(Rz‘j) for any ¢ > 0. It is therefore natural to expect the

Conjecture. Let f be a solution of the inhomogeneous Boltzmann equation with initial
datum [y satisfying

/RM folx,v) (1 + lv]? + log(1 + fo(x,))) dx dv < .

Then f(t,-,-) € @%(Rm)ﬁ)r any positive time t > 0.



APPENDIX

L*-Reformulation of the
homogeneous Boltzmann equation
for weak solutions and coercivity

A reformulation of the weak form (1.25) of the Boltzmann and Kac equations is derived.
We want to choose a suitable test function ¢ in terms of the weak solution f itself in
the weak formulation of the Cauchy problem (1.2). We use ¢(¢, ) := Glz\(t, D,)f(t,-)
and since this involves a hard cut-off in Fourier space, we automatically have high
regularity of ¢(t,v) in the velocity variable, the question is to have ! regularity in
the time variable. For this we follow the strategy by MoriMoTO et al. [ ].

Proposition A.1. Let f be a weak solution of the Cauchy problem (1.2) with initial
datum 0 < fo € L; N LlogL(Rd), and let Ty > 0. Then for all t € (0,Tp], B > 0O,

@ € (0,1), and A > 0 we have GAf € 6 ([O, To];LZ(Rd)) and

%HGA(t,Dv)f (t,-)lliz(Rd)—% /O (f (1.2 (8:GA(x, Dy)) f(x,)) dr "

= AP il + [ QU GAE DS (r0) dr.

To ensure that we can use G3 f as a test function in the weak formulation of the
Boltzmann equation, we need the following bilinear estimate on Q(g, ), which is a
special case of a larger class of functional inequalities by ALEXANDRE [ , ,

1.

Lemma A.2 (Functional Estimate on Collision Operator). Assume that the angular
collision cross-section b satisfies assumptions (B1)~(B3) or (K1)-(K3), respectively. Then
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or any k > S there exists a constant C > 0 such that
'y 2
||Q(%f)||H—k(Rd) <C ||9||L;(Rd)||f||L;(Rd)- (A.2)

Proof. This is a direct consequence! of Theorem 7.4 in ALEXANDRE’s review [ ]:
under the assumptions on b, for any m € R there exists a constant C > 0 such that

||Q(%f)||H—m(Rd) < C“ﬂ||L§V(Rd)||f||H{VM+ZV(Rd)-
Since L'(R?) ¢ H*(RY) for any 5 > ‘;l, we obtain for & > d+4 and v € (0, 1),

1 Nk ay = N Fllgrsongay < CIO Fllpgea)
<clli{) f”Ll(Rd) = C||f||L;(Rd)v

Le., Lz(Rd) C H, k+2"(Rd) for any kb > d+4 and v € (0, 1). Therefore,

||Q(%f)||H—/e(Rd) < C”q”L;V(Rd)”f”[_lz—karZV(Rd) < C”q”L;(Rd)”fHL;(Rd)-

Lemma A.2 implies that for f,g € L;(Rd), (Q(g, /), hy is well-defined for all
he HYR?), kb > d+4, and one has (Q(g, /), h) = (Q(g, /), h ) 2.

Proof of Proposition A.1. Choosing a constant in time test function ¢(t,-) = ¢ €
6y (R?) in the weak formulation (1.25) yields

[ feoweido- [ foweido = [(Q.Nimdn

forall0 <s <t <Tpandy € 6° (R?) (this was already remarked by ViLLant [ ]

as an equivalent formulation of (1.25)). By means of (A.2) this equality can be extended

to test functions ¢ € H* for b > #, in particular one can choose ¢ = G4 f(z,-) and
= G2 f (s, ) which, taking the sum of both resulting equations, yields

IGAS N2ty = NGAS (.M gay = (f (). G (8.)) = (f(5.). GRS (5.))
= (f(t,), (GA(t, Dy) - Gi(5, D)) £ (s, )

A.
+ [ 4QU G0+ GRf(59) (A3)

"This result is proved in [ ] for d = 3, but the proof depends only on assumption (1.18) and
general properties of Littlewood-Paley decompositions and holds in any dimension d > 1.
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Using Plancherel, the first term on the right hand side of (A.3) can be estimated by
(£ (69, (GR(E. Do) = G (5. Do) £(5.9)] = |(£(6.9. (GR (2. = GR(s.) £65.0)
< [ 1FemliGiem - Gl 1f ol dn
<le=s1 [ 2800 GAemdn IF My 5. M
< Carlt = sHIAIE, g

and, using that the terms involving the collision operator can, for any & > M (compare

(A.2)), be bounded by
QU )T, % GAE (8 D] < IQUE ) Mg I GAL (& Mg

1/2
< CIf 1y ( / m*Gimlf n>|2dn)

1/2
< CI By ¢ Mo | [ ¥ GETom )
< C/,\ To“fb”LI(Rd)”'}%”Ll(Rd)
for any t € [0, T5], yields
/ QU f ). ). GA () + G s dr

Plugging the latter two bounds into (A.3) shows that GA f € 6([0, Tol; LA(RY)), in
fact, the map [0, T5] 3 ¢t — ||GAf (2, )| [2(rd) 1S even Lipschitz continuous.

< 2C ATO Sl ||ﬁ)||L1(Rd)||fb||Ll(Rd)-

For any test function ¢ € B!'(R*; B (R?)) the term involving the partial derivative
0; ¢ in the weak formulation (1.25) can be rewritten as

[ tabeetr ) e = im [ <f (1) + o+ ), BT 2T ')> i,

since f € B(R*; D’ (R?)). The integral on the rlght hand side is well-defined even for
¢ € L2([0, To]; W2®(RY)), in particular for ¢ = G2 +f s yielding

/ <f(r,->+f(r+h,->, “’(T+h")_¢(7")>dT
0 2h

‘ (t+h)-Grf(z.")
:A <f(T9')+f(T+h7') fT+ 2 fT >

1 t
= E./o (||GAf(T +h 7, = IGAf (7, ')”22) dr
g GA(t + h,Dy) - GA(7,Dy)
+./o <f(T’ 2 o fx+h, -)> dr




104 APPENDIX A. L*-REFORMULATION OF THE BOLTZMANN E wATI ON
Using Ga f € 6([0, Tol; L*(R%)) it follows that
1 t 2
s / IGAS (= + My~ IGAS () ) e

1
- / IGAf (. >||L2(Rd) -5 / G f (M I

h—>O 1
—||GAf(t N2, ®4) ||GAf( N2, (®9)’

where ||Ga f (0, MNrzgd) = ”]lA(Dq;)ﬁ)HLZ(Rd) For the second integral, an application
of dominated convergence gives

t T+ h,D,) - G2(r,D,
lim <f(7,.) (+ 22 i\ )f(r+h,.)> dr

h—0Jo

1 t
=3 /o (f(x.2,(8:G}) (. Do) f (z.)) de

Putting everything together, we thus have proved equation (A.1), i.e.
1 t
IGAf”LZ(Rd) ||1A(Dv)fb||i2(Rd) + = / <f(T9 ’)’ (aTG/Z\) (T’ D’Z))f(T’ )> dT
+ [ (@G o



APPENDIX

H*® smoothing of the Boltzmann
and Kac equations

We follow the strategy as in our proof of Gevrey regularity, with several simplifications.
Of course, we do not assume that fq is square integrable! We have

Theorem B.1 (H* smoothing for the homogeneous Boltzmann and Kac equation).
Assume that the cross-section b satisfies (B1)-(B3) for d > 2, respectively (K1)-(K3) for
d = 1. Let | be a weak solution of the Cauchy problem (1.2) with initial datum satisfying
conditions (1.23). Then

f(t,) e H*R?) (B.1)
forallt > 0.

The proof is known, at least for the three dimensional Boltzmann equation see
[ ], we give a proof for the convenience of the reader.

Remark. Theorem B.1 applies both to the power-law type (1.18) and Debye-Yukawa
type (1.19) singularities. For simplicity, we only do the proof for power-law singularities
here. The proof for the latter type of singularities is completely analogous. ¢

Again, one has to use suitable time-dependent Fourier multipliers. Note that for
fo € LY(R?) one has
||f0||H—7(Rd) < Cd,y”fO”Ll(Rd)

1/2
with Cy,, = (./Rd @)™ dn) which is finite for all y > d/2. We choose y = d, for

convenience, and

Ma(t,m) := ()~ %P5 1, (1)
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as a multiplier. Then

sup ||MA(O,Dv)fo||L2(Rd) = |Mx (0, ‘)fOHLZ(Rd) = ||f0||H—d(Rd) < Cd,d”]rO”Ll(Rd)
A>0

The proof of Proposition A.1 carries over and we have

%”MA(t’D’U)f(t’ )HEZ(Rd) - %‘/o <f(T’ ')’ (BTMIZ\(T> DTJ)) f(T’ )> dT (B )
2

1 t
= SIMACD)AI oy + [ QU M. Do) () i
and as in the proof of Corollary 3.2, we have

QUML) = QU MA ) MAS) + (MAQ(f, [) = QUf . MAf ). MAf)

- (B-3)
< —CrllMpfllzp + CRLlIlMAf N7, + (MAQ(f . f) = QU . MAf ). Maf)
The replacement of Proposition 3.5 is
Proposition B.2. The commutation error is bounded by
_ d Pt
KMAQf, ) = QUf s MAS ), MAf)] < (1 + 29 Dey 4l f NI (5 + '872&/2) IMAS L2,
(B.4)

with the constant cj, 4 from Lemma 3.14.

Remark. Of course, for any weak solution f of the Boltzmann and Kac equations,

ANz = 0@l = 11 follzs

The fact that the commutator is bounded in terms of the L? norm of My f makes the
proof of H* smoothing for the Boltzmann and Kac equations much simpler than the
proof of Gevrey regularity. ¢

Proof. As in the proof of Proposition 3.5, Bobylev’s formula shows
KMAQ(S. ) = QU MAf). MA )
l ) A A _ A +
< [, [ o (% o) sonianfornfor
X |Ma(t.n) = Ma(t.7™)| do dn

Wi [, [ b (%) onfanfor
X |MA(t’ 77) - MA(t’ T]+)| dO’ d77

(B.s)
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where, as before, n* = %(77 + |n|o). To bound |[Ma(n) — Ma(n7)|, we let s := || and

2
st = |n*|. Recall that [7|* = %(1 + L o) and

+ +12
1
AR UM

n
1 -~ |l1-L .o
s |2 2( n] )

Again, because of the support condition on the collision kernel b(cos @), we have
3 < st <5 Set M(s) == (1+ s)‘d/ze%l"g(“s). Then, for || < A,

MA(n) = Ma(™) = M (s) = M(s™)
— (1 + S)—d/Ze%log(l+S) _ (1 + S+)—d/2€%log(1+5+)
— (1 + 5)—11/2 (e%log(lﬂ) _ e%log(lﬂ*))

d)2 d/2\ Bl log(145* (B.6)
+ ((l +5) 2 1+ )67 og(l+s™)

Since s < 2s*, we have (1 +s7)7! < 2(1 +5)7!. Hence

(157402 = (14 57002 = %/ (1+ 7)1 dr < %(1 T e (!

+
<d(1+ 5+)_d/2(1 - S—)
s
In addition, log(1 + s) < log(2(1 + s*)) = log2 + log(1 + s™). So

<ﬁ/SLe€zlog(l+r)dr
-2 oF 1+7

< &Le%bg(lﬂ)(l _ i) < ﬁtz%e%h’g(lﬂ*)(l - i)

T2 1+t s/ s
Also log(1 +s) < log(2(1 + s%)) = log2 + log(1 + s*). These bounds together with
(B.6) show

6‘% log(1+s) _ 6‘% log(1+s")

|M _ + -2 _ﬂ +
A = MAGr] < (d+ B2 ) (1= T | Mar)

for all || < A. Since the integration in (B.5) is only over || < A, plugging this
together with || f ||z < || f]|z1 into (B.5) yields

KMAQ(f, f) = QUf s MAf), MAS)

wulees)L L o(o) -5

x MAGDL ()| MaG I f )| dor dy.

Noting again

MAGLf Ol MA@ f )] < 5 (MaIF I + a1 IR

and performing the same change of variables for the integral containing n* as in the
proof of Lemma 3.6 finishes the proof of equation (B.4). ]
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Now we can finish the

Proof of Theorem B.1. Using (B.2), (B.3), Proposition B.2, and
O Mn(r, ) = 2 log(n) Ma(r.n)?
one sees

t
IMA(e, Do) f (2,172 < Ifoll7, +2Cfo/0 IMA (7, Do) f (. )lI7, d

+ /O t (M. Df (7.0), (Blog(Du) = 2C (Do) ) Ma(x. Do) (r.1)) dr

t(d .
+(1+2d_1)%”f0”L1/O (5 + %zﬁz) |MA(, Do) f (.17

Setting

A(B,7) := sup (ﬁ log(n) - 26ﬁ;<77>zv) +2C,

neRd
3 d T pr
P (1420 1>cb,d||fo||u( LSS )

2 2
2v 4V %

the above can be bounded by

#2041+ 2 eyl (5 + B2

IMA(t, Do) f (2,172 < Ml foll}-a +/o AB, DIMA(T, Do) f (7,17, d7

and from Gronwall’s lemma we get

1MAe. Do) f (2,112 < 1ol exp ( /0 A(B,T)df) .

Letting A — oo one sees

13
1 &2 s = 1Moot Do) f (2,172 < 11 foll7, g exp (/0 A(ﬂ,T)dT) :
that is, £(z,-) € HP*4(R?). Now let B — oo to see that f(t,-) € H®(R?) for any
t>0. ]

yid
Remark. Setting 8 = d, one sees that ||/ (z, Merwey St~ ", so the H” norms, in
particular the L? norm, of f(z, ) blow up at most polynomially as t — 0. ¢



APPENDIX

The Kolmogorov-Landau
inequality

In this section we give a short proof of

Lemma C.1 (Kolmogorov-Landau inequality on the unit interval). Let m > 2 be an
integer. There exists a constant C,, > 0 such that for all w € W"*([0, 1]),

l@|lz=(0.1])

—k _
iy +u" Rl ooy |, R=1...,m—1,

||w(k)||L°°([o,1]) < Cp

forall0 <u < 1.

The following argument is in part borrowed from R. A. DEVore and G. G.
LoreNTZ’s book [ , PP-37-39]-

Proof. Since w € W"([0, 1]), it has absolutely continuous derivatives of order up to
m — 1 and essentially bounded 7" derivative.
Let x € [0, %] and 4 € [0, %] Then, by Taylor’s theorem,

m=1 7
w(x +h) = w(x)+ Z %w(j)(x) + R, (x, h)
=t 7

with the remainder R,,(x, h) = oh (}(l;;_)yln)zl @) (x + t)dt, which can be bounded by

(h _ t)m—l q hm

“rr &= e e

h
Ry, b)) < 9 oo /0

109




110 APPENDIX C. THE KOLMOGOROV-LANDAU INEQUALITY

Choosing m — 1 real numbers 0 < Ay < A3 < -+ < Ady—1 < 1 we obtain for
h € [0, 1] the system of equations

m—1 ] )
Z /lﬁﬁfw(])(x) =w(x + A;h) — w(x) — Ry(x,Ah) fors=1,---,m—1. (C.a)
< !

Setting
A1 Aot hw'(x)
2 m—1 h* 1
Ay 3 A 5w (x)
V= L owx) = : ,
An-1 A3, ] (fnm—ill)!w(m_l)(x)
w(x + A1h) —w(x) — R,,(x, 11h)
w(x + A2h) —w(x) — R,,(x, 1h)
b(x) = . ,
w(x + /lm—lh) —w(x) = Ri(x, /lm—lh)

we have V'w(x) = b(x). Since the Vandermonde determinant
m—1
deV=[]a [] u-ap=o
i=1 1<j<l<m-1

V is invertible and we obtain w(x) = V ~!b(x) and therefore

h* _
|Fw(k)(x) < Wl < IV=HHIBCO I, (C.2)
where || - || is any norm on R™1, respectively the induced operator norm on the space

of (m — 1) x (m — 1) real matrices. Choosing for concreteness the /! norm on R”"1,
we have

m—1

IbCo)ll = Z |lw(x + Ash) = w(x) = Rpn(x, A:h))|

s=1

hm
<(m-1) (2||w||L°°([O,1]) + ;Hw(m)lhw([o,n)) .

While for our application the size of ||V ~!|| is of no importance, one can even explicitly
calculate it: The inverse of the Vandermonde matrix V' is explicitly known (see for
instance [ D,

B

g
v = (=1)*! m-l-a . a.B=1,....m—1,
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where 0' ,i,j =1,...,m — 2is the i elementary symmetric function in the (7 — 2)
Varlables /11,. . /l]_1, Ajsts s Am—1s
] _ .
o, = Z Ay Ay, oy =1
1<vi<---<v;<m-1
VipeoVi#]
By means of the identity (Lemma 1 in [ 1)
m=2 = m-1
] _
o, = [(1+4,),
1=0 v=1
v#]

which holds since the A, are all positive, we get

m—1
1<Bom—1 Z ’(V_1)“5

IV

1<ﬂ<m 1/1ﬁ Hv#:,BM' —/lﬂl Z Tm-1-a

1—[ 1+,
1<B<m 1/1ﬁ |/l —/lﬁl
vi,B

Going back to inequality (C.2), we have so far proved that

hk L . hm
o] < 6n - v (2||w||L°°([o,1]) + W||w<m>||m[o,m),

which yields

k!
[ ® )| < (n - DIV 1||( N lz=qon + h™ k—||w<'”>||mom)
(C3)
< (m-1)|IV- 1||( Nellqony + A7l >||Lw<ou>)

For x € [3,1] the same calculations with / replaced by —A proves inequality (C.3)
in this case as well, so

[l NMisqoapy < (m = DIV ( Nl ||ze(joy) + 4™ kllw(m)lle(ou)) (Cy)

for all & € [0, %] Taking an arbitrary # € [0, 1], inequality (C.4) implies, with
h=4%¢€l03],

_ 1 _
e ® (o) < 27 mi(m - DIV (;”w”L""([OJ]) +u” k||w(m)||L°°([o,1]))’

which is the claimed inequality with

1797 1+2
Cp =2"m! DIV = 2" mi(m -1 — - C
= 2"mlm = DIV = 2" mim >1<rﬂn<imﬁﬂuv_ﬂ| (Cs)
v#:,B
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Remark. The constant C,, in equality (C.5) is far from optimal, but can be made small
by minimising in the choice of the points 0 < A; < -+ < 4,,-1 < 1, suggesting that
the optimal constant might be obtained by methods from approximation theory.

Indeed, by a more refined argument making use of numerical differentiation for-
mulas, the minimisers of the associated multiplicative Kolmogorov-Landau inequality,
1.e., extremisers of

My (o) := sup {||w(k)||L°°([o,1]) cw € W0, 1)), lwllzoqoip < L llw™ llz=(o1)) < U}

are explicitly known (at least for a wide range of parameters m € N and o0 > 0).
The optimal Kolmogorov-Landau constants in these cases are given by the end-point
values of certain Chebyshev type perfect splines. We refer to the papers by A. Pinkus
[ ] and S. KARLIN [ ], as well as the recent article by A. SHADRIN [ ] and
references therein. ¢



APPENDIX

Properties of the function spaces
oH

We prove a precise correspondence between the decay in Fourier space and the growth
rate of derivatives of functions in of*.

Theorem D.1. Let u > 0. Then
+1
dt®RY) = | | (T8 . [2(RD))
o |

Invoking a classic theorem by Denjoy and Carleman (see, for instance, [ ,
, ]) one can show that the classes 4 for ¢ > 0 are not quasi-analytic, that
is, they contain non-vanishing 6% functions of arbitrarily small support.

+1
Proof. Let u > 0 be fixed and assume first that ||eT(l°g<D )" flz2 < oo for some 7 > 0.
Leta € Ng with |a| = 7 for some 7 € Ny. Then

10°F1, = [ Weminy Fapl dn < e [ I f de
— 2n a 2n-1 d
2n(2r) ‘/o " vi({(n) > t}) dt

where we introduced the (finite) measure v(dn) = |];(77)|2 dn. Since () > 1 for all
n € R, one has

Vi) > 1) = vy ®Y) = || [}ypa, fore < 1.

For t > 1 we estimate

) > o) < e [ty g
— e—ZT(logt)‘”1 er(log<D>)u+1f 2 ’
12(R4)
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27(log t)#*1

sincel <t e is increasing. It follows that

107 F 12, < @Rl f 12,

o0 D.
er(1<>g<D>)““f2 / pn=1,=2r(log)*t 4 (D)

+ 2n(2n)*" L2(gd)
1

To extract the required growth in 7 from the latter integral, we essentially apply
Laplace’s method. Indeed, substituting the logarithm and rescaling suitably yields

/OO p2n=1g-2r(log )"+t g _ (z)l/“ '/Oo e A (D.2)
1 O

T

The function 4 : (0,00) — R, h(t) = t — t**! is strictly concave and attains its
maximum at £, = (u + 1)"/#. If u > 1, h” is negative and decreasing, so by Taylor’s
theorem we can bound

h"(t*)
2

and obtain with A(t,) = pu(u + )"V h(e) = —p(u + 1)YH,

A\ [ ey,
(_) / eZT Hp TR (=Pt dr
T 0

AN VPR B D.
s(;) ((u+1)”‘+ﬁ(#+l) n u) (D.3)

X exp (27_1/";4(;1 + 1)_(1+1/’“‘)n1+1/“) .

h(t) < h(t.) +

(t - t*)z]l{t>t*}

Therefore, inserting the obtained bound into (D.1), there exist constants C > 0 and
b > 0, depending on 7 and y, such that

”aaf”LZ < C|0|+1eb|“|l+w forall a € Ng. (D.4)

For u € (0,1) the global bound (D.2) does not hold, but, as in the proof of Laplace’s
method for the asymptotics of integrals, one can find a suitable 6 > 0 such that the
bound (D.2) holds on [z, — 8, t. + 6] and the contribution to the integral outside of
this interval is of much smaller order. So the right hand side of (D.3) still provides an
upper bound modulo lower order terms and we conclude (D.4) also in this case.

For the converse assume that (D.4) holds. We want to show that there exists a
7 > 0 such that e7(log(P)""! f € LA(R%). Using that

()
2rlog(m)i™ — g 4 / 27(u + 1)t '(log t)“eZT(lOgt)#+1 dr
1

one obtains

2
7(log(D))*+!
¢ f L2(RY)

= 1/ 172 * /1 27 + 1)e " log )X 8y () > 1)) de.

(D-5)
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Next we estimate for ¢ > 1 and any 7 € N, since |7]> > t2 — 1 on {(n) > t},
120 £)2
(> 1) < e [ P I an
By the multinomial theorem, we have (in the standard multi-index notation)

" = (i nf)n = > (Z) n™.

=1 aeNg:Ial:n

SO

1 a
vi{{n) >t} < m ( )/ ‘(27“77) f(’?)’ dn

1 (07
= —(27r)27l(t2 _ 1)71 |Z|_: ( )“a f”LZ(Rd)

< dnC2n+2 1 eanHl/“
T oQ@ryr (121

by assumption. Since this holds for any 7 € No, we even have

vi({(n) >t} <exp [nigkfio (2n log A — nlog(t? = 1) + 2]9”1+1/u)}

2 inf |bn™VH — nlog et
A

= €X
p n€Np

. . n+1
where for notational convenience we set A = Cz_ﬂxﬂ If Vi2 -1 < A, then the

infimum in the above exponent is just zero, so v({(n) > t}) < 1 in this case. If,
however, V2 — 1 > A, we get

Vi2 -1

t2 -1
A

n€Np

inf (lml“/’J —nlog ) < bnMH —n, log

u
where 7, = [(% #‘frl log ~ ;_1) J, and | ] denotes the greatest integer smaller or equal

to a € R. Obviously,

u
1 u t2-1
*S 7 1 < *+1>
( s Y2 ) ]

so we get the bound

inf (19711“/’J —nlog

neNp
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In particular, there exists 7, > 1 and 8 > 0 such that for ¢ > T, one has

VT
A

inf (bn“l/” - nlog < —B(logt)"*1.

n€Ng
This shows,

v({(n) > £)) < e Plostr™!

for large enough ¢, and choosing 7 < B/2 in (D.5) we get the finiteness of
erllog (D))"

I2RY)
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Part 11

The Kac Model






CHAPTER

Introduction

Among the models describing a gas of interacting particles, the Kac master equation
[ ], due to its simplicity, occupies a special place. It is useful in illuminating
various issues in kinetic theory, e.g., providing a reasonably satisfactory derivation
of the spatially homogeneous Boltzmann equation and giving a mathematical frame-
work for investigating the approach to equilibrium. These issues were, in fact, the
motivation for Kac’s original work [ ]. Although it does not have a foundation
in Hamiltonian mechanics, the Kac master equation is based on simple probabilistic
principles and yields a linear evolution equation for the velocity distribution for N
particles undergoing collisions.

The Kac master equation

Assume for simplicity that the gas is homogeneous and consists of N identical particles!
with one-dimensional velocities. We will denote the velocity vector of the ensemble of
particles by v = (v4,...,on) € RN,

The “collisions” in Kac’s model are described by the following rule:

(1) Pick a pair of distinct indices (z,7) in {1,..., N} uniformly at random. The
particles with labels 7 and ; are declared as the particles that will collide.

(2) Randomly pick an angle 8 € [, 7) (the “scattering angle”) according to a
probability distribution dp(6) on [-x, 7).

(3) Update the velocities of the two colliding particles by the rotation

v; v:(0) _[cos@ —smb) (v
V; ~ ’U;»((@) " \sin@ cosf vj] "

twhose mass 72 we set to 72 = 2 for convenience.
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Since the collisions are just rotations in a two-dimensional plane, the total kinetic
energy

N
E=Y)=vf
1=1

is conserved.? Thus, the above collision rule generates a random walk on the energy
sphere SN"(VE) (Kac sphere). Assuming that each particle carries a unit energy, we
canset £ = N.

If the interaction times, i.e., the points in time where a collision occurs, are chosen
according to a Poisson process with intensity 4 > 0, we obtain a continuous-time
Markov process with master equation (Kac master equation)

d
EFN(L‘;’U) = -FNFn(t;v) = AN (Qn - 1) Fn(t;v) (6.1)
for the probability distribution Fx of the velocities, with initial probability distribution

Fn(0;-) = Fn o, where

(QNFN)(t;v)=(% > L Fn(t;01,..,27(0), ..., 01(6), ..., o) dp(6).

2) 1<i<j<N

It is easy to see that if dp(6) is a symmetric probability measure, dp(6) = dp(-6),
then Qy is a self-adjoint operator on L2(SN~1(VN),do ™). Here, do™ denotes the
uniform probability measure on SN ~!(VN). Moreover, one can show that 0 < Qn < 1
and

QNF =F ifandonlyif F =1,

that is, Qn and e"?N* are ergodic. As a direct consequence of the spectral theorem, we

have convergence to equilibrium in L2(SN~'(VN)).

Lemma 6.1 (Approach to equilibrium in L2). Assume that Fy is a probability distribu-
tion on SNV VN) with Fy € L2(SN-YVN), do ™). Then

lle™N Fo = 1], — 0
ast — oo,

For a proof of this lemma, we refer to [ ], from which most of the material
for this short introduction is taken.

It is in this context that Kac invented the notion of propagation of chaos and he used
it to derive the spatially homogeneous, nonlinear Kac-Boltzmann equation.

3

2Momentum cannot be conserved in this simple model, otherwise the only admissible “collisions”
would be particles going through each other or exchanging their velocities.
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Recall that for a Borel probability measure v on S¥~!(VN), the k™ marginal
measure v, 1 < k < N, is the unique measure such that
(v )(A) = v ({(v1,...,v) € A})
for all A € B(R*), the Borel o -algebra on R*.
Definition 6.2 (Chaos (Boltzmann property)). Let u be a Borel probability measure

on R. A sequence of probability measures {un }n ey on SN"1(VN) is called p-chaotic,
if

(1) un is symmetric under permutations for any N € N, and

(i) for every k € N, the k™ marginal measure 7, un converges to u®* weakly in
the sense of measures as N — oo, that is,

/ (01, ... o) dlmppin (@) — / (@1 . o) duo1) - dpa(oy)

forany ¢ € By(RF) as N — oo.

In a way, chaoticity measures how independent the velocities (viewed as random
variables on SN~!(VN)) of a fixed number of particles become in the limit N — co.
The following theorem gives the connection between the Kac master equation and the
Kac-Boltzmann equation.

Theorem 6.3 (Propagation of Chaos, Kac [ D). Let {Fnodo™M}yyen be an
fo(v) dv-chaotic sequence, and let Fx (t) be the solution of the Kac master equation (6.1),

Fx(t) = NQVDEEy

for some t > 0.3 Then {Fn(t)doN}yay is an f(t,v) dv-chaotic sequence, where f is
a solution of the Kac-Boltzmann equation

o f =2 / dp(6) /R [f (1.0 O)f (1w (0)) — £ (1. 0)f ()] dw
with initial datum f(0,-) = fo.

The approach through master equations also led Kac to formulate the notion of
approach to equilibrium and suggested various avenues to investigate this problem as
the number of particles, N, becomes large. He emphasised that this could be done in a
quantitative way if one could show, e.g., that the gap of the generator,

Ay =inf{{(F,N(I = QnN)F) : [IF|2=1F L1}

is bounded below uniformly in N .4

This, known as Kac’s conjecture [ ], was proved by FLISE JANVRESSE in [ ]
and, as a further sign of the simplicity of the model, the gap was computed explicitly
in[ , ], see also [ ]

3We set A = 1 for simplicity.
+Where (F, G) denotes the inner product on LA(SN-1(VN),do )y,
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Theorem 6.4 (CARLEN-CARVALHO-LOSS [ , D. Letdp(8) = % dé. Then

1N +2

NTON-T

and the gap eigenfunction (unique up to a multiplicative constant) is given by

N
3N
— 4 _
j=

One of the problems in using the gap is that the approach to equilibrium is
measured in terms of an L? distance. While this does seem to be a natural way to look
at this problem, the size of the L? norm of approximately independent probability
distributions increases exponentially with the size of the system. Thus, the half life of
the L? norm is of order N.

A natural measure is, of course, given by the entropy, which is extensive, i.e,
proportional to N. Let F be a probability distribution on S¥~'(VN). Then the
relative entropy of F with respect to the uniform probability measure doN) on the
Kac sphere is defined by?

H(F|doW™)y .= / F(v)log F(v)do™.
N)

SN-1(VN

There has not been much success in proving exponential decay of the entropy with
good rates. In [ ] Cépric ViLLant showed that the entropy decays exponentially,

albeit with a rate that is bounded below by a quantity that is inversely proportional to
N.

Theorem 6.5 (Entropy decay, ViLLant [ 1). Let Fy be a probability density on
SN-YVN) with finite relative entropy H (Fy| do™)). Then the solution Fx(t,-) of the

Kac master equation (6.1) with initial datum Fy satisfies the entropy inequality
H(Fy(t, )| do™)) < & %18 H (Fo| do™).

This estimate was complemented by Amrt Emnav [ ], who gave an example of
a state that has entropy production essentially of order 1/N. His example is the initial
state in which most of the energy is concentrated in a few particles while most of the
others have very little energy. One might surmise, based on physical intuition, that
this state is physically very improbable and still has low entropy production because
most of the particles are in some sort of equilibrium. This intuition can be made
rigorous, see [ ], although by a quite difficult computation. One should add that
low entropy production does not preclude exponential decay in entropy, i.e., large
entropy production for the initial state might not be necessary for an exponential decay
rate for the entropy.

Srecall from Part I that this is again the negative of the physical entropy with respect to do\),
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A breakthrough was achieved by StépHANE MiscHLER and CLEMENT MOUHOT in
[ , ]. They undertook a general investigation of the Kac program for gases
of hard spheres and true Maxwellian molecules in three dimensions. Among the results
of Mischler and Mouhot is a proof that these systems relax towards equilibrium in
relative entropy as well as in Wasserstein distance with a rate that is independent of the
particle number. As expected, they achieve this not for any initial condition, but rather
for a natural class of chaotic states. The rate of relaxation is, however, polynomial in
time.

To summarise, there is so far no mathematical evidence that the entropy in the
Kac model in general decays exponentially with a rate that is independent of N and
physical intuition suggests that for highly “improbable” states, such as the one used
by Einav, this cannot be expected. One can restrict the class of initial conditions by
considering chaotic states as done by Mischler and Mouhot, which shifts the problem
of finding suitable initial conditions for proving exponential decay to the level of the
non-linear Boltzmann equation.






CHAPTER

Entropy decay for the Kac
evolution

We take a different approach here, one which is based on the idea of coupling a system
of particles to a reservoir. Recall from [ ] the master equation of M particles with
velocities v = (v1, V2, . . ., Vi) interacting with a thermostat at temperature 1/,

0
Vot f0.0= fo). 79

The operator &7 is given by

M
ng:/JZ(Bj_I)fv

j=1
where
. — i s ﬁ —ﬁw”f(e)z/z ‘
B;[f1(v) .—'/Rdw o [ﬂ dgﬂzﬂe i f (@6, w)),
v;(0,w) = (v1,...,vjcos(8) + wsin(),...,vy) and

'w]*(H) = —v;sin(0) + w cos (0) .

Thus, B;[f] describes the effect of a collision between particle ; in the system and
a particle in the reservoir. After the collision, the particle from the thermostat is
discarded, which ensures that the thermostat stays in equilibrium. The interaction
times with the thermostat are given by a Poisson process whose intensity y is chosen
so that the average time between two successive interactions of a given particle with the
thermostat is independent of the number of particles in the system. Then the entropy
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decays exponentially fast. In fact, abbreviating 1/%e_§”2 = I'g(v), we know from
[ ], that

S(f(e)) = ‘/RM f(v,t)log (?;i;t))) dv < e H128(fy) .

Thus, one might guess that if a “small" system of M particles out of equilibrium interacts
with a reservoir, that is a large system of N > M particles in thermal equilibrium,
then the entropy decays exponentially fast in time. This intuition is also supported
by the results in [ ]. There it was shown that if the thermostat is replaced by
a large but finite reservoir initially in thermal equilibrium, this evolution is close to
the evolution given by the thermostat. This results holds in various norms and, in
particular, it is #niform in time. We would like to emphasise that the reservoir will not
stay in thermal equilibrium as time progresses, nevertheless it will not veer far from it.

Since this is the model that we consider in this work, we will now describe it in
detail. We consider probability distributions F : RM*N — R, and write F (v, w)
where v = (vy,...,v)) describes the particles in the small system, whereas w =
(War+1s - - - » wN+ur) describes the particles in the large system. The Kac master equation
is given by

oF

-7 = ZF . F(0.w.0) = Fov,w) = folw)eT el (7.2)

where

/15 AR
< = (Rl']'—])+ (Rl']‘—l)
M-1 1si<zj:sM N-1 M<i<]Zs:N+M

M M+N (73)

tr 2, D) (Ry=1) .

1=1 j=M+1
and R;; is given as follows. For 1 <7 < j < M we have
U

(R F)(v,w) = / p(6)d0 F(ri:(0) (0, )

where
rl-j(O)_l(v,w) = (v1,...,V; cos 0 — v; sinf,...,v;sinf + vj cos 0, .. UMW) .
(7-4)

The other R;;s are defined analogously. We assume that the probability measure p is
smooth and satisfies

/ 0(0)dO sinBcosf =0. (7.5)

U

In particular, we do 7ot require £ to be self-adjoint on L2(RN*M), a condition called
microscopic reversibiliry. The initial state of the reservoir is assumed to be a thermal
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equilibrium state and we have chosen units in which the inverse temperature 8 = 27.
Note that Ag is the rate at which one particle from the system will scatter with any
other particle in the system and similarly for Ag. Likewise, u is the rate at which a
single particle of the system will scatter with any particle in the reservoir. The rate at
which a particular particle from the reservoir will scatter with a particle in the system
is given by uM /N . Hence, when N is large compared to M this process is suppressed
and one expects that the reservoir does not move far from its equilibrium. Indeed, it
is shown in [ ] that the solution of the master equation (7.3) stays close to the
solution of a thermostated system in the Gabetta-Toscani-Wennberg metric,

F(k)- G(k
dorw(F,G) = sup L= FEN.
k#0 |/€|

see [ ]. Here, F denotes the Fourier transform of F. More precisely, with the
initial conditions of (7.1) and (7.2), it was shown that

2 M
derw(f (0, )™V F(v,w,1)) < C(fo)ﬁ ,

where C(fo) is a constant that depends on the initial condition but is of order one. The
distance varies inversely as N, the size of the reservoir and, moreover, this estimate
holds uniformly in time. For a detailed description of the results we refer the reader to
[ ]. From this result and the fact that the entropy of the system interacting with
a thermostat decays exponentially in time, one might surmise that the entropy of the
system interacting with a finite reservoir also decays exponentially fast in time. In fact
we shall show this to be true if we consider the entropy relative to the thermal state.

7.1 Results

For the solution of the master equation (7.2) we use interchangeably the notation
F(v,@,1) = (7" Fo)(v, ). (7.6)

This evolution preserves the energy, hence it suffices to consider it on the space
LY SN*M=1(+/N + M)) with the normalised surface measure. Likewise, it is easy to
see that the evolution is ergodic on SN*M=1(v/N + M) in the sense that eZ* Fy — 1 as
t — oo and 1 is the only normalised equilibrium state.

For our purposes it is convenient to consider the evolution in L!(RY*N)) equipped
with Lebesgue measure. Then e?* Fy converges to the spherical average of Fy taken
over spheres in RM*N _ In this space we choose the initial condition

Fo(v,w) = fo(v)e™®F, (7.7)

with a probability distribution fo on R”. Moreover, we introduce the function £,

f(v,t):= ./RN [e?! Fo| (v, ) dw, (7.8)
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and we call

o= [ flo.niog (M) v

e—7T|’U|2

-|v|?

the entropy of f relative to the thermal state e . Our main result is the following

theorem.

Theorem 7.1. Let N > M and let p be a probability distribution with an absolutely
convergent Fourier series such that (7.5) holds. The entropy of f relative to the thermal

2 .
state e 1P then satisfies

M N

—tp,(N+M)/N
N+ N+Me $(fo)

S(f(’t)) < [

where

wo = [ p0)d0 sin'@).

and fqy is as introduced in (7.7).

Remark. (1) Note that the theorem deals with the entropy relative to the thermal
state and not with respect to the equilibrium state. The entropy relative to the
equilibrium state tends to zero as ¢ — co. We do not know how to adapt our
proof to this situation nor do we have any evidence that it does indeed tend to
zero at an exponential rate. If this were the case, the rate would most likely
depend on the initial condition.

(i) The decay rate is universal in the sense that it only depends on u and the
distribution p. The intra-particle interactions in the system and in the reservoir
do not seem to matter.

(i1) The statement of the theorem becomes particularly simple as N — co. This
corresponds to the thermostat problem treated in [ ] with the exact same
decay rate. It is known that for the thermostat the decay rate is optimal, see
[ ], and hence the decay rate here is optimal as well.

(iv) Although we assume that p is smooth, our result also holds for the case where p
is a finite sum of Dirac measures. In particular Theorem 7.1 also holds if p is a
delta measure that has its mass at the angles 8 = +7/2, that is, our result does
not depend on ergodicity of the evolution.

¢

As a consequence of Remark (ii), one obtains a result for the standard Kac model.
Recall that the generator of the standard Kac model is given by

2
L= T (Rij=1).
N +M -1 1si<j§N+M
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We may arbitrarily split the variables into two groups (v1, . . ., vyr) and (W41, - - -, WM +N)-
Splitting the generator accordingly,

2
For = > Rij-Dr—— D> Ry-1)
N+M_ 1<i<j<M N+M_1M+1<i<j<N+M
M N+M
N+M—1Z Z Rij = D).
i=1 j=M+1

we see that the standard Kac model can be cast in the from (7.3) by setting

CaAM-1) _2N-» N
TN+M-1 BTN M E T NI Mo

Hence, we obtain the following Corollary:

Corollary 7.2. Let N > M and consider the time evolution defined by £ with initial
condition (7.7). Assume that the function fo in the initial condition has finite entropy.
The entropy of the function

f(o.t) = /R [ (@) dw

. _ 2 .
relative to the thermal state e °1, satisfies

M N N
N+M N+M

AN TN AH=D| §( ),

S(f.0) <

where

Uy = / p(0)do sin’(6)
and p s a probabilivy distribution such that (7.5) holds.

On a mathematical level, an efficient way of proving approach to equilibrium is
through a logarithmic Sobolev inequality, which presupposes that the generator of the
time evolution is given by a Dirichlet form. This kind of structure is notably absent in
the Kac master equation. We shall see however, that the logarithmic Sobolev inequality
in the form of Nelson’s hypercontractive estimate is an important tool for the proof of
Theorem 7.1. We will use an iterated version of it, which expresses the result in terms
of marginals of the functions involved. This, coupled with an auxiliary computation
and a sharp version of the Brascamp-Lieb inequalities [ ] (see also [ 1) will
lead to the result.

In our opinion, the main result of this chapter is the description of a simple
mechanism for obtaining exponential relaxation towards equilibrium. One can extend
the results to three dimensional momentum preserving collisions, however, so far only
for a caricature of Maxwellian molecules. To carry this method over to the case of hard
spheres and for true Maxwellian molecules is an open problem.
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In Section 7.2 we derive a representation formula for the Kac evolution e** which
is reminiscent of the Ornstein-Uhlenbeck process. This allows us to prove an entropy
inequality based upon Nelson’s hypercontractive estimate in Section 7.3. In Section 7.4
we show how the sharp version of the geometric Brascamp-Lieb inequality leads to a
correlation inequality for the entropy involving marginals, which in turn proves our
main entropy inequality. The fact that our Brascamp-Lieb datum is geometric relies on
a sum rule which will be proved in Section 7.5. A short proof of the geometric form
of the Brascamp-Lieb inequalities is deferred to Appendix E. In Chapter 8 we show
how our method can be applied to three-dimensional Maxwellian collisions with a very
simple angular dependence.

7.2 The representation formula

The aim of this section is to rewrite (7.6), that is e** Fy, in a way which is reminiscent
of the Ornstein-Uhlenbeck process. This representation will naturally lead to the next
step in the proof of Theorem 7.1, namely the entropy inequality that will be presented
in Theorem 7.5.

It 1s convenient to write
M N
£=MQ~1), where A = /IS?"'/lR? + uM,

and the operator Q is a convex combination of R;;s, given by

o 2, D, A
Q=—15 Ry+ —F o+ Ry,
AM-1) 1<i<j<M AN -1) M<i<jsN+M AN i=1 ]
Le., Q is an average over rotation operators. The right-hand side of (7.6) can be written
as
Lk Ak
_ t®A
(e Fo)(w.w) = ¢ )] TQkFo(‘v,w), (7:9)
k=0
where
QkFO(v’ w)

k

-1
[ rm(ezﬂ (v.w)

I=1

= Z Aoy Agy /[ " p(01)db; - - - p(6;)d6y Fo

(7.10)
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Here, @ labels pairs of particles, that is, @ = (7,7), 1 <2 <] < M + N, r,(0) is
defined in (7.4) and A, is given by the rotation corresponding to the index @, that s,

As : o
A(i,j)=m f1<i<j<M,
AR . .
A(iﬁj):ﬁ f1<i<M, M+1<]<M+N.

Note that the sum over all pairs },, 1, = 1.

For our purpose, it is convenient to write the function fo, introduced in (7.7), as
fo(v) = ho(v)e™ oI, Since the Gaussian function is invariant under rotations, (7.9)
takes the form

®© _kAk
(eghFo)(v,w) — e—ﬂ(|’0|2+|w|2)e—Az Z %Qk (hO ° P) (v, ).
k=0

We introduce the projection P : RN** — R by P(v,w) = v, as a reminder that the
semigroup e”* acts on functions that depend on v as well as w. If we write

f.t)=e" ho,1),

then (7.8) can be written as

(59

tkAk
h(v,t) =e ™M Z Thk(v)’
k=0 )

where the functions /4, are given by
hy(v) = /RN Q* (hy o P) (v, w)e™*F dao .
Likewise, the entropy of f is expressed as
S(f (1)) = /R , h(v,t)log h(v, t)e ™1 dv =: S(h(- 1))

Expanding the function Q¥ (Ao o P)(v, w), we find that

hie)= 3 Ao da [ o040 000
_’ak -,

Lo

k

-1
[ rmwz)] (v,w)) el dw, (7.1)

I=1
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where, as before, see (7.10), 7,(6) rotates the plane given by the index pair @ by an
angle 6 while keeping the other directions fixed. Since P(v, w) = v, it is natural to

write
-1

k
A2 (Ak(@0) Bi(a,0)
1@ = (CieD D)

where Ay, € RMM isan M x M matrix, B, € RM*N C, e RNVM and D, € RNVXN,

Further, @ = (ay,...,a;) and 6 = (04,...,0;). This notation allows us to rewrite
(7.11) as
B = 3 Aayda [ p@) 0 pl0)
-,

at,...,ap

X / ho (A/e(g,Q)fu + Bk(g,g)w) 1o 4oy
RN

Note that, by the definition of rotations,
Ar@ A} (@.0) + Byl 0)By (@, 0) = Ly . (7.12)

Lemma 7.3. Let A € R"M and B € RM*N be matrices that satisfy AAT + BBT = I.
Then

./ h(Av + Bw)e ™" dw = / h (Afu + Uy - AAT)l/zu) e dy
RN RM

for any integrable function h.

Proof. Denote the range of B by H ¢ RM and its kernel by K ¢ RN. We may write

h(Av + Bw)e ™®" dow = / h(Av + Bu)e ™ P W dyydy’

RN K JK+

= h(Av + Bu)e ™ du .
Kl

The symmetric map BBT : RY — RM has H as its range and H*, that is the
orthogonal complement of H in R¥, as its kernel. Indeed, suppose that there exists
x € RM with BBTx = 0, then BT x = 0, i.e., x € KerB? or x is perpendicular to H.
Hence, the map BBT : H — H is invertible. Define the linear map R : RN — H by

R = (BBT)_MB

and note that RRT = Ij; while RT R projects the space K* orthogonally onto H.
Since K+ and H have the same dimension, it follows that R” restricted to H defines
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an isometry between H and K*. Hence,
1/2
/ h(Av + Bu)e """ du =/ h (Av + (BBT) Ru) e gy
K+ K+

1/2
:/ h(Av+(BBT) RRTu) e TR Ul gy,
H

= /H h (Av + (BBT)U2 u) eI dyy

The assumption AAT + BBT = I}y, together with the fact that

‘/H h (Av + (BBT)1/2 u) el dy

= / / h(Aru+(BBT)1/2u) eI dyy I gy
H+ JH

now implies the lemma. ]
The matrix Az (e, 0) has an orthogonal singular value decomposition,
Ap(@0) = Upl O)k(2, 0)V; (2,0) , (7.13)

where I'y (@, 0) = diag[yp (@, 0), ..., Ypu(@, 0)] is the diagonal matrix whose entries
Yrj(@ 0),7 =1,..., M, are the singular values of Ay(a,6), and Uy (e, 0) and V}(a, 0)
are rotations in R¥. Note that (7.12) implies Yrj(@0) €0, 1]forj=1,...,.M. We
shall use the abbreviation

ho(Up(@, 0)v) = hoy, (o)) -

These considerations can be summarized by the representation formula presented in
the following theorem.

Theorem 7.4 (Representation formula). The function hy, can be written as
@)= Y daday [ pl0)d0r- p(0,) dx
ay,...,ap [_”,ﬂ']k

T 2 12 —r|w|?
< [ hosien (Te@ 0V @8+ (In - Tie.0) o)™ dw, (a9

where ho ), (a,0) Ti (. ) and Vy, are as defined above.

7.3 The hypercontractive estimate

Starting from (7.14) and using convexity of the entropy and Jensen’s inequality together
with

Z /1011"'/10/6/ p(91)d91p(9k)d9/€ =1,
o ST 73 [771’”]/6
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we get
S < D A ag [ o140 (040 S0, 0)
2 -,
where we set
2 12 —r|w|?
(v, @, 0) = /R v m(g,Q)N(IM—yk(Q,Q)) w|e " dw, (7.5)

and we removed the rotation VkT(g, 6) by a change of variables.

To explain the main observation in this section we look at (7.15) when M = 1. Since
0 < yp(@.8) < 1, we can write yz(a, ) = e™* and we get g5 (v, @, 0) = N, (hoy,(a.))
where N; is the Ornstein-Uhlenbeck semigroup, that is

N h(x) = /h (e_tx + my) e dy .
R

Thus Theorem 7.4 renders the function /;, as a convex combination of terms reminis-
cent of the Ornstein-Uhlenbeck process, albeit in matrix form. We make use of this
observation to find a bound for 8(g;(-, @, 0)). This bound together with a suitable
correlation inequality proved in the next section will lead to a bound for S(/y).

In addition to the notation developed in the previous section, we need various
marginals of the function /gy, (a,9)- Quite generally, if /1 is a function of M variables
and o C {1,..., M}, we shall denote by 47 the marginals of 4 with respect to the
variables v}, ] € o, for instance,

h{l,z}(v39 R 7}/14) = /2 h(vla V2,73,..., vM)e—ﬂ(fo);) d’v1d7}2 .
R

It will be convenient to use the matrix P, : RY — RI7I that projects R orthogonally
onto RI7I which we will identify with subspace of R”. To give an example, let
v = (v1,...,vx). Then P10 = (v1, ;). The following theorem is the main result of
this section.

Theorem 7.5 (Partial entropy bound). Let g € L'(RM, ¢ I? Fdv) be nonnegative and
assume that S(hg) < oo. Then

S(gr(- @, 0)) < Z I_IVi,il_[(l‘Vi,f)x

oc{l,..,.M}ieoe jeo
X /M ho(v)log gy (40) (PacUle(% Q)Tv) P do, (7.46)
e ad

where o is the complement of the set o in {1, ..., M }.

A key role in the proof of Theorem 7.5 is played by Nelson’s hypercontractive
estimate.
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Theorem 7.6 (Nelson’s hypercontractive estimate). The Ornstein-Uhlenbeck semigroup,
N;h(x) = /h (e_[x + V1 - e‘zty) e dy,
R

fort > 0, is bounded from LP(R,e™™*" dx) to LY(R, ™™ dx) if and only if
p-1Dzeg-1).
For such values of p and q,
IN:Rllg < 1Al
with equality if and only if h is constant.

Proof. For a proof we refer the reader to [ ]. For other proofs see [ , ,
, ]. [ ]

Nelson’s hypercontractive estimate, that is Theorem 7.6, implies the following
Corollary, which will be useful in the proof of Theorem 7.5.

Corollary 7.7 (Entropic version of Nelson’s hypercontractive estimate). Let h : R —
R, be a function in L\(R,e ™" dx) with finite entropy, 1.e.,

S(h) = /Rh(x)logh(x)e—”zdx <.
Then
S(Nyh) < e 8(h)+ (1 e ?)||All1 log ||A]l;
forall t > 0.

Proof. Let h € LP(R,e ™ dx), for p = 1 small, be a nonnegative function. As
IN:All1 = ||All1, we can apply Nelson’s hypercontractive estimate, which implies that
for p, q that satisfy (p — 1) = e (g - 1),

INeAllg = INeAll_ DAl — 1lAll o 1211, = 1Al

q-1 - ogq-1 p-1

Sending p — 1 and hence ¢ — 1, we get the claimed estimate for such functions 4.
If / just has finite entropy one cuts off / at large values, uses the above estimate and
removes the cutoff using the monotone convergence theorem. ]

We are now ready to prove Theorem 7.5.
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Proof of Theorem 7.5. Remember that 0 <y ;(a,6) < 1forj = 1,.., M. Thus, by
inductively applying Corollary 7.7 to

/RM hoU,(0) (yk,fol + 1= yi’l Uiy oo Y MOM + 4J1— yz,M %M) X

M 2
- Y us
e " =1 duy---duy,

we obtain
2 2 B )
cc{lL.M}icos  jeo R

. . . -
Inserting the definition of the marginal ho,Uk (@) Ve sC€ that

o - 2
Rlo®| hOka(g,Q)(”)l gho,Uk@,e)(%)e " dy
- 2
-/RM O»Uk(g,Q)(P‘TCv)logho,Uk(g,Q)(P(TC’U)e 7o do
¢ — 2
‘/RM hO’Uk(g’Q)( )log hO,Uk(gﬂ)(PUcv)e vl 4o

= /RM hO(v)loghg:Uk(g,Q)(PUcUk(Q,Q)Tv)e_”|"’|2 do.

which finishes the proof of Theorem 7.5. ]

7.4 The key entropy bound

Collecting the results of the previous sections we get the following bound

Sy < S duye Aoy /[ PO po0d 3 [

..... ap E oc{l,...M}ieo®

l_[ (1 - )’/i,j) ‘/RM ho(v) log hg:Uk(g,Q) (PO'CU/e(Q,Q)T’U) e—nlwlz do.

jeo

(717)

The right-hand side of (7.17) contains a large sum over the entropy of marginals of
ho. In order to bound such a sum in terms of the entropy of /o one may try to apply
some version of the Loomis-Whitney inequality [ ] or, more precisely, of an
inequality by Han [ ]. This is essentially correct, but will require a substantial
generalization of this inequality. Let us first formulate the main theorem of this section.
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Theorem 7.8 (Entropy bound). The estimate

S(ho) (7.18)

M N ( N+M)’e

Sh) < [N+M+N+M L= to—R

holds.

As mentioned before, to prove Theorem 7.8, we need a generalized version of an
inequality by Han. This generalization was proven by Carlen-Cordero-Erausquin in
[ ]. It is based on the geometric Brascamp-Lieb inequality due to Ball [ ], see
also [ ], in the rank one case, and due to Barthe [ ] in the general case.

Theorem 7.9 (Correlation inequality). Fori = 1,...K, let H; ¢ RM be subspaces of
dimension d; and B; : R™ — H; be linear maps with the property that BiBl.T = Ip,, the
identity map on H;. Assume further that there are non-negative constantsc;,1 = 1,..., K

such that
K

Z CiBiTBl' =1y. (7.19)

1=1
Then, for nonnegative functions f; : H; — R,
K , K s ¢i
/ nfic"(Biv)e_”lvl dv < 1_[ (/ fi(u) ™! d%) . (7.20)
RM i i=1 \Hi

Moreover,

K
/ h(v)log h(v)e ™ " do > Z C; / 1’1(’0)logfi(Biv)e_”‘”l2 do
RM =1 RM

(7.21)

’

—log/ fl-(u)e_’””l2 du
H;

. . _ 2
for any nonnegative function h € L'\(RY, e 1?1 dv),

Since Theorem 7.9 is very useful in a number of applications, and for the readers
convenience, we will give an elementary proof in Appendix E.

Remark. By taking the trace in (7.19) one sees that

K

ZfidiZM-

1=1



144 CHAPTER 7. ENTROPY DECAY FOR THE KAC EVOLUTION

We would like to apply (7.21) to the right-hand side of (7.17). An immediate
problem is that (7.17) is in terms of integrals and not sums. While there are some
results available for continuous indices (see, e.g., [ 1), they do not apply to our
situation and hence we will take a more direct approach and approximate the measure
0(0)d0 by a discrete measure. It is important that the approximation also satisfies the
constraint (7.5). The following lemma establishes such an approximation.

Lemma 7.10. Let p be a probability density on [—n, w] whose Fourier series converges
absolutely and assume that (7.5) is satisfied. There exists a sequence of discrete probability
measures vg, K = 1,2,. .., such that for every continuous function f on [—m, ]

Jim / [ ) vk(do) = / [ O)p6)d.

Moreover,

/e
/ cos@sinfvig(dd) =0,

Vs

forall K € N. More precisely,

2K
2r 2l 2l
o) = s(o- do,
V& (d0) 4K+1[ZK‘OK(4K+1) ( 4K+1)

where

bie K ) 2
Pk (0) =/_ p(60 — ¢) px(0)d¢ and pk(0) := 2K1+1 ( Z e‘ke) :

Proof. For K any positive integer we convolve p(6) with the non-negative trigonomet-
ric polynomial

K
. ko
PrO)= (kZ ¢

2 2K
2K +1 ’

m=-2K

and obtain a probability density px(6). The Fourier coeflicients of pg(6) are given by

B (m) = plm) (1 - 1)

for [m| < 2K and are zero otherwise. In particular,

s

ok (2)— pg(-2) = 4i/ pr(0)sinfcosfdf =0.

v/
With px we construct the measure

2K
2r 2n /¢ 2nf
0) = 0 - 0
VK (d0) 4K+1[ZK’)K(4K+1)6( 4K+1)0l
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The measure vk is positive since px ((2n/)/(4K + 1)) > 0. Moreover, for all m € Z
with |m| < 2K the Fourier coefficients Vi (m) and px (m) coincide. In particular, we
have

/e
/ vg(d9)sin@cosf =0 .

v

To see this, we compute

. 1 n ) 1 2K 2l .
VK(WZ) = E/ VK(H)e_lmg do = E PK ( T )e—mel’/(4K+1)
-

4K +1 ~ 4K +1
for |m| < 2K. Observe that
2K
2nl |\ _ ~ 2mikl/(4K +1)
PK(4K+1)— Z px (k)e ,
k=—2K
and, as a consequence,
1 2K 2K
> — i~ 2nil(k—m)/(4K +1)
k(m) = ey D, D, Prk)e .
0="2K k=—2K

But

2K _
(27il(k=m) /(4K +1) _ {4K +1 ifk=m

e 0 ifk #m,

and hence we conclude that
vk (m) = px(m) (7.22)

for |m| < 2K. It is easy to see that for any continuous function f on [-x, 7],

dm [ reweo = [ r@peds.

Indeed, Weierstrass’s theorem implies that for any £ > 0 there exist K € N and a
trigonometric polynomial gx of degree less than 2K, such that

f(0) = gk (0) + 74(6)

where 7}, satisfies the uniform bound |4 (0)| < £. Further, (7.22) implies that

[ " k(@) (do) = / " gk (@)px(0)d0,

which yields

|/ f @)k (d6) - / :f O)px(©)do] < £ .
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It remains to show that

/ " £0) (p(6) - px(6)) 48 —> 0

as K — co. By assumption, p has an absolutely convergent Fourier series Y, p(k)e’?.

Hence,

PO - px@] < (5l + e > IIBTR).

|k|>2K +1 |k|<2K

As K — oo, the first term on the right-hand side tends to zero since {p(k)}, € 71(Z).
Notice that by the summability of {p(k)}., |kp(k)] — 0 as |k] — oo, so the second
term also goes to zero as Cesaro mean. [

At this point we can prepare the ground for the application of Theorem 7.9 to
inequality (7.17). We first replace p(6)d6 in (7.17) with vk (dB). Setting

nl
ws, = px(0)) . Oy, = ﬁ, and 6 = (6y,,...,60,)

we obtain

Z Agy -+ ak[ ]kVK(d91)"'VK(d9/e) Z H?’k,i(%ﬁ)zx

oc{l,...M}ieo®

x l_l (1 - 7rj(@, ) / ho(‘v)logthk(ae)(PocU/e(a Q)T’U)e o Jo

jeor

k
= > e > [Jes Y []reiteorx
Ay,

—K<ly, <K j=1 occi{L,...M} icoe

<[1(1-mso ) ho(@) log Ay, ) (Por-Up(@, ) 0) ™V do

j€T

(7-23)

In order to apply Theorem 7.9 to (7.23) we have to replace the sum over the index :
with a sum over the indices @y, ..., ap, #1,... ¢, and all subsets o c {1,...,M}.
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Moreover, we substitute

k
the constants c; by — Ck Aoy 1_[ wy; 1—[ Yei(a, Q)z l_[(l - yk,j(g, Q)z) ,

j= 1e0¢ jeo

the functions f;(w) by hg,Uk@,e)(w) ,
the linear maps B; by PycUp(a,6)T ,
the functions f;(B;v) by thk@ﬂ)(Po.c Up(a.6)T ),

and the subspaces H; by RI”"! .

For any given index 7 the condition B; BiT = Iy, corresponds to
PyeUp(,8)" Up(, 0)Pye = Py

which is the identity on RI7°.
The next theorem establishes the sum rule (7.19) in our setting and hence ensures
the applicability of Theorem 7.9 to (7.23).

Theorem 7.11 (The sum rule). If v(d0) is a probability measure satisfying (7.5), then

Z /lcm e ozk [ " V(d91) T V(dgk)x

7

x> [ i@ @[ ](1- 7@ 0?) Url. 0 PLPocU(a,0)7

oc{l,...M}ieoe jeo

= Cemlu » (7.24)

where

Cem =

M__ N ) N+ M\*
N+M N+m\  HTNA

with

Uy = u/v(d@)sinZO.

The proof will be given in Section 7.5. We observe here that it follows from
Theorem 7.10 that u, = img_eo fyy -

Proof of Theorem 7.8. First we consider the case where p is repaced by vk and use
Theorem 7.9 together with Theorem 7.11 and the identification rules described above.
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The entropy inequality (7.21) now says that

/ ho(v) log ho(v)e ™ 2" do
RM

k
= CL Z Agy - /lak Z 1_[ wy; Z 1_[ 7k,i(g’ Q)Zx
M o ay

K<l <K j=1  oc{l.M}icoe
<[] (1 = Ve Q)z)

jeo

/RM ho(0) log o ) (PreU(@. ) 0) e ™ *1" do

~log |y ap e d%] :
R‘”Cl ? k —

However, since /g is normalized and Uy (a, 0) is orthogonal, we find that

/]R;(rq hg:Uk(Q’Q)(%) e_ﬂlulz du = AIUC Rlo| hO,Uk(g,Q)((v, %) e_7T|’U‘2 do e—?r|14|2 du
) / ho(Up(e, 0)v) e ™" do
RM
=1.
Thus, we find

k
Z Aay - /10% l_[ wy; Z l_[ ')/k,i(g’ Q)zx
A,y p ]

-K</y,...0, <K j=1 oc{l,...M}ieoe

el p <
X l_[ (1 B Yk’](g’ Q)z) -/RM hO(‘v) lOg hg:Uk@,Q)(PO'CUk(g’ Q)Tv) e—71'|'U |2 d‘v

je€o
< CruS(ho) . (7.25)
As K — oo, the left-hand side of (7.25) converges to the right-hand side of (7.17). =

We now have all ingredients to give the proof of Theorem 7.1.

Proof of Theorem 7.1. Recall from Section 7.2, that

®© L kAk
fo.n =ty L),
k=0

and that S(f(, 1)) = S(h(-,t)). Combining Theorem 7.5 and Theorem 7.8, we obtain
S(ht) < CpyS(ho),

and computing

yields Theorem 7.1. ]
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7.5 The sum rule. Proof of Theorem 7.11

We have to compute the matrix

7 = Z Aal---aak/ v(d6r) - v(doy)x
(S TINe A [-7m.7]

x> [ eit@ 0] ] (1= 70j@ 07) Ur(@ OPLPsUk(a,0)T .

oc{l,...M}ieo® jeo

Obviously PZCPUc = P,c and hence

z= > am---a%/ v(d6r)- - v(dy) x
[_ﬂvﬂ]
A1,5..,Q)

xUa0) | > ] 7eit@ 0[] (1 - ves(@ 07) Pos | Up@0)T .

oc{l,...M}ieoec jeo

The sum on o is easily evaluated and yields the matrix l"z(g, 6). Hence, recalling
the orthogonal singular value decomposition (7.13) of Ag(a,0), that is, Ag(a,0) =
Up(@, )T (2, O)V,] (@, 6), we find that

Z = Z Agy - /l(yk / . V(d91) T V(dek)Ak(g, Q)Az(g, Q) . (7.26)
[—ﬂ,ﬂ]
ay,....ap
One can think about this expression in the following fashion. Recall that
L -1

[ ra@n| = Ap(@,0)  Bi(a,0)
| e Cr(e.0) Dyp@.0)]

With this notation, the matrix Z equals the top left entry of the matrix

(5 3|1

I=1

-1

k
Z Aoy Ag, [ " v(d6y) - - v(dy) [1_[ 7’01(91)
N -, =1

The computation hinges on a repeated application of the elementary identity

d cos(8) —sin(@)\ (m1 0\ [ cos(d) sin(h)
[ﬂ v(do) (sin(@) cos(8) ) ( 0 mz) (— sin(6) cos(@))
(A =V)my + Vmy 0
- 0 (1 — 17)77’12 + 1777’21
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where v = f v(d6) sin®(#). For this to be true we just need (7.5). We easily check that
for the rotations 7,(0)

; A / v(do) (o) (mlo]M mZOIN) al(6)

1 (MAs NAR\ (mily 0
=—|—+

A 2 2 0 7712[]\[

LM NWM -1)+ N1 =V)my + Vvmy)ly 0
AN 0 (N-DM+MGFmi+(1—V)my)In
_(mily 0 +ﬂ N(my; —mq)ly 0 (7.27)
“\ o mi)TAN 0 M(my —ma)ly e
, where p, = v p. Denote by L(vy, v2) the (N + M) X (N + M) matrix
_ mllM 0
L(m19 mZ) - ( O mZIN) s
and set
oM (NN
P=hoaN (—M M) ‘
Then (7.27) is recast as
Z /la / V(dg) r(l(g)_lL(mh mZ)r&(g) = L(m{’ mé) s (728)

where

[ = ()
m2 myo
By a repeated application of (7.28) we obtain

T
L(m)

k

Z /101 t /l(yk [ n V(d‘gl) t V(dek) [l_[ r(l]'(ej)
Ay -

J=1

k
[] n,](ej)]

j=1
= L(P*m) .

Thus,

(e )

It is easy to see that &P has eigenvalues /1 = 1and /> = 1 — u, (M + N)/(AN) with
eigenvectors 72, = (1,1) and m, = (N, —M)T /(M + N). Consequently,

h_. M .
o) T N+M™T T



7.5. THE SUM RULE

which yields

[#* (),

This proves Theorem 7.11.

M N

SN+M T MEN

(1_/11/

M+ N

AN

)k.






CHAPTER

Boltzmann-Kac collisions

In this chapter we show that the above results can also be extended, at least in a
particular case, to three-dimensional Boltzmann-Kac collisions.

We again consider a system of M particles coupled to a reservoir consisting of
N particles, but now with velocities v, . .., vy, @i, ...,wn € R>. The collisions
between a pair of particles have to conserve energy and momentum,

(2P + ().

zi+zj=2z; +7;,

22+ 22
i %

where z can be either the velocity of a system particle v or of a reservoir particle w. A
convenient parametrization of the post-collisional velocities in terms of the velocities
before the collision is given by

zi(w)=z;i-w-(z; - zj))w,

z;-“(a)) =zj+w-(z; —z))w, wherew € s?.
This is the so-called w-representation. This representation is particularly useful, because
the velocities are related to each other by a linear transformation, and the strategy used
to prove the results for the one-dimensional Kac system carries over rather directly.
The direction w will be chosen according to the uniform probability distribution on

the unit sphere 2.
Introduce the operators

Rif)2)= [ foryr's)do,

where dw denotes the uniform probability measure on the sphere and the matrices
7;j(w) are symmetric involutions acting as

z2\ (I -wo” wol z;
Z;f ww’ I - ww’ zZj

153
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on the velocities of the particles 7 and j, and as identities otherwise. They will
replace the one-dimensional Kac collision operators in (7.3) in the otherwise unchanged
generator of the time evolution. Notice that the matrices 7;;(w) are orthogonal, so that
the expansion formula (7.10) still holds with the obvious changes in the dimension of
the single-particle spaces.

We prove an analogue of Theorem 7.1 for the case of three-dimensional Boltzmann-
Kac collisions and pseudo-Maxwellian molecules.

Theorem 8.1. Let N > M and Fo(v,w) = fo(v)e™ [wl? for some probabiliry distribu-
tion fo on R*. Then the entropy of the marginal

f(v,t):= ./RW (egtFo) (v, w)dw

. 2.
with respect to the thermal state ¢ ™ °1" is bounded by

N N uNM,
+ e 3 N
N+M N+M

S(f(0) <

Remark. The result in three dimensions is very similar to the case of one-dimensional
Kac collisions, with the difference that the rate of exponential decay is u/3 instead
of p,. The factor 1/3 comes from the fact that sz dwww! = /3. It would be
interesting to cover the true Maxwellian molecules interaction

Vi T Y -1

(RijfNz) = | b|—= w|f(rij(w)” 2)dw .
S [
2 \|v; — vl

However, the dependence of the scattering rate b on the velocities does not seem to be
treatable with the above methods. ¢

The proof of Theorem 8.1 essentially deviates from the one-dimensional case in
only two places: the sum rule and the discrete approximation of the integrals. We begin
by proving an analogue of Theorem 7.11. Most of the steps for the computation of the
matrix Z in (7.26) are the same. What remains is to compute

Zim Y daday [ dordop Ae o) Ak@ o)
Lty §2x---xS2?
which is somewhat different for the case of Boltzmann-Kac collisions. Recall that
Ap(a,w) is the upper left 3M x 3M block of [I—[]kf:1 Ta, (wj)]_1, Le.,
Apl,@) = Pyl 7o ()] P,

R3M+3N

with the projection P3y = ([ M O) from to R*M  In particular, by linearity,

-1
k k
Ly 0 T
Z=Pu| 3 Ao, [ do [Tro (5 o) [Tl | P

1, 0p (S ]':1

As in the proof of Theorem 7.11, we have
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Lemma 8.2. Leta, B > 0. Then

Z /lij/ dw 7j(w)™! (a/lom IO )7‘- w) =
1<i<j<M+N §? BLin
where a’, B’ are related to a, B by
o’ « u 1 —1)
N=2(%), 2=n-£ .
(ﬁ) (ﬁ) ’ (—% N
Notice that the matrix % of Lemma 8.2 has eigenvalues 1 and 1-u/(3A) (1 + M /N)

. . . T T .
with corresponding eigenvectors (1 1)° and (~N/M 1) . Repeated application of
Lemma 8.2 then implies, see also the argument in the one-dimensional case,

k B al 0 k
¥ e ey [ o |[ ]yt ( o ) [ 7o)
ay,...,ap (Sz)k

i1 0 Bhn it
_ (a’(k)ly\/j 0 )
0 B® L)

where

a® _ gk @)
A B
Before we prove Lemma 8.2, let us make an easy observation.

Corollary 8.3. In the particular case @ = 1, B = 0, we get

k

J7i M
-4+ %)
Proof of Lemma 8.2. For 1 <1 <] < M (respectively for M +1<i<j <M+ N)

the operators 7;;(w) only act non-trivially in the first 3M (last 3N) variables. Taking
into account that rl-]'(a))_1 I r;j(w) = I, we obtain

M+N M+N

M N
|

/lg / -1 (CZ]}M 0 ) M/ls CL’]3M 0
dw 7;;(w) ri;i(w) = —= ,
M—11Si;§M < g 0 BhLy) Y 2 0 BhLy
and
AR
N

_1 [aly 0 NAgr (alsy 0
dw 7'ij((,¢)) 1 (a ) 7ij(w) =—= ( .
-1 M+1§i<ZjSM+N /Sz 0 Bbn 2 0 BbLn
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It remains to look at the interaction termsz = 1,..., M andj =M +1,...,M + N.
Notice that
al 0
rij(w)” ( - B,W) rij(w)
0
(B - @)ww’ 0
_ CL’I3M 0 n 0
|\ o BhLy 0 :
0 (B - @)ww?
0

where the non-zero entries in the second summand on the right-hand side correspond
to the i, respectively j™, 3 x 3 block on the diagonal. Since sz dwww’ =1/3 1, we
obtain

u M M+N Ly 0

=~ dwr;; -1 3 iy
NZ,;/S o ("3 pp )@
_ alsy 0 Moo Ly 0
G AN SRR

Recall the definition of A = M Ag/2 + NAg/2 + uM. Hence, summation of all the
three contributions yields the statement of the Lemma. ]

As in the one-dimensional case, in order to apply the geometric Brascamp-Lieb
inequality Theorem 7.9, we need to approximate the uniform probability measure dw
on the sphere by a suitable sequence of discrete measures as in the one-dimensional
case (see Lemma 7.10). Additionally, in each step of the discretization, the constraint
/SZ dw ww’ = 1/31, has to hold. This is important because it guarantees that the
geometric Brascamp-Lieb condition, i.e., the sum rule (7.19), holds in each step.

In order to find such an approximation, we parametrise the sphere in the usual way
by spherical coordinates

sin 6 cos ¢
w=w(, ) =|snfsingp
cos 6

for 8 € [0, 7] and ¢ € [0, 27]. For K, L € N we introduce the measures

L
Qr = arccosu- O’ >
' Z‘(l—%)}/zup e on 107l
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where Py is the Legendre polynomial of order L on [-1,1], and #;,2 = 1,...,L, are
its zeros. Then, if / € B[0,27] and g € G[-1,1],

2K-1

2n T T 2n
e = ; %)= | fede

as K — oo as Riemann sum. Furthermore,

L

" inf ®;(d9) =
‘/Og(cose)an 7(dB) Z

1=1

2 (1)
TETANACH A

1 n
— / g(n)du = / g(cos0) sin 6 d6
-1 0

as L — oo by Gauss-Legendre quadrature. The latter approximation is exact for
polynomials of order less or equal to 2L — 1. In particular, we have

s /4

. . 2

/ cos? @ sin6 Oy (d6) = / cos? @ sin 0 d = 3 and
0 0

T Vs 4
/ sin® 0 ©7(do) = / sin® 6d6 = -,
0 0 3

forall L > 2. It is easy to check that
21
/ sin ¢ cos ¢ D (dg) = 0,
0
2r 2r
[ sineando = [ cosptridor =0
0 0
2 2
[ sint eutder = [ cost oo =
0 0
for all K > 2. Consequently,

1 2r
E./o w(0, )w(8, <p)T 0.(d0)D(dp)

1 ziliw(arccosui,ﬂj/K)w(arccosui,ﬂj/K)T 11
2K LA (1= u2)(P](u;)P BN

forall K,L > 2. It follows that Z is not changed by replacing the uniform measure
on S? by the above discrete approximation, in particular, Z is still proportional to the
identity matrix, which guarantees the applicability of the geometric Brascamp-Lieb
inequality.

This concludes the proof of Theorem 8.1. ]






APPENDIX

The geometric Brascamp-Lieb
inequality and the entropy
inequality

In this section we prove Theorem 7.9. We use the same strategy as in [ ] and
[ ] which consists of transporting the functions f; with the heat kernel in such
a way that the right-hand side of (7.20) remains fixed while the left-hand side of that
inequality increases. The results in [ ] are quite general but for the special case
in which the sum rule (7.19) holds, the proof is quite simple and this is one of the
reasons why we include it here.

Proof of Theorem 7.9. The inequality (7.20) is equivalent to

K , K ¢
/RM l;lficz(va)dfv < El[ ('/Hifi(u)du) . (E.1)

This follows from the identity

K
o
(e—ﬂlBiv\Z) f e X (@ ;BB v) _ Tl

1=1
We transport the functions f; by the heat flow, that is we define

1

ﬁ(Bl“U, LL) = W

/ e_lv_wlz/(4t)ﬁ(8iw)dw ) (E.2)
RM
For the above definition to make sense, we have to show that the right-hand side is a

function of B;v alone. The condition Bl'Bl.T = Iy, means that the matrix P; = BZ.TB,'
is an orthogonal projection onto a d; dimensional subspace of RM. Moreover, B;P; =

159
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I, B; = B;. We rewrite the integral (E.2) by splitting it in an integral over w’ € Ran P;
and one over integration over @”’ € Ran P;*. Carrying out the integration over w"’
we obtain

1 7|2 1 ”y|12
FBo,t) = — / / ¢ (PP ) P10 1P o= F14) £ (B 1) daodeo”
(47T t)M/z Ran P; JRan P+

1
 (4me)din

1 -
- = _l(B;"U—Bl-‘w )| /(4t) . . , ,
B (47Tt)di/2 /Ranpi € fl(Blw ) dw

1 _I(B:v—u)]2
_ W/H e NBo- P10 £ 4y

/ e IP=PRRI40) £(B. P ay’) deo”
Ran P;

where, in the last equality, we have used that B; maps the range of P; isometrically
onto H;. This justifies (E.2). The above computation also shows that

/Hifi(u, t)du = /Hifi(u)du

so that the right-hand side of the inequality (E.1) does not change under the heat flow.

We now show that the left-hand side of (E.1) is an increasing function of ¢. It is
convenient to set ¢;(#,t) = log f;(u,t). Differentiating the function ¢;(B;v, t) with
respect to ¢ yields

L 0:B.1) = Aui(Biv, 1) + [Vodi(Bw, O

Moreover,

K
[ [/ Biv,t)dv

=1

&
%\a

K
- / (Ao (B0, 1) + [Vodm(Buo. OP1| | £ (Biv. ) do
RM

1 =1

M=

3
I

Integrating by parts the term containing the Laplacian yields

d K
5‘/R;M !;[f;l(Biv’t)d‘U:
N K
m Vo dm(Bpmv, t)]? “I(B;v, t)dv
mZ:IC /RM' 2 )] Bfl ( )

K K
- Z CmC// Vvﬁbm(Bm‘v,t)'Vv¢t’(Bl"v’t)l_[fiCi(Bi‘v’t)d'U-
R i=1

m,f=1
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Finally, using that
Vobm(Bnv,t) = Bl (V$,,)(Brno)

we get

d K
E‘/IR:M1:1[](;l(Bi’U’t)d‘v:
3 K
m BZV;VmBm,tz .CiBi’td
;C /RMI (V) ”)'gfl( 0. )

K K
= D anee [ BLT8B0.0) B T00Bew.0)| | £ (B, )do.
R i=1

m, /=1

We claim that this expression is non-negative. The vectors V¢, € H,, are arbitrary
and hence the problem is reduced to proving that for any set of vectors V,, € H,,,

m=1,...,K, it holds
K K
D enlBLVil = > cmceBl Vi - BI Ve 2 0.

m=1 m,l=1

Recalling that B,,BL = Iy, and setting Y = ¥, C/B; Vi, we conclude that it is
enough to show that

K
VP < D cnl Vil
m=1

This follows easily since, by applying Schwarz’s inequality, we find that

K K K 1/2 K 1/2
VPP =) /Y Bl Vi= ) ciBY - Vi < (Z c[|B,Y|2) (Z c[|V[|2) :

/=1 /=1 /=1 /=1

Combining this with (7.19), we learn that

K 172 ) ¢ 1/2 K 1/2
VP <|Y- ) ceBlBY vam) =1Y] vanz) :
=1 r=1 r=1

Thus, we have that, when applying (E.1) to the functions f;(#, t), the left-hand side is
an increasing function of ¢ while the right-hand side does not depends on ¢. It is thus
enough to show that the inequality holds for large ¢. Using once more the sum rule
(7.19), we see that
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_|Bjv-u] ;
/ (4m)cd/z [_/ f(%)du] dv
1 _|1Bjo—t 1/2,4‘2 ;
B W /RM !:1[ '/H,- f(%)d%] dv
toe 1 _lo? K ¢ K
_’W/RMC "l /H,.ﬁ(”>d” -1

¢
[ fwas|
H;
which proves the first part of Theorem 7.9.
To prove the entropy inequality (7.21) we follow [ ]. Let / be a non-negative
function whose L! norm is one and whose entropy is finite. An elementary computa-

tion then shows that
/ h(v)log h(v) e ™?F do
RM

= sup {/ h(?})(I)(v)e_"lvl2 dov — log/ @) rlvl? dv} )
[} RM RM

Now, we set
K
O(v) = )" ¢;log fi(Bi) .
1=1

This leads to the lower bound

/ h(v)log h(v) e ™*F do
RM

3 K
> Zlcz‘ /RM h(v)logfi(Bi’U)e—ﬂlv\Z dov - log/RM ljllfi(Biv)Ci e—7r|:v|2 do

K

l_[ (/H fi(nye el du)c’

=1

’

K
> Z C; h(v)log f;(B;v) e oF g — log
-1 JRY

—_—

where the second step is a consequence of the Brascamp-Lieb inequality (7.20). ]
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Part III

Dispersion Management Solitons






CHAPTER

Introduction

The dispersion managed nonlinear Schrédinger equation (DM NLS) is by now a
well-established model in nonlinear science, see, for instance, TURITSYN-BRANDON-
FEDORUK [ ] for a good review of the subject. Initially, the main motivation to
study this equation came from fibre optics applications, after the introduction of the
dispersion compensation technique, which itself appeared due to the invention of fibres
with anomalous dispersion and vastly increased the transmission speed and capacity
of optical fibre communications systems.! Nowadays, the DM NLS has become a
paradigm of a nonlinear dispersive equation with periodically varying coeflicients that
in some regime, e.g. strong dispersion management, leads to a dispersion averaged
nonlinearity. This nonlocal equation and its solutions can easily have properties that
are qualitatively different from what one is used to from the local NLS. For example, it
may have ground states which have strongly oscillating tails, see [ ].

One should also note an interesting related development in pure mathematics
where several works have appeared on best constants in space-time inequalities, such
as the celebrated Strichartz inequality [ , , , , , 1,
which are related to dispersion managed solitons.

9.1 Nonlinear Optics Background

The evolutionary equation for the propagation of the wave envelope of an optical pulse
in a single mode fibre is given by [ , ]

0,u = —d(t) 2u — p(|u|)u, (9.1)

'For the practical implementation of the dispersion management technique, ANDREW
CurArLyvy and RoBert TracH (Bell Labs) were awarded the Marconi Prize in 2009
[http://marconisociety.org/fellows/].
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where the dispersion d(t) = € 'dy(t/€) + dyy is parametrically modulated. The
constant part of the group velocity dispersion d,y, assumed to be nonnegative d,, > 0,
denotes the average component (residual dispersion), and dj its L-periodic mean zero
part. The most basic example is do = L 1) — L[12) for L = 2, that is, the dispersion
is constant along parts of the fibre and changes sign periodically. P(#) = p(|u|)u
describes the nonlinear interaction due to the polarisability of the optical fibre.

Notice that in the above equation, ¢ denotes the distance along the fibre, and x
is the retarded time. We ignored attenuation and amplification effects which can be
transformed out by an appropriate change of variables.

Let 7; = "% be the free Schrodmger evolution in one space dimension and write

u = Tpjeyv, with D(t) = /o do(r)dr. Then (9.1) is equivalent to
iat’v = —dav 8)26‘0 TD_(t/e) [P(TD(t/E)v)] .

In the limit of small €, and averaging over the fast dispersion action, one obtains an
averaged dispersion managed nonlinear Schrodinger equation?,

—dy ai / D(r) P(TD(y)Z))]

—dy o - / T [P(T,0)] u(dr),
R

10 v

(9:2)

where u is the image of the uniform measure on [0, L] under D,

L
uB) = [ 1s(Do) .

for any Lebesgue measurable set B C R. In the model example do = 1o 1) — 112) from
above, the measure y has the density ¢ = 1o 1) with respect to Lebesgue measure on R.
More generally, under physically reasonable assumptions, the probability measure p
has compact support and is absolutely continuous with respect to Lebesgue measure,
with density ¥ in suitable L? spaces:

Lemma 9.1 (Lemma 1.4 in [ 1). Assume that the dispersion profile dy is locally
integrable. Then the following holds:

(1) The probability measure u has compact support.

(ii) If the set {do = O} has zero Lebesgue measure, then p is absolutely continnous with
respect to Lebesgue measure.

(iii) If furthermore dy changes sign finitely many times on [0, L] and is bounded away
from zero, then p1 has a bounded density .

2The solutions of the averaged equation and of the original one turn out to be € close on a time scale
of order €1, This can be shown by developing an appropriate averaging theory similar to [ ], but
we do not pursue that direction here.
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(iv) Moreover, if do changes sign finitely many times on [0, L] and for some p > 1

L
/ (do(s)[1 ds < oo,
0

then u has a density ¢ € LP. More precisely, we have the bound?

L 1
Wl s [ ldson )’ (93)
0
where the implicit constant depends only on the number of sign changes of do and
the period L.
For more details, we refer to the discussion in [ , ]. From now on, we

will always assume that u(dr) = ¢(r) dr with some compactly supported probability
density ¢ € LP(R) for some suitable 1 < p < co.

The averaged equation (9.2) was first obtained by Gasrtov and TURITSYN [ ]
and afterwards systematically derived and solved numerically by ABLow1TZ and BioNDINI
[ ]

Standing wave solutions of the averaged DM NLS of the form v(z, x) = ¢7* f(x)
are solutions of the nonlinear and nonlocal eigenvalue equation (dispersion management
equation)

wf = —dy f7 - /R T [P(T )] u(dr). (9.4)

The DM equation (9.4) is of variational type, as it can be considered as an Euler-
Lagrange equation for an appropriate variational principle and weak solutions can be
found as stationary points of a suitable energy functional, see (9.5).

We remark that one can also apply the same ideas and methods from dispersion
management to the case of waveguide arrays, which are modelled by a discrete nonlinear
Schrédinger equation. This was proposed in [ , ] and the effective
equation, the diffraction managed discrete nonlinear Schrédinger equation (DM DNLS),
governing the regime of strong diffraction management was derived in [ ] It is
given by

0t = ~dpy Dt — /R T P(T )] udr),
on the sequence space £%(Z), and with x indexing the position of the waveguide. Here,
Adisc 1s the discrete Laplacian, acting as Agie#(x) = #(x + 1) — 2u(x) + u(x — 1), and
the solution operator T, = ¢/ Adis
equation.

now corresponds to the discrete free Schrédinger

3Here and in the following, we use the notation f* < ¢ if there exists a finite constant C > 0 such

that f < Cy.
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9.2 Variational formulation

In order to find solutions of the DM equation (9.4), we study the existence of minim-
isers for the nonlinear and nonlocal variational problems

E{ = inf H(f), (9:5)
fesi

where

Sjav = {u e H'(R;C): ||14||§ = /1} for 1>0,d, >0,
80 ={n e *R;C): |lul = A} for A>0,dy =0,

and where L?(R; C), respectively H!(R;C) are the standard L?, respectively Sobolev
spaces for complex-valued functions. We will denote the usual inner product on
L*(R;C) by (f,g) = fR £ g dx, but consider L?(R; C) as real Hilbert space with the
inner product Re(, -), which induces the same topology on L*(R; C). H'(R;C) will
be equipped with the corresponding L2-inner product.

We will also use the standard L? norms denoted by || - ||, in this part of the thesis.
The energy functional is given by

1) = Zp - NG (5:6)

for f € H % where we set H% = H'(R;C) if dpy > 0 and #° = LA(R;C) for

convenience. The nonlocal nonlinearity is given by

N(f)= //Rz VAT, f (o)l dx y(r) dr (9-7)

for some suitable nonlinearity potential V' : [0, 00) — R. Recall that i is the density
of some compactly supported probability measure, and will be assumed to lie in
appropriate L? spaces.

Under rather general assumptions on the nonlinearity potential V' it was recently
shown in [ ] that there is a threshold for the existence of dispersion managed
solitons. More precisely, assume that V satisfies

(CHL1) V is continuously differentiable on (0, o0) and continuous on [0, 00) with V' (0) =
0. There exist 2 < y; <y, < oo such that

IV (a)| <a” ' +a7 ! foralla > 0.

(CHL2) There exists yg > 2 such that

V'(a)a =2 yoV(a) foralla > 0.

(CHL3) There exists a, > 0 such that V(a,) > 0.
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(CHLy4) If d,, > 0, we assume that there exist € > 0 and 2 < kg < 6 such that
V(a)z a" forallO<a<e.

If d,, = 0, we assume that there exists & > 0 such that V(a) > 0 for all
O<ac<e.

Then the following holds:

Theorem 9.2 (Thresholds for existence for positive average dispersion, Theorem 1.2
in [ 1). Assume d,y > 0, V' obeys Assumptions (CHL1) through (CHLS3) for some
2 <y £y <10, and ¢ € L* has compact support for some & > 0, where as :=
as(y2) := max{1, mf—yz +6}. Then

(1) There exists a threshold 0 < A% < o0 such that E;i"” =0for0< A< A% and
—00 < E% < 0for A > A%,

(1) If0< A < /I‘Ci;”, then no minimiser for the constrained minimisation problem (9.5)
exists. If y1 > 6, then /l?,;‘v > 0.

(113) If A > /li?v, then any minimising sequence for (9.5) is up to translations relatively
compact in L*(R). In particular, there exists a minimiser for (9.5). This minimiser is
also a weak solution of the dispersion management equation (9.4) for some Lagrange
multiplier w < ZEffav /A <0.

(1v) If V obeys in addition (CHL4), then A =0,

Theorem 9.3 (Threshold for existence for zero average dispersion, Theorem 1.4 in

[ 1). Assume dy, = 0 and V' obeys Assumptions (CHL1) through (CHL3) with

4
2 < y1 £ y2 < 6, and that the density W has compact support and y € L5 * for some
& > 0. Then

(i) There exists a threshold 0 < A2, < oo such that ES = 0 for 0 < A < A% and
—o0 < E§ <0fora > A2..

(it) If A > A2, then any minimising sequence for (9.5) is up to translations and boosts,
that is, translations in Fourier space, relatively compact in L*(R). In particular,
there exists a minimiser for (9.5). This minimiser is also a weak solution of the
dispersion management equation (9.4) for some Lagrange multiplier v < 2ES/A <
0.

(iii) If V obeys in addition (CHLy), then A°. = 0.

While the energy functional H is related to the standard NLS functional, the
fact that the nonlinearity is averaged over the dispersion action produces several nice
properties, one of which is that ground states can exist even in the absence of the
gradient term (d,, = 0).
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However, the energy functional (9.6) has a lot of symmetries, which makes it
difficult to establish the existence of minimisers. Indeed, for d,, > 0, it is invariant
under translations f — f(- +y),y € R. For d;;, = 0, due to the absence of the
derivative term, it is invariant under translations and boosts f +— el)é f, & € R, that
is, translations in Fourier space.

One of the key properties to assure the presence of the ground state, see Theorems
9.2 and 9.3, is that the nonlinearity potential V' is “sufficiently” nonlinear. More
precisely, one needs to verify the strict sub-additiviry condition

Ed | < E% + ES,
whenever the energy is strictly negative. Heuristically speaking, this means that if
a hypothetical ground state is split into two parts, preserving the total energy, and
these two parts are moved infinitely far away from each other, then the value of
the Hamiltonian will increase. In other words, it excludes splitting of a minimising
sequence into two parts of positive L? mass running away from another, thus restoring
(pre-)compactness (modulo the symmetries) of the problem.

Strict sub-additivity in [ ] is guaranteed by the Ambrosetti-Rabinowitz type
Assumption (CHLz2). One important case when the sub-additivity condition does not
hold uniformly is the so-called saturated nonlinearity, such as

|t |?

1+o|u)?

p(lu)) =

This function approaches a constant for large values of |#| and, as a result, the nonlinear
term degenerates into a linear one.

9.3 Saturated Nonlinearities

In this part of the thesis we extend the above existence results, Theorems 9.2 and 9.3, to
saturating nonlinearities, which violate the Ambrosetti-Rabinowitz condition (CHL2)
in the sense that the variational problem becomes asymptotically quadratic.

From a physics viewpoint, saturated nonlinearities are relevant in modelling optical
waves in nonlinear materials, as the nonlinear interaction due to the polarisability of
the medium, which is cubic for low intensities (Kerr nonlinearity), saturates for large
fields and approaches a regime with constant refraction index. One needs to assume
some form of saturation of the nonlinearity P () = p(|#|)x, with the most common
law being

2
p(lu)) = —*

1+ ol|u)?

where p corresponds to the intensity dependent refraction coefhicient. In such models,
the corresponding term in the energy functional is given by

2

_a 1 2
Via) = o 7972 log(1 + oa®),
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where V’(a) = P(a). Another natural modification with similar behaviour is given
by the nonlinearity potential V (2) = a*/(1 + oa?). We will actually consider a much
broader class of saturated nonlinearity potentials which includes the above two as very
special cases, but first we discuss the local saturated NLS.

The presence of solitary waves in the local NLS with saturated nonlinearity has
been addressed in several studies, see e.g. GATZ-HERRMANN [ ], UsMAN-OsMAN-
TiLLEY [ ] and references therein. Their results show that solitary wave solutions
can be obtained numerically and sometimes analytically using phase space analysis, and
one may also observe bistable (two-state) solitons.

Here, we address the question of existence of at least one solitary wave for the
nonlocal NLS. By the variational methods we use, the obtained solitary wave is
automatically a ground state solution. It is anticipated that multiple solitary waves may
also exist in the nonlocal case, but one needs to use different methods to address this
question.

While in the local case a saturable nonlinearity is often helpful by creating more
favourable conditions for the existence of ground states, e.g., by arresting collapse in
the supercritical regime, in the nonlocal case saturation presents difficulties in satisfying
the sub-additvity condition.

The direct application of the approach of [ ] to saturating nonlinearities
does not work because of the lack of strict sub-additivity of the energy in this case. To
overcome this difficulty, the main idea is to construct a modified minimising sequence
with a uniform L*® bound, which prevents the minimising sequence from reaching the
saturation regime.

Saturable nonlinearities have also been considered in the context of coupled local
nonlinear Schrodinger systems, where the existence of stationary solutions was proved
by variational and bifurcation techniques, see [ , , ].

While saturated nonlinearities are well-studied in the physics literature for the
regular NLS [ ], the DM NLS with saturated nonlinearities has not received
much attention. This is perhaps due to the small values of optical power in fibre
optics applications, which suggests that saturation effects are negligible. Nevertheless,
theoretically speaking, it leaves an open question whether one can still construct ground
states. The task is especially delicate in the case of zero average dispersion, as we explain
below. The reader will also see that our argument points to some possible limitations
when ground states may fail to exist.

Main results

For our main results, we shall make the following assumptions on the nonlinearity
potential V:

(A1) V iscontinuously differentiable on (0, c0) and continuous on [0, o) with V(0) =
0. There exist 2 < y; <y, < oo such that

IV (a)| <a” ' +a7 ! forall a>0.



176 CHAPTER 9. INTRODUCTION

(A2) There exists a continuous function « : [0, 00) — [2,00) with k > 2 on compact
intervals, such that for all 2 > 0,

V'(a)a = k(a)V (a).

(A3) There exists 4, > 0 such that V(a,) > 0.

Remark. Assumption (Az2) allows for saturation of the potential V' in the sense that
V'(a)a

Vi .
Rabinowitz condition [ ]

— 2as a — oo. This is in contrast to the typically assumed Ambrosetti-

V'(a)a > kV(a) forall a>0 (9.8)

with « > 2, which fails in the limit 4 — oo for the saturated nonlinearities. In
[ ], the Ambrosetti-Rabinowitz condition (9.8) was crucial in proving strict
sub-additivity of the variational problem. ¢

Under Assumptions (A1)-(A3), with appropriate restrictions on Y1, y2, we can
show that there exists a threshold, that is, a critical optical power A% for the existence
of minimisers. Under the additional assumptions

(A4) du =0: There exists € > O such that V(a) > 0forall0 < a < e.
d, > 0: There exist € > 0 and 2 < yo < 6 such that V(a) > a”° for all
O<ac<e.

on V, minimisers are shown to exist for any 4 > 0.

Theorem 9.4 (Existence of DM solitons for zero average dispersion). Let d,, = 0.
Assume that V satisfies the conditions (A1)-(A3), with 3 < y1 < vy < 5. Assume further

i
that y > 0 is compactly supported and y € L5 *o for some § > 0.
Then there exists a threshold 1°. > 0 such that

cr?

1 if0< A<’ thenE?l:O,

2. f A > A2, then —o0 < E§ < 0 and there exists a minimiser u € 8 N L™ of

the variational problem (9.5). This minimiser is a weak solution of the dispersion
management equation

of == [T |var S war (99)

2E9
. 0
for some Lagrange multiplier w < —* < 0.

If, in addition, assumption (A4) holds, then 12, = 0.
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Theorem 9.5 (Existence of DM solitons for positive average dispersion). Let d,y > O.
Assume that 'V satisfies the conditions (A1)-(A3), with2 < yy < y; < 10. Assume

Surther that y > 0 is compactly supported, with y € L% for some § > O, where as =

max{l,lof—yz+6 < 00,

Then there exists a threshold /lfr“ > O such that

2 if0< A< 2% then Ej‘"” = 0 and there exists no minimiser for the variational

problem (9.5),

2. if A > A% then —o0 < Ej“ < 0 and there exists a minimiser u € Sj“v of
the variational problem (9.5). This minimiser is a weak solution of the dispersion
management equation

of =~duf” =~ [ T VAT A0 v ar (9:10)

d
2E av
. a
for some Lagrange multiplier w < —{— < 0.

If, in addition, assumption (A4) holds, then /lgjfv =0.
Remark. If we assume that there exists y > 2 such that

[V'(lz +w]) - V'(Jz))] € (Jw]| + |Z|)7_2 |w| forall w,z € C, (9.11)

the nonlinearity N : #% — R is actually a € functional, see Proposition 11.4.
We can work with directional derivatives only though, including the construction
of the modified minimising sequence, so this assumption is not needed for our main
theorems. ¢

The main ingredient in the proof of existence of minimisers of (9.5) is the construc-
tion of a minimising sequence which satisfies an additional uniform L* bound. This
prevents the minimising sequence from reaching the asymptotic regime, where strict
sub-additivity would fail.

While for positive average dispersion d,, > 0, the uniform L* bound is readily
provided by the Sobolev embedding H!(R) < L*(R), some work has to be done in
the setting of zero average dispersion. More precisely, we will construct a modified
minimising sequence via Ekeland’s variational principle, which provides an approximate
solution of the DM equation, combined with dispersive estimates on the gradient of
the nonlinearity.

Remark. In Theorems 9.2 and 9.3, which rely on a strict Ambrosetti-Rabinowitz con-
dition and hence do not apply to saturated nonlinearities, it was shown that any
minimising sequence is relatively compact in L*(R) modulo the natural symmetries
if A > A%. In Theorem 9.4 a slightly weaker result is proved: Given a minimising
sequence, we can find a new minimising sequence that satisfies additional L* bounds
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needed to guarantee strict sub-additivity, in particular, not every minimising sequence
may be relatively compact in L2(R) modulo translations and boosts. This is irrelevant,
however, for the existence of minimisers.

For positive average dispersion d,, > 0, due to the Sobolev embedding, any
minimising sequence, being bounded in H'!, is also bounded in L. So in this case any
minimising sequence is relatively compact in L? modulo translations. ¢

In Chapter 11 below, we establish the existence of ground state solutions in a general
class of averaged DM NLS with saturable nonlinearities. The existence of diffraction
managed solitons and the necessary changes of our argument to cover the discrete case
is addressed in the last section of Chapter 10.



CHAPTER

Existence of DM Solitons for
Saturated Potentials: an easy
example

Before we prove our main theorem regarding the existence of DM solitons in the
presence of saturating nonlinearities, we turn to an easier example, which highlights
some of the difficulties and shows how they can be overcome.

A natural strategy to establish the existence of a ground state is to show that there
is 2 minimiser of the constrained variational principle by constructing a converging
subsequence. One difficulty with the saturable nonlinearity is that the sub-additivity
property does not hold in the saturation regime, that is, where the amplitude gets large.
However, if the minimising sequence has bounded amplitude, which we show, then
sub-additivity holds in the relevant region.

We modify our saturated nonlinearity in such a way that the approach of Cror-
HUNDERTMARK-LEE [ ] can be applied and establish a bound on the maximum
of the ground state in the modified problem. Next we show that the ground state in
the modified problem is also a ground state in the original problem.

10.1 Zero residual dispersion

We start with the case d,y = 0 and consider the minimisation problem

1
ES: inf {—/ /F(|Ttu|)dxdt},
ll]13=2 0o JR

where the nonlinearity potential F is assumed to satisfy

179
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(E1) (polynomial bound) F is continuously differentiable on (0, c0) and continuous
on [0, o) with F(0) = 0. Further, F satisfies the inequality
F'(s) < C(s7 1 4 57270,
where 3 < y; <y, <5and C > 0 is a constant.

(E2) (superquadratic growth) For any A > 0, there exists g that can depend on A
such that

_ F'(s)s

W)= 5

> vo(A) > 2, s €(0,A).

(E3) (saturation condition) W (s) is a monotonically decreasing function with limit

lim W(s) = 2.

(E4) (positivity) F(s) > 0 for any s > 0.

Remark. (i) The growth rate function W (s) is an important measure of polynomial
growth and W(s) > 2 implies locally faster than quadratic growth. The two
saturated nonlinearities that we mentioned in the introduction satisfy these four
conditions. One can also construct many more examples.

(i1) For positive residual dispersion (DM NLS) and arbitrary non-negative residual
diffraction (DM DNLS), we can extend the range of the parameters in Assump-
tion (E1) to 2 < y; £ y; < o0.

¢

Notice that we chose u(dr) = 1g11(7) d7 in this example, which corresponds to
the dispersion profile do = 1[o1) — Lj1). This is merely for convenience and clarity
of presentation, as the arguments can easily be generalised to more general dispersion
profiles.

10.2 The modified functional

Under Assumptions (E1) - (E4) we can show the existence of DM solitons by modifying
the energy functional

1
N(%):—/o /RF(thuDdxdt,

which is done in such a way that the Ambrosetti-Rabinowitz condition holds. Let
1 > Oandset 6§ = W(u) — 2, where W is the growth rate function introduced in
condition (E2). Choosing y large enough, we can assume that § € (0, 1) by Assumption

(E3).
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We now define the modified growth rate function W,,, by

W (s), s € [0, u]
W,(s) = a(s—0)2+2+%, s € [u, o]
2+ %, s> 0,
where
W' (u)? o W =-2

4= 0= —_—
W= 7T W
see Figure 10.1.

A
Win

w

\

m o

Figure 10.1: The modified growth rate function W,,,.

The modified potential F,, is then given by
Fp(s)=F(s), 0<s<p,

and for s > p as the solution of the ODE W,,(s) = (log F,,(s))’s with initial con-
dition F,,(u) = F(u). By construction, the modified potential F,(s) satisfies a
super-quadratic growth condition

F(s)s > (2 + %) F.(s)

with 6 = W(u) — 2 > 0, but now forall s > 0. Together with the following lemma
this shows that F,, satisfies the appropriate conditions (CHL1)-(CHL4) that guarantee
the existence of ground states, see Theorem 9.3.
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Lemma 10.1. The modified potential satisfies the bounds

C
F,(s) < ?(s"1 + 572)
Fl(s) < C(s" ! 4+ 57271
or u > 0, where C is the constant from Assumption (E1) on F.
P

Proof- First, by integrating the bound from Assumption (E1) from zero to s < u, we
have

Fo < Sone Son < S o)
Y1 Y2 3

forall 0 < s < u. Solving the ODE (log F,(s))’s = W,,(s) for F,,, we obtain for
s=2u

Wm (T) 2+6

T

s 2+6 C
F(s) = F(u)exp (./,1 dr) < F(p) (i) < ?(,u” + 1) (%)

— %(#'}/1—(5—2 +ﬂ72_6_2)52+6 < %(571 +572)’

and then using the defining differential equation for F,,, we also have

W’”(S) < 9(571 + 572) 2+
s 3 s

F,;Z(S) =F,(s)- 0 < C(Syl—l + Syz—l),

which implies the result. ]

The modified functional

1
Hy() = - /O /R Fo(IT(1)ue])dxde,

subject to the energy constraint, possesses a ground state #* according to Theorem
9.3. This ground state depends on u and A, but we suppress this dependence in the
following for simplicity of notation.

The ground state #* must satisty the corresponding Euler-Lagrange equation

T(t)u* ,
T()ur)

1
woit* = Oy (") = /0 ) (F,;<|T<t>u*|>

Lemma 10.2. The ground state u* is uniformly bounded independently of u, and, moreover,
|(T(r)u*)(x)| < K forall x and r for some constant K < oo.

Proof. First we show that the Lagrange multiplier w = w(u) > ¢ > 0, independently of
the modification. By multiplying the Euler-Lagrange equation with #* and integrating,
we have

1
#12 _ N\ x _ ’ % *
w/RW |“dx —‘/RQm(u Yu* dx _/o ‘/RFm(|T(t)u DIT (t)n"|dxdt.
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To assure that the Lagrange multiplier w is bounded away from zero, we look at the
ratio

o Qulat i d
- fR lw*2dx

The lower bound of the ratio depends on the energy f |u*|>dx but it is fixed in the
minimisation procedure. Considering the numerator, we see that

(10.1)

AQM(M*)ﬁdx =/01/RF,;,(|T(z)u*|)|T(t)u*|dxdz

1
22/; /RFm(lT(t)u |)dxdt,

where we used the superquadratic growth property of F,, that is, F, (s)s > (2 +
6/2)F,,(s) > 2F,,(s). Since #* is an energy minimiser, we have

/01/RFM(|T(t)u*I)dxdt > /OlfRFm(lT(t)ql)dxdt
> [ [ Far@gpasa

for any test function g, where we also used that F,,,(s) > F(s)forall u > 1and s > 0.
Choosing, for instance, ¢ to be a Gaussian test function, we simply observe that the
last integral is strictly positive (by Assumption (E4)), and independent of u.

Next we show that Q,,(#") is bounded by using an argument due to Kunze
[ ]. First recall the well-known bound on the solution of the linear Schrédinger
equation in one dimension

1
[T (t)u| < |t|1/2./R|M|dx’ (10.2)

and consider

1 T
T()Qun) = [ T(r)T-l<t>(F,;<|T<t>u|> (t)%)dt.

1T (£)u|

Proposition 10.3. Let v € [2,4) and assume that F'(s) < Cs” forall s > 0 and some
constant C. Then

IT(r)Qm(n)] < C(2)

for all v, where C(Q) is independent of the modification, but may depend on v and the
optical power A = fR | (x)|>dx.
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Proof. Using the dispersive estimate (10.2),

I:/*(r)Qm(u)l_/| |1/2||17~“ (|T(t)u|)||L1dt</| Tl e

/ Tl

Using Holder’s inequality, we obtain

1/p 1/p’
Teun < ¢ [ ) [irome)

where
1 1

rpp
To bound the first integral uniformly in » we need p < 2, i.e. p’ > 2. For the

convergence of the second integral, we use a general case of the Strichartz inequality
[ ] that we recall here:

+00 1/p
([ iremi ) < s

(o)

= 1.

as long as
1

1 2

—_— + — .

o p 2

where 2 < 0 < 00 and 4 < p < oo and S, is some constant. Therefore, the relation
1 2 1

-+ =-, lLe. v=2+—,
v vp' 2 p’

(10.3)

has to be fulfilled. This holds for appropriate p” > 2 if v € [2,4), which ends the proof
of Proposition 10.3. ]

Since #* satisfies the Euler-Lagrange equation
* 1 *
and F satisfies Assumption (E1), we can use Proposition 10.3 to obtain
T ()] = —IT()Qulr ()] < == —==

for all » and x, where we also used the uniform lower bound w = w(u) > ¢ > 0,
which we established in the beginning of the proof of Lemma 10.2. This also concludes
the proof of Lemma 10.2. ]

Finally, if y is chosen sufficiently large, so that [(7'(7)#*)(x)| < p for all x and

€ [0,1], which is possible by Lemma 10.2, then #* is also a critical point of H.

Further observing that H,,(#) < H(») and H,,(»*) = H(#*), u* has to be a ground
state of H.
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10.3 Positive residual dispersion

We now consider the functional

+00 1 +00
H(n) = %[ |2t |*dx _‘/o ‘/_ F(|T(t)u|)dxdt

for positive residual dispersion, where the nonlinearity potential F satisfies Assump-
tions (E1)-(E4), but now with 2 < y; < ¥, < +00. Modifying the functional in the
same way as in the case d,y = 0, by the argument in [ ], there exists a minimiser
u* € H' of the modified functional.
By the Sobolev imbedding theorem and unitarity of the free Schrddinger evolution

on H!, we have

sup [(Z(r)u)(x)| < 1T (r)u"[lggr = ||| < C(A).

x,r
So taking again the modification parameter u large enough, we obtain that #* is a
critical point of the original functional. Note that for this argument to work, we do
not need Lemma 10.2, which is why we can allow for arbitrary 2 < y; < y, < 400 in
Assumption (E1) on F if d,, > 0.

10.4 Diffraction management

In the case of diffraction management, the ground state solutions can again be found as
minimisers of the averaged variational principle

P, = inf {H(u) : Z lu(x)? = /l}, (10.4)

xX€Z

where, with the forward difference D u(x) = u(x + 1) — u(x),

day !

H(u)= = ) IDu(x)f - f DTF(T()u(x))) dr.
0

XEL XEL

Again, for clarity of the presentation, we consider only the square wave diffraction

profile corresponding to u(dr) = Lg43(r) dr. The discussion in [ ] shows that

one can in fact include any diffraction profile one can think of.

Since ||# ||f;2 = 3 ez |u(x)]%, we have the very simple estimate

o]l = sup |u(x)| < |zl];2 .
X€Z

Thus for any # € £2(Z) with optical power ||u|| ,272 = A, we have the bound
IT()ulles < T ()ulle = lullz = 22

for all £. So taking g > 1'/2 and modifying the functional according to the same rule
as before, we get, according to [ ], a solution of the modified functional, which,
since u > A"/, is also a solution of the unmodified functional, as before. Note that this
works for any residual diffraction d;y > 0 and any 2 < y; < y, < +0 in Assumption
(E1) on F.
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Existence of DM Solitons for
Saturated Potentials 11

After this short example, we now turn to the proof of Theorems 9.4 and 9.5.

11.1  Preparatory and technical remarks

In this section we review some important properties of the nonlinearity N. Most of
these properties are adapted from [ ], which the reader may consult for a more
complete background. The basic ingredient in most of these estimates is

Lemma 11.1. Let f € [*(R),2< g < 6, and y € L¥4. Then
17 flla@zarpary S AL N 2 (11.1)

Proof. The inequality follows from interpolation between the unitary case g = 2 and
the Strichartz inequality in one space dimension for g = 6, that is,

JL i per asar < i,

For more details, see [ , Lemma 2.1]. [ |
Without proof, we also cite

Lemma 11.2 (Lemma 4.7 in [ D.

dy=0:If2<vyi; <y, < 6andy € Lﬁ, then the nonlinear and nonlocal func-

tional N : L*(R) — R given by

L? — N(f) = T,
®3f 0 NG = [[ VAT D dxvar
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is locally Lipshitz continnous on L* in the sense that
NG = NI 5 (L4 1A+ 14127 1A - Al

4
where the implicit constant depends only on the L¥72 norm of .

dyy >0: If2 <y <y, <ocoandy € LY, then the nonlinear and nonlocal functional
N : H(R) — R given by

H'\®> f o N = [[ VAT ) deuds
R2
is locally Lipschitz continuous in the sense that

ING) = NI < (14 1A+ 1A (Al + 1A1R) 1 - Al

The directional derivatives of the nonlinearity are given by
4
Lemma 11.3. If2 < y; < y; < 6and y € L' nL&7 (d,, = 0), respectively if

2 <y <y <ooandy € L' (dy, > 0), then for any f,h € L*(R), respectively
f.h € H\(R), the functional N has directional derivatives given by

DyN(f) = ‘/RR6<V’(|T7]F|)I;:—}[|,TM> Ydr. (11.2)

In particular, h — Dj,N(f) is real linear and continuous.

Proof. Let f € L*(R) and ¢ # 0. For any h € L*(R) the difference quotient of N is

N h)- N
(f +th) - N(f) :%[//R v(|T,(f+th)|)—V(ITyfI)dX%bd”}

t
1 4
= Z././]RZ/O EV(|Tr(f+sth)|)dsdxl,//dr. (11.3)

Since V is differentiable, we obtain

t(T, f T h + T,hT, f + 2st|T, h|?)
21T, (f + sth)|

ST +sth)) = VTS + sth)

and thus

_ Lo T, fT,h + T,hT, f +2st|T, h|?
(11.3) = //RZ./O V(T (f +sth)]) AT+ sTh) ds dx ydr.




11.2. PREPARATORY AND TECHNICAL REMARKS 189

Under the assumptions 2 < y; < y, < 6, respectively 2 < y; < v, < 0, on the
nonlinearity, Lebesgue’s dominated convergence theorem together with the continuity
of V"’ implies that for t — 0 we have

Re(TfTh)
DAN(f) = ///V(ITfI) o dsdeudr

Re(TfT h)
17, f1

which completes the proof of (11.2). Linearity of the map 4 +— Dj,N(f) is immediate
from (11.2), to see the continuity observe that by assumption (A1),

/ VAT ST DR 4y,

DN < //R VAT, f DT, b dx v dr
< .[/RZ (1T, £ )™+ T, £ P2 1Ty h(x)| dx  dr

For 2 <y < 6, Holder’s inequality (with exponents % and y) implies the bound

// T, £l Ty k() ey dr < |7, fllu(dwd,) 1T, Allzy e ar
< /1" 1kl

by Lemma 11.1. By linearity, this already shows continuity of 4 +— D, N(f) in the
case day, = 0.

In the case of positive average dispersion, d,, > 0, we can use f € H'! and
Cauchy-Schwarz to bound

/[Rz |Trf(x)|7_1 |Trh(x)| dx lﬁdr < SU—P ”TVf”Zo_z ||T7’f||L2(dx1//d7‘) ”Trh”Lz(dxwdr)
s A1 212 Ml

for 2 < y < o0, since

sup [| 75 flleo < sup 175 fllze = 11 e
reR reR

by the simple estimate ||7]lc < (||q||2||q’||2)1/2 < |l7llgt and unitarity of the free
Schrédinger evolution 7, on H1. [ ]

Remark. In the setting of d,, = 0, that is, when working in L2(R), Lemma 11.3 also
identifies the unique Riesz representative VN (/') (with respect to the real inner product
Re(, -)) of the continuous linear functional 2 — D, N (f) for fixed f € L*(R),

Re(VN(f).h) = DN(f) = Re</T V<|Tf|>|Tf|]wdr,h>,
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SO

NG = [T VAT D v dr.

¢
Even though we do not need the following for our main results, we state and prove

Proposition 11.4. Assume that (9.11) holds in addition to the assumptions of Lemma 11.3,
with2 <y < 6, respectively, 2 <y < co. Then the functional H : #%~ — R is of class
GL(H %, R).

Proof. Since f — ||f”||3 is a 6" functional on H"' and the directional derivatives of N
are (real) linear, see Lemma 11.3, it suffices to show that / — D, N(f) is continuous
for each h € %, We start by estimating

IDLN(f +9) = DN (f)|

I,f +Tvg T,f
T, T.f +T,g ~V(IT, .
[7|lﬂvu S Tl gy = VT f | e

Observe that by assumption (A1) and inequality (9.11), for any z, w € C,

’vuz+wnz+w V(2
2+ wl
%
< V(s + ) - Vel + Py | £ -
|% %4
— V(2 + @) - V/(zl+ T o B s 4

S ol [zl + [ + (2] + [ + (|z] + )]

It follows that D, N (f + g) — DyN(f)| can be bounded by a sum of terms of the

form
LT HIT g (T, 1+ 170 dxwrdr.
Using Holder’s inequality, with exponents y, v, 5 -1, and Lemma 11.1, we obtain the
bound
[DAN(f +9) = DyN(f)
< WAkl [ (112 + igll) 2 + (11 + g o)+ (1 Tl + llg )

as in the proof of Lemma 11.3, which shows that all directional derivatives Dj, N are
locally Lipshitz for each fixed /4 € F % . Therefore, H € € (#%;R) if y € [2,6] for
day = 0. Similarly, one proves the case d,, > 0 with y > 2. n
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11.2  Strict sub-additivity of the energy

The crucial ingredient in establishing existence of minimisers is restoring (pre-)compact-
ness of minimising sequences modulo the natural symmetries of the problem. In this
section we prove sub-additivity of the ground state energy with respect to 4 > 0.

While strict sub-additivity was established under the Ambrosetti-Rabinowitz con-
V'(a)a

dition (9.8) in [ ], in general it fails in the saturation regime, where v 2
For any C > 0, we define the quantity
Ej”(C) = inf {H(f) : f e S, sup || 7} flleo < C} ) (11.4)
7 Esupp ¥

The following proposition says that strict sub-additivity still holds in the case of
saturated nonlinearities, at least if minimising sequences do not reach the saturation
regime.

Proposition 11.5 (Strict sub-additivity). Assume that (A1) and (Az2) hold, and that for
any A > 0 there exists a constant C > O such that

E% = E%(C). (11.5)

Then forany 0 < § < %, and A1, Ay > 6 with A1 + A, < A, one has

dus | rday £Q OV ? | pda
Efr 4 Efr > |1- (253 —z)(—) E

whenever Ej” < 0, where k*(C) = info.,<c k(a) > 2.
Remark. We will show in Propositions 11.11 and 11.14 that in fact for any A > 0, the
ground state energy is negative, Ef{‘”‘v < 0. Proposition 11.5 implies that

daV daV daV
EA1 +Eﬁ2 >EAM2

whenever Ef{'ﬁ 1, <0 e Ej” is strictly sub-additive if the ground state energy is
strictly negative.

As shown in [ ], the strict sub-additivity of the ground state energy prevents
minimising sequences from splitting. In particular, minimising sequences can be shown
to be tight modulo the natural symmetries of the problem (shifts for d,, > 0 or shifts

and boosts for d,, = 0). ¢

Proof of Proposition 11.5. Set

x(a) = exp (—/ %b) db)

0
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K(“) x(a), and therefore

for some 0 < a¢ < a. Then y(a¢) =1, x'(a) =
x(a)V(a) = V(ao) 20 (11.6)

since (x V)" > 0 by Assumption (Az2). Setting ao = sa for some s € (0, 1], we obtain

V(sa) < exp (— / "(bb ) db) V(a) = ex (— / 1 "(Zb ) dla) V(a)

< exp (— inf k(ap) / )V(a):sK*WV(a).

€(0,1]

Using that by Assumption (Az2)
inf «(b) > 1an k(b) = k*(A) > 2

0<b<a

for any finite A > 2 > 0, we get
V(sa) < sDV(a), forall se(0,1],0<a<A.

At this point the L™ bound comes into play, which guarantees that we always stay
in a regime where saturation is not reached, that is, * > 2!

Indeed, since |7, f (x)| < ||T; f |l < C forall € supp i, we get for0 < u < 1
that

NGy = [ VT f @D drudr < w ORN )

and thus
gh= it (Zupg-ne) s i (w8 - N
If12=ua \ 2 lglz=a\" 2
> ﬂk*(C)/zE;lav'
As in [ , Proposition 3.3], we can now take A; = p;A, ;7 = 1,2, with

1+ pa <1, py, pp > %. It then follows that

av dav — dav dav K (C)/Z K*(C)/z dav
g + Egr = o+ B > () w5 ) B,

and, since the function ¢ > (1+ 1)< (©)/2 — 1 — t¥(©)/2 js increasing on [1, o), we have

(O

* *(C) 0\ 2
WO O < g (275 ) (Z) -1
for § > O and «*(C) > 2.
Now, if E j“ < 0, the sub-additivity
6 K*QC)
dy | pda £0) duy
Efr 4 B 2 |1- (25 —2)(5) Ed,

follows. ]
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11.3 Thresholds

It turns out that under the Assumptions (A1)-(A3) on the nonlinear potential V/,
minimisers for £ j*‘v may only exist for large enough A. This is due to the fact that min-
imising sequences can be shown to be pre-compact modulo translations, respectively,
translations and modulations, if the energy is strictly negative. The reason for this is
sub-additivity: the ground state energy is strictly sub-additive only if £ j“ <Q

This motivates

Definition 11.6 (Threshold).
A% = inf{1 > 0: E% < 0}.

Assume that Ej”“ < Oforall A > 0and d,, > 0 (see Propositions 11.11 and 11.14
about the validity of this assumption). By the sub-additivity of the ground state energy,
it immediately follows that

dav dav dav daV
E/h = E/ll +E/]2 = E/7.1+/12’

d av

A, < 0. In

where, by Proposition 11.5, the latter inequality is strict whenever E
particular, the map 0 < 1 — Ej“ is decreasing and it is strictly decreasing where
Ej“ <0.

Thus, E% = 0if0 < A < A% and E% < 0if 1 > A%

Lemma 11.7. If'V satisfies Assumptions (Az) and (A 3), then /lil;” < oo,

Proof. By definition, A% < oo if and only if E;l“ < 0 for some A > 0. The claim
therefore follows if we can find a suitable trial function with negative energy H, at
least for large enough 4 > 0.

Observe that by (A2) we again have the bound (11.6) on V. Let a, > 0 be such
that V(a,) > 0, which exists by (A3). Then

V(a) > exp (/a %b) db) V(a:) 14, c0)(a),

*

where for 0 < a < a. we just used the fact that V' (a) > 0. Since by (A2) infj,. «(b) >
2, we get the lower bound

2
WMZ(f)vuomwaw. (1.7

*

Consider now centered Gaussian test functions

2

Joy(x) = Age @, 0> 0, (11.8)
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1/4
where Ag = (7%20) is chosen in such a way that ||ggo||§ = A. Then ||q(;.0||§ = (;1—0 and

the time evolution is given by

x2

1/2
T, g04,(x) = Ao o e 7@, o(r)=og+4ir, (11.9)
o(r)

see [ , Lemma B.3]. Thus,

0_2 1/4 ool
0 _0‘2+ 72
7900 A(m) ¢

We therefore have |7, g,y (x)] < Ao forall x € Rand r € R. If x| < /00, we also
have the lower bound

o2 Vs 4
0 " e
| T g0, (x)| = Ao (—0'3 N (47)2) e ToHUr?

Hence choosing R > 0 such that suppy C [-R, R], we have

A
5 < Togo(0)l < Ao
for all [x| < 4fog and all |7| < R, assuming 0 > 4R.

Now set 0 = A for A large enough. Then ||77|l2 = 1and Ag = (%)1/4. It follows
with (11.7) that

/R VT, ga(x))) dx = /| oV Taonds s / VAT

|x|>Va

mmn)z
S /| M(— V(@) Lo (| Ty ga ()] dx

A

Ao 2 A
22\/7( ) V() Lia,00)(F)-

2a,

So for A large enough, since Ag ~ A1/4,

N = [[ viTaendeudr 2 2

and the energy is bounded by

dav ’ da"
Hign) = 533 - NG < 5 - Ca

for some constant C > 0. Thus, choosing 4 > 0 large enough, we can always achieve

H(gl)<O,SOEjaV:il’lf”f”%:/lH(f)SH(g/l)<O. |
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Lemma 11.8. If 'V satisfies Assumptions (A1), (Az), and (A4), then /lzl;” =0foralld, >
0.

Proof- Let A > 0. We begin with d,, = 0, that is, assume that there exists € > 0
such that V(a) > Ofor all 0 < a < €. Let g, be the centered Gaussian (11.8) with
||q(,o||§ = A. Then, by (11.9),

202\
) (11.10)

|T790'o(x)| < AO = (7'[_0'0

for all x € R and » € R. Choosing o large enough, we can make |7} g,,(x)| < €,
which implies H(g4,) = =N (40,) < 0 by (A4), so Ef{“ < 0. Since A > 0 was arbitrary,
it follows that 2. = 0.

For d,, > 0 assume that there exist € > 0 and 2 < ¥y < 6 such that V(4) > a”°
for all 0 < a < €. We consider the same centered Gaussian g, as above, with o so
large that |7, g, (x)| < €. It follows that

N = [[ VT anthdxsdr = [ (T anor deudr

1/2 2 vo/4 2-yg
= (l) (£) O-OT / ),0(7’) PO dr.
Yo d B 1+ (4r/oo)] T

Since |l95, 117 = o_io, the energy of the Gaussian ¢, is bounded by

1/2 2 70/4 6—y0
H(ga)sd”/l o 8 e 04/ v g,
0 200 dav/l Yo Vs 0 R ) Y0-2
[1+(4r/00)*] *

for some constant C > 0. In particular, since 2 < yo < 6 and

[—2 & =l >0
% [+ (4 Joo )

as 0p — oo by Lebesgue’s dominated convergence theorem, we can make oo sufficiently
large such that H(gs,) < 0. As A > 0 was arbitrary, this yields A =0, ]

The following quantity will be useful in proving the non-existence of minimisers in

the positive average dispersion case for sub-critical 0 < A < A% Fix C > 0 and define

N(VAh)

che H®)\ {oL 1A, = L |||, < C}.
2 € H (R)\ {0} [12]l2 I ||2<}

Rc() = sup{

Lemma 11.9. Let C > 0. If V satisfies Assumption (A z2), then

2\ (VIC)-1
) Rc(o)

Rc(1) 2 (/l_o

forall A > Ag > 0O, with k* (V/lC) =inf _ 7z k(a) > 2.
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This scaling property immediately implies

Corollary 11.10. Let C > 0 and assume that V' obeys Assumption (Az). If A% 50, then
day d
Rc(A) < B3 forall 0< A< A%,

Proof. Let /lzlﬁv > 0, and assume that there exists 0 < A < /lfr“ such that Rc(11) > %
Pick A, € (A4, Aiw). Then Lemma 11.9 implies

zz)ik*(\/‘z_c)‘l

daV
Rc(Az) 2 (/l_ Rc(1) > Re(4y) 2 B3
1

since K™ (V AC ) > 2. In particular,

. daV ’ . daV ’
E;{av = inf (_/12”7 17 - N(V/lZ?)) < inf (—/12”9 I3 - N(Vflzq))
2 glk=1\ 2 lgl=1 \ 2

llg’Il.<C
= ol - NV gy (e NG
llg =1 2 2119115 lglb=1 \ 2 allg’ |13
llg'll2<C 7' .<C

du N(V29)
su _—

d
= /lzCz - = = /lzCz (—av - Rc(/lz)) <0,
2 =t A2llg’ll7 2
lg’ll2<C
in contradiction to A; < /lf;” and the definition of /lg;w. [

Proof of Lemma 11.9. Let h € H'\ {0} with ||4]|; = 1 and ||4’||> < C, and define the

function
A(s) := s2N(sh)
for s > 0. Then
A'(s) = 57 (sDN(sh) - 2N (sh)).

and by Assumption (Az) we have
sDyN(sh) = 2N(sh) = //R |V Aan kTl -2v AT (h| drw dr
> [[ [amshn -2 vazshpar o
Since for any f € H'(R) the simple inequality [|£1|2 < IfIl2llf]l> holds, we get

T, (Moo = sI Ty hlleo < sITAILNT AN = sALIA1Y? < sVC,

2
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where we made use of the fact that 7, commutes with differentiation and is unitary on
L2, as well as the properties of /. It follows that

sD,N(sh) — 2N (sh) > ( inf «(a) - 2) N(sh)

a<sVC

> ( inf K(a)—z) N(sh) = (K*(z\/E) —z) N(sh)
aSt‘/é

forall 0 <s <t,¢ > 0, and thus the function A satisfies the differential inequality
A'(s) = (K*(t‘/E) - 2) sTLA(s),

which yields

K* (t\f) -2
) A(to)

t

At) = (—

to

for any ¢t > to > 0. In particular, we have

Nk N (i)%w(%)ﬂ N(Th)

Rc(1) = sup 2 sup
=t ARG \ o Wizt AollA’ 12
17 ]l.<C 17 ]l2<C
2\ 3 (Vac) 1
= (/l_o) Rc(Ao)
forall A > 1o > 0. ]

11.4 Existence of minimisers for zero average dispersion

We start by establishing the existence of minimisers in the singular case d,, = 0.
Throughout this section, we assume that (A1), (A2), and (A3) hold with 3 < y; <

. . =45 .
Y2 < 5, and that ¢ is compactly supported with ¢y € L5727 for some § > 0. This L?
condition on ¥ ensures that the L? condition in [ ] holds, in particular, all their
multilinear estimates and splitting estimates continue to hold in our setting.

Proposition 11.11. For any A > 0, the energy functional H = —N is bounded below on
8% and
hl

—00 < Eg <0
Proof- Let A > 0. Integrating the bound on V"’ in (A1) yields

[V(a)|] < a¥" + a”? (11.11)
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and therefore

N(f) /R T, £ wdr + / T f I wdr < 112 + 1A

by Lemma 11.1. It follows that

EQ= inf H(f)=- sup N(f)>—(/lz +/12) —co.

£ 13=2 If1=a
Since V/(a) > 0 for any a > 0, clearly H(f) = -N(f) < 0 for any / € &) and
therefore £9 < 0. n
The following lemma is a generalization of a result by Kunze [ , Lemma

2.12], and establishes L bounds on the time evolved gradient of H.

Lemma 11.12. Let f € L*(R),3 <y <y, <5 € Liw for some § > 0, and Y
compactly supported. Then T,VH(f) € L*(R) and

sup [ITsVH (F)lleo < 115"+ A3, (11.12)

seR

where the implicit constant depends on ||y || S
=Y2

Proof. We have

ITVH(f)lleo = Sup [Re(T\VH(f), 9)| = Sup [Re(VH (f),T-s9)|
7lh=1 7lh=

Re/<v (7, f|>|Tji| q> W(r)dr].

Using the basic dispersive estimate for the free Schrodinger evolution, ||757|lc <
|s|71/2||#]l; for all s # O, we obtain, together with assumption (A1),

= sup
llglh=1

ITIH Pl < [ ; w(rfl/z [z i
/| v )1/2 ”Tf|y1 1+||Tf||)7,§ 11) . (11.13)

An application of Holder’s inequality then yields

1/p
[ ‘”(rfmurfn ar < -5, (/||Tf||f’” ”d) .

The pair (y — 1 ,p(y — 1)) is Strichartz admissible if y — 1 > 2 and (7 5= -

1
Y-
that is, p = —25. Note that p > 1if y < 7. In this case,

-1 -1
[t ar < i
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by Strichartz’ inequality, and thus
Y (r) y-1 -1/2 y-1
/| DTS dr 5 =Sl Pl 11

Setting @ = 5= y, we see that we have to bound f |r — s|7%¢**(r) dr uniformly in s.
Let 6 > 1 and apply Holder’s inequality once more to see

6-1

/lr — 5|72 (r)dr < (LPW |r —s|7%¢ dr)é (‘/:’b(r)ﬁ)g.

As long as @6 < 1, we have

sup/ lr — 5|7 dr < o
s€R Jsuppy

since supp ¥ is compact. So we need @ < 1/6, which is equivalent to

2a60 2ar 4

> = .
6-1 1-a 5-y

i i =+6 .
Since zﬁ is compactly supported and ¢ € L5 for some & > 0, we see that, setting
= S_Ly_ + 6. This shows that

@ = 5= y , there exist 6; > 1 with «;6; -

both terms on the right hand side of (11.13) can be bounded uniformlyins e R. =

4
Lemma 11.13. Assume that3 < y1 <y, < Sand that y € L5 o for some § > 0. Let
(#n)new C L*(R), lunll; = A for all n € N, be a minimising sequence for Eg. Ing <0,
then there exists another minimising sequence (v, )nen C L? N L¥(R) with

sup || 170, |0 < Ci.

reR
Proof. Step 1 (Construction of a modified minimising sequence). Since H satisfies
all the requirements of Ekeland’s variational principle (see Appendix F), there exists
another minimising sequence (@), en C 83 such that H(w,) < H(u,) foralln € N,
||w, — #y,|lo = 0asn — oo, and

Wn

llwnll2

as 17— o0 (11.14)

VH(wy) - <VH( n): >
llw n”Z

strongly in L%, where VH(f) = —/R [V (7, f|)
Write

T, ] Wwdr, see Remark 11.1.

=VH(w,)+o0,— Dn n €N, (11.15)

n:=VH(w,)+ o,
/ Vi

Wy
llwnll2

with o, == — <VH(fwn), ”;}”—:“2> Then g, — O strongly in L? for n — o by (11.14).
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By assumption (Az2),
~(VH (w,). @) = Doy, N(w,) = / V' Tyw,)) I Tyw,] dx y(r) dr
Egz
> 2N (w,) = —2H (w,) —> —2ES > 0.

g . E°
So, picking a subsequence if necessary, we can assume that o, > —\/—% > Oforall » € N.

Therefore, o, ! is uniformly bounded and o,'g,, — 0 as n — oo.
Now deﬁne the sequence

_\/_ VH(wy,)

— T oalR= A, neNl.
IVH (w,)ll2’ e

We will show that (v,,),en C 83 is again a minimising sequence for /. Indeed,

Vi o,
0g — wallo = — (1 —)vmwn) ’
2T o IVH ()|l 4
o IVH ()], ||qn||2
< Va1 - Z +Va .
’ IVH@wolh| o o

Since 07;,'g, — 01in L?, it remains to show that

On

_
IVH (w,)l2

as 7 — oo. But from (11.15) we have

Wy
IVH (@n)l; = llgnll; + o5 — 20nR6< ,qn>,
llwnll2

so that

VHwn 2 n2 n
Il ( )||2_1+||9 ||2—2Re< Wy g >_)1

2 B 2 ||‘wn||27 On

Crn Crn
asn — oo since 07, 'g, — Oin L2,
Step 2 (L* boundedness of the modified minimising sequence). By Lemma 11.12
and the bound
lwall2IVH (wn)ll2 > [Re(VH (wn), wn)| = =2E3 >0,

we obtain

Va
Tyl = —=———— T, VH (w,)||co
A TRIAL (C
y1+l

A pakal 72+l
< o (a3 ) = (2757 4 %57 8]
A
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We can now turn to the proof of existence of dispersion managed solitons in the
case of zero average dispersion.

Proof of Theorem 9.4. We start with 0 < A < A2,. Since by Proposition 11.11 ES < 0,
the definition of the threshold (Definition 11.6) implies that ES = 0, proving part (i) of
the theorem.

Assume now that 1 > A2,. Then, by definition, £$ < 0.

Let (v,)pen C 83 N L®(R) be the minimising sequence constructed in Lemma
11.13, such that || 7,9, || < C, for some uniform constant C,.

By Proposition 11.5, the ground state energy ES is strictly sub-additive along
(Vn)nen. Once we have strict sub-additivity, the bound (4.7) from [ , Proposition
4-4] again holds. Then one can use this, similarly to the proof of [ , Proposition
4.6], to show that the sequence (v;,),en is tight (that is, |v,(x)|* dx and |9,(n)|* dn
are tight in the sense of measures) modulo shifts and boosts, 1.e. there exist shifts y,
and boosts &,, such that

lim sup/ |9, (x))* dx =0,
[x=yn|>R

R—e0 N

lim sup/ |2,()>dn = 0.
[7—&n|>L

L—co el

Let f,(x) = ¥y (x — ¥n), 7 € N, be the shifted and boosted minimising sequence.
Then by the invariance of H under shifts and boosts, (f)»en is again a minimising

sequence with [| 4]} = lloall; = 4. Since |fu(x)] = |va(x = y,)| and |f,(n)] =
|9,,(n — &x)|, the sequence (fy,)nen is also tight.

Since the sequence (f,,),en is bounded in L2(R), there exists a weakly convergent
subsequence (again denoted by (f),en) by the weak compactness of the unit ball.
Since this subsequence is also tight, it converges even strongly in L2(R) to some f € L2.
By continuity of the L? norm and the nonlinearity N under strong L?-convergence,
we have

ES < H(f)=-N(f) = lim -N(f,) = E3

since (fy,)nen is minimising. Thus f is a minimiser of the variational problem (9.5) for
day = 0.

The Euler-Lagrange equation of the constrained minimisation problem is the
dispersion management equation (9.9) and it is a standard exercise to show that the
minimiser / found above is a weak solution of the Euler-Lagrange equation,

T,
w(f,g9) = _DyN(f) = —‘/R<V/(|Trf|)ﬁ,7}q> W dr (11.16)
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forall 4 € L*(R), see also [ ] for more details. In particular, Lemma 11.12 implies
that 75 f € L*(R) for all s € supp . Inserting 4 = f as test function in (11.16) yields

WlfIE =wi == [[ VAT FGDIT Sl dwudr

<= [[ KT D VAT ) drurar
< —K'(CON(f) < 2N(f) = 2E5
by assumption (A2) and the uniform bound on the minimiser. So w < @ ]

11.5 Existence of minimisers for positive average dispersion

The situation is much easier in the positive average dispersion case since the uniform
L* bound is directly provided by the simple bound

1712 < WRllA Iz < Al (11.17)

for any & € H'(R), i.e., the Sobolev embedding H'(R) ¢ L*(R). We will assume
throughout this section that Assumptions (A1), (A2), and (A3) hold with 2 < y; <
v2 < 10. We further assume that ¢ is compactly supported and ¢ € L% for some

6 > 0, where a5 := max{1, 10%),2 +6}.

Proposition 11.14. The energy functional H is bounded below on Sjav forany A > 0and
coercive in || ||, that is,

li H = 400.
pm H(f) = e
If I2=2

Moreover, —oo < Eff“ <0.

Proof. For2 < y; <y, < 6 we can, as in Proposition 11.11, estimate the nonlinearity
by

N < IFF +IA137

In case y; > 6 for some j = 1,2, we can extract the excess part in the L* norm,
estimating

ST wdr < sup Tl [T, £ v
R reR R
for some 2 <y — k < 6. Using (11.17),

sup I, Flleo < (1 121LF7112) 2,
re
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where we used the unitarity of 7, on L? and the fact that 7, commutes with dy.
Together with Lemma 11.1 this yields

K

’ % 71—21 ’ KTZ 72—%2
NO NI 2 + A1,

for suitable (y; — 6); < k; < y; =2, = 1,2, and an implicit constant that can be
chosen in such a way that it only depends on the L norm of . It is easy to see that
for given a5 > 1 one can always choose «; < 4. Therefore,

H(f)= = If ||§—C(||f I e T T ) (11.18)

for some constant C = C(||¢||a(s)_ In particular, if ||f||§ = 1, then H(f) 5 o0 as
I/l = co. Moreover,

Ejav 2 lnf (%tz _ C (t%/l%(’yl_%) + tKZZ/l%(’yz_KZZ))) > —00,

t>0

To prove that £ jﬁv < 0 we again calculate the energy of suitable centered Gaussians
(11.8). Since by (11.11)

N(goo) s Wl sup (175905 lly; + 175 90 155) 5
r Esupp ¥

where 2 < y1 < vy, it is not hard to see that

lim H(gq,) =0,

og—0
which implies Eg <o. [ |
Proof of Theorem 9.5. Fix 0 < A < /1?;”. By definition of the threshold and Ej“ <0,

we must then have Ej“ = 0. Assume now that there exists a minimiser f € Sj“ with

H(f) = E% = 0. Then

du 1 (e o N
0= H(f) = S - N = IfIE (7 - ||f(7ﬂ3)
2
i %_ M (11.19)
= A W Al

g’ <A™ 211 f"1lx
2 dav
= ||f ll2 N R,1—1/2||fr||2(/1) .
Since A < A%, Corollary 11.10 implies that R¢ (1) < dzﬂ for any C > 0, in particular
for C = A712||f7|l. So

dav
7 - R/I—l/2||f/“2(/l) > Q,
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which by (11.19) implies that || /||, = 0. But as the kernel of , is trivial on H(R), we
must have / = 0, in contradiction to || ||§ = A, which shows that there cannot exist a
minimiser if we are below the threshold /1’3;”.

Assume now A > /li?v and let (v,,)nen C Sja" be a minimising sequence for Eff“.
Since H is coercive on 83’“, the sequence (v,) is bounded. Indeed, since [|v,[|7 = 1
and H(v,) — Ej“ > —co, the bound (11.18) implies that [|v} ||, stays bounded, thus

|vn ]|zt is bounded uniformly in n € N.
Together with (11.17) and the unitarity of 7, on H', we have

||T77)n||oo < ”Tr'vn“HI = ”'UnHH1 <Ci

for any r € supp ¢, and some constant C,; > 0, and Proposition 11.5 implies that the

ground state energy E;l“ is strictly sub-additive. Hence arguing as in the proofs of
[ , Propositions 4.3 and 4.5], the minimising sequence is tight modulo shifts
and tight in Fourier space, that is there exist shifts (y,),en such that for the sequence
Wy = U,(- — yy), n € N, we have

lim sup/ lw,(x)]?dx =0,
|x|>R

R—0 , N
and there exists a constant K < oo such that for any L > 0
— — K
sp [ i@Pdn=swp [ Py < 3.
neNJ |n|>L neNJ|n|>L

Since H(w,) = H(v,) for all n € N by translation invariance, (@, ),en is also a
minimising sequence with ||wn||§ = ||7)n||§ = A, which is bounded in H, ||w,,||;1 =
lonllgt < Ca. So the weak compactness of the unit ball implies that there exists a
subsequence w,, — v € H' weakly in /' and in L?. By tightness, we even have
strong convergence in L2, It follows that

[oll7 = lim [lws )l = 4 >0
k—o0
and together with the weak sequential lower semi-continuity of the ! norm this also
implies
2 i 2
lo’|l; < hmlnf||fw;,k||2.
k—co

Finally, since {w, }¢cy is bounded in H' and converges in L?, the continuity of the
nonlinearity N with respect to strong L2-convergence (Lemma 11.2) yields

klim N(wy,) = N(v).

Altogether, we thus have shown that H is weakly lower semi-continuous along {w,,, },
in particular
dav M o dav
EY < H(v) < h/enlilfH(wnk) =E",

since {w,, } is minimising. It follows that f is a minimiser of the variational problem
(9.5). The rest of the proof is analogous to the zero average dispersion case d,y = 0. =



APPENDIX

Ekeland’s variational principle

In this chapter we briefly derive the following corollary of Ekeland’s variational
principle [ , see also the Appendix in [ ]] needed in the construction of our
modified minimising sequence. Note that we do not require the functional to be B!,
but only that all its directional derivatives exists and depend linearly and continuously
on the direction.

Proposition F.1. Let # be a real Hilbert space and ¢ : # — R a continuous functional
with the property that all directional derivatives exist and the functional h — Dj¢(f) is
linear and continuous for all f € F.

Assume that ¢ is bounded from below on Sy = {u € H : ||u||> = A}, and let
(fn)nen C Si be a minimising sequence for ¢|s,. Then there exists another minimising
sequence (g, )nen C Sy such that

¢(gx) < So(fn)’ P _fn” — 0

and

|(Dhn90|84)(7n)| —0 as n—o oo
forany hy, € T,, Sy with sup, || hu|| < .

Remark. (i) As will be clear from the proof, linearity of the map 4 +— Dj¢(f) is
not needed, the only important property is that the one-sided derivatives from
left and right coincide, respectively, that D_,¢(f) = =Djye(f ) forall f € %.

Linearity allows us to represent, by reflexivity, the directional derivative at a
given point f in 8, by a vector Vo(f) € #.

(i1) Let # € 8,. Since by assumption, the map

h i Dyp(n)

204




206 APPENDIX F. EKELAND’S VARIATIONAL PRINCIPLE

is linear and continuous, there exists by the Riesz representation theorem a
uniquely determined vector Vg(#) such that

(Ve(u), h) = Dyg(n).

Since 8, is a sphere in #, we have # = T,,8) ® Ru for all # € §,. Therefore,
the projection of Vg(#) onto 7,8, is given by

u

velu) - <V¢( ur ||> T

By Proposition F.1, we thus have

|<V90(7n) - <V¢(7n), I |> Mgull® > = |(Dhn§0|8/1)(¢n)| —0

asn — oo forall h, € T, 8y with ||h,|| < 1 (and therefore also for all
hy € T;, 8, ® Rg,, = # with ||h,|| < 1), so that
Vo(gn) - <V‘P(7n) M |>||qn|| n—o

strongly in 7.
¢

Proof. Let ¢ = infg, ¢ and set €, = max {1, ¢(f,) — c}. By Ekeland’s variational
principle there exists a sequence (4, ),en C S, such that ¢(g,) < ¢(f,) forall n € N,
lg» — full = 0asn — oo, and

@(gn) < () + Veu llgn —ull forall u # g,. (F.1)

Now let y : (=1,1) — 8, be a B! curve with y(0) = g, and y’(0) = h,, for some
arbitrary h, € T,,8,. Then, by means of the continuity of 2 — Dj¢(f) for all
f € %, we have

I e(y(t)) — @(y(0)) I @(y(0) + ty’(0) + o(t)) — ¢(¥(0))
m = lum

t—0 t t—0 t
b @(¥(0)) + tDy0y1-10(1)(¥(0)) + 0(2) — (¥(0))
t—0 t

= Lim Dy 0411009 (¥ () = Dy 0p(¥(0)) = D, (gn).

As the curve y was arbitrary, this implies

e(y(1) — ¢(y()

t

(Dh,,</’|s,l)(yn) = }5%
By (F.1), for all £ > 0 we have

e(y(1)) = e(¥(0)) > =Velly(0) = ¥(1)ll,
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and dividing by ¢ > 0 and letting ¢t — 0 yields

e(y(2)) — ¢(¥(0))
t

(Dp, ¢ls,)(gn) = ltlf? > —vVeully Ol = =Veallhall.

Similarly, exchanging ¢ by —¢, one obtains

@(y(=1)) = ¢(y(0))

t

(D, ¢ls,)(9n) = ltlfg < Veully' Ol = Veallall,

and therefore

|(Dy, ¢1s)(g2)| < Venllhall >0 as 7 — oo,
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