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Introduction

Electromagnetic waves can be found everywhere. Since their discovery in 1888 by
Heinrich Hertz, they led to countless technological innovations. The underlying theory
of electromagnetism has thus not only become a classical theory in physics, but builds
the cornerstone for all the advances in optics and electrical engineering that have been
made in the last 130 years.
The theory of electromagnetism originated in the early 19th century. Extensive ex-

perimental studies by Hans Christian Ørsted, André-Marie Ampère, Michael Faraday
and others led to several phenomenological discoveries and corresponding mathemat-
ical theories. Combined with theoretical considerations by James Clerk Maxwell, the
theory of electromagnetism could finally be cast in the form

ε0∂tE =
1

µ0
curlB − J , divE =

1

ε0
ρ,

∂tB = − curlE, divB = 0.

Here E denotes the electric field, B the magnetic field, and ε0 and µ0 the vacuum
permittivity respectively permeability. The field J denotes the current density and
the quantity ρ the charge density. This set of partial differential equations is known
as microscopic Maxwell’s equations or Maxwell’s equations of the vacuum. We refer
to [Rau14] and [Sha73] for an historical overview of the genesis of Maxwell’s equations.
In the presence of a material, the microscopic Maxwell’s equations are in principal

still valid - however one has to take every single atom into account. It is hopeless to
treat the arising system. One therefore wants to describe the response of a material
on external electric and magnetic fields on a macroscopic level. To that purpose, the
displacement field D = ε0E + P and the magnetizing field H = 1

µ0
B −M are intro-

duced, where P denotes the polarization and M the magnetization. Polarization and
magnetization contain the material response. For example the polarization accom-
modates the electric field generated by a macroscopic bound charge in the material
which arises from tiny displacements of charges due to an external electric field. The
electric fields D and E and the magnetic fields B and H are then described by the
macroscopic Maxwell’s equations

∂tD = curlH − J , divD = ρ,

∂tB = − curlE, divB = 0,
(1.1)

also called Maxwell’s equations in matter.
For applications one also has to consider Maxwell’s equations on domains G ⊆ R3.

System (1.1) then has to be equipped with suitable boundary conditions. One of
the most relevant boundary conditions are those of the perfect conductor. Maxwell’s
equations themselves imply that the tangential components of the electric field E
and the normal component of the magnetic field B have to be continuous across the
boundary, see [DL90a]. If one assumes that the material on one side of the boundary is
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a perfect conductor, one obtains the so called perfectly conducting boundary conditions

E × ν = 0, B · ν = 0 on ∂G,

where ν denotes the outer unit normal vector of ∂G. If we combine the Maxwell
system (1.1) with the perfectly conducting boundary conditions and suitable initial
conditions, we arrive at the initial boundary value problem

∂tD = curlH − J , divD = ρ, for x ∈ G, t ≥ t0,
∂tB = − curlE, divB = 0, for x ∈ G, t ≥ t0,

E × ν = 0, B · ν = 0, for x ∈ ∂G, t ≥ t0,
E(t0) = E0, B(t0) = B0, for x ∈ G,

(1.2)

for an initial time t0 ∈ R. We point out that the electric fields E(t, x) and D(t, x), the
magnetic fields H(t, x) and B(t, x), and the current density J(t, x) depend on time
and space and take values in R3. Similarly, the charge density ρ(t, x) depends on time
and space and takes values in R.
System (1.2) has to be complemented by constitutive relations between the electric

fields and the magnetic fields. As mentioned above, polarization and magnetization
consider the reaction of the material to external electric and magnetic fields. The
material response however depends on these external fields. Choosing the fields E
and H as state variables and setting ε0 = µ0 = 1 for convenience, we obtain that
D = E + P (E,H) and B = H + M(E,H).
The actual form of the constitutive relations, the so called material laws, is a question

of modeling. Several kinds of material laws have been considered in the literature. In
the so called retarded material laws the fields D and B depend also on the past of
E and H, see [BF03] and [RSY12] for instance. In dynamical material laws there are
additional evolution equations for the polarization or magnetization, see e.g. [AH03],
[DS12], [Joc05], or [JMR96].
In this work we concentrate on the instantaneous material laws. Here the fields

D and B are given as local functions of E and H, i.e., we assume that there are
functions θ1, θ2 : G×R6 → R3 such thatD(t, x) = θ1(x,E(t, x),H(t, x)) andB(t, x) =
θ2(x,E(t, x),H(t, x)). The most prominent example is the so called Kerr nonlinearity,
where

P = ϑ|E|2E, M = 0, (1.3)

and ϑ : G→ R3×3. We further make the ansatz J = J0 + σ1(E,H)E, where J0 is an
external current density and σ1 denotes the conductivity. If we insert these material
laws into (1.2) and formally differentiate, we obtain

(∂tD, ∂tB) = ∂yθ(x,E,H)∂t(E,H) = (curlH − J ,− curlE)

for the evolutionary part of (1.2), where ∂yθ denotes the derivative with respect to
the second variable of θ(x, y) = (θ1(x, y), θ2(x, y)). The arising resulting equation is
a first order quasilinear hyperbolic system, and it is thus natural to reformulate it in
the language of first order systems. To that purpose, we first introduce the matrices

J1 =

0 0 0
0 0 −1
0 1 0

 , J2 =

 0 0 1
0 0 0
−1 0 0

 , J3 =

0 −1 0
1 0 0
0 0 0


and

Aco
j =

(
0 −Jj
Jj 0

)
(1.4)
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for j = 1, 2, 3. Observe that
∑3
j=1 Jj∂j = curl. Writing χ for ∂yθ, f = (−J0, 0),

σ =

(
σ1 0
0 0

)
, and using u = (E,H) as new variable, we finally obtain

χ(u)∂tu+

3∑
j=1

Aco
j ∂ju+ σ(u)u = f. (1.5)

Under weak regularity assumptions we will show in Chapter 7 that a solution of (1.5)
preserves the divergence conditions in (1.2) over time, so that these conditions only
impose a restriction on the initial value. Similarly, if a solution of (1.5) satisfies the
first part of the boundary conditions E×ν = 0 on (t0, T )×∂G and the second part at
the initial time, i.e., B(t0) · ν = 0 on ∂G, then it satisfies the second part B · ν = 0 on
(t0, T )× ∂G. We refer to Lemma 7.25 for the precise statement. Defining the matrix

B =

 0 ν3 −ν2 0 0 0
−ν3 0 ν1 0 0 0
ν2 −ν1 0 0 0 0


on ∂G, we can cast system (1.2) into the first order quasilinear hyperbolic initial
boundary value problem

χ(u)∂tu+

3∑
j=1

Aco
j ∂ju+ σ(u)u = f, x ∈ G, t ∈ J ;

Bu = g, x ∈ ∂G, t ∈ J ;

u(t0) = u0, x ∈ G;

(1.6)

plus additional conditions on the initial value. Here J = (t0, T ) is an open interval. We
also included an inhomogeneous boundary value. On the one hand, inhomogeneous
boundary conditions are interesting from the mathematical point of view, on the other
hand they also have physical relevance, see [DL90a]. We make the further assumption
that χ is symmetric and at least locally positive definite. This is of course a restriction
on the material laws we can treat. However, the most important examples arising
from Kerr-like nonlinearities are included. The advantage of this assumption is that
the system (1.6) becomes symmetric, simplifying crucial parts of the theory. Without
the positive definiteness assumption all of the available theory breaks down. We further
note that the results for first order systems in the literature, even in the linear case,
assume at least symmetrizability of the system.
The initial value problem on the full space (without boundary conditions) corre-

sponding to (1.6) has been solved by Kato in [Kat75] in a more general setting, relying
on previous results in [Kat70] and [Kat73]. Kato first freezes a function û in the
nonlinearities and then studies the corresponding linear problem

χ(û)∂tu+

3∑
j=1

Aco
j ∂ju+ σ(û)u = f, x ∈ R3, t ∈ J ;

u(t0) = u0, x ∈ R3.

He establishes a priori estimates for the solution of the linearized problem in suitable
norms so that he can apply a fixed point argument to obtain a solution of the quasi-
linear problem. His method works in an abstract functional analytic setting, which
requires however the existence of an isomorphism between certain function spaces fit-
ting to the linearized problem. It is unlikely that it is possible to construct function
spaces which incorporate the perfectly conducting boundary conditions such that an
isomorphism as required by Kato’s theory still exists, cf. [Mül14].
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We thus follow a different strategy. We still freeze a function û in the nonlinearities
and study the arising linear initial boundary value problem

χ(û)∂tu+

3∑
j=1

Aco
j ∂ju+ σ(û)u = f, x ∈ G, t ∈ J ;

Bu = g, x ∈ ∂G, t ∈ J ;

u(t0) = u0, x ∈ G;

(1.7)

aiming at a fixed point argument for the solution of the quasilinear problem. But
to derive the a priori estimates needed for this fixed point argument, we use energy
techniques.
Energy techniques have been proven to be a flexible and powerful tool in the theory

of first order hyperbolic systems. We refer to the monograph [BGS07] for an overview
of the state of the art. Energy techniques work in L2-based spaces, but already on
the L2-level they require coefficients in W 1,∞. Accordingly, the available theory for
the linear initial boundary value problem (1.7) requires coefficients in W 1,∞(J × G)
and yields solutions in C(J, L2(G)), see [Ell12] for the precise statement. In view of
the fixed point argument we want to apply, we thus have to bridge the gap between
C(J, L2(G)) and W 1,∞(J ×G). This is done via Sobolev’s embedding (on domains G
where this embedding theorem is valid). If a solution of (1.7) belongs to C(J,Hs(G))∩
C1(J,Hs−1(G)) for s > 3

2 + 1, it is contained in W 1,∞(J × G). If χ and σ are
reasonably regular, then also χ(û) and σ(û) are contained inW 1,∞(J×G) if û belongs
to W 1,∞(J × G). We are therefore led to look for solutions in Hs(G) with s > 5

2 .
We stress that the requirement of this relatively high regularity is not a result of
the specific techniques we want to apply, but has been a long standing assumption
in the theory of quasilinear systems. It is also imposed by Kato for the initial value
problem in [Kat75] and has not been weakened since that time, see for instance [Ali09],
[BCD11], and [Sog13] for more recent treatises.
While the aforementioned sources all treat the initial value problem, there are less

methods available for initial boundary value problems on domains. To the best of our
knowledge, all results concerning quasilinear initial boundary value problems work in
Sobolev spaces of integer regularity, see e.g. [BGS07] and [LMSTYZ01]. Hence, we will
construct solutions of the quasilinear system (1.6) in Hm(G) form ∈ N withm ≥ 3. In
fact, we are mainly interested in the lowest regularity regime possible, which is m = 3.
But it turns out that we can handle all m ∈ N with m ≥ 3 by the same methods
so that we derive a satisfying regularity theory for (1.6) simultaneously. Although
C(J,Hm(G))∩C1(J,Hm−1(G)) embeds into W 1,∞(J ×G) for m ≥ 3, the techniques
we are going to apply to solve (1.7) require that its solution has the same amount of
regularity in time as in space. We thus introduce the function spaces

Gm(J ×G) =

m⋂
j=0

Cj(J,Hm−j(G)) (1.8)

for all m ∈ N0, where J is an open interval and G ⊂ R3 a domain, see also [BGS07],
[LMSTYZ01], and [RM74]. Defining the function e−γ : t 7→ e−γt, we equip the space
Gm(J ×G) with the family of time-weighted norms

‖v‖Gm,γ(J×G) = max
j=0,...,m

‖e−γ∂jt v‖L2(J×G)

for all γ ≥ 0. In the case γ = 0, we also write ‖v‖Gm(J×G) instead of ‖v‖Gm,0(J×G).
To work in the spaces Gm(J × G) with m ≥ 3 of course requires to control the

solution of (1.7) in this space in view of our fixed point argument. In the case of our
linearized Maxwell system (1.7) this is a highly delicate task because this problem has
a characteristic boundary, i.e., the so called boundary matrix

A(ν) =

3∑
j=1

Aco
j νj
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on ∂G is singular, see Remark 3.6. In order to explain the drawback of a singular
boundary matrix, we assume that G = R3

+ for the moment. Then the boundary
matrix is simply −Aco

3 . The derivation of higher order a priori estimates of the linear
problem 

A0∂tu+

3∑
j=1

Aco
j ∂ju+Du = f, x ∈ R3

+, t ∈ J ;

Bu = g, x ∈ ∂R3
+, t ∈ J ;

u(t0) = u0, x ∈ R3
+;

(1.9)

relies on the following idea. The derivative of a solution of (1.9) with respect to
t, x1, and x2 again solves (1.9) with suitably adapted data, which allows to apply
the basic L2-estimate to the derivative. Controlling the error terms arising from the
adapted data then yields higher order a priori estimates. However, this approach can
only work for derivatives in tangential variables as we do not have any information
about the boundary value of a derivative in normal direction. If the boundary is
noncharacteristic, i.e., the coefficient in front of ∂3 is invertible, one can express the
derivative of a solution in the normal direction by derivatives in tangential directions
and the solution itself. This explicit representation yields estimates for all derivatives
of a solution.
In the characteristic case it is however unclear how to obtain control over the deriva-

tive in normal direction. It is thus not surprising that much less is known about char-
acteristic than about noncharacteristic initial boundary value problems, cf. [BGS07].
Majda and Osher show with an explicit example that a loss of regularity may happen
in characteristic problems, i.e., that the solution is less smooth than the data, see
Section B.3 in [MO75]. In such a case we also have a loss of derivatives in the a priori
estimates, which makes it impossible to close the fixed point argument. It is thus a
key step in our strategy to prove that this loss of regularity does not occur for the
Maxwell system (1.9).
A first attempt to develop a general theory for linear characteristic initial boundary

value problems was made in [MO75]. Besides existence and the energy estimate on the
L2-level, also a priori estimates of higher order are studied there for a certain family of
boundary conditions. However, the perfectly conducting boundary conditions are not
covered by these results, see Proposition 2.2 and the discussion thereafter in [MO75].
A different approach is taken in [Gué90]. Results for the quasilinear problem (1.6)
are provided there. But they require high regularity (at least H6(G)) and are given
in Sobolev-like spaces incorporating weights in the normal direction. In [Ohk81] a
structural assumption on the coefficients of the linear problem is introduced in order
to avoid a loss of regularity in normal direction. This result is applied in [Ohk89] to
solve a quasilinear system under these structural conditions. But quasilinear Maxwell’s
equations are not covered by these results unless the material law is diagonal, i.e., the
matrix function χ has only entries on the diagonal. This condition is not even satisfied
in the basic examples of Kerr-like nonlinearities. In [PZ95] the authors concentrate
on Maxwell’s equations (1.6). They use different boundary conditions (belonging to
the class considered in [MO75] in the linear case) than the perfectly conducting ones.
Moreover, only the existence of a solution is claimed there, see also [CE11].
Somehow surprisingly, the physically highly relevant quasilinear Maxwell system (1.2)

with perfectly conducting boundary has not yet been treated and even the basic ques-
tions on local existence and uniqueness are still open. We will close this gap by
providing a complete local wellposedness theory. We will prove that

(i) the system (1.6) has a unique maximal solution u in
⋂m
j=0 C

j((T−, T+), Hm−j(G))
for all m ∈ N with m ≥ 3 provided the data are sufficiently regular and compat-
ible with the material law,

(ii) finite existence time can be characterized by blowup in the Lipschitz-norm,
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(iii) the solution depends continuously on the data.

We refer to Theorem 7.23 for the precise statement. We point out that this theorem
is local in nature. The derivation of global properties for (1.6) is a highly nontrivial
task. In particular, it is already known that global existence cannot be expected for
all data. Blow-up examples in the Lipschitz-norm are given in [Maj84]. On different
domains and with different boundary conditions than we consider, blow-up examples
in the H(curl)-norm are provided in [DNS16].
The proof of the local wellposedness theorem requires several steps. In Chapter 2 we

collect rather technical preparations, which are however fundamental in the following
chapters. Section 2.1 explains how to interpret the boundary term Bu in (1.9). When
we derive the a priori estimates, we start from an L2(R3

+)-solution on the half-space
so that we cannot simply apply the standard trace operator to u. Indeed, the solution
u itself need not have a trace on ∂R3

+. We show how one can still make sense of Bu
on the boundary. The trace concept for this term is developed in detail since we are
also interested in further properties of this trace operator. In later chapters we need
to know if it commutes with derivatives, mollifiers, and integration in time. These
questions are also addressed in this section.
When we outlined our strategy above, we only introduced the spaces Gm(J × G)

where we look for our solutions. We did not specify which properties the coefficients
in the linearized problem (1.9) need to possess. This will be done in Section 2.2. We
introduce function spaces for the coefficients which are tailored for the application in
a fixed point argument. However, these spaces are not standard so that we have to
prove several properties ourselves, e.g. bilinear estimates and estimates for the inverse
if it exists. We note that these function spaces allow for quite a precise analysis. This
approach might be laborious at times but it yields more general results than available
in the literature even in the noncharacteristic case.
At the end of that section we also explain the compatibility conditions for the lin-

earized problem (1.9). These are necessary conditions on the coefficients and the data
so that a solution of higher regularity can exist. Roughly speaking, the compatibility
conditions arise since for a Gm(J ×G)-solution of (1.9) higher order time derivatives
of the solution still have a trace on {t = 0} × ∂G, see Lemma 2.31.
In Chapter 3 we derive the desired a priori estimates for the linearized problem. To

that purpose, we work on the half-space G = R3
+ with the idea that a localization

procedure will transfer our results on R3
+ to more general domains. However, the

localization requires to treat (1.9) with variable coefficients. We are thus led to study
the problem 

A0∂tu+

3∑
j=1

Aj∂ju+Du = f, x ∈ R3
+, t ∈ J ;

Bu = g, x ∈ ∂R3
+, t ∈ J ;

u(t0) = u0, x ∈ R3
+;

(1.10)

where
∑3
j=1Aj∂j is a variable coefficient Maxwell operator in the sense that it has a

structural similarity with the standard Maxwell operator
∑3
j=1A

co
j ∂j .

In a first step we show that derivatives in tangential directions of (1.10) again solve
this system with modified data. We identify this data and provide estimates in the
corresponding norms. For the a priori estimates we then use a basic L2-estimate and
existence result in [Ell12]. Differentiating in time and in spatially tangential directions
and applying the L2-estimate to these derivatives yields a priori estimates for the
derivatives in tangential directions of a solution. In a key step we next derive an a
priori estimate for the derivative in normal direction as we explained above. This is
done in Lemma 3.11. There we crucially exploit the structure of the variable coefficient
Maxwell operator. Once we obtained the estimate in normal direction, it only remains
to set up an iterative scheme to deduce the full higher order a priori estimates.
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Since [Ell12] only treats the L2-level, we also have to establish the existence of
solutions of (1.10) in higher regularity. Due to the characateristic boundary this is
a difficult task, performed in Chapter 4. In the noncharacteristic case, one can rely
on regularization in tangential directions since derivatives in normal direction can be
expressed by the ones in tangential directions and lower order terms. The lack of such
a representation of derivatives in normal direction complicates the problem heavily.
We proceed in several steps, using different techniques in normal direction, spatially
tangential directions, and in time, which also have to be intertwined in a subtle way.
In a first step we apply a mollifier in all spatial variables, use commutator estimates
from the paradifferential calculus, and exploit our a priori estimates. However, as
we mollify over the half-space, it is crucial to avoid a loss of regularity across the
boundary. To regularize in the spatially tangential variables, we apply a mollifier in
x1- and x2-directions, exploit our a priori estimates and employ commutator estimates
for a family of norms which has proven to be highly suitable for the regularization of
boundary value problems, see [Hoe76] and [BGS07]. However, in the characteristic case
it is crucial to avoid commutator terms involving a derivative in normal direction. We
will show that this is possible due to the structure of the variable coefficients Maxwell
operator.
The a priori estimates show that we cannot gain regularity in time by means of a

mollifier. We therefore formally differentiate (1.10) in time, expecting that a solution
of the differentiated problem is a candidate for the time derivative of the original
solution. This approach leads to a loss of regularity in the coefficients so that we
obtain regularity in time only under an additional smoothness assumption on the
coefficients in a first step. To get rid of this extra assumption, we approximate the
coefficients by smoother ones and make use of the a priori estimates once more. We
note that this approach is quite delicate since we also have to approximate the data
in such a way that the tuples consisting of approximating coefficients and data still
satisfy the compatibility conditions. Finally, we obtain a full differentiability theorem,
which tells us that the solution has the expected amount of regularity if the data is
regular and compatible. We refer to Theorem 4.13 for the precise statement. We
note that several of the problems we have to face in the regularization process are
due to the fact that we only assume minimal smoothness for our coefficients. In the
literature, problem (1.10) is often considered with C∞-coefficients or coefficients of the
form χ(v) for a C∞-function χ. Some difficulties then simply disappear and different
techniques are available which are not employable in our setting, cf. [BGS07]. We will
make further comments on this point in Chapter 4 and Chapter 7.
In Chapter 5 we transfer the results from Chapters 3 and 4 from the half-space

to more general domains. We are able to treat domains which do not have a C∞-
boundary and also certain domains with an unbounded boundary. Although the ideas
for the localization are canonical, its execution is quite technical and lengthy. We refer
to Chapter 5 for a discussion of the difficulties one has to face. In Chapter 6 we prove
that the solution of the linearized problem (1.10) on domains has finite propagation
speed, a typical feature of hyperbolic equations. Most authors establish this property
only on the full space, see e.g. [Eva10], [BCD11], or [BGS07]. In [CP82] the finite
propagation speed is shown for initial boundary value problems under an additional
structural assumption. We will follow the ideas of [BCD11], where a weighted energy
estimate is derived in order to prove the finite propagation speed property. It turns
out that this approach is well adaptable to our initial boundary value problem.
In Chapter 7 we finally turn to the nonlinear problem (1.6). Working with instan-

taneous material laws in spaces Hm(G) with m ≥ 3 requires a higher order chain rule
for compositions of the form χ(u). We establish this so called Faá di Bruno’s formula
and corresponding estimates in the needed function spaces in Section 7.1. The a priori
estimates and the regularity result then allow us to perform a fixed point argument
which yields local existence of solutions of (1.6) in Gm((t0, t0 + τ), G) for a small time
step τ if the data is sufficiently regular and compatible. By standard techniques we
extend this local solution to a maximal one. The fixed point argument also implies a
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first blow-up condition in the Hm(G)-norm. In Section 7.3 we improve this blow-up
condition by characterizing the finite existence time by blowup in the Lipschitz norm.
The proof requires a refined analysis of solutions of the nonlinear problem. To that
purpose, we have to localize the solution of (1.6) again to the half-space. There we
apply Moser-type inequalities in order to show that the (localized) solution is bounded
in the Hm(R3

+)-norm if it is bounded in the W 1,∞(R3
+) norm. Finally, we address the

continuous dependance of the solution on the data. The main difficulty here is that
the quasilinear nature of (1.10) implicates a loss of derivatives when one estimates the
difference of two solutions. The proof thus relies on a tricky splitting of the problem.
In one of the arising subproblems we can again apply a regularization technique which
compensates for this loss of regularity. In the second subproblem we exploit the struc-
ture of the variable coefficients Maxwell operator and ideas from the proof of the a
priori estimates in normal direction in order to control all arising error terms.
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Preliminaries

In Chapters 3 to 7 we will need various tools, whose proofs are quite technical and
which would disturb the line of argument in these sections. We therefore present them
here.
In the first part we introduce the concept of trace which is used in the following. It is

based on the trace theorem for Hdiv. We then show that the trace operator commutes
with differentiation in tangential direction, integration in time, and convolution in
tangential spatial directions.
The second part of this section is concerned with the regularity of the coefficients of

the initial boundary value problem (1.9). We introduce suitable function spaces and
prove approximation results for them. At the end, we further show various product
estimates adapted to the products between coefficient and solution.
Throughout let t0, T ∈ R, t0 < T , J = (t0, T ), and Ω = J × R3

+. Then ∂Ω =

((t0, T )×R2×{0})∪ ({t0}×R3
+)∪ ({T}×R3

+). Set Γ = (t0, T )×R2×{0} ⊆ ∂Ω. We
will often identify Γ with the chart (t0, T )× R2.

2.1 The trace operator

In the following it will be useful to approximate a function v by smooth ones in such
a way that certain derivatives of the approximating functions also approximate the
corresponding derivatives of v.

Lemma 2.1. Let k ∈ N. Let 1 ≤ p, q <∞.

(i) Let Λi be a linear differential operator on R3 with constant coefficients given by

Λi =

3∑
l=1

ci,l∂
ki,l
l + di,

with di, ci,l ∈ R, ki,l ∈ N for l ∈ {1, 2, 3} and i ∈ {1, . . . , k}. We set Λv =∑k
i=1 Λivi for every v ∈ D′(R3

+)k. We further define the space

H(R3
+,Λ, p, q) = {v ∈ Lp(R3

+)k : Λv ∈ Lq(R3
+)}.

Then there exists a family of linear operators

Tε : L1
loc(R3

+)→ C∞(R3)k

with Tεv ∈ H(R3
+,Λ, p, q), Tεv → v in Lp(R3

+) and ΛTεv → Λv in Lq(R3
+) as

ε→ 0 for all v ∈ H(R3
+,Λ, p, q) and Λ as above. Moreover, ΛTεv = TεΛv on R3

+

for all ε > 0, v ∈ H(R3
+,Λ, p, q), and Λ as above.
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(ii) Let Λti be a first order linear differential operator on R4 with constant coefficients
given by

Λti =

3∑
l=0

ci,l∂l + di,

with di, ci,l ∈ R for l ∈ {0, . . . , 3} and i ∈ {1, . . . , k}. Set Λtv =
∑k
i=1 Λtivi for all

v ∈ D′(Ω)k and

H(Ω,Λt, p) = {v ∈ (Lp(Ω))k : Λtv ∈ Lp(Ω)}.

Then there is a family of linear operators

T tε : L1
loc(Ω)→ C∞(R4)k

with T tεv ∈ H(Ω,Λt, p), T tεv → v in Lp(Ω) and ΛtT tεv → Λtv in Lp(Ω) as ε → 0
for all v ∈ H(Ω,Λt, p) and Λt as above. If all the operators Λti do not contain a
time derivative, i.e., ci,0 = 0 for all i ∈ {1, . . . , k}, we also have ΛtT tεv = T tεΛtv
for all ε ∈ (0, 1

9T ), v ∈ H(Ω,Λt, p), and Λt as above.

Proof. (i) Let Z : L1
loc(R3

+) → L1
loc(R3) denote the zero-extension. We further define

τε : L1
loc(R3

+)→ L1
loc(R2 × (−ε,∞)) by

(τεv)(x1, x2, x3) = v(x1, x2, x3 + ε) for almost all x ∈ R3
+ (2.1)

for each ε ∈ R. With a slight abuse of notation we also write τε for the translation
operator on L1

loc(R3) defined by formula (2.1) for each ε ∈ R. Let ρ be the kernel
of a standard mollifier over R3. As usual we set ρε = ε−3ρ(ε−1·) for all ε > 0 and
ρ̃(x) = ρ(−x) for all x ∈ R3. We then define

Tε : (L1
loc(R3

+))k → C∞(R3), v 7→ (ρε ∗ (τ2εZv1), . . . , ρε ∗ (τ2εZvk))

for all ε > 0. Clearly, Tεv ∈ (C∞(R3) ∩ Lp(R3))k for all v ∈ (Lp(R3
+))k. As τ2ε is

strongly continuous on Lp(R3), we further deduce

‖Tεv − v‖Lp(R3
+) ≤ ‖ρε ∗ (τ2εZv)− Zv‖Lp(R3)

≤ ‖ρε ∗ (τ2εZv − Zv)‖Lp(R3) + ‖ρε ∗ Zv − Zv‖Lp(R3)

≤ ‖τ2εZv − Zv‖Lp(R3) + ‖ρε ∗ Zv − Zv‖Lp(R3) −→ 0 (2.2)

as ε→ 0.
Fix a differential operator Λ and take v ∈ H(R3

+,Λ, p, q). By assumption, there is a
function vΛ ∈ Lq(R3

+) with vΛ = Λv on R3
+, i.e.,

〈Λv, ϕ〉D′(R3
+)×D(R3

+) =

k∑
i=1

∫
R3

+

viΛ
∗
iϕdx =

∫
R3

+

vΛϕdx = 〈vΛ, ϕ〉D′(R3
+)×D(R3

+)

for all ϕ ∈ C∞c (R3
+). Let ϕ ∈ C∞c (R3

+). Since Λ is a differential operator with constant
coefficients, the same is true for its adjoint Λ∗. We then obtain

〈ΛTεv, ϕ〉D′(R3
+)×D(R3

+) =

k∑
i=1

〈ρε ∗ (τ2εZvi),Λ
∗
iZϕ〉D′(R3)×D(R3)

=

k∑
i=1

〈Zvi, τ−2ε(ρ̃ε ∗ Λ∗iZϕ)〉D′(R3)×D(R3) =

k∑
i=1

∫
R3

+

viΛ
∗
i (τ−2ε(ρ̃ε ∗ Zϕ))dx. (2.3)

Since suppϕ ⊆ R3
+, the support of ρ̃ε ∗ ϕ is contained in R2 × (−ε,∞). Hence,

supp τ−2ε(ρ̃ε ∗ ϕ) ⊆ R3
+, i.e., τ−2ε(ρ̃ε ∗ ϕ) belongs to C∞c (R3

+). We thus deduce

〈ΛTεv, ϕ〉D′(R3
+)×D(R3

+) =

k∑
i=1

∫
R3

+

viΛ
∗
i (τ−2ε(ρ̃ε ∗ Zϕ))dx
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=

∫
R3

+

Λv(τ−2ε(ρ̃ε ∗ Zϕ))dx = 〈ρε ∗ (τ2εZΛv), Zϕ〉D′(R3)×D(R3)

= 〈TεΛv, ϕ〉D′(R3
+)×D(R3

+), (2.4)

i.e., ΛTεv = TεΛv on R3
+. The convergence of TεΛv to Λv in Lq(R3

+) now follows as
in (2.2).
(ii) Fix a differential operator Λt and take v ∈ H(Ω,Λt, p). Note that this particu-

larly implies the existence of a function vΛt ∈ Lp(Ω) with

〈Λtv, ϕ〉D′(Ω)×D(Ω) =

k∑
i=1

∫
Ω

viΛ
t
i
∗
ϕd(t, x) =

∫
Ω

vΛtϕdx = 〈vΛt , ϕ〉D′(Ω)×D(Ω)

for all ϕ ∈ C∞c (Ω).
Next take two functions θ1, θ2 ∈ C∞c (R) with supp θ1 ⊆ [−1, 2

3 T ] and supp θ2 ⊆
[ 1
3 T, T + 1] and θ1 + θ2 = 1 on [0, T ]. We further define the sets

Ω+ = {(t, x) ∈ R4 : t > 0, x3 > 0}
Ω− = {(t, x) ∈ R4 : t < T, x3 > 0}.

Let Z denote the zero extension from Ω to R4. We first show that Λt(θ1Zv) belongs
to Lp(Ω+), where (θ1Zv)(t, x) = θ1(t)(Zv)(t, x) for all (t, x) ∈ R4. To that purpose,
let ϕ ∈ C∞c (Ω+). Exploiting that Λt is a first order differential operator, we infer

〈Λt(θ1Zv), ϕ〉D′(Ω+)×D(Ω+) =

k∑
i=1

〈Zvi, θ1Λti
∗
ϕ〉D′(Ω+)×D(Ω+)

=

k∑
i=1

∫
Ω

vi(Λ
t
i
∗
(θ1ϕ) + ci,0(∂tθ1)ϕ)d(t, x).

Since θ1ϕ belongs to C∞c (Ω), we obtain

〈Λt(θ1Zv), ϕ〉D′(Ω+)×D(Ω+) =

∫
Ω

vΛtθ1ϕd(t, x) +

k∑
i=1

ci,0

∫
Ω

vi∂tθ1ϕd(t, x)

=

∫
Ω+

(
θ1ZvΛt +

k∑
i=1

ci,0∂tθ1Zvi

)
ϕd(t, x) =

〈
θ1ZvΛt +

k∑
i=1

ci,0∂tθ1Zvi, ϕ
〉
D′(Ω+)×D(Ω+)

.

We conclude that Λt(θ1Zv) = θ1ZvΛt +
∑k
i=1 ci,0∂tθ1Zvi on Ω+. In particular,

Λt(θ1Zv) ∈ Lp(Ω+).
Analogously, one derives that Λt(θ2Zv) = θ2ZvΛt +

∑k
i=1 ci,0∂tθ2Zvi on Ω− and

Λt(θ2Zv) ∈ Lp(Ω−).
We next define the translation operators

τ1,ε : L1
loc(R4)→ L1

loc(R4), (τ1,εw)(t, x) = w(t+ ε, x1, x2, x3 + ε),

τ2,ε : L1
loc(R4)→ L1

loc(R4), (τ2,εw)(t, x) = w(t− ε, x1, x2, x3 + ε),

and the regularization operators

T1,ε : L1
loc(R4)k → C∞(R4)k, w 7→ ρε ∗ (τ1,2ε(θ1w)),

T2,ε : L1
loc(R4)k → C∞(R4)k, w 7→ ρε ∗ (τ2,2ε(θ2w)),

for all ε > 0. Finally, we set

T tε = T1,ε + T2,ε.
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Clearly, T tε maps Lp(Ω)k into Lp(R4)k. As in (2.2) it follows that T1,εw → θ1w in
Lp(Ω+) and T2,εw → θ2w in Lp(Ω−) as ε→ 0 for all w ∈ Lp(Ω)k. Consequently, T tεw
converges to (θ1 + θ2)w = w in Lp(Ω) as ε→ 0, where we used that θ1 + θ2 = 1 on Ω.
The same arguments as in (2.3) and (2.4) yield

ΛtT1,εv = ρε ∗ (τ1,2εΛ
t(θ1Zv)) = T1,εvΛt + ρε ∗

(
τ1,2ε

k∑
i=1

ci,0∂tθ1Zvi

)
on Ω+,

(2.5)

ΛtT2,εv = ρε ∗ (τ2,2εΛ
t(θ2Zv)) = T2,εvΛt + ρε ∗

(
τ2,2ε

k∑
i=1

ci,0∂tθ2Zvi

)
on Ω−,

(2.6)

for all ε ∈ (0, 1
9T ). Since Λtv = vΛt belongs to Lp(Ω) we infer as in (2.2) again

ΛtT1,εv −→ θ1vΛt +

k∑
i=1

ci,0∂tθ1vi,

ΛtT2,εv −→ θ2vΛt +

k∑
i=1

ci,0∂tθ2vi,

in Lp(Ω) as ε→ 0. Employing that θ1 + θ2 = 1 on Ω and thus ∂tθ1 + ∂tθ2 = 0 on Ω,
we obtain

ΛtTεv = ΛtT1,εv + ΛtT2,εv −→ θ1Λtv + θ2Λtv = Λtv

in Lp(Ω) as ε→ 0. Finally, if ci,0 = 0 for all i ∈ {1, . . . , k}, we have

ΛtTεv = ΛtT1,εv + ΛtT2,εv = T1,εΛ
tv + T2,εΛ

tv = TεΛ
tv

on Ω for all ε ∈ (0, 1
9T ).

To define the trace properly, we introduce the following spaces.

Definition 2.2. We define

H(divt,Ω) =
{

(q0, . . . , q3) ∈ L2(Ω)4 : divt q =

3∑
j=0

∂jqj ∈ L2(Ω)
}
,

H(divt,Ω)3 = {v ∈ L2(Ω): ∃ q ∈ H(divt,Ω) with q3 = v},

and we equip these spaces with the norms

‖v‖H(divt,Ω) =
(
‖v‖2L2(Ω) + ‖ divt v‖2L2(Ω)

) 1
2

,

‖v‖H(divt,Ω)3 = inf
q∈V
‖q‖H(divt,Ω),

where V contains all functions q from H(divt,Ω) with q3 = v.

Since the space H(divt,Ω)3 is not standard, we decided to give detailed proofs of
two main properties of this space. We will show that H(divt,Ω)3 is complete and that
C∞c (Ω) is dense in H(divt,Ω)3.

Lemma 2.3. The space H(divt,Ω)3 is complete and C∞c (Ω) is dense in H(divt,Ω)3.

Proof. It is easily seen that

Y = {q ∈ H(divt,Ω): q3 = 0}
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is a closed subspace of H(divt,Ω). The quotient space H(divt,Ω)/Y is thus complete.
Let Q : H(divt,Ω) → H(divt,Ω)/Y , u 7→ u + Y be the quotient map. We denote Qu
also by û for every u ∈ H(divt,Ω).
If û = v̂ for two functions u, v ∈ H(divt,Ω), then u − v belongs to Y implying

u3 = v3. The map

J : H(divt,Ω)/Y → H(divt,Ω)3; û 7→ u3,

is thus well-defined. Clearly, J is linear and bijective. Moreover,

‖Jû‖H(divt,Ω)3 = ‖u3‖H(divt,Ω)3 = inf
y∈Y
‖u− y‖H(divt,Ω) = ‖û‖H(divt,Ω)/Y

≤ ‖u‖H(divt,Ω) (2.7)

for all û ∈ H(divt,Ω)3, where we used that for all q ∈ H(divt,Ω) with q3 = u3 we
have q − u ∈ Y . This means that J is an isometric isomorphism from H(divt,Ω)/Y
to H(divt,Ω)3. We conclude that H(divt,Ω)3 is a Banach space.
To show the density result, let v ∈ H(divt,Ω)3. Take a function u in H(divt,Ω) with

u3 = v. Lemma 2.1 (ii) gives a sequence (ϕn)n in C∞c (Ω)4 with ϕn → u in H(divt,Ω)
as n→∞. From (2.7) we obtain that

‖v − ϕn,3‖H(divt,Ω)3 = ‖u3 − ϕn,3‖H(divt,Ω)3 ≤ ‖u− ϕn‖H(divt,Ω) −→ 0

as n→∞. This shows that C∞c (Ω) is dense in H(divt,Ω)3.

We next note that Hs(∂Ω) is well-defined for all s ∈ [0, 1] by Definition 13.5.7
in [TW09] since ∂Ω is a Lipschitz boundary which can be covered by finitely many
charts. An inspection of the proof of Theorem 1.4.2.4 in [Gri85] yields the following
result.

Lemma 2.4. For s ∈ (0, 1
2 ] the space C∞c (Γ) is dense in Hs(Γ). In particular, the

zero extension of a function from H
1
2 (Γ) to ∂Ω belongs to H

1
2 (∂Ω).

We note that Lemma 2.4 further allows us to identify H
1
2 (Γ) with a closed subspace

of H
1
2 (∂Ω) via the zero extension.

With these preparations at hand we can prove that functions from H(divt,Ω)3 have
a trace on Γ. The idea is to use the trace theorem for H(divt,Ω)-functions and to
exploit the special structure of ∂Ω.

Lemma 2.5. There exists a unique linear and continuous trace operator

Tr: H(divt,Ω)3 → H−
1
2 (Γ),

which extends the mapping

C∞c (Ω)→ C∞c (Γ), ϕ 7→ ϕ|Γ.

Moreover, the Green’s formula

〈ψ|Γ,Tr q3〉H1/2(Γ)×H−1/2(Γ) = −
∫

Ω

divt(ψq) d(t, x)

= −
∫

Ω

∇tψ · q d(t, x)−
∫

Ω

ψ divt q d(t, x)

is valid for all q ∈ H(divt,Ω) and ψ ∈ C∞c (Ω) with suppψ|∂Ω b Γ.

Proof. Let ϕ ∈ C∞c (Ω). Then ϕ|Γ = ϕ(·, 0) belongs to C∞c (Γ). Let ν be the unit outer
normal of ∂Ω. Note that ν|Γ = −e3. Let q ∈ C∞(Ω)4 ∩H(divt,Ω) with q3 = ϕ. We
obtain ϕ|Γ = −ν · q|Γ. Since H1/2(Γ) is a subspace of H1/2(∂Ω), we infer that

‖ϕ|Γ‖H−1/2(Γ) = ‖q3|Γ‖H−1/2(Γ) = ‖ν · q|Γ‖H−1/2(Γ) ≤ ‖ν · q|∂Ω‖H−1/2(∂Ω)
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≤ C‖q‖H(divt,Ω), (2.8)

where we used the standard trace theorem for H(divt,Ω), see e.g. Theorem 1 on page
204 in [DL90b] (and also Theorem 1 on page 279 of [DL90b]).
Next take q ∈ H(divt,Ω) with q3 = ϕ and set ϕ̃ = (0, 0, 0, ϕ). Let Y be as defined in

the proof of Lemma 2.3. By this proof there is a function y ∈ Y with q− ϕ̃ = y. Since
y ∈ H(divt,Ω), Lemma 2.1 and the construction of the operators Tε therein show that
there is a family {yε}ε>0 ⊆ Y ∩ (C∞(Ω))4 such that yε → y in H(divt,Ω) as ε → 0.
We thus deduce from (2.8) that

‖ϕ|Γ‖H−1/2(Γ) ≤ C‖ϕ̃+ yε‖H(divt,Ω)

for all ε > 0. Letting ε→ 0, we obtain

‖ϕ|Γ‖H−1/2(Γ) ≤ C‖ϕ̃+ y‖H(divt,Ω) = C‖q‖H(divt,Ω).

Since q ∈ H(divt,Ω) with q3 = ϕ was arbitrary, we can take the infimum over all such
q. This leads to

‖ϕ|Γ‖H−1/2(Γ) ≤ C‖ϕ‖H(divt,Ω)3 .

We conclude that the restriction of C∞c (Ω)-functions to Γ is continuous from the
space H(divt,Ω)3 to H−1/2(Γ). As C∞c (Ω) is dense in H(divt,Ω)3 by Lemma 2.3,
there exists a unique continuous extension Tr.
Take ψ ∈ C∞c (Ω) with suppψ|∂Ω b Γ. Let ϕ ∈ C∞c (Ω)4. Since ψ|∂Ω\Γ = 0, Gauß’

Theorem gives

〈ψ|Γ,Trϕ3〉H1/2(Γ)×H−1/2(Γ) =

∫
Γ

ψ ϕ3 dσ = −
∫
∂Ω

ψ ϕ · ν dσ = −
∫

Ω

divt(ψ ϕ) d(t, x)

= −
∫

Ω

∇tψ · ϕd(t, x)−
∫

Ω

ψ divt ϕd(t, x).

For q ∈ H(divt,Ω) we take a sequence (ϕn)n in C∞c (Ω)4 converging to q in H(divt,Ω).
Then∫

Ω

∇tψ · ϕn d(t, x) +

∫
Ω

ψ divt ϕn d(t, x) −→
∫

Ω

∇tψ · q d(t, x) +

∫
Ω

ψ divt q d(t, x)

as n → ∞. The continuity of the coordinate map P3 : H(divt,Ω) → H(divt,Ω)3,
q 7→ q3 further shows that ϕn,3 tends to q3 in H(divt,Ω)3 as n → ∞. Consequently,
Trϕn,3 converges to Tr q3 in H−1/2(Γ) as n→∞, so that we arrive at

〈ψ|Γ,Tr q3〉H1/2(Γ)×H−1/2(Γ) = −
∫

Ω

∇tψ · q d(t, x)−
∫

Ω

ψ divt q d(t, x).

For smooth functions, the order of taking the trace and a derivative in a tangential
direction does not matter. The following corollary shows that this result extends in a
certain sense to H(divt,Ω)3.

Corollary 2.6. Let v ∈ H(divt,Ω)3. Assume that also ∂jv belongs to H(divt,Ω)3 for
an index j ∈ {0, 1, 2}, where ∂0 = ∂t. Then the distributional derivative of Tr v in
direction ej belongs to H−1/2(Γ) with

∂j Tr v = Tr(∂jv).

Proof. We first note that in this proof we will identify the C∞-manifold Γ = (0, T )×
R2 × {0} with the image of its chart (0, T ) × R2. Due to Lemma 2.4 it is moreover
clear that H−1/2(Γ) is continuously embedded in D′(Γ) via

〈ρ, u〉D(Γ)×D′(Γ) = 〈ρ, u〉H1/2(Γ)×H−1/2(Γ)
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for ρ ∈ C∞c (Γ) = D(Γ) and u ∈ H−1/2(Γ).
Since v belongs to H(divt,Ω)3 there is a function q ∈ H(divt,Ω) with q3 = v.

Analogously, ∂jv ∈ H(divt,Ω)3 implies the existence of a function r ∈ H(divt,Ω) with
r3 = ∂jv. Applying Lemma 2.1, we see that Tεq belongs to (C∞(Ω))4 ∩ H(divt,Ω)
for all ε > 0 and Tεq → q in H(divt,Ω) as ε → 0. It follows that Tεv is contained
in C∞(Ω) ∩ H(divt,Ω)3 and Tεv → v in H(divt,Ω)3 as ε → 0. In the same way we
deduce that Tε∂jv → ∂jv in H(divt,Ω)3 as ε→ 0.
In the case j ∈ {1, 2}, we then infer that

∂j Tr(Tεv) = ∂jTεv(·, 0) = Tr(∂jTεv) = Tr(Tε∂jv) (2.9)

for all ε > 0, where we used that Tεv ∈ (C∞(Ω))4 and that Tε commutes with ∂j
by Lemma 2.1 (ii). Letting ε → 0, the right-hand side of (2.9) tends to Tr(∂jv)
in H−1/2(Γ) since Tε(∂jv) → ∂jv in H(divt,Ω)3 as ε → 0 and Tr is continuous on
H(divt,Ω)3. On the left-hand side of (2.9), the function Tr(Tεv) converges to Tr v in
H−1/2(Γ) since Tεv → v in H(divt,Ω)3 as ε → 0. We conclude that ∂j Tr(Tεv) tends
to ∂j Tr v in D′(Γ). The continuous embedding of H−1/2(Γ) into D′(Γ) thus leads to
∂j Tr v = Tr(∂jv) in D′(Γ) and therefore ∂j Tr v belongs to H−1/2(Γ) and the previous
equality is also valid in this space.
It remains to consider the case j = 0. Formulas (2.5) and (2.6) from the proof of

Lemma 2.1, for the differential operator ∂t and k = 1 in each component, yield

∂tTj,εq = Tj,ε∂tq + ρε ∗ (τj,2ε∂tθjZq)

on Ω+ respectively Ω− for j ∈ {1, 2} and all ε > 0. With the same arguments as in the
proof of Lemma 2.1 one can now show that divt ρε ∗ (τj,2ε∂tθjZq) belongs to L2(Ω+)
respectively L2(Ω−) and that

ρε ∗ (τ1,2ε∂tθ1Zq) + ρε ∗ (τ2,2ε∂tθ2Zq) −→ 0

in H(divt,Ω) as ε→ 0. We conclude that

ρε ∗ (τ1,2ε∂tθ1Zv) + ρε ∗ (τ2,2ε∂tθ2Zv) −→ 0

in H(divt,Ω)3 as ε→ 0 and therefore

Tr(ρε ∗ (τ1,2ε∂tθ1Zv) + ρε ∗ (τ2,2ε∂tθ2Zv)) −→ 0

in H−1/2(Γ) as ε→ 0. Analogous to (2.9), we next infer

∂t Tr(Tεv) = ∂tTεv(·, 0) = Tr(∂tTεv)

= Tr(Tε∂tv) + Tr(ρε ∗ (τ1,2ε∂tθ1Zv) + ρε ∗ (τ2,2ε∂tθ2Zv))

for all ε > 0. The rest of the proof is the same as in the case j ∈ {1, 2}.

In Chapter 4 we examine the regularity of solutions. A crucial tool in this context
are mollifiers in spatial tangential variables. To apply them effectively in Chapter 4,
we need to be able to commute them with the trace operator.
We start by fixing some notation. Let χ be the kernel of a standard mollifier over

R2, i.e., χ is a nonnegative function in C∞c (R2), positive on B(0, 1) with integral one.
Set χε = ε−2χ(ε−1·). The convolution operator over R2 with kernel χε is given by

Jεv = χε ∗ v (2.10)

for all v ∈ S ′(R2). With a slight abuse of notation, we also denote the convolution in
spatial tangential variables over Ω = J × R3

+ respectively J × R2 ∼= Γ by Jε; i.e.,

Jεv(t, x) = χε ∗ta v(t, x) =

∫
R2

v(t, (x1, x2)− y, x3)χε(y)dy (2.11)
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for all (t, x) ∈ Ω, where v ∈ L1
loc(Ω), and

Jεv(t, x′) = χε ∗ta v(t, x′) =

∫
R2

v(t, x′ − y)χε(y)dy (2.12)

for all (t, x′) ∈ J × R2, where v ∈ L1
loc(J × R2).

At least for sufficiently smooth functions, the convolution in tangential spatial vari-
ables does not effect the boundary values. We want to show that this is still true
for functions in H(divt,Ω)3, i.e., the operators Jε and Tr commute on H(divt,Ω)3.
To that purpose, we first have to extend the operator Jε to H−1/2(Γ). We therefore
introduce the formal adjoint

J∗εw = χ̃ε ∗ta w

for w ∈ L2(J × R2) and χ̃ε(x1, x2) = χε(−x1,−x2) for all (x1, x2) ∈ R2. The next
lemma shows that J∗ε maps H1/2(Γ) into itself.

Lemma 2.7. Let ε > 0. Then J∗ε maps H1/2(Γ) continuously into itself.

Proof. We first note that

F3(χ̃ε ∗ta f)(τ, ξ) = (F2χ̃ε)(ξ)(F3f)(τ, ξ)

for all f ∈ S(R3) and (τ, ξ) ∈ R×R2, where F2 denotes the Fourier transform over R2

and F3 means the Fourier transform over R3. By continuity, this equality extends to
all f ∈ L2(R3).
Next take w ∈ H1/2(J × R2) and denote its zero-extension to R3 by W . Then W

belongs to H1/2(R3) by Lemma 2.4 and χ̃ε ∗taw = χ̃ε ∗taW on J ×R2. Consequently,

‖J∗εw‖2H1/2(J×R2) = ‖χ̃ε ∗ta W‖2H1/2(R3)

=

∫
R3

(1 + |(τ, ξ)|2)1/2|F3(χ̃ε ∗ta W )(τ, ξ)|2d(τ, ξ)

=

∫
R3

(1 + |(τ, ξ)|2)1/2|F2χ̃ε(ξ)|2|F3W (τ, ξ)|2d(τ, ξ)

≤ ‖F2χ̃ε‖2L∞(R2)

∫
R3

(1 + |(τ, ξ)|2)1/2|F3W (τ, ξ)|2d(τ, ξ)

= ‖F2χ̃ε‖2L∞(R2)‖W‖
2
H1/2(R3) = ‖F2χ̃ε‖2L∞(R2)‖w‖

2
H1/2(J×R2).

We conclude that J∗ε maps H1/2(J × R2) continuously into itself.

Lemma 2.7 allows us to extend the operators Jε to H−1/2(Γ) by duality. We set

〈Jεv, ψ〉 = 〈v, J∗εψ〉 (2.13)

for all v ∈ H−1/2(Γ) and ψ ∈ H1/2(Γ).
Finally, we can show that the trace operator Tr commutes with Jε on H(divt,Ω)3.

Lemma 2.8. Let v ∈ H(divt,Ω)3 and let ε > 0. Then

TrJεv = Jε Tr v. (2.14)

Proof. As usual we identify Γ with J × R2. Let ϕ ∈ C∞c (Ω). Then

(TrJεϕ)(t, x1, x2) = (Jεϕ)(t, x1, x2, 0) =

∫
R2

χε(y)ϕ(t, x1 − y1, x2 − y2, 0)dy

=

∫
R2

χε(y)(Trϕ)(t, x1 − y1, x2 − y2)dy

= (Jε Trϕ)(t, x1, x2) (2.15)
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for all (t, x1, x2) ∈ J × R2. For v ∈ H(divt,Ω)3 we find a sequence (ϕn)n in C∞c (Ω)
converging to v by Lemma 2.3. Since Jε is continuous on H(divt,Ω)3 and Tr maps
H(divt,Ω)3 continuously into H−1/2(Γ), we obtain Tr Jεϕn → TrJεv in H−1/2(Γ) as
n → ∞. Moreover, Trϕn → Tr v in this space and as Jε is continuous on H−1/2(Γ)
by Lemma 2.7 and (2.13), we obtain Jε Trϕn → Jε Tr v in H−1/2(Γ) as n→∞. The
assertion is then a consequence of (2.15).

In Chapter 4 we also have to integrate solutions of (3.2) in time in order to gain
regularity in time. We are therefore also interested in the traces of such integrals. But
before stating the appropriate result, we again have to introduce some notation.

Definition 2.9. Let t0, T ∈ R with t0 < T and J = (t0, T ). Let d ∈ N, and U ⊆ Rd.
We define

IJ×U : L2(J × U)→ L2(J × U),

(IJ×U v)(t, x) =

∫ t

t0

v(s, x)ds for almost all (t, x) ∈ J × U.

The next lemma shows that the above operator is not only well-defined, but also
linear and bounded.

Lemma 2.10. Let t0, T ∈ R with t0 < T and J = (t0, T ). Let d ∈ N, and U ⊆ Rd.
The operator IJ×U is linear and continuous both on L2(J × U) and on H1(J × U).

Proof. The operator IJ×U is clearly linear. Minkowski’s inequality further shows

‖IJ×U v‖L2(J×U) =
∥∥∥∫

J

χ[t0,t](s)v(s, x)ds
∥∥∥
L2
t,x(J×U)

≤
∫
J

‖χ[t0,t](s)v(s, x)‖L2
t,x(J×U)ds ≤ (T − t0)‖v‖L2(J×U) (2.16)

for all v ∈ L2(J × U).
By Fubini’s theorem, we have ∂jIJ×Uv = IJ×U∂jv for all v ∈ H1(J × U) and

j ∈ {1, . . . , d}. We thus obtain the estimate ‖∂jIJ×Uv‖L2(J×U) ≤ (T−t0)‖∂jv‖L2(J×U)

from (2.16) for all v ∈ H1(J ×U) and j ∈ {1, . . . , d}. Moreover, we have ∂tIJ×Uv = v
for all v ∈ H1(J × U) so that the assertion follows.

If we want to commute the trace operator with the integral, we first have to make
sense of the integral on H−1/2(Γ).

Corollary 2.11. Let t0, T ∈ R with t0 < T and J = (t0, T ). Identify Γ with J ×
R2. Then the operator IΓ introduced in Definition 2.9 extends uniquely to a linear
continuous operator on H−1/2(Γ), which we still denote by IΓ.

Proof. By interpolation, see Theorem 1.4.3.5 in [Gri85], we infer from Lemma 2.10 that
IΓ maps H1/2(Γ) continuously into itself. Analogously, one obtains that the operator

ĨΓ : L2(J × Γ)→ L2(J × Γ),

(ĨΓv)(t, x) =

∫ T

t

v(s, x)ds for almost all (t, x) ∈ J × U ;

is continuous on H1/2(Γ). Since ĨΓ is the adjoint of IΓ on L2(Γ), and H1/2(Γ) is
densely imbedded in L2(Γ), we infer that the extension by duality, i.e.,

〈IΓv, ψ〉H−1/2(Γ)×H1/2(Γ) = 〈v, ĨΓψ〉H−1/2(Γ)×H1/2(Γ)

for all v ∈ H−1/2(Γ) and ψ ∈ H1/2(Γ), is unique.

After these preparations we are now ready to prove that the trace operator and the
integral in time commute.
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Corollary 2.12. Let t0, T ∈ R with t0 < T and J = (t0, T ). Let v ∈ H(divt,Ω)3 with
IΩv ∈ H(divt,Ω)3. Then

Tr IΩv = IΓ Tr v,

where IΩ is the integral operator from Definition 2.9 and IΓ the integral operator from
Corollary 2.11.

Proof. As always we identify Γ with its chart (t0, T ) × R2. Let Tε be the operator
defined in Lemma 2.1 (i) for all ε > 0 and let Z denote the zero-extension of a function
defined on R3

+ to R3.
I) Fix ε > 0. We start by showing that divt and Tε commute on H(divt,Ω), where

the operator Tε is applied pointwise in time.
So let w ∈ H(divt,Ω) and ψ ∈ C∞c (Ω). Let ρ̃(x) = ρ(−x) for all x ∈ R3. We

compute∫
Ω

Tεw · ∇tψd(t, x) =

∫
J

∫
R3

ρε ∗ (τ2εZw) · ∇tZψ dxdt

=

∫
J

∫
R3

τ2εZw · ρ̃ε ∗ (∇tZψ) dxdt =

∫
J

∫
R3

τ2εZw · ∇t(ρ̃ε ∗ Zψ) dxdt

=

∫
J

∫
R3

+

w · ∇t τ−2ε(ρ̃ε ∗ Zψ) dxdt = −
∫
J

∫
R3

+

divt w τ−2ε(ρ̃ε ∗ Zψ) dxdt

= −
∫

Ω

Tε(divt w)ψ d(t, x),

where we used that τ−2ε(ρ̃ε ∗ Zψ) belongs to C∞c (Ω) in the third line. We conclude
that Tεw belongs to H(divt,Ω) and divt Tεw = Tε divt w.
II) Let q ∈ H(divt,Ω) with q3 = v and r ∈ H(divt,Ω) with r3 = IΩv. Step I) and

Lemma 2.1 (i) show that Tεq → q and Tεr → r in H(divt,Ω) as ε → 0. We conclude
that Tεv and TεIΩv converge to v respectively IΩv in H(divt,Ω)3 as ε → 0. Fubini’s
theorem further yields

TεIΩw(t, x) =

∫
R3

(∫ t

t0

(τ2εZw)(s, y)ds
)
ρε(x− y)dy

=

∫ t

t0

∫
R3

ρε(x− y)(τ2εZw)(s, y)dyds =

∫ t

t0

Tεw(s, x)ds = IΩTεw(t, x)

for all w ∈ L2(Ω) and (t, x) ∈ Ω, i.e.,

TεIΩv = IΩTεv

on Ω for all ε > 0.
Next observe that Tεw belongs to L2(J,H1(R3

+)) for all w ∈ L2(Ω). It is moreover
easy to check - via the definition of the weak derivative and Fubini’s theorem - that
∂jIΩw = IΩ∂jw for all w ∈ L2(J,H1(R3

+)) and j ∈ {1, 2, 3}. Therefore, both IΩTεq
and Tεq belong to L2(J,H1(R3

+)).
Let tr be the standard trace operator from H1(R3

+) to H1/2(∂R3
+). With a slight

abuse of notation we also denote by tr the operator which maps L2(J,H1(R3
+)) to

L2(J,H1/2(∂R3
+)) defined by tr(u)(t) = tr(u(t)) for almost all t ∈ J . If a function u

belongs to L2(J,H1(R3
+)) ∩ H(divt,Ω)3, step I) and Lemma 2.1 (i) imply that Tεu

converges to u both in L2(J,H1(R3
+)) and H(divt,Ω)3 as ε → 0. As the operators tr

and Tr coincide on smooth functions, we obtain that the operators tr and Tr coincide
on L2(J,H1(R3

+)) ∩ H(divt,Ω)3. Exploiting that tr is a continuous operator from
H1(R3

+) to H1/2(∂R3
+), we thus infer

Tr(TεIΩv) = tr(TεIΩv) = tr(IΩTεv) = tr
(∫ t

t0

Tεv(s)ds
)

=

∫ t

t0

tr(Tεv(s))ds
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=

∫ t

t0

tr(Tεv)(s)ds = IΓ tr(Tεv) = IΓ Tr(Tεv) (2.17)

for all ε > 0. The functions TεIΩv converge to IΩv in H(divt,Ω)3 as ε → 0, so that
the continuity of Tr implies

Tr(TεIΩv) −→ Tr IΩv

inH−1/2(Γ). On the other hand, Tεv tends to v inH(divt,Ω)3 and thus Tr(Tεv)→ Tr v
in H−1/2(Γ). As IΓ is a continuous operator on this space, we obtain

IΓ Tr(Tεv) −→ IΓ Tr v

as ε→ 0. The identity in (2.17) thus implies the assertion.

We next state that the trace operator also commutes with the multiplication with
C∞-functions.

Lemma 2.13. Let ϕ ∈ C∞(Ω) ∩W 1,∞(Ω). Then ϕv is an element of H(divt,Ω)3

and
Tr(ϕv) = ϕ(·, 0) Tr v (2.18)

for all v ∈ H(divt,Ω)3.

Proof. The first part of the assertion is a direct consequence of the assumption that
ϕ belongs to W 1,∞(Ω). Identity (2.18) clearly holds for v ∈ C∞c (Ω). Since C∞c (Ω) is
dense in H(divt,Ω)3, the assertion then follows.

We have now developed the concept of a trace for functions in H(divt,Ω)3. In the
remaining part of this section we will show how this leads to a trace operator for weak
solutions of certain first order partial differential equations.
Remark 2.14. Let A0, . . . , A3 ∈ (W 1,∞(Ω))n×n be symmetric, D ∈ (L∞(Ω))n×n, and
let f ∈ (L2(Ω))n. Define the differential operator

L = A0∂t +

3∑
j=1

Aj∂j +D. (2.19)

By a weak solution of Lu = f we mean a function u ∈ (L2(Ω))n with∫
Ω

f · ϕdx =

∫
Ω

u · L∗ϕdx = −
3∑
j=0

∫
Ω

u · ∂j(Ajϕ) dx+

∫
Ω

u ·DTϕdx (2.20)

for all ϕ ∈ (H1
0 (Ω))n. Note that Lu is at first defined in (H−1(Ω))n and (2.20) says

that

〈Lu, ϕ〉H−1×H1
0

=

∫
Ω

u · L∗ϕdx =

∫
Ω

f · ϕdx = 〈f, ϕ〉H−1×H1
0

for all ϕ ∈ H1
0 (Ω). We conclude that Lu = f in L2(Ω), in particular Lu ∈ L2(Ω).

Next observe that Lu can be equivalently written as

Lu =

3∑
j=0

∂j(Aju)−
3∑
j=0

∂jAju+Du.

Hence,
3∑
j=0

∂j(Aju) = f +

3∑
j=0

∂jAju−Du ∈ L2(Ω). (2.21)

For all k ∈ {1, . . . , n} we define qkj = (Aju)k for j ∈ {0, . . . , 3}. From (2.21) we
deduce that qk ∈ H(divt,Ω) for all k ∈ {1, . . . , n}. In particular, qk3 = (A3u)k belongs
to H(divt,Ω)3 for all k ∈ {1, . . . , n}. The trace of each component of A3u on Γ is
therefore well-defined in the sense of Lemma 2.5. 3
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We use our observations from Remark 2.14 for the following definition.

Definition 2.15. Take n ∈ N. Let A0, . . . , A3 ∈ W 1,∞(Ω)n×n be symmetric, D ∈
L∞(Ω)n×n, and let u, f ∈ L2(Ω)n. Assume that u is a weak solution of Lu = f , where
L is defined by (2.19). We then define the trace of A3u on Γ by

Tr(A3u) = (Tr(A3u)1, . . . ,Tr(A3u)n)

in H−1/2(Γ)n.

In the following chapters we will study boundary conditions on Γ which are con-
servative in the sense of [Ell12], i.e., there are matrices B and C such that 2A3 =
CTB + BTC and the boundary condition is given by Bu = g on Γ. This structural
assumption yields a matrix M with B = MA3 so that we can make sense of the term
Bu on Γ. We will make this notion more precise in Section 3.2. For the moment, we
take these considerations as motivation for the following definition.

Definition 2.16. Let A0, A1, A2, A3 ∈W 1,∞(Ω)n×n be symmetric and D ∈ L∞(Ω)n×n.
Assume that there are matrices B ∈ W 1,∞(Ω)k×n and M ∈ W 1,∞(Ω)k×n for natural
numbers k and n. Take u, f ∈ L2(Ω)6. Suppose that u is a weak solution of Lu = f .
We define the trace of Bu on Γ by

Tr(Bu) = M · Tr(A3u).

Remark 2.17. For a solution u in G1(Ω) we can define the trace of u itself on Γ. There
is even more than one way to do so. Since u ∈ G1(Ω), each component of u belongs
to H(divt,Ω)3 and the trace Truk exists in H−1/2(Γ) in the sense of Lemma 2.5 for
k ∈ {1, . . . , 6}. However, the most natural way to define the trace of u is arguably the
following. We set (Tr1 u)(t) = tr(u(t)) for all t ∈ J and u ∈ C(J,H1(R3

+)), where tr

is the usual trace operator from H1(R3
+) to H1/2(∂R3

+) applied componentwise. This
defines Tr1 as a mapping from C(J,H1(R3

+)) to C(J,H1/2(∂R3
+)). In particular, also

the traces

Tr1(Bu) = M|Γ · Tr1(A3u) = M ·A3 Tr1 u = B Tr1 u

are defined in a natural way. However, our solution concept in Definition 3.1 will (and
has to) consider the trace of Bu in the sense of Definition 2.16. So the natural question
arises if these two trace operators coincide on G1(Ω).
This is indeed true and can be seen by the following argument. Let v ∈ G1(Ω). Let

ṽ be a continuous extension of v in C(R, H1(R3
+)) which is zero outside some compact

subset of R. Let ϕ be the kernel of a standard mollifier over R and ψ be the kernel of
a standard mollifier over R3. Note that ϕψ then forms the kernel of a mollifier over
R4. We define the family {vε}ε>0 by

vε(t, x) =

∫
R

∫
R3

ṽ(t− s, x− y)ϕε(s)ψε(y)dyds

for all ε > 0. Then vε belongs to G1(Ω) for all ε > 0. Moreover,

vε(t, x)− ṽ(t, x) =

∫
R

∫
R3

(ṽ(t− s, x− y)− ṽ(t, x))ϕε(s)ψε(y)dyds

=

∫
R

∫
R3

(ṽ(t− s, x− y)− ṽ(t, x− y))ϕε(s)ψε(y)dyds

+

∫
R3

(ṽ(t, x− y)− ṽ(t, x))ψε(y)dy

for all (t, x) ∈ R4 and ε > 0. Standard properties of mollifiers show that the second
integral converges to zero in C(J,H1(R3

+)), where we also exploit that J is compact.
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Employing Minkowsi’s inequality and the translation invariance of Lebesgue measure,
we obtain for the first term∥∥∥ ∫

R

∫
R3

(ṽ(t− s, x− y)− ṽ(t, x− y))ϕε(s)ψε(y)dyds
∥∥∥
H1
x(R3

+)

≤
∫
R
‖ṽ(t− s)− ṽ(t)‖H1(R3

+)ϕε(s)ds

for all t ∈ R. Since ṽ is continuous on an open set containing J , we infer that the term
on the right-hand side converges to zero uniformly in t ∈ J . We have thus shown that
vε → v in C(J,H1(R3

+)) as ε→ 0.
We further note that vε ∈ C∞(Ω) so that the definitions of the trace operators Tr

and tr yield

(Tr1 vε)(t, x1, x2) = (tr vε(t))(x1, x2) = vε(t, x1, x2, 0) = Tr vε(t, x1, x2)

for all t ∈ J , (x1, x2) ∈ R2, and ε > 0. The continuity of Tr1 yields that Tr1 vε tends
to Tr1 v in C(J,H1/2(R2)). Since this space is continuously embedded in H−1/2(Γ),
cf. Remark 2.19, we further infer that Tr1 vε converges to Tr1 v in H−1/2(Γ) as ε→ 0.
On the other hand, C(J,H1(R3

+)) is continuously embedded in H(divt,Ω)3, imply-
ing vε → v in H(divt,Ω)3 as n → ∞. We therefore obtain that Tr vε tends to Tr v
in H−1/2(Γ). As a result, Tr1 v = Tr v in H−1/2(Γ), i.e., the two traces coincide in
G1(Ω). 3

In the following corollary we transfer the properties of the trace operator Tr which
we have shown in Corollary 2.6, Lemma 2.8, and Corollary 2.12 to Tr(Bu), when u is
a weak solution of Lu = f .

Corollary 2.18. Let k, n ∈ N and let A0, A1, A2, A3 ∈ W 1,∞(Ω)n×n be symmetric
and D ∈ L∞(Ω)n×n. Assume that there are matrices B ∈ W 1,∞(Ω)k×n and M ∈
W 1,∞(Ω)k×n such that B = MA3. Let u ∈ (L2(Ω))n with Lu ∈ L2(Ω)n.

(i) Assume additionally that B,M ∈ W 2,∞(Ω)k×n, A3 ∈ W 2,∞(Ω) and that also
u belongs to H1(Ω)n and L∂ju to L2(Ω)n for an index j ∈ {0, 1, 2}. Then the
distributional derivative ∂j Tr(Bu) exists in H−1/2(Γ)k and

∂j TrBu = TrB∂ju+ Tr1 ∂jBu.

(ii) Let {Jε}ε>0 be the mollifier introduced in (2.10) to (2.12). Assume that also LJεu
belongs to L2(Ω)n for a parameter ε > 0. Then Tr(BJεu) exists in H−1/2(Γ)k

and

TrBJεu = Tr((BJε − JεB)u) + Jε TrBu.

(iii) Assume A3 and M are time-independent and that also LIΩu belongs to L2(Ω)n.
Then BIΩu has a trace in H−1/2(Γ)k and

Tr IΩBu = IΓ TrBu.

(iv) Let ϕ ∈ C∞c (Ω). Then

TrB(ϕu) = ϕ(·, 0) TrBu.

Proof. In Remark 2.14 we have seen that the functions qk defined by qkl = (Alu)k
for l ∈ {0, . . . , 3} and k ∈ {1, . . . , 6} belong to H(divt,Ω). In particular, (A3u)k is
contained in H(divt,Ω)3 for all k ∈ {1, . . . , 6}.
(i) Applying the same argument to ∂ju, we infer that also q̃k defined by q̃kl =

(Al∂ju)k are elements of H(divt,Ω) for all k ∈ {1, . . . , 6}. Since ∂jA3u is contained in
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H1(Ω), we infer that ∂j(A3u)k = (A3∂ju)k + (∂jA3u)k belongs to H(divt,Ω)3 for all
k ∈ {1, . . . , 6}. Corollary 2.6 thus yields that the distributional derivative of Tr(A3u)k
belongs to H−1/2(Γ) and

∂j Tr(A3u)k = Tr(A3∂ju+ ∂jA3u)k = Tr(A3∂ju) + Tr1(∂jA3) Tr1(u),

where we also write Tr1 for the restriction of an W 1,∞(Ω)-function to Γ. Therefore,
by Definition 2.15 and since derivatives in tangential derivatives commute with the
restriction to the boundary of W 2,∞(Ω)-functions, we obtain

∂j Tr(Bu) = Tr1(∂jM) Tr1(A3u) + Tr1(M) Tr(A3∂ju) + Tr1(M) Tr1(∂jA3) Tr1(u)

= Tr(B∂ju) + Tr1(∂jB) Tr1(u).

The assertions of (i) now follow.
(iii) As in the proof of part (i) we deduce that q̃k defined by q̃kl = (AlIΩq)k belongs

to H(divt,Ω) for all k ∈ {1, . . . , 6} so that (A3IΩu)k is contained in H(divt,Ω)3 for all
k ∈ {1, . . . , 6}. Corollary 2.12 therefore implies that (A3IΩu)k has a trace in H−1/2(Γ)
and

Tr(A3IΩu)k = Tr IΩ(A3u)k = IΓ Tr(A3u)k

for all k ∈ {1, . . . , 6}. With Definition 2.15 and 2.16, we finally obtain

Tr(BIΩu) = M · Tr(A3IΩu) = M · (Tr(A3IΩu)k)k=1,...,6 = M · (IΓ Tr(A3u)k)k=1,...,6

= M · IΓ Tr(A3u) = IΓM · Tr(A3u) = IΓ Tr(Bu),

and thus the assertion.
(ii) and (iv) These assertions follows in the same way as the ones in (i) and (iii),

using Lemma 2.8 respectively Lemma 2.13.

At the end of this section we show that H1/2(Γ) is continuously embedded into
L2(J,H1/2(R2)). This implies that L2(J,H−1/2(R2)) is continuously embedded in
H−1/2(Γ), showing that the regularity result for A3u in [Ell12], where u is a solution
of a certain initial boundary value problem, is indeed an improvement of what we know
from Corollary 2.18.
Remark 2.19. Let d ∈ N and J ⊆ R be an interval. Throughout we denote the
isometric isomorphism from Lp(R, Lp(Rd)) onto Lp(Rd+1) by I for 1 ≤ p <∞.
I) In the following we will need that for an element f ∈ L1(R, L1(Rd)) we have(∫

R
f(t)dt

)
(x) =

∫
R
(If)(t, x)dt

for almost all x ∈ Rd, where the integral on the left-hand side is an L1(Rd)-valued
Bochner-integral, whereas (If)(·, x) belongs to L1(R) for almost all x ∈ Rd by Fubini’s
theorem. Since we are not aware of a reference in the literature, we give the proof for
this identity here.
To that purpose, let f be a simple function on R with values in L1(Rd). This means

that we find finitely many disjoint intervals Ij of finite length, j ∈ {1, . . . ,m}, such
that f =

∑m
j=1 χIjgj , where gj ∈ L1(Rd) for 1 ≤ j ≤ m. For this f we have

(∫
R
f(t)dt

)
(x) =

( m∑
j=1

|Ij | gj
)

(x) =

m∑
j=1

|Ij | gj(x)

for almost all x ∈ Rd, where |Ij | denotes the length of the interval Ij . On the other
hand, ∫

R
(If)(t, x) dt =

m∑
j=1

gj(x) |Ij |
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for almost all x ∈ Rd, so that the claim is true for simple functions.
Next take f ∈ L1(R, L1(Rd)). Let (fn)n be a sequence of simple functions con-

verging to f in L1(R, L1(Rd)). The integrals
∫
R fn(t) dt thus converge to

∫
R f(t) dt in

L1(Rd), and, after excluding a subsequence, we obtain pointwise convergence almost
everywhere in Rd. Moreover, (Ifn)n converges to If as n → ∞ in L1(Rd+1) so that
Fubini’s theorem gives that∫

R
(Ifn)(t, ·) dt −→

∫
R
(If)(t, ·) dt

in L1(Rd). Excluding another subsequence, we obtain that the above convergence
holds also pointwise almost everywhere. The claimed identity is therefore valid for
almost all x ∈ Rd.
II) We next show that

IFx(Ftf) = Ft,x(If)

for all f ∈ L2(R, L2(Rd)), where Ft is the L2(Rd)-valued Fourier transform over R,
Fx is the Fourier transform on L2(Rd) (applied pointwise), and Ft,x is the Fourier
transform over Rd+1.
To show this claim we start once more with a simple function f , i.e., f =

∑m
j=1 χIjgj

for functions gj ∈ L2(Rd), disjoint intervals Ij of finite length, and an index m ∈ N.
For each j we take a sequence (gj,n)n in C∞c (Rd) with gj,n −→ gj in L2(Rd) as n→∞.
We define the functions fn by fn =

∑m
j=1 χIjgj,n for all n ∈ N. Due to step I) we then

have

(Ft(χIjgj,n)(τ))(x) =
(∫

R
e−it·τ (χIjgj,n)(t) dt

)
(x) =

∫
R
e−it·τI(χIjgj,n)(t, x) dt

=

∫
R
e−it·τχIj (t)gj,n(x)dt = χ̂Ij (τ)gj,n(x)

for all τ ∈ R and for almost all x ∈ Rd. In particular, Ft(χIjgj,n)(τ) = χ̂Ij (τ)gj,n in
L2(Rd) for all τ ∈ R. Hence,

Fx((Ftfn)(τ))(ξ) = Fx
( m∑
j=1

χ̂Ij (τ)gj,n

)
(ξ) =

m∑
j=1

χ̂Ij (τ)Fx(gj,n)(ξ)

=

m∑
j=1

∫
R
e−it·τχIj (t) dt

∫
Rd
e−ix·ξgj,n(x) dx

=

m∑
j=1

∫
R1+d

e−i(t,x)·(τ,ξ)I(χIjgj,n)d(t, x) = Ft,x(Ifn)(τ, ξ)

for all (τ, ξ) ∈ R1+d. This implies that I(Fx(Ftfn)) = Ft,x(Ifn) for all n ∈ N. Letting
n→∞, the functions fn converge to f in L2(R, L2(Rd)) and therefore

I(Fx(Ftf)) = lim
n→∞

I(Fx(Ftfn)) = lim
n→∞

Ft,x(Ifn) = Ft,x(If)

in L2(R1+d). Approximating a general f ∈ L2(R, L2(Rd)) by a sequence of simple
functions and using the continuity of the Fourier transforms on the corresponding
spaces then proves the assertion.
III) Finally, let u ∈ H1/2(Γ). We identify Γ with its chart J × R2 again. Let

U ∈ H1/2(R3) with U = u on J × R2. To simplify the notation we identify the
representant of I−1U in L2(R, L2(R2)) with U . Using the result from step II), we
compute

‖u‖2L2(J,H1/2(R2)) ≤ ‖U‖
2
L2(R,H1/2(R2)) = ‖FtU‖2L2(R,H1/2(R2))
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=

∫
R
‖FtU(τ)‖2H1/2 dτ =

∫
R

∫
R2

|Fx(FtU(τ))(ξ)|2(1 + |ξ|2)
1
2 dξdτ

≤
∫
R3

|Ft,xU(τ, ξ)|2(1 + |τ |2 + |ξ|2)
1
2 d(τ, ξ) = ‖U‖2H1/2(R3).

Taking the infimum over all U ∈ H1/2(R3) with U = u on J × R2 and using that
H1/2(Γ) = H1/2(Γ) (see Theorem 1.4.3.1 in [Gri85]), we obtain

‖u‖2L2(J,H1/2(R2)) ≤ ‖u‖
2
H1/2(Γ).

This implies that H1/2(Γ) is continuously embedded in L2(J,H1/2(R2)). Identifying
L2 with its dual, we finally conclude that L2(J,H−1/2(R2)) is continuously embedded
in H−1/2(Γ). 3

2.2 Function spaces

In this section we first introduce various function spaces and corresponding norms
which play a crucial role in the following. We have already seen the spaces Gk(J ×G)
for k ∈ N in the introduction, where G is an open subset of R3. In these spaces we
will construct our solutions. In this context we will also need the function spaces

G̃k(J ×G) :=

k⋂
j=0

W j,∞(J,Hk−j(G)),

Hk
ta(J ×G) := {v ∈ L2(J ×G) : ∂αv ∈ L2(J ×G) for all α ∈ N4

0 with |α| ≤ k
and α3 = 0},

Hk
ta(G) := {v ∈ L2(G) : ∂αv ∈ L2(G) for all α ∈ N3

0 with |α| ≤ k and α3 = 0}.

In the following we will mainly work in the spaces L2(J×G)6, Hk(J×G)6, Gk(J×G)6,
and so on. However, when it is clear from the context if a function is scalar or vector
valued, we will simply write v ∈ L2(J ×G) instead of v ∈ L2(J ×G)6 and analogously
for the other function spaces. We equip the spaces Gk(J ×G) respectively G̃k(J ×G)
with the norms

‖v‖Gk(J×G) = max
0≤|α|≤k

‖∂αv‖L∞(J,L2(G)) (v ∈ G̃k(J ×G))

for all k ∈ N. We further introduce the norms

‖v‖Hkta(J×G) =
( ∑

0≤|α|≤k
α3=0

‖∂αv‖2L2(J×G)

)1/2

(v ∈ Hk
ta(J ×G))

and analogously

‖v‖Hkta(G) =
( ∑

0≤|α|≤k
α3=0

‖∂αv‖2L2(G)

)1/2

(v ∈ Hk
ta(G))

on Hk
ta(J ×G) respectively Hk

ta(G) for k ∈ N.
Let e−γ : R → R be defined by e−γt for all t ∈ R. We will also use the weighted

norms

‖v‖L2
γ(J×G) = ‖e−γv‖L2(J×G) (v ∈ L2(J ×G)),

‖v‖Hkγ (J×G) =
( ∑

0≤|α|≤k

‖∂αv‖2L2
γ(J×G)

)1/2

(v ∈ Hk(J ×G)),
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‖v‖Gk,γ(J×G) = max
0≤|α|≤k

‖e−γ∂αv‖L∞(J,L2(G)) (v ∈ G̃k(J ×G)),

and analogously for ‖v‖Hkta,γ(J×G). Observe that the weighted norms are all equiv-
alent to the unweighted ones since the interval J is bounded. Moreover, we have
‖v‖L2

γ(J×G) ≤ ‖v‖L2(J×G) for all v ∈ L2(J ×G) and the analogous estimate is true for
the other norms.
Up to now we introduced the function spaces from which we take the data and where

we expect the solutions. For a thorough study of the coefficients, we will also need the
following spaces.

Definition 2.20. Let m, k ∈ N, η > 0, and a ∈ Rk×k. We set

Fm,k(J ×G) := {A ∈W 1,∞(J ×G)k×k : ∂αA ∈ (L∞(J, L2(G)))k×k for all α ∈ N4
0

with 1 ≤ |α| ≤ m},
Fm,k,η(J ×G) := {A ∈ Fm,k(J ×G) : A(t, x) ∈ Sym(k) for all (t, x) ∈ J ×G and

A(t, x) is positive definite with A(t, x) ≥ η
for all (t, x) ∈ J ×G},

F cp
m,k(J ×G) := {A ∈ Fm,k(J ×G) : there is a compact subset K of J ×G

such that A is constant on J ×G \K},
F cp,a
m,k (J ×G) := {A ∈ Fm,k(J ×G) : there is a compact subset K of J ×G with

A = a on J ×G \K},
F c
m,k(J ×G) := {A ∈ Fm,k(J ×G) : lim

|(t,x)|→∞
A(t, x) exists},

F c,a
m,k(J ×G) := {A ∈ Fm,k(J ×G) : lim

|(t,x)|→∞
A(t, x) = a},

F i
m,k,η(J ×G) := Fm,k,η(J ×G) ∩ F i

m,k(J ×G), i ∈ {cp, c},

F i,a
m,k,η(J ×G) := Fm,k,η(J ×G) ∩ F i,a

m,k(J ×G), i ∈ {cp, c},

F 0
m,k(G) := {A0 ∈ L∞(G)k×k : ∂αA0 ∈ L2(G)k×k for all α ∈ N3

0

with 1 ≤ |α| ≤ m}.

We equip all these spaces with the norms

‖A‖Fm(Ω) = max{‖A‖W 1,∞(Ω), max
1≤|α|≤m

‖∂αA‖L∞(J,L2(G))} (A ∈ Fm,k(Ω)),

respectively

‖A0‖F 0
m(R3

+) = max{‖A0‖L∞(R3
+), max

1≤|α|≤m
‖∂αA0‖L2(R3

+)} (A0 ∈ F 0
m,k(R3

+)).

In fact, we will only need the cases k = 6 and k = 1. If it is clear from the context
whether we mean k = 6 or k = 1, we drop the index k to streamline the notation.
We go on with a crucial approximation result for elements from the spaces above.

Lemma 2.21. Let m, k ∈ N. Take an open interval J ⊆ R and set Ω = J × R3
+.

Choose A ∈ Fm,k(Ω). Then there exists a family {Aε}ε>0 in C∞(Ω) with

(i) ∂αAε ∈ Fm,k(Ω) for all α ∈ N4
0 and ε > 0,

(ii) ‖Aε‖W 1,∞(Ω) ≤ C‖A‖W 1,∞(Ω) and ‖∂αAε‖L∞(J,L2(R3
+)) ≤ C‖A‖Fm(Ω) for all

multiindices 1 ≤ |α| ≤ m and ε > 0,

(iii) Aε → A in L∞(Ω) as ε→ 0, and

(iv) Aε(0)→ A(0) in L∞(R3
+) and ∂αA and ∂αAε have a representative in the space

C(J, L2(R3
+)) with ∂αAε(0) → ∂αA(0) in L2(R3

+) as ε → 0 for all α ∈ N4
0 with

0 < |α| ≤ m− 1.
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If A additionally belongs to F cp
m,k(Ω), F c

m,k(Ω), Fm,k,η(Ω) for an η > 0, or the inter-
section of two of these spaces, then the same is true for Aε for all ε > 0.

Proof. Without loss of generality we assume that J = (0, T ) for a time T > 0.
I) Let ϕ ∈ C∞c (R3) and ρ ∈ C∞c (R) be nonnegative functions with integral 1 and

support in the unit ball. As usual we set ϕε(x) = ε−3ϕ(x/ε) for all x ∈ R3 and ρε(t) =
ε−1ρ(t/ε) for all t ∈ R for all ε > 0. Let θ1, θ2 ∈ C∞c (R) with supp θ1 ⊆ [−1, 2

3T ]
and supp θ2 ⊆ [ 1

3T, T + 1] such that θ1 equals 1 in a neighborhood of 0, θ2 equals 1
in a neighborhood of T , and θ1 + θ2 = 1 on [0, T ]. Take ε0 ∈ (0, 1

3T ) so small that
θ1(t+ ε) + θ2(t− ε) > 0 for all t ∈ J and ε ∈ (0, 2ε0], θ1 = 1 on B(0, 2ε0) and θ2 = 1
on B(T, 2ε0). As in the proof of Lemma 2.1, we define the translation operators

τ1,ε : L1
loc(R4)→ L1

loc(R4), (τ1,εw)(t, x) = w(t+ ε, x1, x2, x3 + ε),

τ2,ε : L1
loc(R4)→ L1

loc(R4), (τ2,εw)(t, x) = w(t− ε, x1, x2, x3 + ε).

Then there is a constant C independent of ε such that

∂lt
1

τ1,2εθ1 + τ2,2εθ2
≤ C (2.22)

on J for all l ∈ {0, . . . ,m− 1} and ε ∈ (0, 2ε0). Moreover, we have

∂lt
1

τ1,2εθ1 + τ2,2εθ2
−→ 0

in L∞(J) as ε tends to 0 for all l ∈ {1, . . . ,m− 1}.
We then set

Aε = (ρεϕε) ∗
τ1,2ε(θ1A) + τ2,2ε(θ2A)

τ1,2εθ1 + τ2,2εθ2

for all ε ∈ (0, ε0), where we identify A with its zero extension to R4.
Then Aε is an element of C∞(Ω) for all ε ∈ (0, ε0) and (i) and (ii) are satisfied.

For (iii) we note that W 1,∞(Ω) equals the space of functions which are Lipschitz
continuous on Ω as Ω is convex. In particular, A belongs to BUC(Ω). We thus obtain
that

Aε −→
θ1A+ θ2A

θ1 + θ2
= A

in L∞(Ω) as ε → 0. The first part of (iv) now also follows. For the remaining
assertion take α ∈ N4

0 with 0 < |α| ≤ m − 1. Then ∂αA ∈ L∞(J, L2(R3
+)) and

∂t∂
αA ∈ L∞(J, L2(R3

+)) so that ∂αA has a representative in C(J, L2(R3
+)) with which

we identify ∂αA in the following.
Let ζ > 0. As J is compact, ∂αA is uniformly continuous on J with values in

L2(R3
+). Hence, there exists a number δ1 > 0 such that

‖∂αA(t1)− ∂αA(t2)‖L2(R3
+) ≤

ζ

4
(2.23)

for all t1, t2 ∈ J with |t1 − t2| ≤ δ1.
Moreover, the translation operator τy : v 7→ v(·−y) is strongly continuous on L2(R3

+).
We thus find a number δ2 > 0 such that

‖τy∂αA(0)− ∂αA(0)‖L2(R3
+) ≤

ζ

4

for all y ∈ R3 with |y| ≤ δ2. Set δ = min{δ1, δ2}. For (s, y) ∈ R4 with |(s, y)| < δ we
then obtain

‖τy∂αA(s)− ∂αA(0)‖L2(R3
+)
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≤ ‖τy∂αA(s)− τy∂αA(0)‖L2(R3
+) + ‖τy∂αA(0)− ∂αA(0)‖L2(R3

+)

≤ ‖∂αA(s)− ∂αA(0)‖L2(R3
+) +

ζ

4
≤ ζ

2
, (2.24)

where we also used that τy is contractive on L2(R3
+) when the functions from this

space are identified with their zero extension.
Employing that θ1 equals 1 and θ2 equals 0 on B(0, 2ε0), we derive that

∂αAε(0) = (ϕερε) ∗ (τ1,2ε∂
αA)(0)

for all ε ∈ (0, ε0). We set ε1 = min{ δ3 , ε0} and denote a point x ∈ R3 by (x′, x3).
Using Minkowski’s inequality and that the support of ρε respectively ϕε is contained
in B(0, ε), we infer

‖∂αAε(0)− ∂αA(0)‖L2(R3
+)

=
∥∥∥∫

R4

(∂αA(−s+ 2ε, x′ − y′, x3 − y3 + 2ε)− ∂αA(0, x))ρε(s)ϕε(y)d(s, y)
∥∥∥
L2
x(R3

+)

≤
∫
R4

‖∂αA(−s+ 2ε, x′ − y′, x3 − y3 + 2ε)− ∂αA(0, x′ − y′, x3 − y3 + 2ε)‖L2
x(R3

+)

· ρε(s)ϕε(y)d(s, y)

+

∫
R4

‖∂αA(0, x′ − y′, x3 − y3 + 2ε)− ∂αA(0, x)‖L2
x(R3

+)ρε(s)ϕε(y)d(s, y)

≤
∫
R
‖∂αA(−s+ 2ε)− ∂αA(0)‖L2(R3

+)ρε(s)ds+
ζ

2

∫
R3

ϕε(y)dy

≤ ζ

2

∫
R
ρε(s)ds+

ζ

2
= ζ

for all ε ∈ (0, ε1). The last assertion in (iv) thus follows.
II) If A additionally belongs to F cp

m,k(Ω), there is a compact set K ⊆ Ω and a matrix
a ∈ Rk×k such that A = a on Ω \K. Define the compact set

K ′ = (K +B(0, (2
√

2 + 1)ε1)) ∩ Ω.

Let (t, x) ∈ Ω \K ′ and ε ∈ (0, ε1). We then have that

(B((t+ 2ε, x′, x3 + 2ε), ε) ∪B((t− 2ε, x′, x3 + 2ε), ε)) ⊆ R4 \K

for all ε ∈ (0, ε1). We particularly infer that

(t− s+ 2ε, x′ − y′, x3 − y3 + 2ε), (t− s− 2ε, x′ − y′, x3 − y3 + 2ε) ∈ R4 \K

for all (s, y) ∈ B(0, ε). We obtain

τ1,2ε(θ1A) + τ2,2ε(θ2A)

τ1,2εθ1 + τ2,2εθ2
(t− s, x− y) =

θ1(t− s+ 2ε)a+ θ2(t− s− 2ε)a

θ1(t− s+ 2ε) + θ2(t− s− 2ε)
= a

and hence

Aε(t, x) =

∫
R4

ρε(s)ϕε(y)
τ1,2ε(θ1A) + τ2,2ε(θ2A)

τ1,2εθ1 + τ2,2εθ2
(t− s, x− y)d(s, y) = a.

III) Now let F c
m,k(Ω) and a ∈ Rk×k with lim|(t,x)|→∞A(t, x) = a. Let ζ > 0. Then

there is a compact set K ⊆ Ω such that |A(t, x) − a| < ζ for all (t, x) ∈ Ω \K. We
define K ′ as in step II) and infer that

|A(t−s+2ε, x′−y′, x3−y3 +2ε)−a| < ζ, |A(t−s−2ε, x′−y′, x3−y3 +2ε)−a| < ζ
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for all (t, x) ∈ Ω \K ′, (s, y) ∈ B(0, ε), and ε ∈ (0, ε1). We thus arrive at

|Aε(t, x)− a| ≤
∫
R4

ρε(s)ϕε(y)
τ1,2ε(θ1|A− a|) + τ2,2ε(θ2|A− a|)

τ1,2εθ1 + τ2,2εθ2
(t− s, x− y)d(s, y)

< ζ

for all (t, x) ∈ Ω \ K ′ and ε ∈ (0, ε1). We conclude that Aε(t, x) converges to a as
|(t, x)| → ∞ for all ε ∈ (0, ε1).
IV) Finally, we assume that A ∈ Fm,k,η(Ω) for an η > 0. Then

ξTAε(t, x)ξ =

∫
R4

ρε(s)ϕε(y)
τ1,2ε(θ1ξ

TAξ) + τ2,2ε(θ2ξ
TAξ)

τ1,2εθ1 + τ2,2εθ2
(t− s, x− y)d(s, y) ≥ η

for all ξ ∈ Rk with |ξ| = 1, (t, x) ∈ Ω, and ε ∈ (0, ε1).

For the treatment of quasilinear equations bilinear respectively multilinear estimates
are an indispensable tool. The next lemma provides the most basic results in this di-
rection. In a certain sense, one might think of it as an extension of the well-known
fact that the Sobolev space Hm(Rd) is an algebra if m > d

2 , see e.g. Theorem 4.38
in [AF09]. In addition to this algebra property, we also need to deal with products
involving a factor with smoothness parameter less than d

2 and we have to provide the
bilinear estimates in the norms corresponding to the function spaces Gm(Ω) respec-
tively F 0

m(R3
+). However, the proof is elementary as it only combines the Sobolev

embedding theorem with Hölder’s inequality.

Lemma 2.22. Let J ⊆ R be an open interval and let G ⊆ R3 be a domain with a
uniform C2-boundary (see e.g. Definition 2.24). Take m1,m2 ∈ N with m1 ≥ m2 and
m1 ≥ 2 and a parameter γ ≥ 0.

(i) Let k ∈ {0, . . . ,m1}, f ∈ G̃m1−k(J × G), and g ∈ G̃k(J × G). Then fg ∈
G̃0(J ×G) and

‖fg‖G0,γ(J×G) ≤ C min{‖f‖Gm1−k(J×G)‖g‖Gk,γ(Ω), ‖f‖Gm1−k,γ(J×G)‖g‖Gk(J×G)}.

(ii) Let f ∈ G̃m1
(J ×G) and g ∈ G̃m2

(J ×G). Then fg ∈ G̃m2
(J ×G) and

‖fg‖Gm2,γ
(J×G) ≤ C min{‖f‖Gm1

(J×G)‖g‖Gm2,γ
(J×G),

‖f‖Gm1,γ
(J×G)‖g‖Gm2

(J×G)}.

(iii) Let f ∈ Fm1
(J ×G) and g ∈ Gm2

(J ×G). Then fg ∈ Gm2
(J ×G) and

‖fg‖Gm2,γ
(J×G) ≤ C‖f‖Fm1

(J×G)‖g‖Gm2,γ
(J×G).

(iv) Let f ∈ Fm1
(J ×G) and g ∈ Fm2

(J ×G). Then fg ∈ Fm2
(J ×G) and

‖fg‖Fm2
(J×G) ≤ C‖f‖Fm1

(J×G)‖g‖Fm2
(J×G).

(v) Let k ∈ {0, . . . ,m1}, f ∈ Hm1−k(G), and g ∈ Hk(G). Then fg ∈ L2(G) and

‖fg‖L2(G) ≤ C‖f‖Hm1−k(G)‖g‖Hk(G).

(vi) Let f ∈ Hm1(G) and g ∈ Hm2(G). Then fg ∈ Hm2(G) and

‖fg‖Hm2 (G) ≤ C‖f‖Hm1 (G)‖g‖Hm2 (G).

(vii) Let f ∈ F 0
m1

(G), g ∈ Hm2(G). Then fg ∈ Hm2(G) and

‖fg‖Hm2 (G) ≤ C‖f‖F 0
m1

(G)‖g‖Hm2 (R3
+).
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Proof. We first note that the regularity assumption on the boundary of G implies the
usual Sobolev embeddings, see e.g. Theorem 4.12 in [AF09].
(i) Let k = 0. By Sobolev’s embedding, the function f belongs to G̃m1

(J × G) ↪→
L∞(J,H2(G)) ↪→ L∞(Ω) so that the product fg is contained in G̃0(J×G) and satisfies

‖fg‖G0,γ(J×G) ≤ ‖f‖L∞(J×G)‖g‖G0,γ(J×G) ≤ C‖f‖Gm1
(J×G)‖g‖G0,γ(J×G),

‖fg‖G0,γ(J×G) ≤ ‖e−γf‖L∞(J×G)‖g‖G0(J×G) ≤ C‖f‖Gm1,γ
(J×G)‖g‖G0(J×G).

In the same way one shows the assertion in the case k = m1. In the case k ∈
{1, . . . ,m1 − 1} the functions f and g belong to G1(J × G). Hölder’s inequality and
Sobolev’s embedding thus yield

‖fg‖G0,γ(J×G) = sup
t∈J
‖e−γtf(t)g(t)‖L2(G) ≤ sup

t∈J
(‖e−γtf(t)‖L6(G)‖g(t)‖L3(G))

≤ C sup
t∈J
‖e−γtf(t)‖H1(G) sup

t∈J
‖g(t)‖H1(G) ≤ C‖f‖G1,γ(J×G)‖g‖G1(J×G)

≤ C‖f‖Gm1−k,γ(J×G)‖g‖Gk(J×G).

Interchanging the role of f and g, the assertion then follows.
(ii) Let α ∈ N4

0 with |α| ≤ m2. We have

∂α(fg) =
∑

0≤β≤α

(
α

β

)
∂βf ∂α−βg. (2.25)

Fix β ≤ α. The function ∂βf belongs to G̃m1−|β|(Ω) whereas

∂α−βg ∈ G̃m2−|α−β|(Ω) = G̃m2−|α|+|β|(Ω) ↪→ G̃|β|(Ω).

Assertion (ii) now follows from (i).
(iii) and (iv) are proven as (ii) combined with straightforward considerations for

zeroth and first order derivatives.
(v) and (vi) are shown as (i) and (ii).
(vii) This fact follows easily from (vi).

In the following chapters we will study partial differential equations where the coef-
ficient in front of the time derivative is uniformly positive definite. The inverse of this
coefficient A0 thus exists and we have to deal with expressions involving this inverse,
in particular when it is evaluated at zero. The next lemma tells us that A0(0)−1 is as
smooth as A0(0) and it provides us with estimates of A0(0)−1 in terms of A0(0).

Lemma 2.23. Let J ⊆ R be an open interval and Ω = J × R3
+. Take m, k ∈ N

with m ≥ 3, η > 0, and A0 ∈ Fm,k,η(Ω). Choose t0 ∈ J . Then A0(t0)−1 belongs to
F 0
m−1,k(R3

+),

∂αA0(t0)−1 = −A0(t0)−1
∑

0<β≤α

(
α

β

)
∂βA0(t0)∂α−βA0(t0)−1 (2.26)

for all α ∈ N3
0 with 0 < |α| ≤ m− 1, and

‖A0(t0)−1‖L∞(R3
+) ≤ C(η),

‖A0(t0)−1‖F 0
m−1(R3

+) ≤ C(η)(1 + ‖A0(t0)‖F 0
m−1(R3

+))
m−2‖A0(t0)‖F 0

m−1(R3
+) (2.27)

if m ≥ 2. If Ã0 is another element of Fm,k,η(Ω), we have

‖A0(t0)−1 − Ã0(t0)−1‖F 0
m−1(R3

+) (2.28)

≤ C(η)
(
1 + ‖A0(t0)‖F 0

m−1(R3
+) + ‖Ã0(t0)‖F 0

m−1(R3
+)

)m−1‖A0(t0)− Ã0(t0)‖F 0
m−1(R3

+).
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Proof. Without loss of generality we assume that J = (0, T ) for a time T > 0 and that
t0 = 0.
I) Let n ∈ N with n ≥ 2 and let Λ1 ∈ F 0

n+1(R3
+),Λ2 ∈ F 0

n(R3
+). Let α ∈ N3

0 with
0 < |α| ≤ n+ 1. If β = α, we have

‖∂βΛ1∂
α−βΛ2‖L2(R3

+) = ‖∂αΛ1Λ2‖L2(R3
+) ≤ ‖∂αΛ1‖L2(R3

+)‖Λ2‖L∞(R3
+)

≤ ‖Λ1‖F 0
n+1(R3

+)‖Λ2‖F 0
n(R3

+).

If 0 < β < α, we obtain that ∂βΛ1 ∈ Hn+1−|β|(R3
+) and ∂α−βΛ2 ∈ Hn−|α|+|β|(R3

+).
Lemma 2.22 (vi) applied with k = n+ 1− |β| and

m1 = 2n+ 1− |α| ≥ n ≥ 2

then yields

‖∂βΛ1∂
α−βΛ2‖L2(R3

+) ≤ C‖∂βΛ1‖Hn+1−|β|(R3
+)‖∂α−βΛ2‖H2n+1−|α|−(n+1−|β|)(R3

+)

≤ C‖Λ1‖F 0
n+1(R3

+)‖∂α−βΛ2‖Hn−|α−β|(R3
+) ≤ C‖Λ1‖F 0

n+1(R3
+)‖Λ2‖F 0

n(R3
+).

Combining the two estimates, we arrive at∥∥∥ ∑
0<β≤α

(
α

β

)
∂βΛ1∂

α−βΛ2

∥∥∥
L2(R3

+)
≤ C‖Λ1‖F 0

n+1(R3
+)‖Λ2‖F 0

n(R3
+).

II) We next observe that since A0(t, x) is positive definite with A0(t, x) ≥ η for
all (t, x) ∈ Ω, we obtain |A0(t, x)−1| ≤ 1/η for all (t, x) ∈ Ω, where | · | denotes the
matrix-norm induced by the euclidean norm on Rk. We thus obtain

‖A−1
0 ‖L∞(Ω) ≤

C

η
and ‖A0(0)−1‖L∞(R3

+) ≤
C

η
. (2.29)

We fix a sequence (A0,l)l in F c
m,k,η(Ω) ∩ C∞(Ω) with

‖A0,l(0)−A0(0)‖F 0
m−1(R3

+) −→ 0

as l→∞, which exists by Lemma 2.21. Since A0,l is classically differentiable, we can
apply Leibniz’ formula - which is also valid for matrix valued functions - to deduce

0 = ∂α(A0,lA
−1
0,l ) =

∑
0≤β≤α

(
α

β

)
∂βA0,l∂

α−βA−1
0,l ,

∂αA−1
0,l = −A−1

0,l

∑
0<β≤α

(
α

β

)
∂βA0,l∂

α−βA−1
0,l (2.30)

for all l ∈ N and α ∈ N3
0 \ {0}. We further know that ‖A−1

0,l ‖L∞ ≤ C/η since A0,l ∈
Fm,k,η(Ω) by Lemma 2.21.
III) We will show inductively that for all n ∈ {1, . . . ,m − 1} the function A0(0)−1

belongs to F 0
n(R3

+), formula (2.26) is valid for all α ∈ N3
0 with |α| = n, and esti-

mates (2.27) and (2.28) hold for n.
We start with n = 1. First note that

‖Λ−1
1 − Λ−1

2 ‖L∞(R3
+) ≤ ‖Λ−1

2 ‖L∞(R3
+)‖Λ1 − Λ2‖L∞(R3

+)‖Λ−1
1 ‖L∞(R3

+)

≤ C(η)‖Λ1 − Λ2‖L∞(R3
+) (2.31)

for all Λ1,Λ2 ∈ F 0
m−1(R3

+) with Λ1,Λ2 ≥ η. We thus deduce

‖A0,l(0)−1 −A0(0)−1‖L∞(R3
+) ≤ C(η)‖A0,l(0)−A0(0)‖L∞(R3

+) −→ 0
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as l→∞ and

‖A0(0)−1 − Ã0(0)−1‖L∞(R3
+) ≤ C(η)‖A0(0)− Ã0(0)‖L∞(R3

+).

Now take α ∈ N3
0 with |α| = 1. Then

‖∂αA0,l(0)−1 +A0(0)−1∂αA0(0)A0(0)−1‖L2(R3
+)

= ‖A0,l(0)−1∂αA0,l(0)A0,l(0)−1 −A0(0)−1∂αA0(0)A0(0)−1‖L2(R3
+)

≤ ‖A0,l(0)−1 −A0(0)−1‖L∞(R3
+)‖∂αA0,l(0)‖L2(R3

+)‖A0,l(0)−1‖L∞(R3
+)

+ ‖A0(0)−1‖L∞(R3
+)‖∂αA0,l(0)− ∂αA0(0)‖L2(R3

+)‖A0,l(0)−1‖L∞(R3
+)

+ ‖A0(0)−1‖L∞(R3
+)‖∂αA0(0)‖L2(R3

+)‖A0,l(0)−1 −A0(0)−1‖L∞(R3
+)

≤ C(η)(1 + ‖A0,l(0)‖F 0
1 (R3

+) + ‖A0(0)‖F 0
1 (R3

+))‖A0,l(0)−A0(0)‖F 0
1 (R3

+) (2.32)

Letting l→∞, we obtain

∂αA0,l(0)−1 −→ −A0(0)−1∂αA0(0)A0(0)−1 in L2(R3
+).

We conclude A0(0)−1 ∈ F 0
1 (R3

+) with

∂αA0(0)−1 = −A0(0)−1∂αA0(0)A0(0)−1,

‖A0(0)−1‖F 0
1 (R3

+) ≤ C(η)‖A0(0)‖F 0
1 (R3

+).

Replacing A0,l(0) by Ã0(0) in (2.32), we further obtain

‖∂αA0(0)−1 − ∂αÃ0(0)−1‖L2(R3
+)

≤ C(η)(1 + ‖A0(0)‖F 0
1 (R3

+) + ‖Ã0(0)‖F 0
1 (R3

+))‖A0(0)− Ã0(0)‖F 0
1 (R3

+).

Consequently, the claim is true for n = 1. Moreover, as ∂αA0(0) ∈ H1(R3
+) ↪→ L6(R3

+),
we deduce from (2.26) that also ∂αA0(0)−1 belongs to L6(R3

+) for all α ∈ N3
0 with

|α| = 1.
Next consider the case n = 2. Take α ∈ N3

0 with |α| = 2. Let Λ1 be an element
of span{A0(0), A0,l(0) : l ∈ N} and let Λ2 belong to span{A0(0)−1, A0,l(0)−1 : l ∈ N}.
Using Sobolev’s embedding and Hölder’s inequality, we infer∥∥∥ ∑

0<β≤α

(
α

β

)
∂βΛ1∂

α−βΛ2

∥∥∥
L2(R3

+)

≤ ‖∂αΛ1‖L2(R3
+)‖Λ2‖L∞(R3

+) +
∑

0<β<α

(
α

β

)
‖∂βΛ1‖L3(R3

+)‖∂α−βΛ2‖L6(R3
+)

≤ C‖Λ1‖F 0
2 (R3

+)

(
‖Λ2‖L∞(R3

+) +
∑
|β|=1

‖∂βΛ2‖L6(R3
+)

)
.

Applying this estimate three times and using formula (2.26) for first order derivatives
in combination with∑
|β|=1

‖A0,l(0)−1∂βA0,l(0)A0,l(0)−1‖L6(R3
+) ≤ ‖A0,l(0)−1‖2L∞(R3

+)

∑
|β|=1

‖∂βA0,l(0)‖L6(R3
+)

≤ C(η)
∑
|β|=1

‖∂βA0,l(0)‖H1(R3
+) ≤ C(η)‖A0,l‖F 0

2 (R3
+),

we deduce∥∥∥∂αA0,l(0)−1 +A0(0)−1
∑

0<β≤α

(
α

β

)
∂βA0(0)∂α−βA0(0)−1

∥∥∥
L2(R3

+)
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=
∥∥∥A0,l(0)−1

∑
0<β≤α

(
α

β

)
∂βA0,l(0)∂α−βA0,l(0)−1

−A0(0)−1
∑

0<β≤α

(
α

β

)
∂βA0(0)∂α−βA0(0)−1

∥∥∥
L2(R3

+)

≤ C‖A0,l(0)−1 −A0(0)−1‖L∞(R3
+)‖A0,l(0)‖F 0

2 (R3
+)C(η)‖A0,l(0)‖F 0

2 (R3
+)

+ C‖A0(0)−1‖L∞(R3
+)‖A0,l(0)−A0(0)‖F 0

2 (R3
+)C(η)‖A0,l(0)‖F 0

2 (R3
+)

+ C‖A0(0)−1‖L∞(R3
+)‖A0(0)‖F 0

2 (R3
+)

·
(
‖A0,l(0)−1 −A0(0)−1‖L∞(R3

+) +
∑
|β|=1

‖∂βA0,l(0)−1 − ∂βA0(0)−1‖L6(R3
+)

)
≤ C(η)‖A0,l(0)‖2F 0

2 (R3
+)‖A0,l(0)−A0(0)‖L∞(R3

+)

+ C(η)‖A0,l(0)‖F 0
2 (R3

+)‖A0,l(0)−A0(0)‖F 0
2 (R3

+)

+ C(η)‖A0(0)‖F 0
2 (R3

+)

(
C(η)‖A0,l(0)−A0(0)‖L∞(R3

+)

+ C(η)(1 + ‖A0,l(0)‖F 0
2 (R3

+) + ‖A0(0)‖F 0
2 (R3

+))‖A0,l(0)−A0(0)‖F 0
2 (R3

+))
)

≤ C(η)(1 + ‖A0,l(0)‖F 0
2 (R3

+) + ‖A0(0)‖F 0
2 (R3

+))
2‖A0,l(0)−A0(0)‖F 0

2 (R3
+), (2.33)

where we also employed the estimate

‖∂βA0,l(0)−1 − ∂βA0(0)−1‖L6(R3
+)

≤ C(η)(1 + ‖A0,l(0)‖F 0
2 (R3

+) + ‖A0(0)‖F 0
2 (R3

+))‖A0,l(0)−A0(0)‖F 0
2 (R3

+),

for all β ∈ N3
0 with |β| = 1, which follows as in (2.32) by replacing L2(R3

+) by L6(R3
+)

and exploiting Sobolev’s inequality.
Letting l to infinity in (2.33), we conclude that ∂αA0(0)−1 ∈ L2(R3

+) and

∂αA0(0)−1 = A0(0)−1
∑

0<β≤α

(
α

β

)
∂βA0(0)∂α−βA0(0)−1

for all α ∈ N3
0 with |α| = 2. Replacing A0,l(0) by A0(0) in (2.33), we also derive

‖∂αA0(0)−1 − ∂αÃ0(0)−1‖L2(R3
+)

≤ C(η)(1 + ‖A0(0)‖F 0
2 (R3

+) + ‖Ã0(0)‖F 0
2 (R3

+))
2‖A0(0)− Ã0(0)‖F 0

2 (R3
+)

for all α ∈ N3
0 with |α| = 2. In combination with (2.28) for n = 1 we obtain

‖A0(0)− Ã0(0)‖F 0
2 (R3

+)

≤ C(η)(1 + ‖A0(0)‖F 0
2 (R3

+) + ‖Ã0(0)‖F 0
2 (R3

+))
2‖A0(0)− Ã0(0)‖F 0

2 (R3
+).

Finally, the same arguments as in (2.33) yield

‖∂αA0(0)−1‖L2(R3
+) ≤ C‖A0(0)−1‖L∞(R3

+)‖A0(0)‖F 0
2 (R3

+)C(η)‖A0(0)‖F 0
2 (R3

+)

≤ C(η)‖A0(0)‖2F 0
2 (R3

+)

for all α ∈ N3
0 with |α| = 2 and thus in combination with (2.27) for n = 1

‖A0(0)−1‖F 0
2 (R3

+) ≤ C(η)(1 + ‖A0(0)‖F 0
2 (R3

+))‖A0(0)‖F 0
2 (R3

+).

This shows the assertion for n = 2.
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Now assume that we have shown the claim for an index n ∈ {2, . . . ,m − 2}. Let
α ∈ N3

0 with |α| = n + 1. The induction hypothesis implies that A0(0)−1 ∈ F 0
n(R3

+)
and that (2.27) and (2.28) hold for n. Step I) therefore yields∥∥∥∂αA0,l(0)−1 +A0(0)−1

∑
0<β≤α

(
α

β

)
∂βA0(0)∂α−βA0(0)−1

∥∥∥
L2(R3

+)

=
∥∥∥A0,l(0)−1

∑
0<β≤α

(
α

β

)
∂βA0,l(0)∂α−βA0,l(0)−1

−A0(0)−1
∑

0<β≤α

(
α

β

)
∂βA0(0)∂α−βA0(0)−1

∥∥∥
L2(R3

+)

≤ C‖A0,l(0)−1 −A0(0)−1‖L∞(R3
+)‖A0,l(0)‖F 0

n+1(R3
+)‖A0,l(0)−1‖F 0

n(R3
+)

+ C‖A0(0)−1‖L∞(R3
+)‖A0,l(0)−A0(0)‖F 0

n+1(R3
+)‖A0,l(0)−1‖F 0

n(R3
+)

+ C‖A0(0)−1‖L∞(R3
+)‖A0(0)‖F 0

n+1(R3
+)‖A0,l(0)−1 −A0(0)−1‖F 0

n(R3
+) (2.34)

≤ C(η)(1 + ‖A0,l(0)‖F 0
n+1(R3

+) + ‖A0(0)‖F 0
n+1(R3

+))
n+1‖A0,l(0)−A0(0)‖F 0

n+1(R3
+)

for all l ∈ N. We proceed as in the cases n = 1 and n = 2. Letting l → ∞, we infer
that ∂αA0(0)−1 belongs to L2(R3

+) with

∂αA0(0)−1 = −A0(0)−1
∑

0<β≤α

(
α

β

)
∂βA0(0)∂α−βA0(0)−1

for all α ∈ N3
0 with |α| = n+ 1. Replacing A0,l by Ã0 in (2.34) further gives

‖∂αA0(0)−1 − ∂αÃ0(0)−1‖L2(R3
+)

≤ C(η)(1 + ‖A0(0)‖F 0
n+1(R3

+) + ‖Ã0(0)‖F 0
n+1(R3

+))
n+1‖A0(0)− Ã0(0)‖F 0

n+1(R3
+)

for all α ∈ N3
0 with |α| = n+ 1. In combination with the induction hypothesis we thus

arrive at

‖A0(0)−1 − Ã0(0)−1‖F 0
n+1(R3

+)

≤ ‖A0(0)−1 − Ã0(0)−1‖F 0
n(R3

+) +
∑

|α|=n+1

‖∂αA0(0)−1 − ∂αÃ0(0)−1‖L2(R3
+)

≤ C(η)(1 + ‖A0(0)‖F 0
n+1(R3

+) + ‖Ã0(0)‖F 0
n+1(R3

+))
n+1‖A0(0)− Ã0(0)‖F 0

n+1(R3
+).

Employing the same arguments as in (2.34), we estimate

‖∂αA0(0)−1‖L2(R3
+) ≤ C‖A0(0)−1‖L∞(R3

+)‖A0(0)‖F 0
n+1(R3

+)‖A0(0)−1‖F 0
n(R3

+)

≤ C(η)‖A0(0)‖F 0
n+1(R3

+)(1 + ‖A0(0)‖F 0
n(R3

+))
n−1‖A0(0)‖F 0

n(R3
+)

≤ C(η)(1 + ‖A0(0)‖F 0
n+1(R3

+))
n‖A0(0)‖F 0

n+1(R3
+)

for all α ∈ N3
0 with |α| = n+ 1 and thus

‖A0(0)−1‖F 0
n+1(R3

+) ≤ ‖A0(0)−1‖F 0
n(R3

+) +
∑

|α|=n+1

‖∂αA0(0)−1‖L2(R3
+)

≤ C(η)(1 + ‖A0(0)‖F 0
n+1(R3

+))
n‖A0(0)‖F 0

n+1(R3
+).

All the assertions now follow.

We already mentioned in the introduction that solutions of (1.10) of higher regular-
ity lead to compatibility conditions at the boundary. These compatibility conditions
appear in the half-space case as well as on domains. We want to treat both cases
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simultaneously in the following. To that purpose, we first have to clarify which kind
of domains we want to consider.
We will treat domains with a uniform Cm+2-boundary. Since there are slightly

different definitions of Cm-boundaries in the literature, we first make our notion of a
uniform Cm-boundary precise, see Paragraph 4.10 in [AF09] and Sections 1.2 and 1.3
in [Gri85].

Definition 2.24. Let m ∈ N. A domain G ⊆ Rd satisfies the uniform Cm-regularity
condition if there exists a locally finite open cover (Ui)i∈N of ∂G and correspond-
ing functions ϕi ∈ Cm(Ui) which are bijections onto B(0, 1) such that ψi = ϕ−1

i ∈
Cm(B(0, 1)) for all i ∈ N and the following conditions are satisfied.

(i) There is a natural number N such that for all Λ ⊆ N with |Λ| ≥ N we have⋂
i∈Λ Ui = ∅.

(ii) There exists a number δ > 0 such that Gδ := {x ∈ G : dist(x, ∂G) < δ} is
contained in

⋃∞
i=1 ψi(B(0, 1/2)).

(iii) For each i ∈ N we have ϕi(Ui ∩G) = {y ∈ B(0, 1) : yd > 0} =: B(0, 1)+.

(iv) There is a constant M1 > 0 such that

|∂αϕi,j(x)| ≤M1 for all x ∈ Ui,
|∂αψi,j(y)| ≤M1 for all y ∈ B(0, 1), (2.35)

for all j ∈ {1, . . . , d}, i ∈ N, and α ∈ Nd0 with 0 < |α| ≤ m.

If a domain G satisfies the uniform Cm-regularity condition, we also say that the
domain has a uniform Cm-boundary. .
On domains with a uniform Cm-boundary we can define Sobolev spaces via local-

ization. If we further assume that there is a smooth partition of unity (θi)i∈N for ∂G
subordinate to the covering (Ui)i∈N such that all derivatives of the functions θi are
bounded, we can also construct a trace operator which has the same properties as the
one on the half-space. It is hard to find a fitting reference in the literature, since many
authors restrict themselves to bounded domains respectively domains with a bounded
boundary, see e.g. [Gri85], [Neč12], and [TW09]. In [AF09] a trace operator on a gen-
eral uniform Cm-boundary is constructed. However, this operator only takes values in
Lq(∂G). The same is true for [Tan97]. In [Bro61] the author works on general uniform
Cm-domains but only deals with Sobolev spaces of integer regularity. Nevertheless,
this article is a good reference as it actually performs the localization argument and
one can see how the arguments transfer to the case of fractional Sobolev spaces.
In particular, the work [Bro61] shows that the properties of a uniform Cm-boundary

are strong enough to allow the same constructions as performed in [TW09] and [Gri85]
in the case of a bounded domain. The only difference is that in the bounded domain
case there are only finitely many charts while we have to deal with infinitely many.
The local finiteness of the covering provided by Definition 2.24 and the assumption
of the existence of a partition of unity as described above are a sufficient replacement
for the finiteness of the covering. We also refer to Chapter 5 for an example of a
localization procedure on a domain with a uniform Cm-regular boundary.

Definition 2.25. Let m ∈ N with m ≥ 2 and let G ⊆ Rd be a domain satisfying
the uniform Cm-regularity condition. Let s ∈ [0,m]. Take a covering (Ui)i∈N and
corresponding chart maps (ϕi)i∈N as in Definition 2.24. We define the Sobolev space
Hs(∂G) as the set of all functions g ∈ L2(∂Γ) such that the functions g ◦ ϕ−1

i belong
to Hs(ϕi(Ui ∩ ∂G)) and

‖g‖2Hs(∂G) :=

∞∑
i=1

‖g ◦ ϕ−1
i ‖

2
Hs(ϕi(Ui∩∂G)) <∞.
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As usual, this definition is independent of the concrete covering (Ui, ϕi)i∈N and
taking another one leads to an equivalent norm.
As mentioned above, for the construction of the trace operator we make an additional

assumption, which is concerned with a suitable partition of unity. A localization
procedure then gives the following result.

Lemma 2.26. Let m ∈ N with m ≥ 2. Let G be a domain with a uniform Cm-
boundary. Let (Ui)i∈N be a covering of ∂G as in Definition 2.24. Assume that there is
a smooth partition of unity (θi)i∈N for ∂G subordinate to (Ui)i∈N such that there is a
constant C with

|∂αθi(x)| ≤ C
for all x ∈ Ui and i ∈ N. Then there is a continuous trace operator tr∂G which maps
Hk(G) continuously into Hk− 1

2 (∂G) for all k ∈ {1, . . . ,m}. Moreover, the operator
tr∂G extends the mapping C∞c (G)→ Cm(∂G), ϕ 7→ ϕ|∂G.

Lemma 2, Lemma 3, and Lemma 4 in [Bro61] show that the assumption of the
existence of such a partition of unity is inessential. A suitable replacement for this
partition of unity can in fact be constructed for every uniform Cm-boundary. However,
we will need this partition of unity in Chapter 5 for the localization procedure of an
initial boundary value problem. The assumption of the existence of such a partition is
therefore included in the definition of a tame uniform Cm-boundary, see Definition 5.4.
Even more assumptions are included there, whose benefit are not apparent yet, so that
we postponed the definition of a tame uniform Cm-boundary to Chapter 5. Since we
will only consider domains with a tame uniform Cm-boundary in Chapter 5, we can
also restrict ourselves to such domains here. For the moment it is enough to know that
every domain with a uniform Cm-boundary possesses a smooth partition of unity for
its boundary as in Lemma 2.26.
In later sections it will be convenient to have the statement of Lemma 2.23 not only

on the half-space but also on domains. To that purpose, we first remark that we can
transfer the result from Lemma 2.21 from the half-space to domains.
Remark 2.27. Let m, k ∈ N, J ⊆ R be an open interval, and G ⊆ R3 be a domain
with a uniform Cmax{m,2}-boundary. Take A ∈ F c

m,k(J × G). Then the assertion of
Lemma 2.21 still holds with R3

+ replaced by G.
The proof of this statement is reduced to Lemma 2.21 via a localization procedure, cf.

the proof of Theorem 5.6. The assumption that A has a limit at infinity is introduced
to account for the fact that the domain G may have an unbounded boundary so that
infinitely many charts may be necessary to cover it. 3

Since in the proof of Lemma 2.23 the assumption that the underlying spatial domain
is the half-space R3

+ was only used to apply Lemma 2.21, we obtain the following
corollary.

Corollary 2.28. Let m, k ∈ N with m ≥ 3 and η > 0. Take an open interval
J ⊆ R and a domain G ⊆ R3 with a uniform Cmax{m,2}-boundary. Pick A0, Ã0 ∈
F c
m,k,η(J ×G). Then the assertions of Lemma 2.23 still hold with R3

+ replaced by G.

We now return to the compatibility conditions. They appear since we can both
differentiate the differential equation and the boundary condition in (1.10) with respect
to time. The former yields a formula for ∂pt u(0) only involving the coefficients and the
data, while the latter prescribes the trace of ∂pt u(0) at the boundary of R3

+ respectively
G. Therefore, coefficients and data have to be compatible. These “higher order initial
values” will be ubiquitous in the following. Hence, it is reasonable to introduce a
precise notation, which clarifies their dependencies on the coefficients and data.

Definition 2.29. Let m ∈ N with m̃ = max{m, 3}, J ⊂ R be an interval, and G ⊂ R3

be a domain with a tame uniform Cmax{m,2}-boundary. We define inductively for all
p ∈ {0, . . . ,m} the operators

SG,m,p : J × Fm̃,pd(J ×G)× (Fm̃(J ×G))4 ×Hm(J ×G)×Hm(G)→ Hm−p(G),
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SG,m,0(t0, A0, A1, A2, A3, D, f, u0) = u0,

SG,m,p(t0, A0, A1, A2, A3, D, f, u0)

= A0(t0)−1
(
∂p−1
t f(t0)−

3∑
j=1

Aj∂jSm,p−1(t0, A0, A1, A2, A3, D, f, u0)

−
p−1∑
l=1

(
p− 1

l

)
∂ltA0(t0)Sm,p−l(t0, A0, A1, A2, A3, D, f, u0)

−
3∑
j=1

p−1∑
l=0

(
p− 1

l

)
∂ltAj(t0)∂jSm,p−1−l(t0, A0, A1, A2, A3, D, f, u0)

−
p−1∑
l=0

(
p− 1

l

)
∂ltD(t0)Sm,p−1−l(t0, A0, A1, A2, A3, D, f, u0)

)
, (2.36)

where Fm,pd(J ×G) =
⋃
η>0 Fm,η(J ×G).

Observe that these operators indeed map into Hm−p(G) by Lemma 2.33 below. We
want to make the motivation before Definition 2.29 precise. To that purpose, we first
have to say with which boundary data we are going to work. In Section 3.2 we will
see that we have to treat initial boundary value problems which incorporate the loss
of half a derivative from the boundary to the interior. We thus make the following
definition.

Definition 2.30. Let m ∈ N0, J ⊆ R be an open interval, and G ⊆ R3 be a domain
with a tame uniform Cmax{m,2}-boundary. We define

Em(J × ∂G) =

m⋂
j=0

Hj(J,Hm+ 1
2−j(∂G))

and equip this space with the family of norms

‖g‖Em,γ(J×∂G) = max
0≤j≤m

‖∂jt g‖L2
γ(J,Hm+1/2−j(∂G)) = max

0≤j≤m
‖e−γ∂jt g‖L2(J,Hm+1/2−j(∂G))

for all γ ≥ 0.

We point out that in the case G = R3
+ the space Em(J × ∂R3

+) consists of those
functions g ∈ L2(J,H1/2(∂R3

+)) for which all derivatives in time and spatially tangen-
tial directions up to order m belong to L2(J,H1/2(∂R3

+)). The next lemma makes the
motivation before Definition 2.29 precise.

Lemma 2.31. Let η > 0, m, k, l ∈ N, and m̃ = max{m, 3}. Take an open interval
J ⊆ R and a domain G ⊆ R3 with a tame uniform Cmax{m,2}-boundary. Choose
A0 ∈ Fm̃,k,η(J × G), symmetric A1, A2, A3 ∈ Fm̃,k(J × G), and D ∈ Fm̃,k(J × G).
Let B ∈ Wm+1,∞(J × G)l×k. Pick data f ∈ Hm(Ω)k, g ∈ Em(J × ∂G)l, and u0 ∈
Hm(R3

+)k. Assume that there is a solution u of (1.10) on the domain G, i.e., a
solution of (5.1), that belongs to Gm(J ×G)k. Then

∂pt u(t) = SG,m,p(t, A0, . . . , A3, D, f, u(t))

and

tr∂G(BSG,m,p(t, A0, . . . , D, f, u(t))) := B tr∂G SG,m,p(t, A0, . . . , D, f, u(t)) = ∂pt g(t)

for all t ∈ J and p ∈ {0, . . . ,m− 1}.

Proof. After differentiating the differential equation in (1.10) with the domain R3
+

replaced by G p− 1 times with respect to time, we note that all appearing terms are
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still continuous with respect to time. Inserting t, solving for ∂pt u(t), and performing
an induction on p yields ∂pt u(t) = SG,m,p(t, A0, . . . , A3, D, f, u(t)) for all t ∈ J and
p ∈ {0, . . . ,m}.
If p ∈ {0, . . . ,m−1}, the regularity of u and g allows us to differentiate the boundary

condition in (1.10) p times with respect to t, leading to B tr∂G ∂
p
t u = ∂pt g on J × ∂G.

Since B tr∂G ∂
p
t u is still continuous with respect to time, we obtain

B tr∂G SG,m,p(t, A0, . . . , A3, D, f, u(t))) = B tr∂G ∂
p
t u(t) = ∂pt g(t)

for all p ∈ {0, . . . ,m− 1}.

The previous lemma applied with t = t0 shows that the identity

B tr∂G SG,m,p(t0, A0, . . . , A3, D, f, u0)) = ∂pt g(t0)

is a necessary condition for the existence of a Gm(Ω)-solution of (1.10). Note that this
is a compatibility condition for the coefficients and the data. The natural question at
this point is, whether this condition is also sufficient for the existence of a Gm(J ×G)-
solution. We will answer it positively in Chapter 4.

Definition 2.32. Let J ⊆ R be an open interval and G ⊆ R3 be a domain with a
tame uniform Cmax{m,2}-boundary. Pick m, k, l ∈ N and set m̃ = max{m, 3}. Take
A0 ∈ Fm̃,k,pd(J × G), symmetric A1, A2, A3 ∈ Fm̃,k(J × G), D ∈ Fm̃,k(J × G), and
B ∈ Wm+1,∞(J × G)l×k. Choose data f ∈ Hm(J × G)k, g ∈ Em(J × ∂G)l, and
u0 ∈ Hm(G)k. We say that the tupel (t0, A0, . . . , A3, D,B, f, g, u0) fulfills the linear
compatibility conditions of order m if

tr∂G(BSG,m,p(t0, A0, . . . , A3, D, f, u0)) = ∂pt g(t0) for 0 ≤ p ≤ m− 1. (2.37)

As mentioned above the operators SG,m,p will be omnipresent in the following sec-
tions. It is therefore essential to have good estimates for them. The next lemma
shows that SG,m,p maps into Hm−p(G) as claimed and that the Hm−p(G)-norm can
be estimated by suitable norms of the coefficients and the data evaluated at t0.

Lemma 2.33. Let J ⊆ R be an interval and let t0 ∈ J . Take η > 0, m ∈ N, and set
m̃ := max{m, 3}. Let G ⊆ R3 be a domain with a tame uniform Cmax{m,2}-boundary.
Pick r0 > 0. Choose A0 ∈ Fm̃,η(J × G), symmetric A1, A2, A3 ∈ Fm̃(J × G), and
D ∈ Fm̃(J ×G) with

‖Ai(t0)‖F 0
m̃−1(G) ≤ r0, ‖D(t0)‖F 0

m̃−1(G) ≤ r0,

max
1≤j≤m−1

‖∂jtAi(t0)‖Hm̃−1−j(G) ≤ r0, max
1≤j≤m−1

‖∂jtD(t0)‖Hm̃−1−j(G) ≤ r0

for all i ∈ {0, . . . , 3}. Take f ∈ Hm(J × G) and u0 ∈ Hm(G). Then the func-
tion SG,m,p(t0, A0, . . . , A3, D, f, u0) is contained in Hm−p(G) for all p ∈ {0, . . . ,m}.
Moreover, there exist constants

Cm,p = Cm,p(η, r0) > 0 (2.38)

such that

‖SG,m,p(t0, A0, . . . ,A3, D, f, u0)‖Hm−p(G)

≤ Cm,p
( p−1∑
j=0

‖∂jt f(t0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
for 0 ≤ p ≤ m.
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Proof. Without loss of generality we assume t0 = 0. Observe that in the case p =
0 there is nothing to show. To streamline the notation, we further write Sm,p for
SG,m,p(0, A0, . . . , A3, D, f, u0).
I) Let m ∈ N and p = 1. We then have f(0) ∈ Hm−1(G), ∂ju0 ∈ Hm−1(G) for

j = 1, 2, 3, and D(0)u0 ∈ Hm−1(G) by Lemma 2.22 (vii). Part (vii) of the same lemma
and Corollary 2.28 therefore yield Sm,1 ∈ Hm−1(G) and

‖Sm,1‖Hm−1(G) ≤ C‖A0(0)−1‖F 0
m̃−1(G)

∥∥∥f(0)−
3∑
j=1

Aj(0)∂ju0 −D(0)u0

∥∥∥
Hm−1(G)

≤ C(η)(1 + ‖A0(0)‖F 0
m̃−1(G))

m̃−1

·
(
‖f(0)‖Hm−1(G) + C(r0)‖u0‖Hm(G) + ‖D(0)‖F 0

m̃−1(G)‖u0‖Hm−1(G)

)
≤ C(η, r0)(1 + ‖A0(0)‖F 0

m̃−1(G))
m̃−1(1 + ‖D(0)‖F 0

m̃−1(G))

·
(
‖f(0)‖Hm−1(G) + ‖u0‖Hm(G)

)
.

The assertion is thus true for all pair (m, 1), m ∈ N. In particular, we are done in the
case m = 1.
II) In this step we consider m ≥ 3 (implying m = m̃) and p ∈ {2, . . . ,m − 1}.

Assume that the assertion has been shown for all 1 ≤ k < p. The function Sm,p−1

then belongs to Hm−(p−1)(G) and thus ∂jSm,p−1 is contained in Hm−p(G) with

∥∥∥ 3∑
j=1

Aj(0)∂jSm,p−1

∥∥∥
Hm−p(G)

≤ C(r0)‖Sm,p−1‖Hm−p+1(G)

≤ C(r0) · Cm,p−1

( p−2∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
. (2.39)

Next let l ∈ {1, . . . , p− 1}. If m− 1− l < 2, we have l > m− 3 and hence

m− p+ l > 2m− p− 3 ≥ 2m− (m− 1)− 3 = m− 2 ≥ 1,

i.e.,m−p+l ≥ 2. Further note thatm−p+l > m−p andm−1−l ≥ m−p. As ∂ltA0(0) ∈
Hm−1−l(G) and Sm,p−l ∈ Hm−(p−l)(G), Lemma 2.22 (vi) shows that ∂ltA0(0)Sm,p−l ∈
Hmin{m−p+l,m−1−l}(G) ↪→ Hm−p(G). From the induction hypothesis, we infer that

‖∂ltA0(0)Sm,p−l‖Hm−p(G) ≤ C‖∂ltA0(0)‖Hm−1−l(G)‖Sm,p−l‖Hm−p+l(G)

≤ C‖∂ltA0(0)‖Hm−1−l(G)Cm,p−l(η, r0)
( p−l−1∑

j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
.

In particular,∥∥∥ p−1∑
l=1

(
p− 1

l

)
∂ltA0(0)Sm,p−l

∥∥∥
Hm−p(G)

≤ C max
1≤l≤p−1

‖∂ltA0(0)‖Hm−1−l(G) max
1≤l≤p−1

‖Sm,p−l‖Hm−p+l(G)

≤ C(η, r0)
( p−2∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
. (2.40)

Analogously, one obtains∥∥∥ p−1∑
l=0

(
p− 1

l

)
∂ltD(0)Sm,p−l−1

∥∥∥
Hm−p(G)

≤ C(1 + ‖D(0)‖F 0
m−1(G))(1 + max

1≤l≤p−1
‖∂ltD(0)‖Hm−1−l(G)) max

1≤l≤p−1
‖Sm,p−l−1‖Hm−p+l+1(G)
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≤ C(η, r0)
( p−2∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
. (2.41)

Lemma 2.22 (vii), Corollary 2.28, and (2.39) to (2.41) yield

‖Sm,p‖Hm−p(G) ≤ ‖A0(0)−1‖F 0
m̃−1(G)

∥∥∥∂p−1
t f(0)−

3∑
j=1

Aj∂jSm,p−1

−
p−1∑
l=1

(
p− 1

l

)
∂ltA0(0)Sm,p−l −

p−1∑
l=0

(
p− 1

l

)
∂ltD(0)Sm,p−1−l

∥∥∥
Hm−p(G)

≤ C(η)(1 + ‖A0(0)‖F 0
m̃−1(G))

m̃−1
(
‖∂p−1
t f(0)‖Hm−p(G)

+ C(η, r0)
( p−2∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

))

≤ Cm,p(η, r0)
( p−1∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
.

III) It only remains to show the assertion for the pair (m,m) for all m ≥ 2. To this
purpose we first note that∥∥∥ 3∑

j=1

Aj∂jSm,m−1

∥∥∥
L2(G)

≤ C‖Sm,m−1‖H1(G)

≤ C · Cm,m−1

(m−2∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
due to the first two steps. For l ∈ {1, . . . ,m − 1} the function ∂ltA0(0) belongs to
Hm̃−1−l(G) while Sm,m−l is an element of Hm−(m−l)(G) = H l(G) due to the previous
steps. Lemma 2.22 (v) thus shows

‖∂ltA0(0)Sm,m−l‖L2(G) ≤ C‖A0(0)‖Hm̃−l−1(G)‖Sm,m−l‖Hl(G)

≤ C(η, r0)
(m−2∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
,

where we also used step I) respectively step II). For l ∈ {0, . . . ,m − 1} one obtains
analogously

‖∂ltD(0)Sm,m−l−1‖L2(G) ≤ C‖D(0)‖Hm̃−l−1(G)‖Sm,m−l−1‖Hl(G)

≤ C(η, r0)
(m−2∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
.

Finally, we deduce as in step II) that

‖Sm,m‖L2(G) ≤ Cm,m(η, r0)
(m−1∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
.

At several places in the following it will be important to know that there exists a
function v in Gm(J ×G) with prescribed k-th time derivative at time 0 in Hm−k(G)
for all k ∈ {0, . . . ,m}. We will show in the next lemma that such a function v exists.
The proof is a slight adaption of the proof of Theorem 2.5.7 in [Hoe76], where the
existence of an Hm(Rn+)-function with prescribed boundary trace of the kth normal
derivative in Hm−k−1/2(Rn−1) for 0 ≤ k ≤ m− 1 is shown.
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Lemma 2.34. Let m ∈ N and let G ⊆ R3 either equal R3 or be a domain with a tame
uniform Cmax{m,2}-boundary. Take hk ∈ Hm−k(G) for all k ∈ {0, . . . ,m}. Then there
is a function u ∈ Gm(R × G) with ∂kt u(0) = hk for all k ∈ {0, . . . ,m} and there is a
constant C = C(m) such that

‖u‖Gm(R×G) ≤ C
m∑
k=0

‖hk‖Hm−k(G).

Proof. Let gk ∈ S(R3) for k ∈ {0, . . . ,m} and ψ ∈ C∞c (R) such that ψ equals 1 in a
neighborhood of 0. We define the function v by

v(t, x) = F−1
(
ψ((1 + | · |2)1/2t)

m∑
k=0

ĝk
tk

k!

)
(x) (2.42)

for all (t, x) ∈ R4, where F denotes the spatial Fourier transform. Since the mapping

(t, ξ) 7→ ψ((1 + |ξ|2)1/2t)

m∑
k=0

ĝk(ξ)
tk

k!

belongs to S(R4), also the inverse spatial Fourier transform is an element of S(R4).
The dominated convergence theorem further yields

∂kt v(0) = gk (2.43)

for all k ∈ {0, . . . ,m}.
The crucial step is to show the estimate

‖v‖Gm(R×R3) ≤ C
m∑
k=0

‖gk‖Hm−k(R3). (2.44)

To this purpose we take j ∈ {0, . . . ,m} and compute

‖∂jt v‖2L∞(R,Hm−j(R3)) = sup
t∈R

∫
R3

(1 + |ξ|2)m−j |F(∂jt v)(t, ξ)|2dξ

≤ C sup
t∈R

∫
R3

(1 + |ξ|2)m−j
m∑
k=0

∣∣∣∂jt(ψ((1 + |ξ|2)1/2t)ĝk(ξ)
tk

k!

)∣∣∣2dξ
≤ C

m∑
k=0

sup
t∈R

∫
R3

(1 + |ξ|2)m−j−k|ĝk(ξ)|2|∂jt (ψ((1 + |ξ|2)1/2t)((1 + |ξ|2)1/2t)k)|2dξ

≤ C
m∑
k=0

∫
R3

(1 + |ξ|2)m−k|ĝk(ξ)|2 sup
t∈R
|∂jt (ψ(t)tk)|2dξ

= C

m∑
k=0

∫
R3

(1 + |ξ|2)m−k|ĝk(ξ)|2dξ = C

m∑
k=0

‖gk‖2Hm−k(R3).

Taking the maximum over all j ∈ {0, . . . ,m}, we arrive at (2.44).
The assumptions on the domain G imply that there exists a total extension operator

E for G, see paragraph 4.11 in [AF09] and Theorem VI.3.1.5 in [Ste70]. (In the case
G = R3 we set E = id.) Then the functions Ehk belong to Hm−k(R3). We take
sequences (gkn)n∈N in S(R3) such that

gkn −→ Ehk

in Hm−k(R3). Let vn ∈ S(R4) be the function constructed in (2.42) for the tuple
(g0
n, . . . , g

m
n ) for all n ∈ N. Using the linearity of the construction (2.42) and esti-

mate (2.44), we deduce that (vn)n∈N is a Cauchy sequence in Gm(R × R3). It thus
converges to a function u in Gm(R× R3). In particular, we have

∂jt u(0) = lim
n→∞

∂jt vn(0) = lim
n→∞

gjn = Ehj

for all j ∈ {0, . . . ,m}. The restriction of u to R×G has all the asserted properties.
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A priori estimates for the
linearized problem

For given coefficients A0, . . . , A3 ∈W 1,∞(Ω) and D ∈ L∞(Ω) we define the first order
linear differential operator L = L(A0, . . . , A3, D) by

L(A0, . . . , A3, D)u = A0∂tu+

3∑
j=1

Aj∂ju+Du. (3.1)

We consider the corresponding linear initial boundary value problem
A0∂tu+

3∑
j=1

Aj∂ju+Du = f, x ∈ R3
+, t ∈ J ;

Bu = g, x ∈ ∂R3
+, t ∈ J ;

u(0) = u0, x ∈ R3
+;

(3.2)

where B is a suitable matrix function. In this section we estimate an a priori given
solution of this problem in the norm of Gm(Ω) by the inhomogeneity f and the initial
value u0 in corresponding norms. We start with a result from [Ell12] which yields
such an estimate for m = 0 and also establishes the existence and uniqueness of
such a solution. We then show that the tangential derivatives of a solution of higher
regularity again solve (3.17) with suitable coefficients, inhomogeneities, and initial
values involving also lower derivatives of the solution. Iteratively, we can then derive
a priori estimates for tangential derivatives of solutions.
Because of the boundary condition in (3.2), there is no hope that the above procedure

could also work for the normal derivative. If the boundary is noncharacteristic, i.e., the
boundary matrix is invertible, one can express the normal derivative of the solution by
the solution itself and its spatial tangential and time derivatives. However, in our case
the boundary is characteristic so that we need another technique. We exploit that the
differential operator L in fact encodes Maxwell’s equations, i.e., the special structure
of A1, A2 and A3, to get the estimate for the normal derivative. Finally, an iteration
process yields the a priori estimates in Gm(Ω) for all m ∈ N.
We start by giving the solution concept for this initial boundary value problem.

Definition 3.1. Let J ⊆ R be an interval, t0 ∈ J , and Ω = J × R3
+. Take an

inhomogeneity f ∈ L2(Ω), a boundary value g ∈ L2(J,H1/2(R3
+)), and an initial value

u0 ∈ L2(R3
+). A solution of the linear initial boundary value problem (3.2) is a function

u ∈ C(J, L2(R3
+)) with

(i) Lu = f in the weak sense (2.20), i.e.,

〈Lu, ϕ〉H−1×H1
0

= 〈f, ϕ〉H−1×H1
0

= 〈f, ϕ〉L2×L2 for all ϕ ∈ H1
0 (Ω),
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(ii) Tr(Bu) = g on J × ∂R3
+,

(iii) and u(t0) = u0,

where the trace Tr(Bu) is defined in Definition 2.16.

3.1 Properties of regular solutions

We next note that a weak solution u, which additionally belongs to G1(Ω), solves (3.2)
also in the strong sense.
Remark 3.2. Assume that a solution u of (3.2) belongs to G1(Ω). Then Lu is an
element of L2(Ω). An integration by parts yields that Lu = f in L2(Ω) where the
derivatives exist in L2(Ω). By Remark 2.17 we also have

g = Tr(Bu) = M · Tr(A3u) = M · Tr1(A3u) = B · Tr1 u.

The function u therefore solves (3.2) also in the strong sense, i.e., the derivatives exist
in L2(Ω) and we obtain the boundary value of Bu by means of the standard trace
operator. 3

The above result is the fundament for our a priori estimates. For the iteration
scheme explained in the introduction of this section, it is crucial to know that the
derivatives again solve a certain equation.

Lemma 3.3. Let J ⊆ R be an interval and set Ω = J × R3
+. Take coefficients

A0, . . . , A3, D ∈W 1,∞(Ω) and an index k ∈ {0, . . . , 3}. Choose f ∈ L2(Ω) with ∂kf ∈
L2(Ω) and u ∈ C(J, L2(R3

+)) such that ∂ju ∈ C(J, L2(R3
+)) for all j ∈ {0, . . . , 3} with

∂kAj 6= 0. Assume that u solves L(A0, . . . , A3, D)u = f in the weak sense, i.e.,

〈L(A0, . . . , A3, D)u, ϕ〉H−1×H1
0

= 〈f, ϕ〉H−1×H1
0

for all ϕ ∈ H1
0 (Ω). Suppose that also ∂ku belongs to L2(Ω). Then the function ∂ku

solves L(A0, . . . , A3, D)v = f1,k in the weak sense, where

f1,k = ∂kf −
3∑
j=0

∂kAj∂ju− ∂kDu

belongs to L2(Ω).

Proof. Let j ∈ {0, . . . , 3} with ∂kAj 6= 0. Since ∂ju and ∂ku belong to L2(Ω), we
obtain that both ∂j∂ku and ∂k∂ju belong to H−1(Ω). As both functions coincide in
D′(Ω), they are equal in H−1(Ω).
In the following, we abbreviate L(A0, . . . , A3, D) by L. Exploiting that the product

of a W 1,∞(Ω)-function with an H1
0 (Ω)-function again belongs to H1

0 (Ω), we compute

〈L∂ku, ϕ〉H−1×H1
0

=

3∑
j=0

〈∂j∂ku,ATj ϕ〉H−1×H1
0

+ 〈∂ku,DTϕ〉H−1×H1
0

= −
3∑
j=0

〈∂ju, ∂k(ATj ϕ)〉L2×L2 − 〈u, ∂k(DTϕ)〉L2×L2

= −〈Lu, ∂kϕ〉H−1×H1
0
−

3∑
j=0

〈∂kAj∂ju, ϕ〉L2×L2 − 〈∂kDu,ϕ〉L2×L2

= 〈∂kf −
3∑
j=0

∂kAj∂ju− ∂kDu,ϕ〉L2×L2 = 〈f1,k, ϕ〉L2×L2

for all ϕ ∈ C∞c (Ω). We conclude that L∂ku = f1,k in H−1(Ω).



3.1 Properties of regular solutions 49

In the following, it will be useful to have a higher order analogue of the above result.

Lemma 3.4. Let T ′ > 0, T ∈ (0, T ′), and Ω = (0, T ) × R3
+. Pick m ∈ N and set

m̃ = max{m, 3}. Take A0, . . . , A3, D ∈ Fm̃(Ω), f ∈ Hm(Ω), and u ∈ Gm(Ω). Assume
that the function u solves L(A0, . . . , A3, D)u = f in the weak sense. Pick α ∈ N4

0 with
|α| ≤ m and define the function fα by

fα = ∂αf −
3∑
j=0

∑
0<β≤α

(
α

β

)
∂βAj∂

α−β∂ju−
∑

0<β≤α

(
α

β

)
∂βD∂α−βu.

Take r > 0 such that ‖Ai‖Fm̃(Ω) ≤ r and ‖D‖Fm̃(Ω) ≤ r for all i ∈ {0, . . . , 3}. Then
fα belongs to Hm−|α|(Ω) and ∂αu is a weak solution of L(A0, . . . , A3, D)v = fα.
Moreover, there is a constant Cm = Cm(r, T ′) with

‖fα‖Hm−|α|γ (Ω)
≤ ‖f‖Hmγ (Ω) + Cm‖u‖Gm,γ(Ω)

for all γ ≥ 0.

Proof. I) Fix j ∈ {0, . . . , 3}. We first note that ∂βAj is an element of G̃m̃−|β|(Ω)

and ∂j∂α−βu one of G̃m−|α|+|β|−1(Ω) for all β ∈ N4
0 with |β| ∈ {1, . . . , |α|}. In order

to establish that their product belongs to G̃m−|α|(Ω), we have to distinguish several
cases. Fix β ∈ N4

0 with |β| ∈ {1, . . . , |α|} and γ ≥ 0.
In the case |β| ≤ m̃− 2 we have

min{m− |α|+ |β| − 1, m̃− |β|} ≥ m− |α|

and m̃− |β| ≥ 2 so that Lemma 2.22 (ii) gives ∂βAj∂j∂α−βu ∈ G̃m−|α|(Ω) and

‖∂βAj∂j∂α−βu‖Gm−|α|,γ(Ω) ≤ C‖∂βAj‖Gm̃−|β|(Ω)‖∂j∂α−βu‖Gm−|α|+|β|−1,γ(Ω)

≤ Cr‖u‖Gm,γ(Ω).

If |β| = m̃, we infer
3 ≤ m̃ = |β| ≤ |α| ≤ m

so that m = |α| and
m− |α|+ |β| − 1 ≥ 2.

Hence, Lemma 2.22 (ii) again yields that ∂βAj∂j∂α−βu is contained in G̃m−|α|(Ω)
with

‖∂βAj∂j∂α−βu‖Gm−|α|,γ(Ω) ≤ C‖∂βAj‖Gm̃−|β|(Ω)‖∂j∂α−βu‖Gm−|α|+|β|−1,γ(Ω)

≤ Cr‖u‖Gm,γ(Ω).

It remains to consider |β| = m̃− 1. (Note that then m ≥ 2.) If in this case |α| = |β|
and m ≥ 3, we once more have that m − |α| + |β| − 1 ≥ 2 and Lemma 2.22 (ii)
applies again. If |α| = |β| and m = 2, then both ∂βAj and ∂j∂

α−βu belong to
G̃1(Ω). Therefore, Lemma 2.22 (i) shows that ∂βAj∂j∂α−βu is an element of G̃0(Ω) =

G̃m−|α|(Ω) and

‖∂βAj∂j∂α−βu‖Gm−|α|,γ(Ω) ≤ C‖∂βAj‖G1(Ω)‖∂j∂α−βu‖Gm−1,γ(Ω)

≤ C‖∂βAj‖Gm̃−|β|(Ω)‖∂j∂α−βu‖Gm−|α|+|β|−1,γ(Ω) ≤ Cr‖u‖Gm,γ(Ω).

Finally, if |α| > |β|, we deduce that m ≥ 3 and that both ∂βAj and ∂j∂α−βu are an
element of G̃1(Ω). We then proceed as above.
We conclude that

∑3
j=1

∑
0<β≤α

(
α
β

)
∂βAj∂j∂

α−βu belongs to G̃m−|α|(Ω). Since
∂α−βu ∈ G̃m−|α|+|β|(Ω) ↪→ G̃m−|α|+|β|−1(Ω) for 0 < β ≤ α, also the function
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∑
0<β≤α

(
α
β

)
∂βD∂α−βu is contained in G̃m−|α|(Ω). We have thus shown that fα be-

longs to Hm−|α|(Ω) with

‖fα‖Hm−|α|γ (Ω)
≤ ‖f‖Hmγ (Ω) + CrT 1/2‖u‖Gm,γ(Ω)

for all γ ≥ 0.
II) As u is the weak solution of (1.6) on J and belongs to G1(Ω), the function also

solves L(A0, . . . , A3, D)u = f in the strong sense by Remark 3.2. It particularly fulfills

A0∂tu+

3∑
j=1

Aj∂ju+Du = f (3.3)

on Ω. All appearing factors possess weak derivatives in G̃0(Ω) up to order m− 1. We
can thus apply the product rule to infer

3∑
j=0

∑
0≤β≤α

(
α

β

)
∂βAj∂j∂

α−βu+
∑

0≤β≤α

(
α

β

)
∂βD∂α−βu = ∂αf,

A0∂t∂
αu+

3∑
j=1

Aj∂j∂
αu+D∂αu = fα

for all α ∈ N4
0 with |α| ∈ {1, . . . ,m− 1}.

Next let α ∈ N4
0 with |α| = m. Take α′ ∈ N4

0 and k ∈ {0, 1, 2, 3} such that α = α′+ek.
Observe that ∂α

′
u ∈ G1(Ω) solves

L(A0, . . . , A3, D)v = fα′

in the weak sense, ∂j∂α
′
u belongs to L2(Ω) for all j ∈ {0, . . . , 3}, and ∂kfα′ is an

element of L2(Ω) as fα′ ∈ H1(Ω) by step I). Lemma 3.3 thus implies that ∂αu weakly
solves

L(A0, . . . , A3, D)v = fα′,k,

where we set

fα′,k = ∂kfα′ −
3∑
j=0

∂kAj∂j∂
α′u− ∂kD∂α

′
u. (3.4)

We claim that fα′,k = fα. To that purpose, we first note that

{β ∈ N4
0 : 0 < β ≤ α} = {β ∈ N4

0 : 0 < β ≤ α′; βk = 0}
∪ {β ∈ N4

0 : 0 < β ≤ α′; 1 ≤ βk ≤ αk − 1} ∪ {β ∈ N4
0 : 0 < β ≤ α; βk = αk}

= {β ∈ N4
0 : 0 < β ≤ α′; βk = 0} ∪ {β ∈ N4

0 : ek < β ≤ α′}
∪ {ek} ∪ {β ∈ N4

0 : ek < β ≤ α; βk = αk}, (3.5)

where all unions are disjoint. We now take a look at the sum

3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂βAj∂j∂

α′−βu

appearing in fα′ . Since every summand is the product of functions possessing weak
derivatives of first order in G̃0(Ω), we compute

∂k

( 3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂βAj∂j∂

α′−βu
)

+

3∑
j=0

∂kAj∂j∂
α′u
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=

3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂β+ekAj∂j∂

α−(β+ek)u

+

3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂βAj∂j∂

α−βu+

3∑
j=0

∂kAj∂j∂
α′u

=

3∑
j=0

∑
ek<β≤α

(
α′

β − ek

)
∂βAj∂j∂

α−βu

+

3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂βAj∂j∂

α−βu+

3∑
j=0

∂ekAj∂j∂
α−eku

=

3∑
j=0

∑
ek<β≤α′

((
α′

β − ek

)
+

(
α′

β

))
∂βAj∂j∂

α−βu

+

3∑
j=0

∑
ek<β≤α
βk=αk

(
α′

β − ek

)
∂βAj∂j∂

α−βu+

3∑
j=0

∑
0<β≤α′
βk=0

(
α′

β

)
∂βAj∂j∂

α−βu

+

3∑
j=0

((
α′

ek

)
+ 1

)
∂ekAj∂j∂

α−eku,

where we used that
(
α′

β

)
= 0 if β ∈ N4

0 \ {0} does not fulfill 0 < β ≤ α′ in the last step.
Observe that(

α′

β − ek

)
+

(
α′

β

)
=

3∏
i=0
i6=k

(
αi
βi

)
·
((

α′k
βk − 1

)
+

(
α′k
βk

))
=

3∏
i=0
i 6=k

(
αi
βi

)
·
(
α′k + 1

βk

)

=

3∏
i=0

(
αi
βi

)
=

(
α

β

)
for all β ∈ N0 with ek < β ≤ α′,(

α′

β − ek

)
=

3∏
i=0
i 6=k

(
αi
βi

)
·
(

α′k
αk − 1

)
=

3∏
i=0
i 6=k

(
αi
βi

)
·
(
αk
αk

)
=

(
α

β

)

for all β ∈ N4
0 with 0 < β ≤ α and βk = αk,(

α′

β

)
=

3∏
i=0
i 6=k

(
αi
βi

)
·
(
α′k
0

)
=

3∏
i=0
i 6=k

(
αi
βi

)
·
(
αk
0

)
=

(
α

β

)

for all β ∈ N4
0 with 0 < β ≤ α and βk = 0, and(

α′

ek

)
+ 1 = α′k + 1 = αk =

(
α

ek

)
.

We then conclude via (3.5) that

∂k

( 3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂βAj∂j∂

α′−βu
)

+

3∑
j=0

∂kAj∂j∂
α′u

=

3∑
j=0

∑
0<β≤α

(
α

β

)
∂βAj∂j∂

α−βu.
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Analogously, one derives

∂k

( ∑
0<β≤α′

(
α′

β

)
∂βD∂α

′−βu
)

+ ∂kD∂
α′u =

∑
0<β≤α

(
α

β

)
∂βD∂α−βu.

Since also ∂k∂α
′
f = ∂αf , we arrive at

fα′,k = fα. (3.6)

We have thus shown that ∂αu is a solution of

L(A0, . . . , A3, D)v = fα

in the weak sense for all α ∈ N4
0 with |α| ≤ m.

The previous lemma shows that for a Gm(Ω)-solution u of Lu = f the derivative
∂αu solves L∂αu = fα in the weak sense for all multiindices α with |α| ≤ m. If we
differentiate only in tangential variables, we expect that the derivative even solves
the initial boundary value problem (3.2) with suitably adapted boundary and initial
value. In order to verify this conjecture, we have to study the trace of B∂αu for all
multiindices α with |α| ≤ m and α3 = 0.

Lemma 3.5. Let T ′ > 0, T ∈ (0, T ′), and Ω = (0, T ) × R3
+. Pick m ∈ N and

set m̃ = max{m, 3}. Take coefficients A0, . . . , A2, D ∈ Fm̃(Ω), A3 ∈ Wm+1,∞(Ω),
and B ∈ Wm+1,∞(Ω). Assume that there is a matrix M ∈ Wm+1,∞(Ω) such that
B = MA3. Choose f ∈ Hm(Ω) and g ∈ Em(J × ∂R3

+). Suppose that there is a
function u ∈ Hm(Ω) which solves L(A0, . . . , A3, D)u = f in the weak sense and which
satisfies Tr(Bu) = g. Pick α ∈ N4

0 with |α| ≤ m and α3 = 0. Define the function

gα = ∂αg −
∑

0<β≤α

(
α

β

)
tr(∂βB ∂α−βu).

Then gα belongs to L2(J,H1/2(∂R3
+)) and Tr(B∂αu) = gα. Moreover, we can estimate

‖gα‖E0,γ(J×∂R3
+) ≤ ‖g‖Em,γ(J×∂R3

+) + C‖B‖Wm+1,∞(Ω)‖u‖Hmγ (Ω)

for all γ ≥ 0.

Proof. Take a multiindex α ∈ N4
0 with |α| ≤ m and α3 = 0. In the case |α| ≤ m − 1

we note that ∂α(Bu) belongs to H1(Ω) so that we can exploit that Tr coincides with
the standard trace operator tr applied pointwise in time (cf. Remark 2.17). Since the
standard trace operator commutes with derivatives in tangential directions, we obtain

∂αg = tr(∂α(Bu)) =
∑

0≤β≤α

(
α

β

)
tr(∂βB∂α−βu),

tr(B∂αu) = gα.

Here we exploited that also ∂βB∂α−βu is contained in H1(Ω) for all 0 ≤ β ≤ α.
Next assume that |α| = m. Pick α′ ∈ N4

0 and j ∈ {0, 1, 2} such that α = α′+ej . The
first step shows that Tr(B∂α

′
u) = tr(B∂α

′
u) = gα′ . The assumptions and Lemma 3.4

further imply that ∂α
′
u belongs to H1(Ω) and that L(A0, . . . , A3, D)∂αu is contained

in L2(Ω). Corollary 2.18 (i) thus yields that

∂j Tr(B∂α
′
u) = Tr(B∂αu) + tr(∂jB∂

α′u),

Tr(B∂αu) = ∂jgα′ − tr(∂jB∂
α′u).

The analysis of the binomial coefficients in the proof of Lemma 3.4, see (3.5) to (3.6),
now shows that

gα = ∂jgα′ − tr(∂jB∂
α′u) = Tr(B∂αu).
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Take again a multiindex α ∈ N4
0 with |α| ≤ m and α3 = 0 and fix γ ≥ 0. To

derive the estimate for gα we first note that ∂αg is contained in E0(J × ∂R3
+) and

‖∂αg‖E0,γ(J×∂R3
+) ≤ ‖g‖Em,γ(J×∂R3

+). Moreover, the function ∂βB∂α−βu is an element
of H1(Ω) and hence,

‖∂βB∂α−βu‖E0,γ(J×∂R3
+) ≤ C‖∂βB∂α−βu‖L2

γ(J,H1(R3
+)) ≤ C‖B‖Wm+1,∞(Ω)‖u‖Hmγ (Ω)

for all 0 < β ≤ α. The assertion thus follows.

3.2 First order a priori estimates

We now begin to derive the desired a priori estimates for regular solutions of the
linear initial boundary value problem (3.2). Our starting point is an existence and
uniqueness result in L2 from [Ell12], which also yields a basic a priori estimate in L2.
The results from Section 3.1 allow us to apply this zeroth order estimate to tangential
derivatives of a more regular solution, leading to a priori estimates in the tangential
variables. Since the problem (3.2) has a characteristic boundary, it is then crucial
to show that we can also control the normal derivative of a regular solution. Here
we heavily rely on the structure of the Maxwell equations. The combination of the
estimates for tangential and normal derivatives finally yields a full first order a priori
estimate.
In the derivation of a priori estimates without a loss of derivatives we exploit the

fact that we study a class of generalized linearized Maxwell equations on the half
space due to the localization procedure. This means that the coefficients in front of
the spatial derivatives posess a certain structure which resembles the structure of the
curl operator. We make this idea more precise by setting

F cp
m,coeff(Ω) =

{
A ∈ F cp

m,6(Ω) ∩Wm+1,∞(Ω)6×6 : ∃µ1, µ2, µ3 ∈ F cp
m,1(Ω) ∩Wm+1,∞(Ω)

such that A =

3∑
j=1

Aco
j µj

}
,

F cp
m,coeff,τ (Ω) =

{
A ∈ F cp

m,6(Ω) ∩Wm+1,∞(Ω)6×6 : ∃µ1, µ2, µ3 ∈ F cp
m,1(Ω) ∩Wm+1,∞(Ω)

such that A =

3∑
j=1

Aco
j µj and ∃k ∈ {1, 2, 3} with |µk| ≥ τ on Ω

}
.

Observe that all elements of F cp
m,coeff(Ω) and F cp

m,coeff,τ (Ω) are symmetric.
We first remark that if the boundary matrix A3 of the initial boundary value prob-

lem (3.2) belongs to F cp
m,coeff(Ω) and does not vanish anywhere, then it satisfies the

structural assumption made on its spectrum on page 1925 in [Ell12].

Remark 3.6. Let α ∈ R3 and A =
∑3
i=1 αiA

co
i . A straightforward computation shows

that
det(λI −A) = λ2(λ+ |α|)2(λ− |α|)2

for all λ ∈ C. Hence, if α does not equal 0, the matrix A has exaxtly 2 positive and
2 negative eigenvalues, counted with multiplicities, and 0 is a repeated eigenvalue of
multiplicity 2. 3

We will assume in the following that the boundary conditions in (3.2) are conserva-
tive in the sense of [Ell12], i.e., that for nowhere vanishing A3 ∈ F cp

0,coeff(Ω) the matrix
B belongs to W 1,∞(J ×R3

+)2×6, constant outside of a compact set, and there exists a
matrix C ∈W 1,∞(J × R3

+)2×6, constant outside of a compact set, such that

A3 = Re(CTB) =
1

2

(
CTB +BTC

)
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on J × ∂R3
+. For later reference, we introduce the notation

BCG(A3) = {B ∈ F cp
0 (J ×G) : ∃C ∈ F0(J ×G) such that

A3 = Re(CTB) on J ×G} (3.7)

for all nowhere vanishing A3 ∈ F cp
0,coeff(Ω) and domains G ⊆ R3. When we study more

regular solutions of (3.2), we also need more regular coefficients. We therefore also
define

BCmG (A3) = {B ∈Wm+1,∞
cp (J ×G) : ∃C,M ∈Wm+1,∞

cp (J ×G) such that (3.8)

A3 = Re(CTB) and B = MA3 on J ×G}

for all m ∈ N and domains G ⊆ R3, where Wm+1,∞
cp (J × G) contains those functions

in Wm+1,∞(J ×G) which are constant outside of a compact subset of J ×G.
Proposition 5.1 of [Ell12] and its proof then give the following result.

Lemma 3.7. Let η > 0 and r ≥ r0 > 0. Take A0 ∈ F cp
0,6,η(Ω), A1, A2, A3 ∈

F cp
0,coeff(Ω) with ‖Ai‖W 1,∞(Ω) ≤ r and ‖Ai(0)‖L∞(R3

+) ≤ r0 for all i ∈ {0, . . . , 3},
and A3(t, x) 6= 0 for all (t, x) ∈ Ω. Let D ∈ L∞(Ω) with ‖D‖L∞(Ω) ≤ r and
B ∈ BCR3

+
(A3) with ‖B‖W 1,∞(Ω) ≤ r0. Let f ∈ L2(Ω), g ∈ L2(J,H1/2(∂R3

+)), and

u0 ∈ L2(R3
+). Then (3.2) has a unique solution u in C(J, L2(R3

+)), and there exists a
number γ0 = γ0(η, r, A3) ≥ 1 such that

sup
t∈J
‖e−γtu(t)‖2L2(R3

+) + γ‖u‖2L2
γ(Ω)

≤ C0,0‖u0‖2L2(R3
+) + C0,0‖g‖2L2

γ(J,H1/2(∂R3
+)) + C0

1

γ
‖f‖2L2

γ(Ω) (3.9)

for all γ ≥ γ0, where C0 = C0(η, r, A3) and C0,0 = C0,0(η, r0, A3).

Observe that the first term on the left hand side is nothing else but the G0,γ-norm
of u.
For the proof of the higher order tangential a priori estimates we need a variant of

the standard trace theorem with modified Sobolev norms.

Lemma 3.8. Let v ∈ H1(R3
+). We then have the estimate

‖ tr v‖2H1/2(∂R3
+) ≤ 4κ‖v‖2H1

ta(R3
+) +

1

κ
‖∂3v‖2L2(R3

+) (3.10)

for all weights κ > 0, where tr : H1(R3
+)→ H1/2(∂R3

+) denotes the usual trace opera-
tor.

Proof. First take v from C∞c (R3) and let F2 denote the two dimensional Fourier trans-
form in x1- and x2-direction. We then compute via Hölder’s and Young’s inequality

‖v(·, 0)‖2H1/2(∂R3
+) =

∫
R2

(1 + |ξ|2)
1
2 |F2v(·, 0)|2(ξ)dξ

= −
∫ ∞

0

∫
R2

(1 + |ξ|2)
1
2 ∂3((F2v)(ξ, x3))2dξdx3

= −2

∫ ∞
0

∫
R2

(1 + |ξ|2)
1
2 (F2v)(ξ, x3)∂3(F2v)(ξ, x3)dξdx3

≤ 2
(∫ ∞

0

∫
R2

(1 + |ξ|2)|F2v(ξ, x3)|2dξdx3

)(∫ ∞
0

∫
R2

|∂3F2v(ξ, x3)|2dξdx3

)
= 2‖v‖H1

ta(R3
+)‖∂3v‖L2(R3

+) ≤ 4κ‖v‖2H1
ta(R3

+) +
1

κ
‖∂3v‖2L2(R3

+)

for all κ > 0. Since C∞c (R3
+), (i.e., the restriction of C∞c (R3)-functions to R3

+) are
dense in H1(R3

+), the assertion now follows.



3.2 First order a priori estimates 55

We now start to derive the desired a priori estimates. In a first step, we give estimates
for the tangential derivatives of a solution.

Lemma 3.9. Let η > 0 and r ≥ r0 > 0. Let m ∈ N, m̃ = max{m, 3}, T ′ > 0,
T ∈ (0, T ′), J = (0, T ), and Ω = J×R3

+. Take A0 ∈ F cp
m̃,η(Ω), A1, A2, A3 ∈ F cp

m̃,coeff(Ω)

with A3(t, x) 6= 0 for all (t, x) ∈ Ω, D ∈ F cp
m̃ (Ω), and B ∈ BCm̃

R3
+

(A3) with

‖Ai‖Fm̃(Ω) ≤ r, ‖D‖Fm̃(Ω) ≤ r,
max{‖Ai(0)‖F 0

m̃−1(R3
+), max

1≤j≤m−1
‖∂jtAi(0)‖Hm̃−1−j(R3

+)} ≤ r0,

max{‖D(0)‖F 0
m̃−1(R3

+), max
1≤j≤m−1

‖∂jtD(0)‖Hm̃−1−j(R3
+)} ≤ r0,

‖B‖W m̃+1,∞(J×∂R3
+) ≤ r0

for all i ∈ {0, . . . , 3}. Choose f ∈ Hm
ta (Ω), g ∈ Em(J × ∂R3

+), and u0 ∈ Hm(R3
+).

Assume that the solution u of (3.2) belongs to Gm(Ω). Then there exists γm =
γm(η, r, γ3.7;0) ≥ 1 such that

∑
|α|≤m
α3=0

‖∂αu‖2G0,γ(Ω) + γ‖u‖2Hmγ,ta(Ω) ≤ Cm,0
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(R3
+) + ‖u0‖2Hm(R3

+)

)

+ Cm,0‖g‖2Em,γ(J×∂R3
+) +

Cm
γ

(
‖f‖2Hmγ (Ω) + ‖u‖2Gm,γ(Ω)

)
, (3.11)

for all γ ≥ γ0, where Cm = Cm(η, r, T ′, C3.7;0), and Cm,0 = Cm,0(η, r0, C3.7;0,0). Here
γ3.7;0, C3.7;0, and C3.7;0,0 denote the corresponding constants from Lemma 3.7.

Proof. Let α ∈ N4
0 with |α| ≤ m and α3 = 0. Lemma 3.4 yields L(A0, . . . , A3, D)∂αu =

fα in H−1(Ω) with

fα = ∂αf −
3∑
j=0

∑
0<β≤α

(
α

β

)
∂βAj∂

α−β∂ju−
∑

0<β≤α

(
α

β

)
∂βD∂α−βu.

We further obtain from Lemma 2.31 that

∂αu(0) = ∂(0,α1,α2,0)SR3
+,m,α0

(0, A0, . . . , A3, D, f, u0) =: u0,α.

Finally, Lemma 3.5 shows that

Tr(B∂αu) = ∂αg −
∑

0<β≤α

(
α

β

)
tr(∂βB∂α−βu) =: gα.

We conclude that ∂αu is a solution of the initial boundary value problem
L(A0, . . . , A3, D)v = fα, x ∈ R3

+, t ∈ J ;

Bv = gα, x ∈ ∂R3
+, t ∈ J ;

v(0) = u0,α, x ∈ R3
+.

(3.12)

We note that fα is an element of Hm−|α|(Ω) with

‖fα‖Hm−|α|γ (Ω)
≤ ‖f‖Hmγ (Ω) + C3.4,m‖u‖Gm,γ(Ω) (3.13)

by Lemma 3.4, where C3.4,m = C3.4,m(r, T ′) denotes the constant from Lemma 3.4.
Lemma 2.33 further yields that u0,α belongs to Hm−|α|(R3

+) and

‖u0,α‖Hm−|α|(R3
+) ≤ C2.33;m,|α|

(m−1∑
k=0

‖∂kt f(0)‖Hm−1−k(R3
+) + ‖u0‖Hm(R3

+)

)
, (3.14)
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where C2.33;m = C2.33;m(η, r0) is the constant from Lemma 2.33. We next estimate
gα. To that purpose, we pick a multiindex β ∈ N4

0 with 0 < β ≤ α and we observe that
∂βB belongs to W 1,∞(J × ∂R3

+) and ∂α−βu to H1(Ω). Hence, tr ∂α−βu is an element
of E0(J × ∂R3

+) and therefore Tr(∂βB∂α−βu) is contained in E0(J × ∂R3
+). Let κ > 0

be a parameter to be chosen below. Lemma 3.8 applied with weight κγ thus yields

‖ tr(∂βB∂α−βu)‖2E0,γ(J×∂R3
+) ≤ ‖B‖

2
Wm+1,∞(J×∂R3

+)‖∂
α−βu‖2L2

γ(J,H1/2(R3
+))

≤ 4r2
0κγ‖u‖2Hmγ,ta(Ω) + r2

0

1

κγ
‖∂3∂

α−βu‖2L2
γ(Ω)

for all γ > 0. Consequently, we obtain

‖gα‖2E0,γ(J×∂R3
+) ≤ 2‖g‖2Em,γ(J×∂R3

+) + C(m)r2
0(κγ‖u‖2Hmγ,ta(Ω) +

1

κγ
‖u‖2Hmγ (Ω)) (3.15)

for all γ > 0, where we also used that the trace operator commutes with tangential
derivatives.
Since ∂αu solves the initial boundary value problem (3.12), we can apply esti-

mate (3.9) to ∂αu and then insert estimates (3.13) to (3.15) to deduce

‖∂αu‖2G0,γ(Ω) + γ‖∂αu‖2L2
γ(Ω)

≤ C0,0‖u0,α‖2L2(R3
+) + C0,0‖gα‖2L2

γ(J,H1/2(∂R3
+)) + C0

1

γ
‖fα‖2L2

γ(Ω)

≤ C̃m,0
(m−1∑
k=0

‖∂kt f(0)‖2Hm−1−k(R3
+) + ‖u0‖2Hm(R3

+)

)
+ C̃m,0‖g‖2Em,γ(J×∂R3

+)

+ C̃mκγ‖u‖2Hmγ,ta(Ω) + C̃m
1

γ

κ+ 1

κ
‖u‖2Gm,γ(Ω) + C̃m

1

γ
‖f‖2Hmγ (Ω)

for all γ ≥ γ0, where γ0(η, r, A3) = γ3.7;0(η, r, A3) is the corresponding number from
Lemma 3.7 and where C̃m,0 = C̃m,0(η, r0, C3.7;0,0) and C̃m = C̃m(η, r, T ′, C3.7;0) de-
note constants with the described dependancies which may change from line to line.
Summing over all multiindices α ∈ N4

0 with α3 = 0 and |α| ≤ m, we thus arrive at∑
α∈N4

0
α3=0

‖∂αu‖2G0,γ(Ω) + γ‖u‖2Hmγ,ta(Ω)

≤ C̃m,0
(m−1∑
k=0

‖∂kt f(0)‖2Hm−1−k(R3
+) + ‖u0‖2Hm(R3

+)

)
+ C̃m,0‖g‖2Em,γ(J×∂R3

+)

+ C̃mκγ‖u‖2Hmγ,ta(Ω) + C̃m
1

γ

κ+ 1

κ
‖u‖2Gm,γ(Ω) + C̃m

1

γ
‖f‖2Hmγ (Ω) (3.16)

for all γ ≥ γ0. We fix the constant C̃3.16;m = C̃3.16;m(η, r, T ′, C3.7;0) appearing on the
right hand side of (3.16) and we set κ = (2C̃3.16;m)−1. We obtain∑

α∈N4
0

α3=0

‖∂αu‖2G0,γ(Ω) + γ‖u‖2Hmγ,ta(Ω)

≤ C̃3.16;m,0

(m−1∑
k=0

‖∂kt f(0)‖2Hm−1−k(R3
+) + ‖u0‖2Hm(R3

+)

)
+ C̃3.16;m,0‖g‖2Em,γ(J×∂R3

+)

+
γ

2
‖u‖2Hmγ,ta(Ω) + C̃3.16;m

1

γ
(1 + 2C̃3.16;m)‖u‖2Gm,γ(Ω) + C̃3.16;m

1

γ
‖f‖2Hmγ (Ω)

for all γ ≥ γ0 and the assertion thus follows.
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Remark 3.10. If m = 1 in the previous lemma, the proof shows that it is enough to
demand that the coefficients belong to W 1,∞(Ω) and the matrix B to BC1

R3
+

(A3). Also
the constants then only depend on the correspondingW 1,∞(Ω)-, L∞(R3

+)-, respectively
W 2,∞(J × ∂R3

+)-norms. 3

The above procedure only works in tangential directions because differentiation in
the normal direction does not preserve the boundary condition. Since the boundary
matrix A3 is not invertible, we neither obtain the normal derivative from the equation
itself. Instead, we will use the structure of the Maxwell equations to get an estimate
for the normal derivative.
We consider the initial value problem{

L(A0, . . . , A3, D)u = f, x ∈ R3
+, t ∈ J ;

u(0) = u0, x ∈ R3
+.

(3.17)

In the spirit of Definition 3.1, we define a solution of (3.17) to be a function u ∈
C(J, L2(R3

+)) with u(0) = u0 in L2(R3
+) and Lu = f in H−1(Ω). In the iteration and

regularization process it will be important that we do not impose a boundary condition
in (3.17) and the next lemma.
For the formulation of Lemma 3.11 below we also need the following notion. Take

A1, A2, A3 ∈ F cp
0,coeff(Ω). The definition of this space then implies that there are

functions µlj ∈ F cp
0,1(Ω) such that

Aj =

3∑
l=1

Aco
l µlj

for all j ∈ {1, 2, 3}. We set

M =

(
µ 0
0 µ

)
,

where µ denotes the 3× 3-matrix (µlj)lj , and define

Div(A1, A2, A3)h =
( 3∑
k=1

(MT∇h)kk,

3∑
k=1

(MT∇h)(k+3)k

)
for all h ∈ L2(R3

+).

Lemma 3.11. Let T ′ > 0, η, τ > 0, γ ≥ 1, and r ≥ r0 > 0. Pick T ∈ (0, T ′]
and set J = (0, T ) and Ω = J × R3

+. Take A0 ∈ F cp
0,η(Ω), A1, A2 ∈ F cp

0,coeff(Ω),
A3 ∈ F cp

0,coeff,τ (Ω), and D ∈ F cp
0 (Ω) with

‖Ai‖W 1,∞(Ω) ≤ r, ‖D‖W 1,∞(Ω) ≤ r,
‖Ai(0)‖L∞(R3

+) ≤ r0, ‖D(0)‖L∞(R3
+) ≤ r0

for all i ∈ {0, . . . , 3}. Choose f ∈ G0(Ω) with Div(A1, A2, A3)f ∈ L2(Ω) and u0 ∈
H1(R3

+). Let u solve (3.17) with initial value u0 and inhomogeneity f . Assume that
u ∈ C1(J, L2(R3

+)) ∩ C(J,H1
ta(R3

+)) ∩ L∞(J,H1(R3
+)). Then u belongs to G1(Ω) and

there are constants C1,0 = C1,0(η, τ, r0) ≥ 1 and C1 = C1(η, τ, r, T ′) ≥ 1 such that

‖∇u‖2G0,γ(Ω) ≤ e
C1T

(
(C1,0 + TC1)

( 2∑
j=0

‖∂ju‖2G0,γ(Ω) + ‖f‖2G0,γ(Ω) + ‖u0‖2H1(R3
+)

)
+
C1

γ
‖Div(A1, A2, A3)f‖2L2

γ(Ω)

)
. (3.18)

If f additionally belongs to H1(Ω), we get

‖∇u‖2G0,γ(Ω) ≤ e
C1T

(
(C1,0 + TC1)

( 2∑
j=0

‖∂ju‖2G0,γ(Ω) + ‖f(0)‖2L2(R3
+) + ‖u0‖2H1(R3

+)

)
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+
C1

γ
‖f‖2H1

γ(Ω)

)
. (3.19)

Finally, if f merely belongs to L2(Ω) with Div(A1, A2, A3)f ∈ L2(Ω), we still have

‖∇u‖2L2
γ(Ω) ≤ e

C1T
(

(C1,0 + TC1)
( 2∑
j=0

‖∂ju‖2L2
γ(Ω) + ‖f‖2L2

γ(Ω) + ‖u0‖2H1(R3
+)

)
+
C1

γ
‖Div(A1, A2, A3)f‖2L2

γ(Ω)

)
. (3.20)

Proof. I) We prepare the main part of the proof by showing that A∇u has a weak time
derivative in L∞(J,H−1(R3

+)), where (∇u)kj = ∂juk, A is a function from W 1,∞(Ω),
and the time derivative is taken componentwise.
To prove this claim, we take a ∈W 1,∞(Ω) and v ∈ C1(J, L2(R3

+))∩L∞(J,H1(R3
+)).

Let ϕ ∈ H1
0 (R3

+), ψ ∈ C∞c (J), and ϕ̃ ∈ C∞c (R3
+). Then t 7→ a(t)ϕ maps J into

H1
0 (R3

+). Moreover, aϕ and ∂j(aϕ) belong to L2(Ω) ∼= L2(J, L2(R3
+)). Via cutoff and

mollification we deduce that t 7→ a(t)ϕ is strongly measurable from J to H1(R3
+). We

conclude that aϕ belongs to L∞(J,H1
0 (R3

+)). Analogously, we deduce that ∂taϕ is an
element of L∞(J, L2(R3

+)). Using Remark 2.19, we compute∫
R3

+

(∫
J

a(t)ϕ∂tψ(t)dt
)

(x)ϕ̃(x)dx =

∫
R3

+

∫
J

a(t, x)∂tψ(t)ϕ(x)ϕ̃(x)dtdx

= −
∫
R3

+

∫
J

∂ta(t, x)ψ(t)ϕ(x)ϕ̃(x)dx =

∫
R3

+

(
−
∫
J

∂ta(t)ϕψ(t)dt
)

(x)ϕ̃(x)dx,

where we used that ψϕ ∈ H1
0 (Ω) and aϕ̃ ∈ H1(Ω). As C∞c (R3

+) is dense in L2(R3
+),

we conclude ∫
J

a(t)ϕ∂tψ(t)dt = −
∫
J

∂ta(t)ϕψ(t)dt

in L2(R3
+). Therefore, aϕ has a weak time derivative in L∞(J, L2(R3

+)) and ∂t(aϕ) =
∂taϕ.
Since v ∈ C1(J, L2(R3

+)), the function ∇v belongs to C1(J,H−1(R3
+)) and thus

∂t∇v to C(J,H−1(R3
+)) ↪→ L1(J,H−1(R3

+)). Combined with ∇v ∈ L∞(J, L2(R3
+)),

aϕ ∈ L∞(J,H1
0 (R3

+)) and ∂t(aϕ) ∈ L∞(J, L2(R3
+)) ↪→ L1(J, L2(R3

+)), we can apply a
variant of Theorem II.5.12 in [BF13] to deduce that 〈∇v, aϕ〉L2(R3

+)×L2(R3
+) has a weak

time derivative given by

∂t〈∇v, aϕ〉L2(R3
+)×L2(R3

+) = 〈∂t∇v, aϕ〉H−1(R3
+)×H1

0 (R3
+) + 〈∇v, ∂taϕ〉L2(R3

+)×L2(R3
+).

We then infer〈∫
J

a(t)∇v(t)∂tψ(t)dt, ϕ
〉
H−1(R3

+)×H1
0 (R3

+)

=

∫
J

〈∇v(t), a(t)ϕ〉H−1(R3
+)×H1

0 (R3
+)∂tψ(t)dt

= −
∫
J

(
〈∂t∇v(t), a(t)ϕ〉H−1(R3

+)×H1
0 (R3

+) + 〈∇v(t), ∂ta(t)ϕ〉L2(R3
+)×L2(R3

+)

)
ψ(t)dt

= −
∫
J

〈a(t)∂t∇v(t) + ∂ta(t)∇v(t), ϕ〉H−1(R3
+)×H1

0 (R3
+)ψ(t)dt

=
〈
−
∫
J

(
a(t)∂t∇v(t) + ∂ta(t)∇v(t)

)
ψ(t)dt, ϕ

〉
H−1(R3

+)×H1
0 (R3

+)
,

where we used the canonical embedding of L2(R3
+) into H−1(R3

+) via

〈∂ta(t)∇v(t), ϕ〉H−1(R3
+)×H1

0 (R3
+) = 〈∂ta(t)∇v(t), ϕ〉L2(R3

+)×L2(R3
+).
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As a result, a∇v has the weak time derivative

∂t(a∇v) = a∂t∇v + ∂ta∇v

in L∞(J,H−1(R3
+)).

II) For the assertion of the lemma it is enough to show that ∂3u belongs to C(J, L2(R3
+))

and that inequalities (3.18) to (3.20) hold.
By the definition of the spaces F cp

0,coeff(Ω) and F cp
0,coeff,τ (Ω) there are functions µlj ∈

F cp
0,1(Ω) for l, j ∈ {1, 2, 3} and an index i ∈ {1, 2, 3} with

|µi3(t, x)| ≥ τ for all (t, x) ∈ Ω

such that

Aj =

3∑
l=1

Aco
l µlj

for all j ∈ {1, 2, 3}. Moreover,

Aco
l =

(
0 −Jl
Jl 0

)
with Jl;mn = −εlmn (3.21)

for all l,m, n ∈ {1, 2, 3}, where εlmn denotes the Levi-Civita symbol, i.e.,

εijk =


1 if (i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)},
−1 if (i, j, k) ∈ {(3, 2, 1), (2, 1, 3), (1, 3, 2)},

0 else.

We set
M =

(
µ 0
0 µ

)
,

where µ denotes the 3×3-matrix (µlj)lj . Applying step I), we can take componentwise
the weak time derivative of MTA0∇u and we obtain

∂t(M
TA0∇u) = ∂tM

TA0∇u+MT∂tA0∇u+MTA0∂t∇u
= ∂tM

TA0∇u+MT∂tA0∇u+MTA0∇∂tu

= ∂tM
TA0∇u+MT∂tA0∇u+MTA0∇

(
A−1

0

(
f −

3∑
j=1

Aj∂ju−Du
))

= ∂tM
TA0∇u+MT∂tA0∇u+MTA0∇A−1

0

(
f −

3∑
j=1

Aj∂ju−Du
)

+MT∇f −MT
3∑
j=1

∇Aj∂ju−MT∇Du−MTD∇u−MT
3∑
j=1

Aj∇∂ju (3.22)

in L∞(J,H−1(R3
+)). Here we set

((∇A−1
0 )g)jk :=

6∑
l=1

∂kA
−1
0;jlgl

and analogously for Aj with j ∈ {1, 2, 3} and D. We also use the formula

(∇(A−1
0 g))jk = ∂k(A−1

0 g)j =

6∑
l=1

∂k(A−1
0;jlgl) =

6∑
l=1

(∂kA
−1
0;jlgl +A−1

0;jl∂kgl)

= (∇A−1
0 g)jk + (A−1

0 ∇g)jk,



60 3 A priori estimates for the linearized problem

which follows for any R6-valued L2-function g from the Leibniz rule in H−1(Ω) for the
product of a Lipschitz-function with an L2-function. We abbreviate

Λ := ∂tM
TA0∇u+MT∂tA0∇u+MTA0∇A−1

0

(
f −

3∑
j=1

Aj∂ju−Du
)

+MT∇f −MT
3∑
j=1

∇Aj∂ju−MT∇Du−MTD∇u. (3.23)

We further compute

3∑
k=1

(
MT

3∑
j=1

Aj∇∂ju
)
kk

=

3∑
j,k=1

6∑
l,p=1

MT
klAj;lp∂k∂jup

=

3∑
j,k,n=1

6∑
l,p=1

MT
klA

co
n;lpµnj∂k∂jup =

3∑
j,k,l,n=1

6∑
p=1

µlkA
co
n;lpµnj∂k∂jup,

using that Mlk = 0 for all (l, k) ∈ {4, 5, 6} × {1, 2, 3}. Formula (3.21) thus leads to

3∑
k=1

(
MT

3∑
j=1

Aj∇∂ju
)
kk

=

3∑
j,k,l,n,p=1

εnlpµlkµnj∂k∂jup+3. (3.24)

Interchanging the indices l and n as well as k and j, we arrive at

3∑
k=1

(
MT

3∑
j=1

Aj∇∂ju
)
kk

=

3∑
j,k,l,n,p=1

εlnpµnjµlk∂j∂kup+3

= −
3∑

j,k,l,n,p=1

εnlpµlkµnj∂k∂jup+3. (3.25)

Equations (3.24) and (3.25) yield

3∑
k=1

(
MT

3∑
j=1

Aj∇∂ju
)
kk

= 0. (3.26)

Analogously, we derive

3∑
k=1

(
MT

3∑
j=1

Aj∇∂ju
)

(k+3)k
=

3∑
j,k,n=1

6∑
l,p=1

MT
(k+3)lA

co
n;lpµnj∂k∂jup

=

3∑
j,k,l,n=1

6∑
p=1

M(l+3)(k+3)A
co
n;(l+3)pµnj∂k∂jup,

because Ml(k+3) = 0 for all (l, k) ∈ {1, 2, 3} × {1, 2, 3}. Exploiting (3.21) again and
arguing as before, we infer

3∑
k=1

(
MT

3∑
j=1

Aj∇∂ju
)

(k+3)k
= −

3∑
j,k,l,n,p=1

εnlpµlkµnj∂k∂jup

= −
3∑

j,k,l,n,p=1

εlnpµnjµlk∂j∂kup =

3∑
j,k,l,n,p=1

εnlpµlkµnj∂k∂jup,

3∑
k=1

(
MT

3∑
j=1

Aj∇∂ju
)

(k+3)k
= 0. (3.27)
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In view of (3.23), equation (3.22) simplifies to

3∑
k=1

∂t(M
TA0∇u)kk =

3∑
k=1

Λkk,

3∑
k=1

∂t(M
TA0∇u)(k+3)k =

3∑
k=1

Λ(k+3)k.

An integration in H−1(R3
+) from 0 to t then leads to the identities

3∑
k=1

(MTA0∇u)kk(t) =

3∑
k=1

(MTA0∇u)kk(0) +

3∑
k=1

∫ t

0

Λkk(s)ds,

3∑
k=1

(MTA0∇u)(k+3)k(t) =

3∑
k=1

(MTA0∇u)(k+3)k(0) +

3∑
k=1

∫ t

0

Λ(k+3)k(s)ds

for all t ∈ J . The integrands on the right-hand sides are also integrable with values in
L2(R3

+), implying that the integrals exist in L2(R3
+) and the equalities hold in L2(R3

+)

for all t ∈ J . We recall that the k-th row respectively the k-th column of a matrix M ′
are denoted by M ′k· respectively M

′
·k. We set

F7(t) =

3∑
k=1

(MTA0∇u)kk(0) +

3∑
k=1

∫ t

0

Λkk(s)ds−
2∑
k=1

(MTA0)k·∂ku(t),

F8(t) =

3∑
k=1

(MTA0∇u)(k+3)k(0) +

3∑
k=1

∫ t

0

Λ(k+3)k(s)ds−
2∑
k=1

(MTA0)(k+3)·∂ku(t)

(3.28)

for all t ∈ J . Moreover, we put

(F1, . . . , F6)T = f −
2∑
j=0

Aj∂ju−Du. (3.29)

The function F = (F1, . . . , F8)T then belongs to C(J, L2(R3
+)). Introducing the matrix

M̂ =

 A3

(MTA0)3·
(MTA0)6·

 ∈ F0(Ω)8×6,

we obtain
M̂∂3u = F. (3.30)

For the convenience of the reader, we note that

M̂ =



0 0 0 0 µ33 −µ23

0 0 0 −µ33 0 µ13

0 0 0 µ23 −µ13 0
0 −µ33 µ23 0 0 0
µ33 0 −µ13 0 0 0
−µ23 µ13 0 0 0 0

MT
3lA0;l1 MT

3lA0;l2 MT
3lA0;l3 MT

3l
A0;l4 MT

3lA0;l5 MT
3lA0;l6

MT
6lA0;l1 MT

6lA0;l2 MT
6lA0;l3 MT

6l
A0;l4 MT

6lA0;l5 MT
6lA0;l6


,

where summation over the index l (from 1 to 6) is implicitly assumed. By hypothesis,
there is an index j ∈ {1, 2, 3} such that

|µj3(t, x)| ≥ τ (3.31)
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for all (t, x) ∈ Ω. We assume that j = 3. The other cases are treated analogously. We
multiply M̂ with the matrices

G1 =



µ−1
33 0 0 0 0 0 0 0
0 −µ−1

33 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 −µ−1

33 0 0 0 0
0 0 0 0 µ−1

33 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


(3.32)

and

G2 =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
µ13 −µ23 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 −µ13 µ23 1 0 0

−MT
3lA0;l5 −MT

3lA0;l4 0 −MT
3lA0;l2 −MT

3lA0;l1 0 1 0
−MT

6lA0;l5 −MT
6lA0;l4 0 −MT

6lA0;l2 −MT
6lA0;l1 0 0 1


. (3.33)

It follows

G2G1M̂ =



0 0 0 0 1 −µ−1
33 µ23

0 0 0 1 0 −µ−1
33 µ13

0 0 0 0 0 0
0 1 −µ−1

33 µ23 0 0 0
1 0 −µ−1

33 µ13 0 0 0
0 0 0 0 0 0
0 0 α33 0 0 α36

0 0 α63 0 0 α66


with the numbers

α33 = µ−1
33

3∑
j=1

6∑
l=1

MT
3lA0;ljµj3 = µ−1

33 M
T
3·A0M·3,

α36 = µ−1
33

3∑
j=1

6∑
l=1

MT
3lA0;l(j+3)µj3 = µ−1

33 M
T
3·A0M·6,

α63 = µ−1
33

3∑
j=1

6∑
l=1

MT
6lA0;ljµj3 = µ−1

33 M
T
6·A0M·3,

α66 = µ−1
33

3∑
j=1

6∑
l=1

MT
6lA0;l(j+3)µj3 = µ−1

33 M
T
6·A0M·6.

Let ξ ∈ R2 with |ξ| = 1. We then estimate

ξTµ33

(
α33 α36

α63 α66

)
ξ = (0, 0, ξ1, 0, 0, ξ2)MTA0M(0, 0, ξ1, 0, 0, ξ2)T

≥ η|M(0, 0, ξ1, 0, 0, ξ2)T |2 = η|µ·3|2|ξ|2 ≥ ηµ2
33. (3.34)

Due to (3.31) the function µ33 does not change its sign so that (3.31) further implies
that

ξT
(
α33 α36

α63 α66

)
ξ ≥ ητ
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or

ξT
(
α33 α36

α63 α66

)
ξ ≤ −ητ,

i.e., the matrix (
α33 α36

α63 α66

)
(3.35)

is either positive or negative definite. Hence, it has an inverse β satisfying

‖β‖L∞(Ω) ≤ C(η, τ).

Introducing the matrices

G3 =

(
I6×6 0

0 β

)
(3.36)

and

G4 =



1 0 0 0 0 0 0 µ−1
33 µ23

0 1 0 0 0 0 0 µ−1
33 µ13

0 0 1 0 0 0 0 0
0 0 0 1 0 0 µ−1

33 µ23 0
0 0 0 0 1 0 µ−1

33 µ13 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


, (3.37)

we compute

G4G3G2G1M̂ =



0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1


=: M̃. (3.38)

We further point out that

‖G4G3G2G1‖L∞(Ω) ≤ C(η, τ)(1 + c0)3

with the constant

c0 = max{ max
j=0,...,3

‖Aj‖L∞(Ω), ‖D‖L∞(Ω)}.

Equation (3.30) and (3.38) yield

M̃∂3u = G4G3G2G1F. (3.39)

Since the matrices Gi belong to C(J, L∞(R3
+)) and F is contained in C(J, L2(R3

+)),
we infer that ∂3u is contained in C(J, L2(R3

+)) and

‖∂3u(t)‖L2(R3
+) ≤ C(η, τ)(1 + c0)3‖F (t)‖L2(R3

+) (3.40)

for all t ∈ J . To estimate ‖F (t)‖L2(R3
+) we first note that

‖F (t)‖L2(R3
+) ≤ ‖(F1, . . . , F6)T (t)‖L2(R3

+) + ‖(F7, F8)T (t)‖L2(R3
+) (3.41)

≤ ‖f(t)‖L2(R3
+) + c0

2∑
j=0

‖∂ju(t)‖L2(R3
+) + c0‖u(t)‖L2(R3

+) + ‖(F7, F8)T (t)‖L2(R3
+)
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for all t ∈ J . Applying Minkowski’s inequality, we further deduce

‖(F7, F8)T (t)‖L2(R3
+) ≤ C(r0)‖u0‖H1(R3

+) + c0

2∑
k=1

‖∂ku(t)‖L2(R3
+)

+ C(η, r)

∫ t

0

(‖∇u(s)‖L2(R3
+) + ‖u(s)‖L2(R3

+) + ‖Div f(s)‖L2(R3
+) + ‖f(s)‖L2(R3

+))ds

for all t ∈ J , where we abbreviate Div(A1, A2, A3) by Div. This estimate, (3.40)
and (3.41), lead to the inequality

‖∇u(t)‖L2(R3
+) (3.42)

≤ C(η, τ)(1 + c0)3
(
‖f(t)‖L2(R3

+) + c0

2∑
j=0

‖∂ju(t)‖L2(R3
+) + c0‖u(t)‖L2(R3

+)

+ C(r0)‖u0‖H1(R3
+) + C(η, r)

∫ t

0

(‖∇u(s)‖L2(R3
+) + ‖u(s)‖L2(R3

+)

+ ‖Div f(s)‖L2(R3
+) + ‖f(s)‖L2(R3

+))ds
)

for all t ∈ J . Next we fix a number γ ≥ 1. Using Hölder’s inequality, we infer

‖∇u(t)‖L2(R3
+)

≤ C(η, τ)(1 + c0)3
(
eγt‖f‖G0,γ(Ω) + c0e

γt
2∑
j=0

‖∂ju‖G0,γ(Ω) + c0e
γt‖u‖G0,γ(Ω)

+ C(r0)‖u0‖H1(R3
+) + C(η, r)

(∫ t

0

e2γsds
)1/2(

‖u‖L2
γ(Ω) + ‖Div f‖L2

γ(Ω) + ‖f‖L2
γ(Ω)

)
+ C(η, r)

∫ t

0

‖∇u(s)‖L2(R3
+)ds

)
≤ C(η, τ)(1 + c0)3

(
eγt‖f‖G0,γ(Ω) + c0e

γt
2∑
j=0

‖∂ju‖G0,γ(Ω) + c0e
γt‖u‖G0,γ(Ω)

+ C(r0)‖u0‖H1(R3
+) + C(η, r)

1
√
γ
eγt
(
‖u‖L2

γ(Ω) + ‖Div f‖L2
γ(Ω) + ‖f‖L2

γ(Ω)

)
+ C(η, r)

∫ t

0

‖∇u(s)‖L2(R3
+)ds

)
=: g(t) + C(η, r)

∫ t

0

‖∇u(s)‖L2(R3
+)ds

for all t ∈ J . Since the function g increases in t, Gronwall’s inequality yields

‖∇u(t)‖L2(R3
+) ≤ C(η, τ, r0)(1 + c0)4eγt

(
‖f‖G0,γ(Ω) +

2∑
j=0

‖∂ju‖G0,γ(Ω) + ‖u‖G0,γ(Ω)

+ ‖u0‖H1(R3
+) + C(η, r)

1
√
γ

(
‖u‖L2

γ(Ω) + ‖Div f‖L2
γ(Ω) + ‖f‖L2

γ(Ω)

))
eC(η,r)t,

‖∇u‖G0,γ(Ω) ≤ C(η, τ, r0)(1 + c0)4
(
‖f‖G0,γ(Ω) +

2∑
j=0

‖∂ju‖G0,γ(Ω) + ‖u‖G0,γ(Ω)

+ ‖u0‖H1(R3
+) + C(η, r)(‖u‖G0,γ(Ω) + ‖f‖G0,γ(Ω))

+ C(η, r)
1
√
γ
‖Div f‖L2

γ(Ω)

)
eC(η,r)T (3.43)
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for all t ∈ J . Since ∂tA0 belongs to L∞(Ω), we obtain

‖A0‖L∞(Ω) =
∥∥∥A0(0) +

∫ t

0

∂tA0(s)ds
∥∥∥
L∞(Ω)

≤ ‖A0(0)‖L∞(R3
+) + T‖A0‖W 1,∞(Ω)

≤ r0 + Tr.

We argue analogously for Aj with j ∈ {1, 2, 3} and D, which yields c0 ≤ r0 + Tr.
To conclude (3.18), we write u as

u(t) = u(0) +

∫ t

0

∂tu(s)ds

in L2(R3
+) using that u belongs to C1(J, L2(R3

+)). Minkowski’s and Hölder’s inequality
then imply

‖u‖G0,γ(Ω) ≤ ‖u(0)‖L2(R3
+) + sup

t∈J

(
e−γt

∫ t

0

‖∂tu(s)‖L2(R3
+)ds

)
≤ ‖u0‖L2(R3

+) + sup
t∈J

(
e−γt

(∫ t

0

e2γsds
)1/2(∫ t

0

e−2γs‖∂tu(s)‖2L2(R3
+)ds

)1/2)
≤ ‖u0‖L2(R3

+) +
1√
2γ
‖∂tu‖L2

γ(Ω),

‖u‖2G0,γ(Ω) ≤ 2‖u0‖2L2(R3
+) +

1

γ
T‖∂tu‖2G0,γ(Ω). (3.44)

Plugging this inequality into (3.43), the assertion (3.18) follows. If f additionally
belongs to H1(Ω), we argue as in (3.44) for the function f . We infer

‖f‖2G0,γ(Ω) ≤ 2‖f(0)‖2L2(R3
+) +

1

γ
‖f‖2H1

γ(Ω). (3.45)

Inserting this estimate into (3.18) and adapting C1,0 and C1, the estimate (3.19)
follows.
Now assume that f only belongs to L2(Ω) with Div f ∈ L2(Ω). Then estimate (3.42)

is still valid for almost all t ∈ J . We square (3.42), multiply with the exponential e−2γ ,
and integrate from 0 to t. Also applying Hölder’s inequality in the second estimate,
we derive∫ t

0

e−2γs‖∇u(s)‖2L2(R3
+)ds

≤ C(η, τ)(1 + c0)6
(∫ t

0

e−2γs‖f(s)‖2L2(R3
+)ds+ c20

2∑
j=0

∫ t

0

e−2γs‖∂ju(s)‖2L2(R3
+)ds

+ c20

∫ t

0

e−2γs‖u(s)‖2L2(R3
+)ds+ C(r0)

∫ t

0

e−2γsds‖u0‖2H1(R3
+)

+ C(η, r)

∫ t

0

e−2γs
(∫ s

0

(‖∇u(s′)‖L2(R3
+) + ‖u(s′)‖L2(R3

+) + ‖f(s′)‖L2(R3
+)

+ ‖Div f(s′)‖L2(R3
+))ds

′
)2

ds
)

≤ C(η, τ)(1 + c0)6
(
‖f‖2L2

γ(Ω) + c20

2∑
j=0

‖∂ju‖2L2
γ(Ω) + c20‖u‖2L2

γ(Ω) + C(r0)
1

γ
‖u0‖2H1(R3

+)

+ C(η, r)

∫ t

0

e−2γs
(∫ s

0

e2γs′ds′
)(∫ s

0

e−2γs′(‖∇u(s′)‖2L2(R3
+) + ‖u(s′)‖2L2(R3

+)

+ ‖f(s′)‖2L2(R3
+) + ‖Div f(s′)‖2L2(R3

+))ds
′
)
ds
)
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≤ C(η, τ)(1 + c0)6
(
‖f‖2L2

γ(Ω) + c20

2∑
j=0

‖∂ju‖2L2
γ(Ω) + c20‖u‖2L2

γ(Ω) + C(r0)
1

γ
‖u0‖2H1(R3

+)

)
+ C(η, τ, r)

1

γ

(
T‖u‖2L2

γ(Ω) + T‖f‖2L2
γ(Ω) + T‖Div f‖2L2

γ(Ω)

)
+ C(η, τ, r)

1

γ

∫ t

0

∫ s

0

e−2γs′‖∇u(s′)‖2L2(R3
+)ds

′ ds

for all t ∈ J . Gronwall’s inequality thus yields∫ t

0

e−2γs‖∇u(s)‖2L2(R3
+)ds

≤ C(η, τ, r0)(1 + c0)8
(
‖f‖2L2

γ(Ω) +

2∑
j=0

‖∂ju‖2L2
γ(Ω) + ‖u‖2L2

γ(Ω) + ‖u0‖2H1(R3
+)

)
eC(η,τ,r)t

+ C(η, τ, r)
1

γ

(
T‖u‖2L2

γ(Ω) + T‖f‖2L2
γ(Ω) + T‖Div f‖2L2

γ(Ω)

)
eC(η,τ,r)t

for all t ∈ J . We insert the time t = T in this estimate and exploit again that
c0 ≤ r0 + Tr. Moreover, we deduce similar to (3.44) that

‖u(t)‖L2(R3
+) ≤ ‖u0‖L2(R3

+) +

∫ t

0

‖∂tu(s)‖L2(R3
+)ds (t ∈ J),

‖u‖2L2
γ(Ω) ≤ 2

∫ T

0

e−2γt‖u0‖2L2(R3
+)dt+ 2

∫ T

0

e−2γt
(∫ t

0

‖u(s)‖L2(R3
+)ds

)2

dt

≤ 2T ′‖u0‖2L2(R3
+) + T ′‖∂tu‖2L2

γ(Ω).

We employ this estimate and inequality (3.44) and we adapt C1,0 and C1 to con-
clude (3.20).

We can now combine Lemmas 3.7, 3.9, and 3.11 to the following corollary.

Corollary 3.12. Let T ′ > 0, η, τ > 0, and r ≥ r0 > 0. Pick T ∈ (0, T ′] and set J =
(0, T ) and Ω = J × R3

+. Take A0 ∈ F cp
0,η(Ω), A1, A2 ∈ F cp

0,coeff(Ω), A3 ∈ F cp
0,coeff,τ (Ω),

and D ∈ F cp
0 (Ω) with ‖Ai‖W 1,∞(Ω) ≤ r, ‖D‖W 1,∞(Ω) ≤ r, ‖Ai(0)‖L∞(R3

+) ≤ r0, and
‖D(0)‖L∞(R3

+) ≤ r0 for all i ∈ {0, . . . , 3}. Choose a function B ∈ BC1
R3

+
(A3) with

‖B‖W 2,∞(J×∂R3
+) ≤ r0. Let f ∈ H1(Ω), g ∈ E1(J × ∂R3

+), and u0 ∈ H1(R3
+). Assume

that the solution u of (3.2) belongs to G1(Ω) = C1(J, L2(R3
+))∩C(J,H1(R3

+)). Then
there is a number γ1 = γ1(η, τ, r, T ′, γ3.7;0) ≥ 1 such that

‖u‖2G1,γ(Ω) ≤ (C1,0 + TC1)eC1T
(
‖f(0)‖2L2(R3

+) + ‖g‖2E1,γ(J×∂R3
+) + ‖u0‖2H1(R3

+)

)
+ C1e

C1T
1

γ
‖f‖2H1

γ(Ω),

for all γ ≥ γ1, where C1,0 = C1,0(η, τ, r0, C3.7;0,0) ≥ 1 and C1 = C1(η, τ, r, T ′, C3.7;0) ≥
1. Here the constants γ3.7;0, C3.7;0,0, and C3.7;0 are the constants from Lemma 3.7.

Proof. Applying Lemma 3.11, i.e., estimate (3.19), and estimate (3.45) with f replaced
by u, we first deduce that

‖u‖2G1,γ(Ω) ≤
2∑
j=0

‖∂ju‖2G0,γ(Ω) + ‖u‖2G0,γ(Ω) + ‖∂3u‖2G0,γ(Ω)

≤
(

1 +
T

γ

) 2∑
j=0

‖∂ju‖2G0,γ(Ω) + 2‖u0‖2L2(R3
+) + C ′1e

C′1T
1

γ
‖f‖2H1

γ(Ω)
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+ (C ′1,0 + TC ′1)eC
′
1T
( 2∑
j=0

‖∂ju‖2G0,γ(Ω) + ‖f(0)‖2L2(R3
+) + ‖u0‖2H1(R3

+)

)
for all γ ≥ 1, where C ′1,0 = C ′1,0(η, τ, r0) and C ′1 = C ′1(η, τ, r, T ′) are the corresponding
constants from Lemma 3.11. Remark 3.10 next implies

‖u‖2G1,γ(Ω) ≤ (C̃1,0 + TC̃1)eC̃1T
(
‖f(0)‖2L2(R3

+) + ‖u0‖2H1(R3
+)

)
+ C̃1e

C̃1T
1

γ
‖f‖2H1

γ(Ω)

+ (C̃1,0 + TC̃1)eC̃1T
(
C ′′1,0

(
‖f(0)‖2L2(R3

+) + ‖u0‖2H1(R3
+)

)
+ C ′′1,0‖g‖2E1,γ(J×∂R3

+) +
C ′′1
γ

(
‖f‖2H1

γ(Ω) + ‖u‖2G1,γ(Ω)

))
for all γ ≥ γ0, where γ0 = γ0(η, r, γ3.7;0), C ′′1,0 = C ′′1,0(η, r0, C3.7;0,0), and C ′′1 =
C ′′1 (η, r, C3.7;0) are the corresponding constants from Remark 3.10, while the constants
C̃1 = C̃1(η, τ, r, T ′, C3.7;0) and C̃1,0 = C̃1,0(η, τ, r0, C3.7;0,0) may change from line to
line. Choosing γ1 = γ1(η, τ, r, T ′, γ3.7;0,0) so large that

γ1 ≥ γ0 and γ1 ≥ 2(C̃1,0 + T ′C̃1)eC̃1T
′
C ′′1 ,

we arrive at

‖u‖2G1,γ(Ω) ≤ (C̃1,0 + TC̃1)eC1T
(
‖f(0)‖2L2(R3

+) + ‖g‖2E1,γ(J×∂R3
+) + ‖u0‖2H1(R3

+)

)
+ C̃1e

C̃1T
1

γ
‖f‖2H1

γ(Ω)

for all γ ≥ γ1.

3.3 Higher order a priori estimates

The a priori estimates of higher order now follow by an iteration process. Performing
this iteration, the operators SR3

+,m,p
will appear at several places. Since the underlying

spatial domain R3
+ is fixed in this section, we suppress it in our notation and only write

Sm,p for SR3
+,m,p

.

Theorem 3.13. Let T ′ > 0, η, τ > 0, and r ≥ r0 > 0. Pick T ∈ (0, T ′] and set
J = (0, T ), and Ω = J × R3

+. Let m ∈ N and m̃ = max{m, 3}. Choose A0 ∈ F cp
m̃,η(Ω),

A1, A2 ∈ F cp
m̃,coeff(Ω), A3 ∈ F cp

m̃,coeff,τ (Ω), and D ∈ F cp
m̃ (Ω) with

‖Ai‖Fm̃(Ω) ≤ r, ‖D‖Fm̃(Ω) ≤ r,
max{‖Ai(0)‖F 0

m̃−1(R3
+), max

1≤j≤m̃−1
‖∂jtAi(0)‖Hm̃−j−1(R3

+)} ≤ r0,

max{‖D(0)‖F 0
m̃−1(R3

+), max
1≤j≤m̃−1

‖∂jtD(0)‖Hm̃−j−1(R3
+)} ≤ r0

for all i ∈ {0, . . . , 3}. Take B ∈ BCm̃R3
+

(A3) with ‖B‖W m̃+1,∞(J×∂R3
+) ≤ r0. Let f ∈

Hm(Ω), g ∈ Em(J × ∂R3
+), and u0 ∈ Hm(R3

+). Assume that the solution u of (3.2)
belongs to Gm(Ω). Then there is a number γm = γm(η, τ, r, T ′, γ3.7;0) ≥ 1 such that

‖u‖2Gm,γ(Ω) ≤ (Cm,0 + TCm)emC1T
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(R3
+) + ‖g‖2Em,γ(J×∂R3

+)

+ ‖u0‖2Hm(R3
+)

)
+
Cm
γ
‖f‖2Hmγ (Ω)

for all γ ≥ γm, where Cm = Cm(η, τ, r, T ′, C3.7;0) ≥ 1, Cm,0 = Cm,0(η, τ, r0, C3.7;0,0) ≥
1, and C1 = C1(η, τ, r, T ′, C3.7;0) is the constant from Corollary 3.12. Here the con-
stants γ3.7;0, C3.7;0,0, and C3.7;0 are the constants from Lemma 3.7.
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Proof. We prove the assertion inductively. To this purpose we observe that Corol-
lary 3.12 shows that the assertion holds for m = 1 with the constants γ1, C1, and C1,0

from Corollary 3.12. Now assume that m ≥ 2 and that the assertion has been shown
for 1 ≤ l ≤ m− 1.
Let p ∈ {0, 1, 2}. As in (3.12) we deduce that ∂pu solves (3.2) with differential

operator L(A0, . . . , A3, D), inhomogeneity f1,p, boundary value g1,p, and initial value
∂pu0, where

f1,p = ∂pf −
3∑
i=0

∂pAi∂iu− ∂pDu, (3.46)

g1,p = ∂pg − Tr(∂pBu), (3.47)
∂0u0 = Sm,1(0, A0, . . . , A3, D, f, u0).

Note that f1,p belongs to Hm−1(Ω) by Lemma 3.4. We further observe that ∂pB
is an element of Wm,∞(Ω), while the trace of u is contained in Em−1(J × ∂R3

+)
as u ∈ Gm(Ω). Consequently, the function g1,p belongs to Em−1(J × ∂R3

+). Since
A0 ∈ F cp

m̃,η(Ω), A1, A2, A3 ∈ F cp
m̃ (Ω), D ∈ F cp

m̃ (Ω), f ∈ Hm(Ω), and u0 ∈ Hm(R3
+),

Lemma 2.33 yields that Sm,1(0, A0, . . . , A3, D, f, u0) is contained in Hm−1(R3
+). The

induction hypothesis with l = m− 1 therefore gives

‖∂pu‖2Gm−1,γ(Ω) ≤ (Cm−1,0 + TCm−1)e(m−1)C1T
(m−2∑
j=0

‖∂jt f1,p(0)‖2Hm−2−j(R3
+) (3.48)

+ ‖g1,p‖2Em−1,γ(J×∂R3
+) + ‖∂pu0‖2Hm−1(R3

+)

)
+
Cm−1

γ
e(m−1)C1T ‖f1,p‖2Hm−1

γ (Ω)

for all γ ≥ γm−1.
We next estimate the terms appearing on the right-hand side of (3.48). To that

purpose, let j ∈ {0, . . . ,m− 2}. We observe that

‖∂jt ∂pf(0)‖Hm−2−j(R3
+) ≤ max{‖∂jt f(0)‖Hm−1−j(R3

+), ‖∂
j+1
t f(0)‖Hm−2−j(R3

+)}

≤ max
0≤l≤m−1

‖∂ltf(0)‖Hm−1−l(R3
+).

Moreover,

∂jt (∂pA0∂tu)(0) =

j∑
l=0

(
j

l

)
∂lt∂pA0(0)∂j−l+1

t u(0)

=

j∑
l=0

(
j

l

)
∂lt∂pA0(0)Sm,j+1−l(0, A0, . . . , A3, D, f, u0).

Since the function ∂lt∂pA0(0) belongs to Hm̃−l−2(R3
+) and Sm,j+1−l to Hm−j+l−1(R3

+)
by Lemma 2.33, Lemma 2.22 (v) in the case j = m − 2 and Lemma 2.22 (vi) in the
case j < m− 2 show

‖∂lt∂pA0(0)Sm,j+1−l(0, A0, . . . , A3, D, f, u0)‖Hm−2−j(R3
+)

≤ C‖∂lt∂pA0(0)‖Hm̃−2−l(R3
+)‖Sm,j+1−l(0, A0, . . . , A3, D, f, u0)‖Hm−j+l−1(R3

+)

≤ C2.33;m,j−l+1(η, r0)r0

( j−l∑
k=0

‖∂kt f(0)‖Hm−1−k(R3
+) + ‖u0‖Hm(R3

+)

)
,

where we also applied Lemma 2.33 in the last line. We thus infer

‖∂jt (∂pA0∂tu)(0)‖Hm−2−j(R3
+) ≤ C(η, r0)

( j∑
k=0

‖∂kt f(0)‖Hm−1−k(R3
+) + ‖u0‖Hm(R3

+)

)
.
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Analogously, we deduce

‖∂jt (∂pAi∂iu)(0)‖Hm−2−j(R3
+) ≤ C(η, r0)

( j∑
k=0

‖∂kt f(0)‖Hm−1−k(R3
+) + ‖u0‖Hm(R3

+)

)
,

‖∂jt (∂pDu)(0)‖Hm−2−j(R3
+) ≤ C(η, r0)

( j∑
k=0

‖∂kt f(0)‖Hm−1−k(R3
+) + ‖u0‖Hm(R3

+)

)
for all i ∈ {1, 2, 3}. In view of (3.46), we arrive at

‖∂jt f1,p(0)‖Hm−2−j(R3
+) ≤ C(η, r0)

(m−1∑
k=0

‖∂kt f(0)‖Hm−1−k(R3
+) + ‖u0‖Hm(R3

+)

)
. (3.49)

Lemma 3.4 next yields

‖f1,p‖Hm−1
γ (Ω) ≤ ‖f‖Hmγ (Ω) + C3.4;m‖u‖Gm,γ(Ω) (3.50)

for all γ > 0. The term ‖∂pu0‖Hm−1(R3
+) is dominated by ‖u0‖Hm(R3

+) in the case
p ∈ {1, 2}, whereas in the case p = 0 we use Lemma 2.33 to obtain

‖∂0u0‖Hm−1(R3
+) = ‖Sm,1(0, A0, . . . , A3, D, f, u0)‖Hm−1(R3

+)

≤ C2.33;m,1(‖f(0)‖Hm−1(R3
+) + ‖u0‖Hm(R3

+)) (3.51)

with C2.33;m,1 = C2.33;m,1(η, r0) from Lemma 2.33. To estimate g1,p in the norm of
Em−1(J × ∂R3

+), we take a multiindex α ∈ N4
0 with α3 = 0 and |α| ≤ m− 1. For any

multiindex β ≤ α the function ∂β∂pB then belongs to W 1,∞(Ω) and ∂α−βu to H1(Ω).
We infer that tr ∂α−βu is an element of E0(J × ∂R3

+) and therefore Tr(∂β∂pB∂
α−βu)

is contained in E0(J × ∂R3
+). Lemma 3.8 thus yields

‖Tr(∂β∂pB∂
α−βu)‖2E0,γ(J×∂R3

+) ≤ ‖B‖
2
Wm+1,∞(J×∂R3

+)‖∂
α−βu‖2L2

γ(J,H1/2(∂R3
+))

≤ r2
0

(
γ‖u‖2Hmγ,ta(Ω) +

1

γ
‖∂3∂

α−βu‖2L2
γ(Ω)

)
for all γ > 0. Consequently, we obtain

‖g1,p‖2Em−1,γ(J×∂R3
+) (3.52)

≤ 2‖∂pg‖2Em−1,γ(J×∂R3
+) + 2

∑
|α|≤m−1,α3=0

‖∂α Tr(∂pBu)‖2L2
γ(J,H1/2(∂R3

+))

≤ C‖g‖2Em,γ(J×∂R3
+) + Cr2

0

(
γ‖u‖2Hmγ,ta(Ω) +

1

γ

( 2∑
p=0

‖∂pu‖2Hm−1
γ (Ω)

+ ‖u‖2
Hm−1
γ (Ω)

))
for all γ > 0, where we also used that the trace operator commutes with tangential
derivatives.
We insert the estimates (3.49) to (3.52) into (3.48) and combine it with the induction

hypothesis to infer

‖u‖2Gm−1,γ(Ω) +

2∑
p=0

‖∂pu‖2Gm−1,γ(Ω)

≤ (Cm−1,0 + TCm−1)e(m−1)C1T
2∑
p=0

(m−2∑
j=0

(‖∂jt f1,p(0)‖2Hm−2−j(R3
+) + ‖∂jt f(0)‖2Hm−2−j(R3

+))

+ ‖g1,p‖2Em−1,γ(J×∂R3
+) + ‖g‖2Em−1,γ(J×∂R3

+) + ‖∂pu0‖2Hm−1(R3
+) + ‖u0‖2Hm−1(R3

+)

)
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+
Cm−1

γ
e(m−1)C1T

( 2∑
p=0

‖f1,p‖2Hm−1
γ (Ω)

+ ‖f‖2
Hm−1
γ (Ω)

)

≤ (C̃m,0 + TC̃m)e(m−1)C1T
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(R3
+) + ‖u0‖2Hm(R3

+)

+ ‖g‖2Em,γ(J×∂R3
+) + γ‖u‖2Hmγ,ta(Ω) +

1

γ

( 2∑
p=0

‖∂pu‖2Hm−1
γ (Ω)

+ ‖u‖2
Hm−1
γ (Ω)

))

+
C̃m
γ
e(m−1)C1T

(
‖f‖2Hmγ (Ω) +

3∑
i=0

‖∂iu‖2Gm−1,γ(Ω) + ‖u‖2Gm−1,γ(Ω))
)

≤ (C̃m,0 + TC̃m)e(m−1)C1T
(m−1∑
k=0

‖∂kt f(0)‖2Hm−1−k(R3
+) + ‖u0‖2Hm(R3

+)

+ ‖g‖2Em,γ(J×∂R3
+) + γ‖u‖2Hmγ,ta(Ω)

)
+
C̃m
γ
e(m−1)C1T ‖f‖2Hmγ (Ω)

+ C̃m
1

γ

(
‖u‖2Gm−1,γ(Ω) +

2∑
p=0

‖∂pu‖2Gm−1,γ(Ω) + ‖∂m3 u‖2G0,γ(Ω)

)
for all γ ≥ γm−1, where C̃m,0 = C̃m,0(η, τ, r0, C3.7;0,0) and C̃m = C̃m(η, τ, r, T ′, C3.7;0)
denote constants which may change from line to line. Employing estimate (3.11), we
find

‖u‖2Gm−1,γ(Ω) +

2∑
p=0

‖∂pu‖2Gm−1,γ(Ω)

≤ (C̃m,0 + TC̃m)e(m−1)C1T
(m−1∑
k=0

‖∂kt f(0)‖2Hm−1−k(R3
+) + ‖g‖2Em,γ(J×∂R3

+)

+ ‖u0‖2Hm(R3
+)

)
+
C̃m
γ
e(m−1)C1T ‖f‖2Hmγ (Ω)

+ C̃m
1

γ

(
‖u‖2Gm−1,γ(Ω) +

2∑
p=0

‖∂pu‖2Gm−1,γ(Ω) + ‖∂m3 u‖2G0,γ(Ω)

)
(3.53)

for all γ ≥ γm−1. We consequently find a number γ̃m = γ̃m(η, τ, r, T ′, γ3.7;0) such that

‖u‖2Gm−1,γ(Ω) +

2∑
p=0

‖∂pu‖2Gm−1,γ(Ω)

≤ (C̃m,0 + TC̃m)e(m−1)C1T
(m−1∑
k=0

‖∂kt f(0)‖2Hm−1−k(R3
+) + ‖g‖2Em,γ(J×∂R3

+)

+ ‖u0‖2Hm(R3
+)

)
+
C̃m
γ
e(m−1)C1T ‖f‖2Hmγ (Ω) + C̃m‖∂m3 u‖2G0,γ(Ω) (3.54)

for all γ ≥ γ̃m.
It only remains to control the G0,γ(Ω)-norm of ∂m3 u. To this purpose, we compute

∂m−1
3 Lu = ∂m−1

3

( 3∑
k=0

Ak∂ku+Du
)

=

m−1∑
j=0

(
m− 1

j

)( 3∑
k=0

∂j3Ak ∂
m−1−j
3 ∂ku+ ∂j3D∂m−1−j

3 u
)

=

m−1∑
j=1

(
m− 1

j

)( 3∑
k=0

∂j3Ak ∂k∂
m−1−j
3 u+ ∂j3D∂m−1−j

3 u
)

+ L∂m−1
3 u,
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where we employed Lemma 2.22. We conclude that ∂m−1
3 u solves the initial value

problem {
Lv = fm,3, x ∈ R3

+, t ∈ J ;

v(0) = ∂m−1
3 u0, x ∈ R3

+;

where fm,3 := ∂m−1
3 f −

∑
0<j≤m−1

(
m−1
j

)
(
∑3
k=0 ∂

j
3Ak ∂k∂

m−1−j
3 u + ∂j3D∂m−1−j

3 u).
Since

∂j3Ak, ∂
j
3D ∈ G̃m̃−j(Ω),

∂k∂
m−1−j
3 u, ∂m−1−j

3 u ∈ Gm−1−(m−1−j)(Ω) = Gj(Ω)

for all k ∈ {0, . . . , 3} and j ∈ {1, . . . ,m− 1}, Lemma 2.22 (ii) yields that

∂j3Ak∂k∂
m−1−j
3 u, ∂j3D∂

m−1−j
3 u ∈ G̃min{j,m̃−j}(Ω) ↪→ G̃1(Ω)

for all k ∈ {0, . . . , 3}, 0 < j ≤ m − 1, and γ > 0. Hence, fm,3 belongs to H1(Ω).
Moreover, Lemma 2.22 (ii) allows us to estimate

‖∂j3Ak∂k∂
m−1−j
3 u‖G1,γ(Ω) ≤ ‖∂j3Ak∂k∂

m−1−j
3 u‖Gmin{j,m̃−j},γ(Ω)

≤ C‖∂j3Ak‖Gm̃−j(Ω)‖∂k∂m−1−j
3 u‖Gj,γ(Ω)

≤ C‖Ak‖Fm̃(Ω)‖∂ku‖Gm−1,γ(Ω),

‖∂j3D∂
m−1−j
3 u‖G1,γ(Ω) ≤ C‖D‖Fm̃(Ω)‖u‖Gm−1,γ(Ω)

for all k ∈ {0, . . . , 3}, 0 < j ≤ m− 1, and γ > 0. We conclude that

‖fm,3‖H1
γ(Ω) ≤ ‖f‖Hmγ (Ω) + C

√
Tr
( 3∑
k=0

‖∂ku‖Gm−1,γ(Ω) + ‖u‖Gm−1,γ(Ω)

)
,

‖fm,3‖2H1
γ(Ω) ≤ C‖f‖

2
Hmγ (Ω) + CTr2

(
‖u‖2Gm−1,γ(Ω) +

2∑
k=0

‖∂ku‖2Gm−1,γ(Ω)

)
+ CTr2‖∂m3 u‖2G0,γ(Ω) (3.55)

for all γ > 0. As ∂j3Ak(0) is an element of Hm̃−1−j(R3
+) and ∂m−1−j

3 ∂ku(0) of Hj(R3
+),

Lemma 2.22 (v) yields

‖∂j3Ak(0)∂m−1−j
3 ∂ku(0)‖L2(R3

+)

≤ C‖∂j3Ak(0)‖Hm̃−1−j(R3
+)‖∂

m−1−j
3 ∂ku(0)‖Hj(R3

+)

≤ C‖∂j3Ak(0)‖Hm̃−1−j(R3
+)(‖∂

m−1−j
3 Sm,1(0, A0, . . . , A3, D, f, u0)‖Hj(R3

+)

+

2∑
p=1

‖∂m−1−j
3 ∂pu0‖Hj(R3

+))

≤ C‖Ak(0)‖F 0
m̃−1(R3

+)(‖Sm,1(0, A0, . . . , A3, D, f, u0)‖Hm−1(R3
+) + ‖u0‖Hm(R3

+))

≤ CC2.33;m,1r0(‖f(0)‖Hm−1(R3
+) + ‖u0‖Hm(R3

+))

for all k ∈ {0, . . . , 3} and j ∈ {1, . . . ,m − 1}, where C2.33;m,1 = C2.33;m,1(η, r0) is the
constant from Lemma 2.33. Analogously, we obtain

‖∂j3D(0)∂m−1−j
3 u(0)‖L2(R3

+) ≤ Cr0‖u0‖Hm(R3
+)

for all j ∈ {1, . . . ,m− 1}. We thus infer

‖fm,3(0)‖2L2(R3
+) ≤ C̃0(‖f(0)‖2Hm−1(R3

+) + ‖u0‖2Hm(R3
+)) (3.56)

with a constant C̃0 = C̃0(η, r0).
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We recapitulate that the function ∂m−1
3 u ∈ G1(Ω) solves (3.17) with differential

operator L(A0, . . . , A3, D), inhomogeneity fm,3 ∈ H1(Ω), and initial value ∂m−1
3 u0 ∈

H1(R3
+). So Lemma 3.11 tells us that

‖∂3∂
m−1
3 u‖2G0,γ(Ω)

≤ (C1,0 + TC1)eC1T
( 2∑
j=0

‖∂j∂m−1
3 u‖2G0,γ(Ω) + ‖fm,3(0)‖2L2(R3

+) + ‖∂m−1
3 u0‖2H1(R3

+)

)
+
C1

γ
eC1T ‖fm,3‖2H1

γ(Ω)

for all γ ≥ 1. Combined with (3.55) and (3.56) the above inequality implies

‖∂m3 u‖2G0,γ(Ω)

≤ (C̃m,0 + TC̃m)eC1T
(
‖u‖2Gm−1,γ(Ω) +

2∑
j=0

‖∂ju‖2Gm−1,γ(Ω) + ‖f(0)‖2Hm−1(R3
+)

+ ‖u0‖2Hm(R3
+)

)
+
C̃m
γ

(‖f‖2Hmγ (Ω) + ‖∂m3 u‖2G0,γ(Ω)) (3.57)

for all γ ≥ 1. We then use (3.57) to estimate

‖u‖2Gm,γ(Ω) ≤ ‖u‖
2
Gm−1,γ(Ω) +

2∑
k=0

‖∂ku‖2Gm−1,γ(Ω) + ‖∂m3 u‖2G0,γ(Ω)

≤ (C̃m,0 + TC̃m)eC1T
( 2∑
j=0

‖∂ju‖2Gm−1,γ(Ω) + ‖u‖2Gm−1,γ(Ω)

)
+
C̃m
γ
‖∂m3 u‖2G0,γ(Ω)

+ (C̃m,0 + TC̃m)eC1T
(
‖f(0)‖2Hm−1(R3

+) + ‖u0‖2Hm(R3
+)

)
+
C̃m
γ
‖f‖2Hmγ (Ω)

for all γ ≥ 1. Together with (3.54), it follows

‖u‖2Gm,γ(Ω) ≤ (C̃m,0 + TC̃m)emC1T
(m−1∑
k=0

‖∂kt f(0)‖2Hm−1−k(R3
+) + ‖g‖2Em,γ(J×∂R3

+)

+ ‖u0‖2Hm(R3
+)

)
+
C̃m
γ

(
‖f‖2Hmγ (Ω) + ‖∂m3 u‖2G0,γ(Ω)

)
(3.58)

for all γ ≥ γ̃m. We define Cm,0 = Cm,0(η, τ, r0, C3.7;0,0), Cm = Cm(η, τ, r, T ′, C3.7;0),
and γm = γm(η, τ, r, T ′, γ3.7;0) by

Cm,0 = 2C̃3.58;m,0, Cm = 2C̃3.58;m, γm = max{γ̃m, 2C̃3.58;m},

where C̃3.58;m,0 = C̃3.58;m,0(η, τ, r0, C3.7;0,0) and C̃3.58;m = C̃3.58;m(η, τ, r, T ′, C3.7;0)
are the corresponding constants from the right-hand side of (3.58). Consequently, we
have C̃3.58;mγ

−1 ≤ 1
2 for all γ ≥ γm, so that we conclude
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‖u‖2Gm,γ(Ω) ≤ (Cm,0 + TCm)emC1T
(m−1∑
k=0

‖∂kt f(0)‖2Hm−1−k(R3
+) + ‖g‖2Em,γ(J×∂R3

+)

+ ‖u0‖2Hm(R3
+)

)
+
Cm
γ
‖f‖2Hmγ (Ω)

for all γ ≥ γm.





4

Regularity of the solution of the
linearized problem

In this section we establish that for all m ∈ N the solution of (3.2) with data u0 ∈
Hm(R3

+), g ∈ Em(J × ∂R3
+), and f ∈ Hm(Ω) indeed belongs to Gm(Ω) if data and

coefficients satisfy the compatibility conditions. At the same time we expand the class
of allowed coefficients from F cp

m (Ω) to F c
m(Ω).

As one might expect, the proofs which lead to this result involve several regular-
ization steps. The idea is, roughly speaking, that a regularized solution of (3.2) still
solves (3.2) with modified data. The a priori estimates from Chapter 3 can then be
applied to this regularized solution and they will eventually lead to convergence of a
sequence of regularized solutions to the original solution in a higher order norm.
However, we cannot simply apply a standard mollifier since convolution in x3-

direction would violate the boundary condition. Analogously, convolution in time
causes serious problems due to the shift of the initial value. In fact, this shift prevents
the convergence of the approximating sequence so that we cannot gain regularity in
this way.
We will therefore use another approach to obtain regularity in time (see Lemma 4.7

below). The regularity in space then follows in two steps. First we use a mollifier in
the spatial tangential variables. Then, having the regularity in all tangential variables,
we apply a mollifier in all space variables and employ the estimates for the solution of
the initial value problem (3.17).

4.1 Regularity in space

In this section we show that regularity of the solution in time implies regularity in
space. The intuitive idea for that purpose is to apply a mollifier in spatial variables
and apply our a priori estimates to the regularized solution. However, since we are
treating a characteristic problem, there are several difficulties. As mentioned in the
introduction, in the noncharacteristic case it is enough to mollify in spatial tangen-
tial variables as every appearing derivative in normal direction can be expressed by
derivatives in tangential directions and lower order terms. The lack of such an explicit
representation makes it necessary to mollify also in the normal direction. It is then
crucial to avoid a loss of regularity across the boundary.
In order to regularize in spatially tangential variables, we introduce a family of norms

which is highly suitable for that task. This family of norms has successfully been
applied to gain regularity in noncharacteristic problems. Dealing with a characteristic
problem, we have to avoid normal derivatives in the arising commutator terms. We
will show that the structure of the variable coefficients Maxwell operator allows us to
do so.
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We start by reducing the question of spatial regularity to the question of regularity
in x1- and x2-direction, cf. Lemma 3.11. To that purpose we apply a mollifier Mε in
all spatial directions to a solution of (3.2) with regular data. However, this may lead
to a loss of regularity across the boundary. We therefore shift the complete problem
in negative x3-direction. By means of our a priori estimate from Lemma 3.11 and
commutator estimates from the paradifferential caluculus, we then obtain additional
regularity for the restrictions of u to a family of subsets of R3

+. In a second step we
show that this result is enough to infer that the function u has the desired regularity
in x3-direction.

Lemma 4.1. Let η, τ > 0, m ∈ N, and m̃ = max{m, 3}. Take A0 ∈ F cp
m̃,η(Ω),

A1, A2 ∈ F cp
m̃,coeff(Ω), A3 ∈ F cp

m̃,coeff,τ (Ω), and D ∈ F cp
m̃ (Ω). Pick f ∈ Hm(Ω), and

u0 ∈ Hm(R3
+). Let u be a solution of the linear initial value problem (3.17) with

differential operator L = L(A0, . . . , A3, D), inhomogeneity f , and initial value u0.
Assume that u belongs to

⋂m
j=1 C

j(J,Hm−j(R3
+)).

Take k ∈ {1, . . . ,m} and a multiindex α ∈ N4
0 with |α| = m, α0 = 0, and α3 = k.

Suppose that ∂βu is contained in G0(Ω) for all β ∈ N4
0 with |β| = m and β3 ≤ k − 1.

Then ∂αu is an element of G0(Ω).

Proof. I) We have to start with several preparations. Let ρ ∈ C∞c (R3) be a positive
function with

∫
R3 ρ(x)dx = 1 and supp ρ ⊆ B(0, 1). We denote the convolution oper-

ator with kernel ρε = ε−3ρ(ε−1·) by Mε for all ε > 0, where the convolution is taken
over R3. We further define

Eτv(x) = v(x1, x2, x3 + τ) (4.1)

for all v ∈ L1
loc(R3

+), τ > 0, and for almost all x ∈ R2 × (−τ,∞). Clearly, Eτ belongs
to L(W l,p(R3

+),W l,p(R2 × (−τ,∞))) and

∂α̃Eτv = Eτ∂
α̃v

for all α̃ ∈ N4
0 with |α̃| ≤ l, l ∈ N0, 1 ≤ p ≤ ∞, and τ > 0. If v ∈ L1

loc(R3), we further
define Eτv by formula (4.1) for all τ ∈ R.
Let ZU denote the operator which maps each L1

loc(U)-function to its zero-extension
on R3, where U is a subdomain of R3. In the following it will always be clear to which
domain U we refer so that we will drop the index U . Let v ∈ L2(R3

+) and ψ ∈ H1
0 (R3

+).
Observe that

〈Eδv, ψ〉H−1(R3
+)×H1

0 (R3
+)

=

∫
R3

+

v(x1, x2, x3 + δ)ψ(x)dx =

∫
R2×(δ,∞)

v(x)ψ(x1, x2, x3 − δ)dx

=

∫
R3

+

v(x)(Zψ)(x1, x2, x3 − δ)dx = 〈v,E−δZψ〉H−1(R3
+)×H1

0 (R3
+)

for all δ > 0. Note moreover that RE−δZ maps H1
0 (R3

+) continuously into itself, where
R is the restriction to R3

+. We therefore define - with a small abuse of notation - the
map

Eδ : H−1(R3
+)→ H−1(R3

+),

〈Eδv, ψ〉H−1(R3
+)×H1

0 (R3
+) = 〈v,E−δZψ〉H−1(R3

+)×H1
0 (R3

+) for all ψ ∈ H1
0 (R3

+)

for all δ > 0. Since partial derivatives commute with E−δZ on H1
0 (R3

+), we deduce
the equality

∂jEδv = Eδ∂jv (4.2)

for all v ∈ L2(R3
+) and δ > 0.
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We next take a closer look on the convolution operator Mε, which is defined for
functions in L1

loc(R3). We want to extend this operator in a sense to functions in
L1
loc(R3

+). To that purpose, let 0 < ε < δ. For functions v in L1
loc(R3

+) we will employ
the regularization

RMεEδZv = (MεEδZv)|R3
+
.

Usually, it is clear from the context whether we consider MεEδZv as a function on R3
+

or R3 and we will not write down the restriction to R3
+ explicitly in these cases.

It is easy to see that if v has a weak derivative in R3
+, then also MεEδZv has a weak

derivative in R3
+ and

∂jMεEδv = MεEδ∂jv

for all j ∈ {1, 2, 3}.
We define ρ̃ by ρ̃(x) = ρ(−x) for all x ∈ R3. The convolution operator with kernel

ρ̃ε is denoted by M̃ε for all ε > 0. Let v ∈ L2(R3
+) and ψ ∈ H1

0 (R3
+). Let 0 < ε < δ.

We then compute

〈MεEδv, ψ〉H−1(R3
+)×H1

0 (R3
+) =

∫
R3

+

MεEδv(x)ψ(x)dx

=

∫
R3

∫
R3

ρε(x− y)EδZv(y)Zψ(x)dydx =

∫
R3

∫
R3

ρ̃ε(y − x)Zψ(x)dxEδZv(y)dy

=

∫
R3

M̃εZψ(y)EδZv(y)dy =

∫
R2×(−δ,∞)

M̃εZψ(y)v(y + δ e3)dy

=

∫
R3

+

(M̃εZψ)(y − δ e3)v(y)dy = 〈v,E−δM̃εZψ〉H−1(R3
+)×H1

0 (R3
+).

As above, E−δM̃εZ maps H1
0 (R3

+) continuously into itself. Hence, the operator

MεEδ : H−1(R3
+)→ H−1(R3

+),

〈MεEδv, ψ〉H−1(R3
+)×H1

0 (R3
+) = 〈v,E−δM̃εZψ〉H−1(R3

+)×H1
0 (R3

+) (4.3)

continuously extends the mapMεEδ which was initially defined on L2(R3
+). We deduce

the identity

∂jMεEδv = Mε∂jEδv = MεEδ∂jv

by duality for all j ∈ {1, 2, 3} and v ∈ L2(R3
+) using that the partial derivative

commutes with M̃ε, E−δ, and Z on H1
0 (R3

+).
We further note that for A ∈W 1,∞(R3

+) and v ∈ H−1(R3
+) we have

〈(EδA)Eδv, ψ〉H−1(R3
+)×H1

0 (R3
+) = 〈Eδv, (EδA)ψ〉H−1(R3

+)×H1
0 (R3

+)

= 〈v,E−δZ((EδA)ψ)〉H−1(R3
+)×H1

0 (R3
+) = 〈v,AE−δZψ〉H−1(R3

+)×H1
0 (R3

+)

= 〈Av,E−δZψ〉H−1(R3
+)×H1

0 (R3
+) = 〈Eδ(Av), ψ〉H−1(R3

+)×H1
0 (R3

+)

for all ψ ∈ H1
0 (R3

+), i.e.,

(EδA)Eδv = Eδ(Av) (4.4)

in H−1(R3
+).

II) Let 0 < ε < δ. Set α′ = α − e3 ∈ N4
0 and note that |α′| = m − 1 and

α′3 = k − 1. In particular, ∂α
′
u belongs to G0(Ω). Due to the mollifier the function

MεEδ∂
α′u belongs to C1(J,H1(R3

+)) ↪→ G1(Ω), MεEδ∂
α′u0 is an element of H1(R3

+),
L(EδA0, . . . , EδA3, EδD)MεEδ∂

α′u is contained in G0(Ω), and

Div(EδA1, EδA2, EδA3)L(EδA0, . . . , EδA3, EδD)MεEδ∂
α′u
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in L2(Ω). We want to apply estimate (3.18) from Lemma 3.11 with differential operator
L(EδA0, . . . , EδA3, EδD) to MεEδ∂

α′u. To that purpose, we have to deal with the
terms

‖L(EδA0, . . . EδA3, EδD)MεEδ∂
α′u‖G0,γ(Ω)

and
‖Div(EδA1, EδA2, EδA3)L(EδA0, . . . EδA3, EδD)MεEδ∂

α′u‖L2
γ(Ω)

for γ ≥ 1. We fix such a parameter γ and compute

fδ,εα′ := L(EδA0, . . . , EδA3, EδD)MεEδ∂
α′u (4.5)

= L(EδA0, . . . , EδA3, EδD)MεEδ∂
α′u−Mε(L(EδA0, . . . , EδA3, EδD)Eδ∂

α′u)

+MεEδ

(
∂α
′
f −

3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂βAj∂j∂

α′−βu−
∑

0<β≤α′

(
α′

β

)
∂βD∂α

′−βu
)

=

3∑
i=0

((EδAi)Mε∂i −Mε((EδAi)∂i)Eδ∂
α′u+ ((EδD)Mε −Mε(EδD))Eδ∂

α′u

+MεEδ

(
∂α
′
f −

3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂βAj∂j∂

α′−βu−
∑

0<β≤α′

(
α′

β

)
∂βD∂α

′−βu
)
,

where we exploited the results from step I) and Lemma 3.4. We point out that ∂t∂α
′
u is

an element of G0(Ω) as u is contained in
⋂m
j=1 C

j(J,Hm−j(R3
+)). Therefore, ∂tEδ∂α

′
u

and EδA0∂tEδ∂
α′u map the compact interval J continuously into L2(R3

+), implying
that the functions Mε∂tEδ∂

α′u and Mε((EδA0)∂tEδ∂
α′u) converge to ∂tEδ∂α

′
u re-

spectively (EδA0)∂tEδ∂
α′u in G0(Ω). We thus obtain that

‖(EδA0)Mε∂tEδ∂
α′u−Mε((EδA0)∂tEδ∂

α′u)‖G0,γ(Ω) −→ 0 (4.6)

as ε→ 0. Analogously, we derive

‖(EδD)Mε∂
α′u−Mε(EδD)∂α

′
u‖G0,γ(Ω) −→ 0 (4.7)

as ε→ 0. For the remaining commutator terms we employ estimates for the commuta-
tor of a W 1,∞-function with a mollifier. Take j ∈ {1, 2, 3}. To match the assumptions
of these commutator estimates, we now extend the coefficient Aj by reflection at ∂R3

+

to a function in W 1,∞(R3) which we still denote by Aj . We then note - as EδZ∂α
′
u(t)

is an element of L2(R3) - that

(EδAj)Mε∂jEδZ∂
α′u(t)−Mε((EδAj)∂jEδZ∂

α′u(t)) (4.8)

defines an element of H−1(R3), whose restriction to R3
+ coincides with

(EδAj)Mε∂jEδ∂
α′u(t)−Mε((EδAj)∂jEδ∂

α′u(t))

in H−1(R3
+) for all t ∈ J . But on R3 we can apply Theorem C.14 of [BGS07], which

tells us that the difference in (4.8) is contained in L2(R3). In particular, its restriction
to R3

+ belongs to L2(R3
+) and we derive

‖(EδAj)Mε∂jEδ∂
α′u(t)−Mε((EδAj)∂jEδ∂

α′u(t))‖L2(R3
+)

≤ ‖(EδAj)Mε∂jEδZ∂
α′u(t)−Mε((EδAj)∂jEδZ∂

α′u(t))‖L2(R3)

≤ C‖EδAj‖W 1,∞(R3)‖EδZ∂α
′
u(t)‖L2(R3)

≤ C ‖Aj‖W 1,∞(R3
+) ‖∂α

′
u(t)‖L2(R3

+), (4.9)

lim
ε→0
‖(EδAj)Mε∂jEδZ∂

α′u(t)−Mε((EδAj)∂jEδZ∂
α′u(t))‖L2(R3

+) = 0 (4.10)
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from Theorem C.14 in [BGS07] for all t ∈ J . Replacing u(t) by u(t)−u(s) in (4.9) for
t, s ∈ J , the continuity of u on the compact interval J and a standard compactness
argument yield that the convergence in (4.10) is also uniform in t, i.e.,

‖(EδAj)Mε∂jEδ∂
α′u−Mε((EδAj)∂jEδ∂

α′u)‖G0,γ(Ω) −→ 0 (4.11)

as ε → 0. Next we take j = 0 and note that ∂tu is contained in Gm−1(Ω) by as-
sumption. Consequently, ∂t∂α

′−βu is an element of G|β|(Ω) while ∂βA0 belongs to
G̃m̃−|β|(Ω) ↪→ Gm̃−1−|β|(Ω) for all β ∈ N4

0 with 0 < β ≤ α′. Lemma 2.22 (i) thus
shows that ∑

0<β≤α′

(
α

β

)
∂βA0∂t∂

α′−βu ∈ G0(Ω).

We deduce ∑
0<β≤α′

(
α

β

)
∂βD∂α

′−βu ∈ G0(Ω)

in the same way. Now take j ∈ {1, 2, 3}. Then ∂βAj belongs to Gm̃−|β|(Ω) and
∂j∂

α′−βu is an element of G|β|−1(Ω) for all β ∈ N4
0 with 0 < β ≤ α′. Lemma 2.22 (i)

applies again and it yields that

3∑
j=0

∑
0<β≤α′

(
α

β

)
∂βAj∂j∂

α′−βu ∈ G0(Ω).

Since f has a representative in Gm−1(Ω), we conclude that the term

fα′ := ∂α
′
f −

3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂βAj∂j∂

α′−βu−
∑

0<β≤α′

(
α′

β

)
∂βD∂α

′−βu

is an element of C(J, L2(R3
+)). Since J is compact, we infer as above that

MεEδfα′ −→ Eδfα′

in G0(Ω) as ε → 0. Combining this fact with (4.5), (4.6), (4.7), and (4.11), we thus
arrive at

‖fδ,εα′ − Eδfα′‖G0,γ(Ω) −→ 0 (4.12)

as ε→ 0.
To deal with the term Div(EδA1, EδA2, EδA3)L(EδA0, . . . , EδA3, EδD)MεEδ∂

α′u,
we fix the functions µlj ∈ F cp

m̃,1(Ω) ∩Wm+1,∞(R3
+) with

Aj =

3∑
l=1

Aco
l µlj

for all j ∈ {1, 2, 3} which exist by the definition of F cp
m̃,coeff(Ω) respectively F cp

m̃,coeff,τ (Ω).
We set

µ̃ =

(
µ 0
0 µ

)
and compute

(Eδµ̃)T∇L(EδA0, . . . , EδA3, EδD)MεEδ∂
α′u

= (Eδµ̃)T∇
( 3∑
j=0

(EδAj)∂jMεEδ∂
α′u
)

+ (Eδµ̃)T∇((EδD)MεEδ∂
α′u)
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=

3∑
j=0

(Eδµ̃)T (Eδ∇Aj)∂jMεEδ∂
α′u+ (Eδµ̃)T (Eδ∇D)MεEδ∂

α′u (4.13)

+ Eδ(µ̃
TA0)∇MεEδ∂t∂

α′u+ Eδ(µ̃
TD)∇MεEδ∂

α′u+

3∑
j=1

Eδ(µ̃
TAj)∇∂jMεEδ∂

α′u,

where we again exploited the results from step I). We set

Λδ,ε =

3∑
j=0

(Eδµ̃)T (Eδ∇Aj)∂jMεEδ∂
α′u+ (Eδµ̃)T (Eδ∇D)MεEδ∂

α′u

+ Eδ(µ̃
TA0)∇MεEδ∂t∂

α′u+ Eδ(µ̃
TD)∇MεEδ∂

α′u

and note that (3.26) and (3.27) show

3∑
k=1

( 3∑
j=1

Eδ(µ̃
TAj)∇∂jMεEδ∂

α′u
)
kk

= 0,

3∑
k=1

( 3∑
j=1

Eδ(µ̃
TAj)∇∂jMεEδ∂

α′u
)

(k+3)k
= 0.

We thus obtain that

Div(EδA1, EδA2, EδA3)L(EδA0, . . . , EδA3, EδD)MεEδ∂
α′u =

( 3∑
k=1

Λδ,εkk ,

3∑
k=1

Λδ,ε(k+3)k

)
.

(4.14)
We rewrite Λδ,ε in the form

Λδ,ε =

3∑
j=0

[Eδ(µ̃
T∇Aj),Mε]∂jEδ∂

α′u+ [Eδ(µ̃
T∇D),Mε]Eδ∂

α′u

+ [Eδ(µ̃
TA0),Mε]∇Eδ∂t∂α

′
u+ [Eδ(µ̃

TD),Mε]∇Eδ∂α
′
u

+MεEδ

( 3∑
j=0

µ̃T∇Aj∂j∂α
′
u+ µ̃T∇D∂α

′
u+ µ̃TA0∇∂t∂α

′
u+ µ̃TD∇∂α

′
u
)
.

We introduce the function

f̃α′ =
∑

0<β≤α′

(
α′

β

)
∂β(µ̃TA0)∇∂α

′−β∂tu+
∑

0<β≤α′

(
α′

β

)
∂β(µ̃TD)∇∂α

′−βu

+

3∑
j=0

∑
0<β≤α′

(
α′

β

)
∂β(µ̃T∇Aj)∂α

′−β∂ju+
∑

0<β≤α′

(
α′

β

)
∂β(µ̃T∇D)∂α

′−βu.

As u and ∂tu are contained in C(J,Hm−1(R3
+)), Lemma 2.22 implies that the function

f̃α′ is an element of L2(Ω). With this definition at hand, we write Λδ,ε in the form

Λδ,ε =

3∑
j=0

[Eδ(µ̃
T∇Aj),Mε]∂jEδ∂

α′u+ [Eδ(µ̃
T∇D),Mε]Eδ∂

α′u

+ [Eδ(µ̃
TA0),Mε]∇Eδ∂t∂α

′
u+ [Eδ(µ̃

TD),Mε]∇Eδ∂α
′
u

+ ∂α
′
MεEδ

( 3∑
j=0

µ̃T∇Aj∂ju+ µ̃T∇Du+ µ̃TA0∇∂tu+ µ̃TD∇u
)
−MεEδ f̃α′

=

3∑
j=0

[Eδ(µ̃
T∇Aj),Mε]∂jEδ∂

α′u+ [Eδ(µ̃
T∇D),Mε]Eδ∂

α′u
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+ [Eδ(µ̃
TA0),Mε]∇Eδ∂t∂α

′
u+ [Eδ(µ̃

TD),Mε]∇Eδ∂α
′
u+ ∂α

′
MεEδ(µ̃

T∇f)

−MεEδ f̃α′ −
3∑
j=1

∂α
′
MεEδ(µ̃

TAj∇∂ju)

=: Λ̃δ,ε −
3∑
j=1

∂α
′
MεEδ(µ̃

TAj∇∂ju).

The cancellation properties of the differential operator established in (3.26) and (3.27)
imply

( 3∑
k=1

Λδ,εkk ,

3∑
k=1

Λδ,ε(k+3)k

)
=
( 3∑
k=1

Λ̃δ,εkk ,

3∑
k=1

Λ̃δ,ε(k+3)k

)
.

In view of (4.14), we conclude that

Div(EδA1, EδA2, EδA3)L(EδA0, . . . , EδA3, EδD)MεEδ∂
α′u

=
( 3∑
k=1

Λ̃δ,εkk ,

3∑
k=1

Λ̃δ,ε(k+3)k

)
. (4.15)

Since ∂t∂α
′
u and ∂α

′
u belong to C(J, L2(R3

+)) and ∇A0 and ∇D are contained in
L∞(Ω), we have

[Eδ(µ̃
T∇A0),Mε]∂tEδ∂

α′u+ [Eδ(µ̃
T∇D),Mε]Eδ∂

α′u −→ 0 (4.16)

in L2(Ω) as ε tends to zero. Exploiting that ∇Aj , A0, D, and µ̃ belong to W 1,∞(Ω)

for j ∈ {1, 2, 3}, that ∂α′u and ∂t∂α
′
u are elements of C(J, L2(R3

+)), and arguing as
in (4.9) and (4.10), we also infer

3∑
j=1

[Eδ(µ̃
T∇Aj),Mε]∂jEδ∂

α′u+ [Eδ(µ̃
TA0),Mε]∇Eδ∂t∂α

′
u

+ [Eδ(µ̃
TD),Mε]∇Eδ∂α

′
u −→ 0 (4.17)

in L2(Ω) as ε→ 0. We recall that f̃α′ belongs to L2(Ω) and µ̃T∇f to Hm−1(Ω). The
definition of Λ̃δ,ε, (4.15), (4.16), and (4.17) thus imply that

Div(EδA1, EδA2, EδA3)L(EδA0, . . . , EδA3, EδD)MεEδ∂
α′u (4.18)

−→ Eδ

( 3∑
k=1

(f̃α′ + ∂α
′
(µ̃T∇f))kk,

3∑
k=1

(f̃α′ + ∂α
′
(µ̃T∇f))(k+3)k

)
=: Eδfdiv,α′

in L2(Ω) as ε→ 0.
We point out that we have shown among other things that fδ,εα′ belongs to G0(Ω)

and Div(EδA1, EδA2, EδA3)fδ,εα′ is contained in L2(Ω) for all 0 < ε < δ. Moreover,
MεEδ∂

α′u0 ∈ H1(R3
+) and MεEδ∂

α′u belongs to C1(J, L2(R3
+)) ∩ C(J,H1(R3

+)) =
G1(Ω) for all 0 < ε < δ.
Next take η, r > 0 with A0 ≥ η, ‖Ai‖W 1,∞(Ω) ≤ r, and ‖D‖W 1,∞(Ω) ≤ r for all i ∈
{0, . . . , 3}. Note that we particularly have ‖Ai(0)‖L∞(R3

+) ≤ r and ‖D(0)‖L∞(R3
+) ≤ r

for i ∈ {0, . . . , 3}.
Now let δ > 0 and take nδ ∈ N with 1

nδ
< δ. Fix a number γ ≥ 1 and define the

constant C ′ = C ′(η, r, T ) by

C ′ =
(
C3.11;1,0 + TC3.11;1 +

C3.11;1

γ

)
eC3.11;1T (4.19)
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where C3.11;1,0 = C3.11;1,0(η, r) and C3.11;1 = C3.11;1(η, r, T ) are the corresponding
constants from Lemma 3.11. Observe that MεEδ∂

α′u solves the initial value prob-
lem (3.17) with differential operator L(EδA0, . . . , EδA3, EδD), inhomogeneity fδ,εα′ and
initial value MεEδu0 for each ε ∈ (0, δ). Moreover,

‖EδAi‖W 1,∞(Ω) ≤ r, ‖EδD‖W 1,∞(Ω) ≤ r,
‖EδAi(0)‖L∞(R3

+) ≤ r, ‖EδD(0)‖L∞(R3
+) ≤ r,

for all δ > 0 and i ∈ {0, . . . , 3}. Lemma 3.11 thus shows

‖∇(M 1
n
Eδ∂

α′u−M 1
k
Eδ∂

α′u)‖2G0,γ(Ω)

≤ C ′
( 2∑
j=0

‖(M 1
n
−M 1

k
)∂jEδ∂

α′u‖2G0,γ(Ω) + ‖fδ,
1
n

α′ − f
δ, 1k
α′ ‖

2
G0,γ(Ω) (4.20)

+ ‖Div(EδA1, EδA2, EδA3)(f
δ, 1n
α′ − f

δ, 1k
α′ )‖2L2

γ(Ω) + ‖(M 1
n
−M 1

k
)Eδ∂

α′u0‖2H1(R3
+)

)
,

for all n, k ∈ N with n, k ≥ nδ. We will next show that the right-hand side of (4.20)
converges to 0 as n, k →∞.
As ∂jM 1

n
Eδ∂

α′u0 = M 1
n
Eδ∂j∂

α′u0 for all j ∈ {1, 2, 3} on R3
+ and Z∂j∂

α′u0 ∈
L2(R3), we infer

M 1
n
Eδ∂

α′u0 −→ Eδ∂
α′u0 (4.21)

in H1(R3
+) as n → ∞. We remark that the translation operator Eδ is crucial here

since otherwise we could not commute the derivative with the mollifier in L2(R3
+). We

highlight this fact only at this place but of course the translation operator is always
essential when we commute mollifier and derivative on the half-space.
Analogously, we have ∂jEδ∂α

′
u = Eδ∂j∂

α′u on R3
+ for all j ∈ {0, 1, 2, 3}. As

Eδ∂j∂
α′u belongs to C(J, L2(R3

+)) for j ∈ {0, 1, 2}, the set {EδZ∂j∂α
′
u(t) : t ∈ J} is

compact in L2(R3
+). Therefore, the functions M 1

n
Eδ∂j∂

α′u converge to Eδ∂j∂α
′
u in

L2(R3
+) uniformly in t ∈ J as n→∞, so that

2∑
j=0

‖M 1
n
∂jEδ∂

α′u− ∂jEδ∂α
′
u‖G0,γ(Ω) −→ 0 (4.22)

as n→∞.
The same argument shows that

‖M 1
n
Eδ∂

α′u− Eδ∂α
′
u‖G0,γ(Ω) −→ 0 (4.23)

as n→∞.
The formulas (4.20) to (4.22) as well as (4.12) and (4.18) imply that the sequence

(∇M 1
n
Eδ∂

α′u)n≥nδ is a Cauchy sequence in G0(Ω). In (4.23) we have seen that
(M 1

n
Eδ∂

α′u)n≥nδ converges to Eδ∂α
′
u in G0(Ω). We conclude that Eδ∂α

′
u belongs

to C(J,H1(R3
+)) and that

‖∇M 1
n
Eδ∂

α′u−∇Eδ∂α
′
u‖G0,γ(Ω) −→ 0 (4.24)

as n→∞ for all δ > 0.
As in (4.20), Lemma 3.11 yields with γ = 1

‖∇M 1
n
Eδ∂

α′u‖2G0,γ(Ω) ≤ C
′
( 2∑
j=0

‖M 1
n
∂jEδ∂

α′u‖2G0,γ(Ω) + ‖fδ,
1
n

α′ ‖
2
G0,γ(Ω) (4.25)

+ ‖Div(EδA1, EδA2, EδA3)f
δ, 1n
α′ ‖

2
L2
γ(Ω) + ‖M 1

n
Eδ∂

α′u0‖2H1(R3
+)

)
,
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for all n ∈ N with n−1 ≤ δ, where the constant C ′ was introduced in (4.19). Recall
that fδ,1/nα′ was defined in (4.5). In (4.24) we have seen that (∇M 1

n
Eδ∂

α′u)n converges
to ∇Eδ∂α

′
u in G0(Ω) as n → ∞. In the limit n → ∞, the estimate (4.25) thus leads

to

‖∇Eδ∂α
′
u‖2G0,γ(Ω) ≤ C

′
( 2∑
j=0

‖∂jEδ∂α
′
u‖2G0,γ(Ω) + ‖Eδfα′‖2G0,γ(Ω) + ‖Eδfdiv,α′‖2L2

γ(Ω)

+ ‖Eδ∂α
′
u0‖2H1(R3

+)

)
, (4.26)

where we also employed (4.12), (4.18), and (4.21) to (4.24).
III) We next show that ∂α

′
u(t) is an element of H1(R3

+) for all t ∈ J . Note that
we only have to prove that ∂3∂

α′u(t) belongs to L2(R3
+) for this claim. We abbreviate

R2 × (δ,∞) by R3
δ and denote the restriction operator to R3

δ by Rδ for all δ > 0. In
the next step we show that Rδu(t) belongs to H1(R3

δ) for all δ > 0.
Fix δ > 0 and t ∈ J . Let ϕ ∈ C∞c (R3

δ). We compute∫
R3
δ

Rδ∂
α′u(t, x)∂3ϕ(x)dx =

∫
R3

+

Eδ∂
α′u(t, x)∂3Eδϕ(x)dx

= −
∫
R3

+

∂3Eδ∂
α′u(t, x)Eδϕ(x)dx = −

∫
R3
δ

E−δZ∂3Eδ∂
α′u(t, x)ϕ(x)dx,

using that Eδϕ ∈ C∞c (R3
+). It follows

∂3Rδ∂
α′u(t) = E−δZ∂3Eδ∂

α′u(t) ∈ L2(R2 × (δ,∞)) (4.27)

as ∂3Eδ∂
α′u(t) ∈ L2(R3

+).
Next pick δ > δ and ϕ ∈ C∞c (R3

δ
). We compute∫

R3
δ

Rδ∂3Rδ∂
α′u(t, x)ϕ(x)dx =

∫
R3
δ

∂3Rδ∂
α′u(t, x)Zϕ(x)dx

= −
∫
R3
δ

Rδ∂
α′u(t, x)Z∂3ϕ(x)dx = −

∫
R3
δ

Rδ∂
α′u(t, x)∂3ϕ(x)dx

=

∫
R3
δ

∂3Rδ∂
α′u(t, x)ϕ(x)dx,

where we exploited that supp(ϕ) b R3
δ
. Since ϕ ∈ C∞c (R3

δ
) was arbitrary, we conclude

∂3Rδ∂
α′u(t) = ∂3Rδ∂

α′u(t) on R3
δ
. In particular, we can define the function v(t) ∈

L1
loc(R3

+) by setting

v(t, x) = ∂3Rδ∂
α′u(t, x) for all x ∈ R3

δ and δ > 0.

Take ϕ ∈ C∞c (R3
+). Fix a number τ > 0 with dist(supp(ϕ), ∂R3

+) > τ , i.e.,
supp(ϕ) b R3

τ . We then deduce∫
R3

+

∂α
′
u(t, x)∂3ϕ(x)dx =

∫
R3
τ

Rτ∂
α′u(t, x)∂3ϕ(x)dx = −

∫
R3
τ

∂3Rτ∂
α′u(t, x)ϕ(x)dx

= −
∫
R3
τ

v(t, x)ϕ(x)dx = −
∫
R3

+

v(t, x)ϕ(x)dx.

This means that ∂3∂
α′u(t) = v(t) ∈ L1

loc(R3
+).

We further note that Z∂3Rδ∂
α′u(t) converges pointwise almost everywhere on R3

+

to v(t) = ∂3∂
α′u(t) as δ → 0. Using (4.27), we further infer

‖Z∂3Rδ∂
α′u(t)‖2L2(R3

+) =

∫
R3
δ

|E−δZ∂3Eδ∂
α′u(t, x)|2dx =

∫
R3

+

|∂3Eδ∂
α′u(t, x)|2dx
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= ‖∂3Eδ∂
α′u(t)‖2L2(R3

+). (4.28)

Let (δn)n be a null-sequence. Fatou’s lemma, (4.28), and (4.26) then imply∫
R3

+

|∂3∂
α′u(t, x)|2dx =

∫
R3

+

lim inf
n→∞

|Z∂3Rδn∂
α′u(t, x)|dx

≤ lim inf
n→∞

∫
R3

+

|Z∂3Rδn∂
α′u(t, x)|2dx = lim inf

n→∞
‖∂3Eδn∂

α′u(t)‖2L2(R3
+)

≤ e2γT lim inf
n→∞

‖∇Eδn∂α
′
u‖2G0,γ(Ω)

≤ C ′e2γT
( 2∑
j=0

‖∂j∂α
′
u‖2G0,γ(Ω) + ‖fα′‖2G0,γ(Ω) + ‖fdiv,α′‖2L2

γ(Ω) + ‖∂α
′
u0‖2H1(R3

+)

)
=: K2

u <∞,

where we used that ∂j∂α
′
u, ∂α

′
u ∈ C(J, L2(R3

+)) for j ∈ {0, 1, 2}, fα′ ∈ G0(Ω),
fdiv,α′ ∈ L2(Ω), and ∂α

′
u0 ∈ H1(R3

+). We conclude that ∂3∂
α′u(t) belongs to L2(R3

+)

with ‖∂3∂
α′u(t)‖L2(R3

+) ≤ Ku for all t ∈ J .
We further point out that Rδ∂3∂

α′u(t) = Rδv(t) = ∂3Rδ∂
α′u(t). This fact implies

that

|Z∂3Rδ∂
α′u(t)| ≤ |∂3∂

α′u(t)|

on R3
+. As Z∂3Rδ∂

α′u(t) tends to ∂3∂
α′u(t) pointwise almost everywhere on R3

+, the
dominated convergence theorem shows that

Z∂3Rδ∂
α′u(t) −→ ∂3∂

α′u(t)

in L2(R3
+) as δ → 0.

Since ∂3EδZ∂
α′u belongs to C(J, L2(R3

+)) for all δ > 0, one can argue as in (4.28) to
deduce that Z∂3Rδ∂

α′u is also continuous on J with values in L2(R3
+) and thus strongly

measurable. Hence, ∂3∂
α′u is the pointwise limit of strongly measurable functions and

therefore itself strongly measurable on J with values in L2(R3
+). As a result, ∂3∂

α′u

and thus ∇∂α′u belong to L∞(J, L2(R3
+)). We then obtain via Lemma 3.11 that ∂α

′
u

is contained in C(J,H1(R3
+)).

The regularization in spatially tangential variables below will be performed in two
steps. In a first one, regularity is only obtained in L2(Ω) for purely tangential deriva-
tives. It is important to note that the techniques from the proof of Lemma 4.1 imply
that in this case all derivatives up to highest order belong to L2(Ω), i.e., that the
solution is contained in Hm(Ω). This result then allows us to infer that all tangential
derivatives up to highest order are contained in G0(Ω).

Corollary 4.2. Let η, τ > 0, m ∈ N, and m̃ = max{m, 3}. Take A0 ∈ F cp
m̃,η(Ω),

A1, A2 ∈ F cp
m̃,coeff(Ω), A3 ∈ F cp

m̃,coeff,τ (Ω), and D ∈ F cp
m̃ (Ω). Pick f ∈ Hm(Ω),

and u0 ∈ Hm(R3
+). Let u be a solution of (3.17) with differential operator L =

L(A0, . . . , A3, D), inhomogeneity f , and initial value u0. Assume that u belongs to⋂m
j=1 C

j(J,Hm−j(R3
+)).

Take k ∈ {1, . . . ,m} and a multiindex α ∈ N4
0 with |α| = m, α0 = 0, and α3 = k.

Suppose that ∂βu is contained in L2(Ω) for all β ∈ N4
0 with |β| = m and β3 ≤ k − 1.

Then ∂αu is an element of L2(Ω).

Proof. We only have to make small adaptions to the proof of Lemma 4.1. In step II) of
that proof we replace the a priori estimate (3.18) from Lemma 3.11 by estimate (3.20).
The arguments from step II) then yield that Eδ∂α

′
u is an element of L2(J,H1(R3

+)).
Integrating over the time-space domain in step III) of the proof of Lemma 4.1, we
derive that ∂α

′
u belongs to L2(J,H1(R3

+)).
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For the regularization in spatial tangential variables, we first introduce the family
of weighted norms

‖v‖2Hsta,δ(R3
+) =

∫
R+

∫
R2

(1 + |ξ|2)s+1(1 + |δξ|2)−1|(F2v)(ξ, x3)|2dξdx3 (4.29)

for all s ∈ R and δ > 0, where F2 denotes the Fourier transform in x1- and x2-direction
and v belongs to Hs

ta(R3
+), see Section 2.4 in [Hoe76]. As in the unweighted case we

have of course the identity

‖v‖2
Hs+1

ta,δ (R3
+)

= ‖v‖2Hsta,δ(R3
+) +

2∑
j=1

‖∂jv‖2Hsta,δ(R3
+) (4.30)

for all s ∈ R and δ > 0. We further note that the definition directly implies

‖v‖Hsta,δ(R3
+) ≤ ‖v‖Hs+1

ta (R3
+)

for all v ∈ Hs+1
ta (R3

+), s ∈ R, and δ > 0.
We further take a function χ ∈ C∞c (R2) such that F2χ(ξ) = O(|ξ|m+1) as ξ → 0 and
F2χ(tξ) = 0 for all t ∈ R implies ξ = 0, cf. [Hoe76]. As usual we set χε(x) = ε−2χ(x/ε)
for all x ∈ R2 and ε > 0 and denote the convolution in spatial tangential variables
with χε by Jε, i.e.,

Jεv(x) = χε ∗ta v(x) =

∫
R2

χ(y)v(x1 − y1, x2 − y2, x3)dy

for all v ∈ L2(R3
+).

One of the advantages to work with the weighted norms from (4.29) is that one can
reduce the task of showing that a function v from Hs

ta(R3
+) belongs to Hs+1

ta (R3
+) to

finding a uniform bound in δ > 0 for the Hs
ta,δ(R3

+)-norms. The following properties of
this family of weighted norms can be found in (2.4.4), Theorem 2.4.1, Theorem 2.4.2,
Theorem 2.4.5, and Theorem 2.4.6 in [Hoe76].

Lemma 4.3. Let s ∈ [0,m], v ∈ Hs−1
ta (R3

+), and let A ∈ C∞(R3
+) be constant outside

of a compact subset of R3
+.

(i) Assume that there is a constant C, independent of δ, such that

‖v‖Hs−1
ta,δ (R3

+) ≤ C

for all δ > 0 in a neighborhood of 0. Then v belongs to Hs
ta(R3

+).

(ii) There exist constants c and C, independent of δ and v, such that

c‖v‖2
Hs−1

ta,δ (R3
+)
≤ ‖v‖2

Hs−1
ta (R3

+)
+

∫ 1

0

‖Jεv‖2L2(R3
+)ε
−2s−1

(
1 +

δ2

ε2

)−1

dε

≤ C‖v‖2
Hs−1

ta,δ (R3
+)

for all δ ∈ (0, 1).

(iii) There is a constant C, independent of δ and v, such that∫ 1

0

‖AJεv − Jε(Av)‖2L2(R3
+)ε
−2s−1

(
1 +

δ2

ε2

)−1

dε ≤ C‖v‖2
Hs−2

ta,δ (R3
+)

for all δ ∈ (0, 1).
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We note that Hörmander states the commutator estimate only for coefficients from
the Schwartz space. The proof of Theorem 2.4.2 in [Hoe76] however also works for
smooth coefficients which are constant outside of a compact set.
In order to prove regularity in the spatially tangential variables, we will derive a uni-

form bound in δ for the norm ‖u‖Hm−1
ta,δ (R3

+) of the solution u. In view of Lemma 4.3 (ii),
we study the initial boundary value problem solved by Jεu and apply our a priori es-
timates to it. Since Jε only mollifies in x1- and x2-direction, we experience a loss of
derivatives in the commutator terms involving a derivative in normal direction. It is
unclear how to avoid this loss. To overcome this problem, we therefore transform the
initial value problem (3.2) to one with a constant boundary matrix. In this modified
problem no commutator terms involving a derivative in x3-direction appear. More-
over, regularity of the solution of the modified problem transfers to the solution of the
original problem.

Lemma 4.4. Let η, τ > 0, m ∈ N, m̃ = max{m, 3}, T > 0, J = (0, T ), and Ω =
J × R3

+. Take coefficients A0 ∈ F cp
m̃,η(Ω), A1, A2 ∈ F cp

m̃,coeff(Ω), A3 ∈ F cp
m̃,coeff,τ (Ω),

D ∈ F cp
m̃ (Ω) and B ∈ BCm̃R3

+
(A3). We further assume that these coefficients and a

function M as in the definition of BCm̃R3
+

(A3) belong to C∞(Ω). Let u be the weak
solution of (3.2) with differential operator L(A0, . . . , A3, D), and data f ∈ Hm

ta (Ω), g ∈
Em(J × ∂R3

+), and u0 ∈ Hm
ta (R3

+). Suppose that u belongs to
⋂m
j=1 C

j(J,Hm−j(R3
+)).

Pick a multiindex α ∈ N4
0 with |α| = m and α0 = α3 = 0. Then ∂αu is an element of

C(J, L2(R3
+)).

Proof. In this proof it is crucial to avoid normal derivatives. We will therefore not study
the differential operator L = L(A0, . . . , A3, D) but instead a suitably transformed
operator L̃ = L(Ã0, . . . , Ã3, D̃).
I) The definition of F cp

m̃,coeff(Ω) respectively F cp
m̃,coeff,τ (Ω) yields functions µij ∈

F cp
m̃,1(Ω) ∩W m̃+1,∞(Ω) for i, j ∈ {1, 2, 3} such that

Aj =

3∑
i=1

Aco
i µij

for all j ∈ {1, 2, 3} and there is an index k ∈ {1, 2, 3} such that

|µk3| ≥ τ

on R3
+. We assume that k = 3 and that µ33 ≥ τ on R3

+. The other cases are treated
analogously. We introduce the matrices

Ĝr =
1
√
µ33

1 0 µ13

0 1 µ23

0 0 µ33

 and Â3 =

 0 µ33 −µ23

−µ33 0 µ13

µ23 −µ13 0

 . (4.31)

Note that

ĜTr Â3Ĝr =

 0 1 0
−1 0 0
0 0 0

 and A3 =

(
0 Â3

−Â3 0

)
. (4.32)

Setting

Gr =

(
Ĝr 0

0 Ĝr

)
,

we thus obtain

GTr A3Gr =

(
0 ĜTr Â3Ĝr

−ĜTr Â3Ĝr 0

)
=: Ã3 = Aco

3 . (4.33)



4.1 Regularity in space 87

We point out that Ã3 is constant. Moreover, both Ĝr and its inverse

Ĝ−1
r =

√
µ33

1 0 −µ13µ
−1
33

0 1 −µ23µ
−1
33

0 0 µ−1
33


belong to W m̃+1,∞(Ω). Hence, the same is true for Gr and G−1

r . In particular, if we
show that ∂α(G−1

r u) belongs to G0(Ω), it follows that also ∂αu is contained in G0(Ω)
as we already know that u is an element of

⋂m
j=1 C

j(J,Hm−j(R3
+)).

II) Motivated by step I), we will study the regularity properties of the function
ũ = G−1

r u. To that purpose, set

Ãj = GTr AjGr, D̃ = GTr DGr −
3∑
j=1

GTr AjGr∂jG
−1
r Gr, B̃ = BGr, f̃ = GTr f,

ũ0 = G−1
r u0, C̃ = CGr, M̃ = MG−Tr ,

for j ∈ {0, . . . , 3}, where C ∈ W m̃+1,∞(R3
+)2×6 and M ∈ W m̃+1,∞(R3

+)2×6 are the
matrices which satisfy

A3 =
1

2

(
CTB +BTC

)
and B = MA3.

Recall that they exist since B is contained in BCm̃R3
+

(A3). Observe that the matrices Ãi
are symmetric for i ∈ {0, . . . , 3}, Ã0 ∈ F cp

m̃,η̃(Ω) for a number η̃ > 0, Ãj ∈W m̃+1,∞(R3
+)

for all j ∈ {1, 2, 3}, D̃ ∈ F cp
m̃ (Ω), B̃, C̃, M̃ ∈W m̃+1,∞(R3

+), f̃ ∈ Hm(Ω), ũ0 ∈ Hm(R3
+),

and ũ ∈
⋂m
j=1 C

j(J,Hm−j(R3
+)). All coefficients are constant outside of a compact

set and belong to C∞(Ω). Furthermore, we have

M̃Ã3 = MG−Tr GTr A3Gr = MA3Gr = BGr = B̃,

1

2

(
C̃T B̃ + B̃T C̃

)
=

1

2
GTr

(
CTB +BTC

)
Gr = Ã3,

so that B̃ is contained in BCm̃R3
+

(Ã3). The tupel (L(Ã0, . . . , Ã3, D̃), B̃) thus satisfies
the assumptions of Lemma 3.7. In the following we will abbreviate the differential
operator L(Ã0, . . . , Ã3, D̃) by L̃. We next compute

L̃ũ =

3∑
j=0

Ãj∂j ũ+ D̃ũ =

3∑
j=0

GTr AjGrG
−1
r ∂ju+

3∑
j=1

GTr AjGr∂jG
−1
r u

+GTr DGrG
−1
r u−

3∑
j=1

GTr AjGr∂jG
−1
r GrG

−1
r u

= GTr f = f̃ ,

tr(B̃ũ) = tr(BGrG
−1
r u) = tr(Bu) = g.

Since ũ(0) = G−1
r u(0) = ũ0, the function ũ solves the linear initial boundary value

problem 
L̃ũ = f̃ , x ∈ R3

+, t ∈ J ;

B̃ũ = g, x ∈ ∂R3
+, t ∈ J ;

ũ(0) = ũ0, x ∈ R3
+.

(4.34)

At the end of this step we point out that the differential operator L̃ has the big
advantage to possess the boundary matrix Ã3. This fact will be exploited several
times in the following.
III) Note that for the assertion of the lemma it is enough to show that ũ is contained

in C(J,Hm
ta (R3

+)). This will be established in two steps. First we will show that ũ is
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an element of L2(J,Hm
ta (R3

+)). To that purpose we will apply Lemma 4.3 and the a
priori estimates from Lemma 3.7.
Fix a parameter δ ∈ (0, 1). Let γ > 0. The generic constants appearing in the

following will all be indpendent of δ and γ. We further note that Lemma 4.3 will
be used in almost every step in the following so that we will not cite it every time.
Applying the differential operator L̃ to Jεũ, we obtain

L̃Jεũ = Jεf̃ +

2∑
j=0

[Ãj , Jε]∂j ũ+ [D̃, Jε]ũ (4.35)

for all ε ∈ (0, 1). Lemma 4.3 allows us to estimate∫
J

e−2γt

∫ 1

0

‖[Ãj , Jε]∂j ũ(t)‖2L2(R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dεdt

≤ C‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))

+ C‖∂tũ‖2L2
γ(J,Hm−2

ta,δ (R3
+))

≤ C‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))

+ C‖∂tũ‖2Hm−1
γ (Ω)

(4.36)

for all j ∈ {0, 1, 2}. We argue analogously for the commutator [D̃, Jε]ũ. In particular,
L̃Jεũ is an element of L2(Ω). Identity (4.35) further implies that Ã3∂3Jεũ belongs to
L2(Ω) so that Ã3Jεũ is an element of L2(J,H1(R3

+)). We infer that the trace of B̃Jεũ
is contained in L2(J,H1/2(∂R3

+)). Finally Jεũ0 is an element of L2(R3
+) so that we

can apply the a priori estimate from Lemma 3.7 to the function Jεũ. Before doing so,
we use Lemma 4.3 to derive

sup
t∈J

e−2γt‖ũ(t)‖2
Hm−1

ta,δ (R3
+)

+ γ‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))

≤ c−1 sup
t∈J

e−2γt‖ũ(t)‖2Hm−1(R3
+) + c−1γ‖ũ‖2

Hm−1
γ (Ω)

+ c−1 sup
t∈J

e−2γt

∫ 1

0

‖Jεũ(t)‖2L2(R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dε

+ c−1γ

∫
J

e−2γt

∫ 1

0

‖Jεũ(t)‖2L2(R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dε

≤ C‖ũ‖2Gm−1,γ(Ω) + Cγ‖ũ‖2
Hm−1
γ (Ω)

+ C

∫ 1

0

(
‖Jεũ‖2G0,γ(Ω) + γ‖Jεũ‖2L2

γ(Ω)

)
ε−2m−1

(
1 +

δ2

ε2

)−1

dε (4.37)

for all γ > 0. The a priori estimates from Lemma 3.7 now show that there is a constant
C0 and a number γ0 > 0 such that

‖Jεũ‖2G0,γ(Ω) + γ‖Jεũ‖2L2
γ(Ω) ≤ C0‖Jεũ0‖2L2(R3

+) + C0‖B̃Jεũ‖2L2
γ(J,H1/2(∂R3

+))

+
C0

γ
‖L̃Jεũ‖2L2

γ(Ω) (4.38)

for all γ ≥ γ0. Fix such a parameter γ in the following. We next treat the terms
appearing in (4.38).
Applying identity (4.35), Fubini’s theorem and estimate (4.36), we infer∫ 1

0

‖L̃Jεũ‖2L2
γ(Ω)ε

−2m−1
(

1 +
δ2

ε2

)−1

dε

≤ C
∫ 1

0

(
‖Jεf̃‖2L2

γ(Ω) +

2∑
j=0

‖[Ãj , Jε]∂j ũ‖2L2
γ(Ω)

+ ‖[D̃, Jε]ũ‖2L2
γ(Ω)

)
ε−2m−1

(
1 +

δ2

ε2

)−1

dε
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= C

∫
J

e−2γt

∫ 1

0

(
‖Jεf̃(t)‖2L2(R3

+) +

2∑
j=0

‖[Ãj , Jε]∂j ũ(t)‖2L2(R3
+)

+ ‖[D̃, Jε]ũ(t)‖2L2(R3
+)

)
ε−2m−1

(
1 +

δ2

ε2

)−1

dε

≤ C‖f̃‖2
L2
γ(J,Hm−1

ta,δ (R3
+))

+ C‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))

+ C‖∂tũ‖2Hm−1
γ (Ω)

=: K1 + C‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))
, (4.39)

where K1 <∞ and we once again employed Lemma 4.3 in the penultimate line.
IV) In this step we will treat the term∫ 1

0

‖B̃Jεũ‖2E0,γ(J×∂R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dε

appearing in (4.37) due to (4.38). To that purpose, we first rewrite B̃Jεũ as

B̃Jεũ = [B̃, Jε]ũ+ Jε(B̃ũ) = [B̃, Jε]ũ+ Jεg̃ (4.40)

for all ε > 0. We will first treat the commutator. Lemma 3.8 with weight κ = 1 yields

‖[B̃, Jε]ũ‖2E0,γ(J×∂R3
+) ≤ C

2∑
j=1

‖∂j([B̃, Jε]ũ)‖2L2
γ(Ω) + ‖∂3([B̃, Jε]ũ)‖2L2

γ(Ω)

+ C‖[B̃, Jε]ũ‖2L2
γ(Ω)

≤ C
2∑
j=1

(
‖[∂jB̃, Jε]ũ‖2L2

γ(Ω) + ‖[B̃, Jε]∂j ũ‖2L2
γ(Ω)

)
+ C‖[B̃, Jε]ũ‖2L2

γ(Ω)

+ C‖[∂3B̃, Jε]ũ‖2L2
γ(Ω) + C‖[B̃, Jε]∂3ũ‖2L2

γ(Ω) (4.41)

for all ε > 0. Since ∂jB̃ is an element of C∞(Ω) which is constant outside of a compact
set, Lemma 4.3 (iii) and Fubini’s theorem yield∫ 1

0

‖[∂jB̃, Jε]ũ‖2L2
γ(Ω)ε

−2m−1
(

1 +
δ2

ε2

)−1

dε

=

∫
J

e−2γt

∫ 1

0

‖[∂jB̃, Jε]ũ(t)‖2L2(R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dεdt

≤ C
∫
J

e−2γt‖ũ(t)‖2
Hm−2

ta,δ (R3
+)
dt

≤ C‖ũ‖2
Hm−1
γ (Ω)

,∫ 1

0

‖[B̃, Jε]ũ‖2L2
γ(Ω)ε

−2m−1
(

1 +
δ2

ε2

)−1

dε ≤ C‖ũ‖2
Hm−1
γ (Ω)

(4.42)

for all j ∈ {1, 2, 3}. Analogously, using that B itself is smooth and constant outside of
a compact set, we derive∫ 1

0

‖[B̃, Jε]∂j ũ‖2L2
γ(Ω)ε

−2m−1
(

1 +
δ2

ε2

)−1

dε

≤ C
∫
J

e−2γt‖∂j ũ(t)‖2
Hm−2

ta,δ (R3
+)
dt

≤ C
∫
J

e−2γt‖ũ(t)‖2
Hm−1

ta,δ (R3
+)
dt = C‖ũ‖2

L2
γ(J,Hm−1

ta,δ (R3
+))

(4.43)

for j ∈ {1, 2}, where we also exploited identity (4.30). It is a bit more subtle to treat
this term for j = 3. We recall that there is a matrix M̃ ∈ C∞(Ω) constant outside of
a compact set such that B̃ = M̃Ã3. We then infer

[B̃, Jε]∂3ũ = [M̃, Jε]Ã3∂3ũ (4.44)
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for all ε > 0, using that Ã3 is constant. For the commutator, Lemma 4.3 and equa-
tion (4.44) now yield∫ 1

0

‖[M̃, Jε]Ã3∂3ũ‖2L2
γ(Ω)ε

−2m−1
(

1 +
δ2

ε2

)−1

dε

≤ C‖Ã3∂3ũ(t)‖2
L2
γ(J,Hm−2

ta,δ (R3
+))

≤ C‖f̃‖2
L2
γ(J,Hm−2

ta,δ (R3
+))

+ C

2∑
j=0

‖Ãj∂j ũ‖2L2
γ(J,Hm−2

ta,δ (R3
+))

+ C‖D̃ũ‖2
L2
γ(J,Hm−2

ta,δ (R3
+))

≤ C‖f̃‖2
Hm−1
γ (Ω)

+ C‖∂tũ‖2Hm−1
γ (Ω)

+ C‖ũ‖2
Hm−1
γ (Ω)

+ C‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))

=: K2 + C‖ũ‖2L2
γ(J,H0

ta,δ(R
3
+)), (4.45)

where K2 <∞.
Combining (4.41), (4.42), (4.43), and (4.45), we arrive at∫ 1

0

‖[B̃, Jε]ũ‖2E0,γ(J×∂R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dε (4.46)

≤ C‖ũ‖2
Hm−1
γ (Ω)

+ CK2 + C‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))

=: K3 + C‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))
,

where K3 <∞ as ũ ∈ Hm−1(Ω).
With this estimate we now control the first summand in (4.40). In order to control

the term ∫ 1

0

‖Jεg‖E0,γ(J×∂R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dε

=

∫
J

e−2γt

∫ 1

0

‖Jεg(t)‖2H1/2(∂R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dεdt, (4.47)

we note that the proof of Lemma 4.3 (ii), see Theorems 2.4.5 and 2.4.1 in Chapter II
of [Hoe76], shows that∫ 1

0

‖Jεv‖2H1/2(∂R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dε ≤ C‖v‖2
H
m−1/2
δ (∂R3

+)

for all v ∈ H1/2(∂R3
+) and δ ∈ (0, 1). Consequently,∫

J

e−2γt

∫ 1

0

‖Jεg(t)‖2H1/2(∂R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dεdt

≤ C
∫
J

e−2γt‖g(t)‖2
H
m−1/2
δ (∂R3

+)
dt

≤ C
∫
J

e−2γt‖g(t)‖2Hm+1/2(∂R3
+)dt ≤ C‖g‖

2
Em,γ(J×∂R3

+). (4.48)

This inequality in combination with (4.40) and (4.46) finally yields∫ 1

0

‖B̃Jεũ‖2E0,γ(J×∂R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dε

≤ C‖g‖2Em,γ(J×∂R3
+) + CK3 + C‖ũ‖2

L2
γ(J,Hm−1

ta,δ (R3
+))

=: K4 + C‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))
, (4.49)

where as usual K4 <∞.
At the end of this step we also note that∫ 1

0

‖Jεũ0‖2L2(R3
+)ε
−2m−1

(
1 +

δ2

ε2

)−1

dε ≤ C‖ũ0‖2Hm−1
ta,δ (R3

+)
≤ C‖ũ0‖2Hm(R3

+). (4.50)
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V) We return to estimate (4.37). Inserting (4.38) into this inequality, we first obtain
that

sup
t∈J

e−2γt‖ũ(t)‖2
Hm−1

ta,δ (R3
+)

+ γ‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))

≤ C‖ũ‖2Gm−1,γ(Ω) + Cγ‖ũ‖2
Hm−1
γ (Ω)

+ C

∫ 1

0

(
‖Jεũ0‖2L2(R3

+) + ‖B̃Jεũ‖2L2
γ(J,H1/2(∂R3

+))

+
1

γ
‖L̃Jεũ‖2L2

γ(Ω)

)
ε−2m−1

(
1 +

δ2

ε2

)−1

dε. (4.51)

Next the bounds (4.39), (4.49), and (4.50) yield

sup
t∈J

e−2γt‖ũ(t)‖2
Hm−1

ta,δ (R3
+)

+ γ‖ũ‖2
L2
γ(J,Hm−1

ta,δ (R3
+))

≤ C‖ũ‖2Gm−1,γ(Ω) + Cγ‖ũ‖2
Hm−1
γ (Ω)

+ C‖ũ0‖2Hm(R3
+) + CK4 +

CK1

γ

+ C
(

1 +
1

γ

)
‖ũ‖2

L2
γ(J,Hm−1

ta,δ (R3
+))

≤ K9 + C
(

1 +
1

γ

)
‖ũ‖2

L2
γ(J,Hm−1

ta,δ (R3
+))
. (4.52)

where K9 is a finite constant. We fix the generic constant C = C4.52 on the right-hand
side of (4.52) and pick a number γ ≥ γ0 with C4.52(1 + 1

γ ) ≤ γ
2 . Hence,

sup
t∈J

e−2γt‖ũ(t)‖2
Hm−1

ta,δ (R3
+)

+
γ

2
‖ũ‖2

L2
γ(J,Hm−1

ta,δ (R3
+))
≤ K9. (4.53)

Since δ ∈ (0, 1) was arbitrary, we can let δ to 0 in (4.53). By Lemma 4.3 (i) we
thus infer that ũ(t) belongs to Hm

ta (R3
+) for all t ∈ J and that ũ is contained in

L2(J,Hm
ta (R3

+)) ∩ L∞(J,Hm
ta (R3

+)). The fact that Gr is an element of Wm+1,∞(R3
+)

and u = Grũ finally implies that ∂βu is contained in L2(Ω) for all β ∈ N4
0 with |β| = m

and β0 = β3 = 0.
VI) Applying Corollary 4.2 inductively, we infer that u and thus also ũ is an element

of Hm(Ω). To establish that ũ belongs to Gm(Ω), we apply Lemma 3.7 again.
Fix a multiindex α ∈ N4

0 with |α| = m and α0 = α3 = 0. Since ũ is a solution
of (4.34), the proof of Lemma 3.4 implies that

L̃∂αũ = ∂αf̃ −
2∑
j=0

(
α

β

)
∂βÃj∂

α−β∂j ũ−
∑

0<β≤α

(
α

β

)
∂βD̃∂α−β ũ = f̃α,

where f̃α belongs to L2(Ω). Lemma 3.5 then yields that the function g̃α defined by

g̃α = ∂αg −
∑

0<β≤α

(
α

β

)
tr(∂βB̃∂α−β ũ)

belongs to L2(J,H1/2(∂R3
+)) and Tr(B̃∂αũ) = g̃α. Next consider the function J 1

n
∂αũ,

which belongs to G0(Ω). As in (4.35) we compute

L̃J 1
n
∂αũ = J 1

n
f̃α +

2∑
j=0

[Ãj , J 1
n

]∂j∂
αũ

for all n ∈ N. As f̃α is an element of L2(Ω), we have

J 1
n
f̃α −→ f̃α (4.54)
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in L2(Ω) as n→∞. Arguing as in (4.9) and (4.10), we further derive

2∑
j=0

[Ãj , J 1
n

]∂j∂
αũ −→ 0 (4.55)

in L2(Ω) as n→∞ since ũ belongs to Hm(Ω). Similarly, we have

B̃J 1
n
∂αũ = J 1

n
g̃α + [B̃, J 1

n
]∂αũ.

Differentiating the commutator further yields

∂k([B̃, J 1
n

]∂αũ) = [∂kB̃, J 1
n

]∂αũ+ [B̃, J 1
n

]∂k∂
αũ

in L2(Ω) for all k ∈ {1, 2, 3}, where we used |α| ≥ 1 and Theorem C.14 from [BGS07]
again. The arguments from (4.9) and (4.10) therefore again show that

∂k([B̃, J 1
n

]∂αũ) −→ 0

in L2(Ω) as n → ∞ for all k ∈ {1, 2, 3}. As g̃α is contained in E0(J × ∂R3
+), we

conclude that
B̃J 1

n
∂αũ −→ g̃α (4.56)

in E0(J × ∂R3
+) as n→∞. Since ũ0 ∈ Hm(R3

+), the functions J 1
n
∂αũ0 tend to ∂αũ0

in L2(R3
+) as n → ∞. We now apply the a priori estimate from Lemma 3.7. This

lemma gives a constant C0 and a number γ > 0 such that

‖J 1
n
∂αũ− J 1

k
∂αũ‖2G0,γ(Ω) ≤ C0‖J 1

n
∂αũ0 − J 1

k
∂αũ0‖2L2(R3

+)

+ C0‖B̃J 1
n
∂αũ− B̃J 1

k
∂αũ‖2E0,γ(J×∂R3

+) +
1

γ
‖L̃J 1

n
∂αũ− L̃J 1

k
∂αũ‖2L2

γ(Ω)

for all n, k ∈ N. We infer from (4.54), (4.55), and (4.56) that (J 1
n
∂αũ)n is a Cauchy

sequence in G0(Ω). As (J 1
n
∂αũ)n converges to ∂αũ in L2(Ω), we obtain that ∂αũ is

an element of G0(Ω). Using again that Gr belongs to Wm+1,∞(Ω) and that u = Grũ,
we arrive at ∂αu ∈ G0(Ω).

Lemma 4.4 and an inductive application of Lemma 4.1 now yields the following
corollary.

Corollary 4.5. Let η, τ > 0, m ∈ N, m̃ = max{m, 3}, T > 0, J = (0, T ), and
Ω = J × R3

+. Take A0 ∈ F cp
m̃,η(Ω), A1, A2 ∈ F cp

m̃,coeff(Ω), A3 ∈ F cp
m̃,coeff,τ (Ω), D ∈

F cp
m̃ (Ω), and B ∈ BCm̃R3

+
(A3). We further assume that these coefficients and a function

M as in the definition of BCm̃R3
+

(A3) belong to C∞(Ω). Pick data f ∈ Hm(Ω), g ∈
Em(J×∂R3

+), and u0 ∈ Hm(R3
+) and assume that the solution u of (3.2) is contained

in
⋂m
j=1 C

j(J,Hm−j(R3
+)). Then u belongs to Gm(Ω).

In particular, in the special case m = 1 we see that spatial regularity follows from
regularity in time if the coefficients are smooth. The same statement is true in for
m ≥ 1, as we show via an iterative scheme in the next sections. Hence, the main task
that remains is to derive regularity in time when the data is regular.
We finish this section with a remark concerning the constants in our a priori esti-

mates.
Remark 4.6. If A3 is an element of F cp

m̃,coeff,τ (Ω), we can study the transformed initial
boundary value problem also when deriving the a priori estimates in tangential direc-
tions. We then see that the corresponding constants do no longer depend on A3 itself,
but only on the Fm̃(Ω)-norm of it and on the parameter τ , cf. Lemma 3.9. In view
of the dependancies of the constants in Lemma 3.11 and Theorem 3.13, we conclude
that the constants in our a priori estimates do not depend on A3 but only on its norm
and the parameter τ if A3 is an element of F cp

m̃,coeff,τ (Ω).
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4.2 Regularity in time

In this section we lay the foundation for the differentiability theorem. In a first step
we show how regularity of the coefficients and the data in combination with the com-
patibility conditions imply that the solution of (3.2) belongs to C1(J, L2(R3

+)). In
combination with Corollary 4.5 we then set up an iteration scheme to deduce regular-
ity of higher order. This iteration process however requires additional regularity for
the coefficient A0, namely that not only A0 but also ∂tA0 belongs to Fm(Ω). The proof
of the differentiability theorem has to overcome this loss of regularity, which needs a
series of additional arguments. We therefore postpone this proof to the next section.
We further note that our approach requires the coefficients in front of the spatial

derivatives and the matrix B to be time independent. In our applications to the
quasilinear Maxwell system (1.6) the corresponding linearized and localized problem
possesses this property. We will thus assume the time independence of these coefficients
from now on.
The first lemma of this section is the key step to obtain regularity in time. We

study the initial boundary value problem which is solved by ∂tu if the function u is
contained in C1(J, L2(R3

+)). The solution v of this problem is a candidate for the time
derivative of u. The compatibility conditions then allow us to identify the function
w(t) =

∫ t
0
v(s)ds + u(t0) with u via the uniqueness result for solutions of the original

initial boundary value problem.
However, the initial boundary value problem solved by v is not of the form (3.2) since

it contains the primitive of v. We therefore first have to employ a fixed point argument
to solve this problem locally and then we need to exploit the a priori estimates to extend
this local solution to the whole interval.

Lemma 4.7. Let T > 0, J = (0, T ), Ω = J×R3, and η, τ > 0. Take coefficients A0 ∈
F cp

3,η(Ω), A1, A2 ∈ F cp
3,coeff(Ω), A3 ∈ F cp

3,coeff,τ (Ω), D ∈ F cp
3 (Ω), and B ∈ BC3

R3
+

(A3)

such that A1, A2, A3, and B are independent of time. Choose data u0 ∈ H1(R3
+),

g ∈ E1(J ×∂R3
+), and f ∈ H1(Ω). Assume that the tupel (0, A0, . . . , A3, D,B, f, g, u0)

fulfills the compatibility conditions (2.37) of order l = 1. Let u ∈ C(J, L2(R3
+)) be

the weak solution of (3.2) with differential operator L(A0, . . . , A3, D), inhomogeneity
f , boundary value g, and initial value u0. Assume that u ∈ C1(J ′, L2(R3

+)) implies
u ∈ G1(J ′ × R3

+) for every open interval J ′ ⊆ J . Then u belongs to G1(Ω).

Proof. Take r > 0 such that

‖Ai‖F3(Ω) ≤ r, ‖D‖F3(Ω) ≤ r,
max{‖Ai(t)‖F 0

2 (R3
+), max

1≤j≤2
‖∂jtAi(t)‖H2−j(R3

+)} ≤ r,

max{‖D(t)‖F 0
2 (R3

+), max
1≤j≤2

‖∂jtD(t)‖H2−j(R3
+)} ≤ r (4.57)

for all t ∈ J and i ∈ {0, . . . , 3}. Recall that such a number exists due to Sobolev’s
embedding. Let γ = γ(η, τ, r, T ) be defined by

γ = max{γ3.7;0, γ3.13;1} ≥ 1,

where γ3.7;0 = γ3.7;0(η, τ, r) and γ3.13;1 = γ3.13;1(η, τ, r, T ) are the corresponding con-
stants from Lemma 3.7 and Theorem 3.13 respectively, see also Remark 4.6. We further
introduce the constant C0 = C0(η, τ, r, T ) by

C0 = max{C3.7;0,0, C3.7;0,1, C3.7;0, C3.13;1, (C3.13;1,0 + TC3.13;1)eC3.13;1T , C2.33;1,1} ≥ 1,

where again C3.7;0,0 = C3.7;0,0(η, τ, r), C3.7;0 = C3.7;0(η, τ, r), C3.13;1 = C3.13;1(η, τ, r, T ),
and C2.33;1,1 = C2.33;1,1(η, τ, r) are the corresponding constants from Lemma 3.7, The-
orem 3.13, and Lemma 2.33 respectively. Here we again made use of Remark 4.6.
Finally, we set

R1 = C0e
2γT (‖f‖2G0,γ(Ω) + ‖f‖2H1

γ(Ω) + ‖g‖2E1,γ(J×∂R3
+) + ‖u0‖2H1(R3

+)).
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I) Let t0 ∈ J and u(t0) ∈ H1(R3
+) with ‖u(t0)‖2

H1(R3
+)
≤ R1. We show that there

exists a time step Ts > 0 such that there is a function v ∈ C([t0, T
′], L2(R3

+)) with
L(A0, . . . , A3, ∂tA0 +D)v = ∂tf − ∂tD

(∫ t

t0

v(s)ds+ u(t0)
)
, x ∈ R3

+, t ∈ J ′;

Bv = ∂tg, x ∈ ∂R3
+, t ∈ J ′;

v(t0) = S1,1(t0, A0, . . . , A3, D, f, u(t0)), x ∈ R3
+;

(4.58)
where we define T ′ := min{t0 + Ts, T} and J ′ := (t0, T

′). Recall that the function
S1,1(t0, A0, . . . , A3, D, f, u(t0)) belongs to L2(R3

+) by Lemma 2.33.
Take a number Ts ∈ (0, T ) to be fixed below and define J ′ and T ′ as above. We

further set Ω′ = J ′ × R3
+. Let w ∈ C(J ′, L2(R3

+)). Note that ∂tA0 + D and ∂tD still
belong to L∞(Ω). Hence the problem
L(A0, . . . , A3, ∂tA0 +D)v = ∂tf − ∂tD

(∫ t

t0

w(s)ds+ u(t0)
)
, x ∈ R3

+, t ∈ J ′;

Bv = ∂tg, x ∈ ∂R3
+, t ∈ J ′;

v(t0) = S1,1(t0, A0, . . . , A3, D, f, u(t0)), x ∈ R3
+,

has a unique solution Φ(w) in C(J ′, L2(R3
+)) by Lemma 3.7. We next define

BR = {v ∈ C(J ′, L2(R3
+)) : ‖v‖G0,γ(Ω′) ≤ R}, (4.59)

where R > 0 will be fixed below. Equipped with the metric induced by the G0,γ(Ω)-
norm this is a complete metric space. Let w ∈ BR. Employing Hölder’s and Minkowski’s
inequality, Lemma 3.7, and the bound

‖S1,1(t0, A0, . . . , A3, D, f, u(t0))‖2L2(R3
+) ≤ 2C2

2.33;1,1(‖f(t0)‖2L2(R3
+) + ‖u(t0)‖2H1(R3

+))

≤ 2C0R1

from Lemma 2.33, we estimate

‖Φ(w)‖2G0,γ(Ω′) ≤ C0

∥∥∥∂tf − ∂tD ∫ t

t0

w(s)ds− ∂tDu(t0)
∥∥∥2

L2
γ(Ω′)

+ C0‖∂tg‖2E0,γ(J′×∂R3
+) + C0‖S1,1(t0, A0, . . . , A3, D, f, u(t0))‖2L2(R3

+)

≤ 2C0‖∂tD‖2L∞(Ω′)

∥∥∥∫ t

t0

w(s)ds+ u(t0)
∥∥∥2

L2
γ(Ω′)

+ 2C0‖f‖2H1
γ(J′×R3

+)

+ C0‖g‖2E1,γ(J′×∂R3
+) + 2C2

0R1

≤ 2C0r
2

∫ T ′

t0

e−2γt
(∫ t

t0

‖w(s)‖L2(R3
+)ds+ ‖u(t0)‖L2(R3

+)

)2

dt+ 2(1 + C0)R1

≤ 4C0r
2Ts‖w‖2G0,γ(Ω′) + 4C0(1 + r2Ts)R1. (4.60)

Here we have used∫ T ′

t0

e−2γt
(∫ t

t0

‖w(s)‖L2(R3
+)ds

)2

dt

≤ sup
t∈J′
‖e−γtw(t)‖2L2(R3

+)

∫ T ′

t0

e−2γt
(∫ t

t0

eγsds
)2

dt

=
1

γ
sup
t∈J′
‖e−γtw(t)‖2L2(R3

+)

∫ T ′

t0

(1− eγ(t0−t))2dt

≤ 1

γ
sup
t∈J′
‖e−γtw(t)‖2L2(R3

+)(T
′ − t0) ≤ Ts‖w‖2G0,γ(Ω′), (4.61)
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where the last step is true as γ ≥ 1 and T ′ − t0 ≤ Ts. We now set

R = (12C0R1)1/2

in (4.59) and choose Ts ∈ (0, T ) so small that

4C0r
2Ts ≤

1

2
.

We point out that Ts is independent of t0. Using (4.59), C0 ≥ 1, and this choice of R
and Ts, we obtain from (4.60)

‖Φ(w)‖2G0,γ(Ω′) ≤
R2

2
+
R2

2
= R2

for all w ∈ BR, i.e., Φ(BR) ⊆ BR. Moreover, replacing w by w1 − w2 in (4.61), we
infer via Lemma 3.7

‖Φ(w1)− Φ(w2)‖2G0,γ(Ω′) ≤ C0

∥∥∥∂tD ∫ t

t0

(w1(s)− w2(s))ds
∥∥∥2

L2
γ(Ω′)

≤ C0‖∂tD‖2L∞(Ω′)Ts‖w1 − w2‖2G0,γ(Ω′) ≤ C0r
2Ts‖w1 − w2‖2G0,γ(Ω′)

≤ 1

2
‖w1 − w2‖2G0,γ(Ω′)

for all w1, w2 ∈ BR. The contraction mapping principle thus gives a unique v ∈ BR
with Φ(v) = v on J ′, i.e., v is the asserted solution of (4.58).
II) In this step we assume that u(t0) belongs to H1(R3

+) with ‖u(t0)‖2
H1(R3

+)
≤ R1

and that (t0, A0, . . . , A3, D, f, g, u(t0)) fulfills the compatibility conditions (2.37) of
order one; i.e., tr(Bu(t0)) = g(t0).
Let J ′ be defined as in step I) and let v be the solution of (4.58) constructed in

step I). We first show that A0v has a weak time derivative in H−1(R3
+) on J ′. Let

ψ ∈ H1
0 (R3

+) and take ϕ ∈ C∞c (t0, T
′). Abbreviating

f̃ = ∂tf − ∂tD
(∫ t

t0

v(s)ds+ u(t0)
)
,

we compute〈∫
J′
A0(t)v(t)ϕ′(t)dt, ψ

〉
H−1(R3

+)×H1
0 (R3

+)

=

∫
J′
〈A0(t)v(t)ϕ′(t), ψ〉L2(R3

+)×L2(R3
+)dt

=

∫
J′
〈A0(t)v(t), ϕ′(t)ψ〉L2(R3

+)×L2(R3
+)dt

=

∫
J′
〈v(t), ∂t(A0ϕψ)(t) +

3∑
j=1

∂j(Ajϕ(t)ψ)〉L2(R3
+)×L2(R3

+)dt

−
∫
J′
〈(∂tA0(t) +D(t))v(t), ϕ(t)ψ〉L2(R3

+)×L2(R3
+)dt

+

∫
J′
〈v(t),−

3∑
j=1

∂j(Ajϕ(t)ψ)〉L2(R3
+)×L2(R3

+)dt

+

∫
J′
〈D(t)v(t), ϕ(t)ψ〉L2(R3

+)×L2(R3
+)dt

=

∫
J′
〈−f̃(t), ϕ(t)ψ〉L2(R3

+)×L2(R3
+)dt+

∫
J′

3∑
j=1

〈Aj∂jv(t), ϕ(t)ψ〉H−1(R3
+)×H1

0 (R3
+)dt

+

∫
J′
〈D(t)v(t), ϕ(t)ψ〉L2(R3

+)×L2(R3
+)
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=

〈
−
∫
J′

(
f̃(t)−

3∑
j=1

Aj∂jv(t)−D(t)v(t)
)
ϕ(t)dt, ψ

〉
H−1(R3

+)×H1
0 (R3

+)

,

where we used (4.58). We conclude that∫
J′
A0(t)v(t)ϕ′(t)dt = −

∫
J′

(
f̃(t)−

3∑
j=1

Aj∂jv(t)−D(t)v(t)
)
ϕ(t)dt

in H−1(R3
+); i.e., A0v has a weak time derivative in L2(J ′, H−1(R3

+)) and

∂t(A0v) = f̃ −
3∑
j=1

Aj∂jv −Dv.

In particular, Proposition II.5.11 in [BF13] yields

(A0v)(t)− (A0v)(t0) =

∫ t

t0

∂t(A0v)(s)ds

for all t ∈ J ′. We set

w(t) = u(t0) +

∫ t

t0

v(s)ds

for all t ∈ J ′. Observe that w belongs to C1(J ′, L2(R3
+)), w(t0) = u(t0), and that the

above formulas and (2.36) yield

L(A0, . . . , A3, D)w(t) = (A0v)(t) +

∫ t

t0

( 3∑
j=1

Aj∂jv(s)
)
ds+

3∑
j=1

Aj∂ju(t0) + (Dw)(t)

=

∫ t

t0

(
∂t(A0v)(s) +

3∑
j=1

Aj∂jv(s)
)
ds+ (Dw)(t) + (A0v)(t0) +

3∑
j=1

Aj∂ju(t0)

=

∫ t

t0

(f̃(s)− (Dv)(s))ds+ (Dw)(t) +A0(t0)S1,1(t0, A0, . . . , A3, D, f, u(t0))

+

3∑
j=1

Aj∂ju(t0)

=

∫ t

t0

(∂tf(s)− (∂tDw +D∂tw)(s))ds+ (Dw)(t) + f(t0)− (Du)(t0)

= f(t)− f(t0) + (Dw)(t0) + f(t0)− (Dw)(t0) = f(t)

for all t ∈ J ′. In particular, L(A0, . . . , A3, D)w belongs to L2(Ω).
To compute the trace of Bw on Γ′ = J ′ × ∂R3

+, we stress that Tr(Bv) = ∂tg on Γ′

by (4.58). Since (t0, A0, . . . , A3, D, f, g, u(t0)) fulfills the compatibility conditions of
order one, Corollary 2.18 (iii) and Remark 2.17 then yield

Tr(Bw) = Tr
(
B

∫ t

t0

v(s)ds+Bu(t0)
)

= Tr(BIΩ′v) + Tr(Bu(t0))

= IΓ′ Tr(Bv) + tr(Bu(t0)) =

∫ t

t0

∂tg(s)ds+ g(t0) = g(t)

for all t ∈ J ′, where we also exploited that IΩ′ is linear and that g has a con-
tinuous representative in H1/2(∂R3

+) as ∂tg ∈ L2(J ′, H1/2(∂R3
+)). The function

w ∈ C1(J ′, L2(R3
+)) consequently solves (3.2) on Ω′ with initial value u(t0) at ini-

tial time t0. As H−1/2(Γ) continuously imbeds into H−1/2(Γ′), also the trace of Bu
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on Γ′ equals g. Therefore, the function u also solves (3.2) on Ω′ with initial value
u(t0) in t0. The uniqueness statement in Lemma 3.7 thus yields u = w on Ω′. We
conclude that u is an element of C1(J ′, L2(R3

+)). The assumptions therefore tell us
that u belongs to G1(Ω′).
III) We next consider t0 = 0. Since u(0) = u0 ∈ H1(R3

+), ‖u0‖2H1(R3
+)
≤ R1,

and (0, A0, . . . , A3, D,B, f, g, u0) fulfills the compatibility conditions of first order by
assumption, step II) shows that u belongs to G1((0, T0) × R3

+), where we set T0 =
min{Ts, T}. If T0 = T we are done. Otherwise, we apply Theorem 3.13 to obtain

sup
t∈[0,T0]

‖e−γtu(t)‖2H1(R3
+) ≤ C0(‖f‖2G0,γ(Ω) + ‖u0‖2H1(R3

+) + ‖g‖2E1,γ(J×∂R3
+)

+
1

γ
‖f‖2H1

γ(Ω))

≤ e−2γTR1.

We conclude that ‖u(T0)‖2
H1(R3

+)
≤ R1. Moreover, (T0, A0, . . . , A3, D,B, f, g, u(T0))

fulfills the compatibility conditions of first order by Lemma 2.31, i.e.,

TrBS1,0(T0, A0, . . . , A3, D, f, u(T0)) = g(T0),

since u is a solution in G1(J ′ × R3
+). We can therefore apply step II) with t0 = T0.

We see that u belongs to G1((T0, T1)× R3
+), with T1 = min{T, T0 + Ts}. Since

∂tu|[0,T0](T0) = S1,1(T0, A0, . . . , A3, D, f, u(T0)) = ∂tu|[T0,T1](T0),

we infer u ∈ G1((0, T1)×R3
+). In this way we iterate. Since the time step Ts does not

depend on t0, we are done after finitely many steps. We conclude that u is an element
of G1((0, T )× R3

+).

The previous result allows us to obtain iteratively higher order regularity via the
“differentiated problem”
L(A0, . . . , A3, ∂tA0 +D)∂tu = ∂tf − ∂tDu, x ∈ R3

+, t ∈ J ;

B∂tu = ∂tg, x ∈ ∂R3
+, t ∈ J ;

∂tu(0) = Sm+1,1(0, A0, . . . , A3, D, f, u0), x ∈ R3
+.

(4.62)
However, if we want to apply regularity results of order m to (4.62), we have to make
sure that the tupel

(0, A0, . . . , A3, ∂tA0 +D,B, f, ∂tg, Sm+1,1(0, A0, . . . , A3, D, f, u0))

fulfills the compatibility conditions of order m.
We point out that this approach requires an extra regularity assumption on the

coefficient A0. The definition of the compatibility conditions respectively the opera-
tors Sm,p require the zeroth order coefficient to belong to Fm̃(Ω). The differentiated
problem (4.62) contains ∂tA0 in this coefficient. But ∂tA0 need not be an element
of Fm̃(Ω) if A0 belongs to Fmax{m+1,3}(Ω)! We will therefore require that ∂tA0 is an
element of Fm̃(Ω) in the rest of this section and derive the regularity result under
this assumption. We will demonstrate in Section 4.3 how to remove this additional
smoothness assumption.
It might be possible to avoid this extra assumption on ∂tA0 if one works with differ-

ent spaces for the zeroth and first order coefficients. However, we do not think that this
procedure leads to a simplification in the big picture as all the estimates in Section 2.2
and Chapter 3 become even lengthier. Moreover, in view of our nonlinear problem it
is natural to use the same function space for the zeroth and first order coefficients. Fi-
nally, in view of the assumptions of Lemma 4.3, an additional approximation argument
is needed anyway.
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Lemma 4.8. Let J ⊆ R be an interval, m ∈ N, and m̃ = max{m, 3}. Take A0 ∈
F cp

max{m+1,3},η(Ω) with ∂tA0 ∈ F cp
m̃ (Ω) and D ∈ F cp

max{m+1,3}(Ω). Let A1, A2, A3 ∈
F cp

max{m+1,3}(Ω) and B ∈ BCmax{m+1,3}
R3

+
(A3) be time independent. Choose t0 ∈ J ,

u0 ∈ Hm+1(R3
+), g ∈ Em+1(J × ∂R3

+), and f ∈ Hm+1(Ω). Assume that the tupel
(t0, A0, . . . , A3, D, f, g, u0) fulfills the linear compatibility conditions (2.37) of order
m+ 1, i.e.,

Tr(BSm+1,p(t0, A0, . . . , A3, D, f, u0)) = ∂pt g(t0) for 0 ≤ p ≤ m.

Assume that u ∈ Gm(Ω) solves the initial boundary value problem (3.2) with differential
operator L(A0, . . . , A3, D), inhomogeneity f , boundary value g, and initial value u0.
We set u1 = Sm+1,1(t0, A0, . . . , A3, D, f, u0) and f1 = ∂tf − ∂tDu. Then the tupel

(t0, A0, . . . , A3, ∂tA0 +D,B, f1, ∂tg, u1)

fulfills the linear compatibility conditions (2.37) of order m, i.e.,

Tr(BSm,p(t0, A0, . . . , A3, ∂tA0 +D, f1, u1)) = ∂p+1
t g(t0) for 0 ≤ p ≤ m− 1.

Proof. Without loss of generality let t0 = 0. Note that u1 ∈ Hm(R3
+) by Lemma 2.33,

that ∂tg ∈ Em(J × ∂R3
+), and that f1 ∈ Hm(Ω) by Lemma 2.22, as ∂tD belongs to

G̃max{m,2}(Ω). Since also ∂tA0 +D is an element of F cp
m̃ (Ω), we infer that the function

Sm,p(0, A0, . . . , A3, ∂tA0 +D, f1, u1) is well-defined and that it belongs to Hm−p(R3
+)

for 0 ≤ p ≤ m from Lemma 2.33.
Observe that it is enough to show

Sm+1,l+1(0, A0, . . . , A3, D, f, u0) = Sm,l(0, A0, . . . , A3, ∂tA0 +D, f1, u1) (4.63)

for 0 ≤ l ≤ m− 1.
Recall that ∂pt u(0) = Sm,p(0, A0, . . . , A3, D, f, u0) for all 0 ≤ p ≤ m by Lemma 2.31

because u ∈ Gm(Ω) solves (3.2). By definition,

Sm+1,1(0, A0, . . . , A3, D, f, u0) = u1 = Sm,0(0, A0, . . . , A3, ∂tA0 +D, f1, u1).

Now assume that (4.63) is true for 0 ≤ l ≤ p−1 for some 1 ≤ p ≤ m−1. Using (2.36),
the induction hypothesis, and the convention

(
n
k

)
= 0 for k > n, we compute

A0(0)Sm,p(0, A0, . . . , A3, ∂tA0 +D, f1, u1)

= ∂p−1
t f1(0)−

3∑
j=1

Aj∂jSm,p−1(0, A0, . . . , A3, ∂tA0 +D, f1, u1)

−
p−1∑
l=1

(
p− 1

l

)
∂ltA0(0)Sm,p−l(0, A0, . . . , A3, ∂tA0 +D, f1, u1)

−
p−1∑
l=0

(
p− 1

l

)
∂lt(∂tA0 +D)(0)Sm,p−1−l(0, A0, . . . , A3, ∂tA0 +D, f1, u1)

= ∂pt f(0)−
p−1∑
l=0

(
p− 1

l

)
∂l+1
t D(0)∂p−1−l

t u(0)

−
3∑
j=1

Aj∂jSm+1,p(0, A0, . . . , A3, D, f, u0)

−
p−1∑
l=1

(
p− 1

l

)
∂ltA0(0)Sm+1,p+1−l(0, A0, . . . , A3, D, f, u0)

−
p−1∑
l=0

(
p− 1

l

)
(∂l+1
t A0 + ∂ltD)(0)Sm+1,p−l(0, A0, . . . , A3, D, f, u0)
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= ∂pt f(0)−
3∑
j=1

Aj∂jSm+1,p(0, A0, . . . , A3, D, f, u0)

−
p∑
l=1

((p− 1

l

)
+

(
p− 1

l − 1

))
∂ltA0(0)Sm+1,p+1−l(0, A0, . . . , A3, D, f, u0)

−
p∑
l=1

((p− 1

l

)
+

(
p− 1

l − 1

))
∂ltD(0)Sm+1,p−l(0, A0, . . . , A3, D, f, u0)

−D(0)Sm+1,p(0, A0, . . . , A3, D, f, u0)

= ∂pt f(0)−
3∑
j=1

Aj∂jSm+1,p(0, A0, . . . , A3, D, f, u0)

−
p∑
l=1

(
p

l

)
∂ltA0(0)Sm+1,p+1−l(0, A0, . . . , A3, D, f, u0)

−
p∑
l=0

(
p

l

)
∂ltD(0)Sm+1,p−l(0, A0, . . . , A3, D, f, u0)

= A0(0)Sm+1,p+1(0, A0, . . . , A3, D, f, u0).

By induction, we conclude that

Sm,p(0, A0, . . . , A3, ∂tA0 +D, f1, u1) = Sm+1,p+1(0, A0, . . . , A3, D, f, u0)

for all p ∈ {0, . . . ,m− 1}. The assertion thus follows.

Corollary 4.5, Lemma 4.7, and Lemma 4.8 now allow us to set up an iteration
scheme which yields the required regularity result in higher order if we assume that
the coefficients are smooth. We will remove this extra condition in the next section.

Proposition 4.9. Let η, τ > 0, m ∈ N, and m̃ = max{m, 3}. Pick T > 0 and set J =
(0, T ) and Ω = J×R3

+. Choose coefficients A0 ∈ F cp
m̃,η(Ω) with ∂tA0 ∈ F cp

max{m−1,3}(Ω),
A1, A2 ∈ F cp

m̃,coeff(Ω), A3 ∈ F cp
m̃,coeff,τ (Ω), D ∈ F cp

m̃ (Ω), and B ∈ BCm̃R3
+

(A3). Assume

that these coefficients are contained in C∞(Ω) and that A1, A2, A3, and B are time
independent. Take data f ∈ Hm(Ω), g ∈ Em(J × ∂R3

+), and u0 ∈ Hm(R3
+) such that

the tupel (0, A0, . . . , A3, D,B, f, g, u0) satisfies the compatibility conditions (2.37) of
order m, i.e.,

Tr(BSm,l(0, A0, . . . , A3, D, f, u0)) = ∂ltg(0) for 0 ≤ l ≤ m− 1.

Let u be the weak solution of (3.2) with differential operator L(A0, . . . , A3, D), inho-
mogeneity f , boundary value g, and initial value u0. Then u belongs to Gm(Ω).

Proof. The assertion is true for m = 1 by Lemma 4.7 and Corollary 4.5. Now assume
that we have shown the assertion for a number m ∈ N. Let all the conditions be
fulfilled for m+ 1. By the induction hypothesis, the weak solution u of (3.2) belongs
to Gm(Ω). Moreover, ∂tu solves (4.62), i.e.,
L(A0, . . . , A3, ∂tA0 +D)∂tu = ∂tf − ∂tDu, x ∈ R3

+, t ∈ J ;

B∂tu = ∂tg, x ∈ ∂R3
+, t ∈ J ;

∂tu(0) = Sm+1,1(0, A0, . . . , A3, D, f, u0), x ∈ R3
+.

We again write u1 for Sm+1,1(0, A0, . . . , A3, D, f, u0) and f1 for ∂tf − ∂tDu. Then
u1 is contained in Hm(R3

+) by Lemma 2.33 and ∂tg belongs to Em(J × ∂R3
+). Since

∂tD ∈ Gmax{m,2}(Ω) and u ∈ Gm(Ω), Lemma 2.22 (ii) implies that f1 belongs to
Hm(Ω). Lemma 4.8 further shows that (0, A0, . . . , A3, ∂tA0 +D, f1, ∂tg, u1) fulfills the
compatibility conditions (2.37) of order m. Finally, we have A0 ∈ F cp

m̃,η(Ω) ∩ C∞(Ω)
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with ∂tA0 ∈ F cp
m̃ (Ω) and ∂tA0 +D ∈ F cp

m̃ (Ω)∩C∞(Ω) so that the induction hypothesis
yields that ∂tu is an element of Gm(Ω), implying that u ∈

⋂m+1
j=1 Cj(J,Hm+1−j(R3

+)).
By Corollary 4.5, u then belongs to Gm+1(Ω).

4.3 The differentiability theorem

The previous result yields the required amount of regularity for a solution under the
assumption of additional regularity of the coefficients. Note that this assumption is
indeed necessary to make our regularizing procedure work in higher order.
To get rid of the assumption that the coefficients are smooth, at least for all but

A3, we will approximate Ai by a smoother family {Ai,ε}ε>0 for i ∈ {0, 1, 2} and D by
{Dε}ε>0, hoping that the corresponding solutions uε converge in such a sense to the
original soution u that the regularity of uε can be transferred to u.
The first result is once more concerned with the compatibility conditions. If we ap-

proximate the coefficients Ai andD by families of smoother ones {Ai,ε}ε and {Dε}ε and
consider problem (3.2) with Ai replaced by Ai,ε and D replaced by Dε for i ∈ {0, 1, 2},
the tupels (0, A0,ε, A1,ε, A2,ε, A3, Dε, B, f, g, u0) will not satisfy the compatibility con-
ditions. However, these conditions are necessary for the corresponding solution uε
to belong to Gm(Ω). To overcome this problem, we construct a family of initial val-
ues {u0,ε}ε>0 in Hm(R3

+) such that u0,ε → u0 in Hm(R3
+) as ε → 0 and the tupels

(0, A0,ε, A1,ε, A2,ε, A3, Dε, B, f, g, u0,ε) fulfill the compatibility conditions for all ε > 0.
To that purpose, we derive a semi-explicit representation of the operators SR3

+,m,p
,

which allows us to isolate the normal derivatives of u0. An extension theorem then
yields functions u0,ε with the desired properties.
As we are only working on the half-space in this section, we drop the underlying

domain R3
+ in the notation of the operators SR3

+,m,p
in the following.

Lemma 4.10. Let η, τ > 0, m ∈ N, and m̃ = max{m, 3}. Take coefficients A0 ∈
F cp
m̃,η(Ω), A1, A2 ∈ F cp

m̃,coeff(Ω), A3 ∈ F cp
m̃,coeff,τ (Ω), D ∈ F cp

m̃ (Ω), and B ∈ BCm̃R3
+

(A3)

and data f ∈ Hm(Ω), g ∈ Em(J × ∂R3
+), and u0 ∈ Hm(R3

+) which fulfill the compati-
bility conditions (2.37) of order m in t0 ∈ J , i.e.,

TrBSm,l(t0, A0, . . . , A3, D, f, u0) = ∂ltg(t0) for 0 ≤ l ≤ m− 1.

We suppose that A1, A2, and A3 are time independent. Let {Ai,ε}ε>0 and {Dε}ε>0

be the families of functions provided by Lemma 2.21 for Ai and D respectively for
i ∈ {0, 1, 2}. Then there exists a number ε0 > 0 and a family {u0,ε}0<ε<ε0 in Hm(R3

+)
such that the compatibility conditions for (t0, A0,ε, A1,ε, A2,ε, A3, Dε, B, f, g, u0,ε) hold;
i.e.,

TrBSm,l(t0, A0,ε, A1, A2, A3, Dε, f, u0,ε) = ∂ltg(t0) for 0 ≤ l ≤ m− 1,

and u0,ε → u0 in Hm(R3
+) as ε→ 0.

Proof. Without loss of generality we assume t0 = 0. Note that A1,ε and A2,ε are still
time independent for all ε > 0. We set u0,ε = u0 + hε and look for hε ∈ Hm(R3

+)
with hε → 0 in Hm(R3

+) such that the compatibility conditions are fulfilled. In view
of Definition 2.16 and since B = MA3, it is sufficient for that purpose to find hε with

A3Sm,p(0, A0,ε, A1,ε, A2,ε, A3, Dε, f, u0 + hε) = A3Sm,p(0, A0, . . . , A3, D, f, u0)

for all 0 ≤ p ≤ m− 1 on ∂R3
+. To simplify the notation, we will drop the dependancy

of the operators on A3 and f in the following since they remain fixed throughout the
proof.
I) Let k ∈ {0, . . . ,m−1} and {Λε}ε>0 ⊆ Hk(R3

+) with Λε → Λ in Hk(R3
+) as ε→ 0.

We show that A0,ε(0)−1Λε → A0(0)−1Λ in Hk(R3
+) as ε→ 0.
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Recall from Lemma 2.21 that A0,ε(0) converges to A0(0) in F 0
m̃−1(R3

+) so that
Lemma 2.23 yields that there exists a constant C1 with ‖A0,ε(0)−1‖F 0

m̃−1(R3
+) ≤ C1

and A0,ε(0)−1 → A0(0)−1 in F 0
m̃−1(R3

+) as ε→ 0. Lemma 2.22 (vii) then shows that

‖A0,ε(0)−1Λε −A0(0)−1Λ‖Hk(R3
+) ≤ C‖A0,ε(0)−1 −A0(0)−1‖F 0

m̃−1(R3
+)‖Λε‖Hk(R3

+)

+ C‖A0(0)−1‖F 0
m̃−1(R3

+)‖Λε − Λ‖Hk(R3
+) −→ 0 (4.64)

as ε→ 0.
II) In this step we assume that u0,ε → u0 in Hm(R3

+) as ε → 0. We then prove
that Sm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0,ε) tends to Sm,p(0, A0, A1, A2, D, u0) in Hm−p(R3

+)
as ε→ 0 for 0 ≤ p ≤ m− 1.
To that purpose, we first abbreviate

S0
m,p = Sm,p(0, A0, A1, A2, D, u0) and Sεm,p = Sm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0,ε)

for all ε > 0. Since Sεm,0 = u0,ε converges to u0 = S0
m,0 in Hm(R3

+) the assertion
is clear for p = 0. Next assume that the assertion is true for 0 ≤ p ≤ k and some
k ∈ {0, . . . ,m − 2}. We establish that Sεm,k+1 → S0

m,k+1 in Hm−k−1(R3
+). Due to

step I) it suffices to show that

2∑
j=1

Aj,ε∂jS
ε
m,k +A3∂3S

ε
m,k +

k∑
l=1

(
k

l

)
∂ltA0,ε(0)Sεm,k+1−l +

k∑
l=0

(
k

l

)
∂ltDε(0)Sεm,k−l

−→
3∑
j=1

Aj∂jS
0
m,k +

k∑
l=1

(
k

l

)
∂ltA0(0)S0

m,k+1−l +

k∑
l=0

(
k

l

)
∂ltD(0)S0

m,k−l (4.65)

in Hm−k−1(R3
+) as ε→ 0.

The induction hypothesis yields that Sεm,k converges to S0
m,k in Hm−k(R3

+). Since
the coefficients A1,ε and A2,ε converge to A1 respectively A2 in F 0

m̃−1(R3
+) and A3

belongs to F 0
m̃−1(R3

+), Lemma 2.22 (vii) implies that the first three summands on the
left-hand side of (4.65) converge to

∑3
j=1Aj∂jS

0
m,k in Hm−k−1(R3

+).
Let l ∈ {1, . . . , k}. The induction hypothesis also yields that

Sεm,k+1−l −→ S0
m,k+1−l

in Hm−k−1+l(R3
+) ↪→ Hm−k(R3

+) as ε→ 0. On the other hand, ∂ltA0,ε(0) converges to
∂ltA0(0) in Hm−l−1(R3

+) ↪→ Hm−k−1(R3
+) by Lemma 2.21. Using Lemma 2.22 (vi) and

arguing as in (4.64), we conclude that ∂ltA0,ε(0)Sεm,k+1−l converges to ∂
l
tA0(0)S0

m,k+1−l
inHm−k−1(R3

+). Analogously, we treat the terms in the third sum of (4.65). The claim
thus follows.
III) The definition of the operators Sm,k was given inductively. In principle, it is

possible to derive an explicit representation of Sm,k. However, this would lead to
unhandy expressions for the coefficients in front of the derivatives of u0 and f . We are
therefore satisfied with an “intermediate” result as we only need to know the regularity
of these coefficients in the following. Take r > 0 such that

max{‖Ai(0)‖F 0
m̃−1(R3

+), max
1≤l≤m̃−1

‖∂ltAi(0)‖Hm̃−l−1(R3
+) : i ∈ {0, . . . , 3}} ≤ r,

max{‖D(0)‖F 0
m̃−1(R3

+), max
1≤l≤m̃−1

‖∂ltD(0)‖Hm̃−l−1(R3
+)} ≤ r.

We claim that

Sm,k(0, A0, A1, A2, D, u0) =
∑
α∈N3

0

|α|≤k

Aαk (0, A0, A1, A2, D)∂αu0
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+
∑
β∈N4

0

|β|≤k−1

Aβk(0, A0, A1, A2, D)∂βf(0) (4.66)

for 0 ≤ k ≤ m and certain functions

Aαk (0, A0, A1, A2, D) ∈

{
Hm̃−k(R3

+) + F 0
m̃−1(R3

+), for |α| ≤ k − 1;

F 0
m̃−1(R3

+), for |α| = k;

Aβk(0, A0, A1, A2, D) ∈

{
Hm̃−k(R3

+) + F 0
m̃−1(R3

+), for |β| ≤ k − 2;

F 0
m̃−1(R3

+), for |β| = k − 1;
(4.67)

for k ∈ {0, . . . ,m − 1} and multi-indices α ∈ N3
0 and β ∈ N4

0, which have the addi-
tional property that A(0,0,k)

k (0, A0, A1, A2, D) = (−A0(0)−1A3(0))k for 0 ≤ k ≤ m− 1.
Moreover, we have

‖Aαk (0, A0, A1, A2, D)‖Hm̃−k−1(R3
+)+F 0

m̃−1(R3
+) ≤ Ck, if |α| ≤ k − 1;

‖Aαk (0, A0, A1, A2, D)‖F 0
m̃−1(R3

+) ≤ Ck, if |α| = k;

‖Aβk(0, A0, A1, A2D)‖Hm̃−k−1(R3
+)+F 0

m̃−1(R3
+) ≤ Ck, if |β| ≤ k − 2;

‖Aβk(0, A0, A1, A2, D)‖F 0
m̃−1(R3

+) ≤ Ck, if |β| = k − 1;

(4.68)

where Ck = Ck(η, r) for k, α and β as above.
In the proof of this claim we use the following conventions. Throughout, α represents

a multi-index in N3
0 and β a multi-index in N4

0. Moreover, as A0, A1, A2, D, and u0

are fixed in this proof, we omit also these arguments of Sm,k, Aαk , and A
β
k .

Observe that Sm,0 = u0 is of the claimed form with A(0,0,0)
0 = I. Furthermore,

A0(0)Sm,1 = f(0)−
3∑
j=1

Aj∂ju0 −D(0)u0

is of the form (4.66) with A(0,0,0)
1 = −A0(0)−1D(0) ∈ F 0

m̃−1(R3
+), Aej1 = −A0(0)−1Aj ∈

F 0
m̃−1(R3

+), and A(0,0,0,0)
1 = A0(0)−1 ∈ F 0

m̃−1(R3
+). Note that the coefficients A(0,0,0)

0

and A(0,0,1)
1 are of the form A

(0,0,0)
0 = (−A0(0)−1A3)0 and A(0,0,1)

1 = (−A0(0)−1A3)1.
This shows (4.67) for the indices k = 0 and k = 1. Lemma 2.23 and Lemma 2.22
further imply that also (4.68) is true for these indices.
We next assume that the claims have been shown for all indices 0 ≤ l ≤ k for a

number k ∈ {1, . . . ,m− 1}. Starting from (2.36), we then compute

A0(0)Sm,k+1

= ∂kt f(0)−
3∑
j=1

Aj∂j

[ ∑
|α|≤k

Aαk∂
αu0 +

∑
|β|≤k−1

Aβk∂
βf(0)

]

−
k∑
l=1

(
k

l

)
∂ltA0(0)

[ ∑
|α|≤k+1−l

Aαk+1−l∂
αu0 +

∑
|β|≤k−l

Aβk+1−l∂
βf(0)

]

−
k∑
l=0

(
k

l

)
∂ltD(0)

[ ∑
|α|≤k−l

Aαk−l∂
αu0 +

∑
|β|≤k−1−l

Aβk−l∂
βf(0)

]

= −
3∑
j=1

∑
|α|≤k

Aj∂jA
α
k∂

αu0 −
3∑
j=1

∑
|α|≤k

AjA
α
k∂

α+eju0 (4.69)

−
k∑
l=1

∑
|α|≤k+1−l

(
k

l

)
∂ltA0(0)Aαk+1−l∂

αu0 −
k∑
l=0

∑
|α|≤k−l

(
k

l

)
∂ltD(0)Aαk−l∂

αu0
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+ ∂kt f(0)−
3∑
j=1

∑
|β|≤k−1

Aj∂jA
β
k∂

βf(0)−
3∑
j=1

∑
|β|≤k−1

AjA
β
k∂

β+ejf(0)

−
k∑
l=1

∑
|β|≤k−l

(
k

l

)
∂ltA0(0)Aβk+1−l∂

βf(0)−
k∑
l=0

∑
|β|≤k−1−l

(
k

l

)
∂ltD(0)Aβk−l∂

βf(0).

Here, the formula

∂j(A
α
k∂

αu0) = ∂jA
α
k∂

αu0 +Aαk∂
α+eju0

follows from Lemma 2.22, as Aαk ∈ Hm̃−k(R3
+) +F 0

m̃−1(R3
+) and ∂αu0 ∈ Hm−k+1(R3

+)

in the case |α| ≤ k − 1 and Aαk ∈ F 0
m̃−1(R3

+) and ∂αu0 ∈ Hm−k(R3
+) if |α| = k.

Analogously, one infers

∂j(A
β
k∂

βf(0)) = ∂jA
β
k∂

βf(0) +Aβk∂
β+ejf(0)

for |β| ≤ k − 1. In the following we use Lemma 2.22 several times without further
reference.
We first point out that ∂α+ej with |α| = k and j ∈ {1, 2, 3} are the only derivatives

of order k+ 1 in (4.69). Moreover, the coefficients Aα+ej
k+1 := −A0(0)−1AjA

α
k belong to

F 0
m̃−1(R3

+) for all α with |α| = k. Consequently, Aαk+1 is an element of F 0
m̃−1(R3

+) for
all α with |α| = k + 1. Lemma 2.23 and the induction hypothesis further yield that

‖Aαk+1‖F 0
m̃−1(R3

+) ≤ C2.23(η, r)r · Ck(η, r).

Moreover,

A
(0,0,k+1)
k+1 = −A0(0)−1A3A

(0,0,k)
k = (−A0(0)−1A3)k+1.

We further deduce that

Aj∂jA
α
k ∈ Hm̃−k−1(R3

+) and AjA
α
k ∈ Hm̃−k−1(R3

+) + F 0
m̃−1(R3

+) (4.70)

since Aαk ∈ Hm̃−k(R3
+) + F 0

m̃−1(R3
+) and Aj ∈ F 0

m̃−1(R3
+). The induction hypothesis

yields

‖Aj∂jAαk‖Hm̃−k−1(R3
+) ≤ C(r)‖Aαk‖Hm̃−k(R3

+)+F 0
m̃−1(R3

+) ≤ C̃k(η, r),

‖AjAαk‖Hm̃−k−1(R3
+)+F 0

m̃−1(R3
+) ≤ C(r)‖Aαk‖Hm̃−k(R3

+)+F 0
m̃−1(R3

+) ≤ C̃k(η, r),

for j ∈ {1, 2, 3}. Now take l ∈ {1, . . . , k} and α ∈ N3
0 with |α| ≤ k + 1 − l. Then

∂ltA0(0) is contained in Hm̃−1−l(R3
+) ↪→ Hm̃−k−1(R3

+) and Aαk+1−l in H
m̃−k−1+l(R3

+)
so that Lemma 2.22 (vi) and (vii) imply

∂ltA0(0)Aαk+1−l ∈ Hm̃−k−1(R3
+) (4.71)

and

‖∂ltA0(0)Aαk+1−l‖Hm̃−k−1(R3
+) ≤ C‖∂ltA0(0)‖Hm̃−1−l(R3

+)‖Aαk+1−l‖Hm̃−k−1+l(R3
+)

≤ Cr · Ck+1−l(η, r).

The same argument shows that

∂ltD(0)Aαk−l ∈ Hm̃−k−1(R3
+) + F 0

m̃−1(R3
+) (4.72)

and

‖∂ltD(0)Aαk−l‖Hm̃−k−1(R3
+)+F 0

m̃−1(R3
+) ≤ Cr · Ck−l(η, r) (4.73)
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for |α| ≤ k − l and l ∈ {1, . . . , k}. The identities (4.72) and (4.73) are also true for
|α| ≤ k and l = 0 asD(0) belongs to F 0

m̃−1(R3
+) and Aαk−l toH

m̃−k+l(R3
+)+F 0

m̃−1(R3
+).

Since A0(0)−1 is an element of F 0
m̃−1(R3

+) and the coefficients Aαk+1 are linear
combinations of the products of A0(0)−1 with terms appearing in (4.70) to (4.72),
Lemma 2.22 yields that Aαk+1 belongs to Hm̃−k−1(R3

+) + F 0
m̃−1(R3

+) for all α ∈ N3
0

with |α| ≤ k. The estimates for the corresponding terms and Lemma 2.23 then imply
that also (4.68) is true for k + 1.
The assertion for the coefficients Aβk follows analogously. This finishes the proof of

the claim.
Rearranging (4.69) we can now write the operators Sm,p as

Sm,p(0, A0, A1, A2, D, u0) = (−A0(0)−1A3)p∂p3u0 +

p−1∑
j=0

Cp,p−j(0, A0, A1, A2, D)∂j3u0

+Bp(0, A0, A1, A2, D)f(0), (4.74)

where

Cp,p−j(0, A0, A1, A2, D) =
∑
α∈N3

0

|α|≤p,α3=j

Aαp (0, A0, A1, A2, D)∂(α1,α2,0),

Bp(0, A0, A1, A2, D)f =
∑
β∈N4

0

|β|≤p−1

Aβp (0, A0, A1, A2, D)∂βf(0)

for all j ∈ {0, . . . , p− 1}, p ∈ {1, . . . ,m− 1} and f ∈ Hm(Ω). Observe that Cp,p−j is a
differential operator which only involves tangential derivatives up to order p− j. The
regularity of the coefficients stated in (4.67) and Lemma 2.22 further show that Cp,p−j
maps Hm−j(R3

+) into Hm−p(R3
+) for all j ∈ {0, . . . , p − 1} and p ∈ {1, . . . ,m − 1}.

Lemma 2.22 and (4.68) moreover yield a constant Rp,p−j = Rp,p−j(η, r) such that

‖Cp,p−j(0, A0, A1, A2, D)v‖Hm−p(R3
+) ≤ Rp,p−j(η, r)‖v‖Hm−j(R3

+) (4.75)

for all v ∈ Hm−j(R3
+), j ∈ {0, . . . , p− 1}, and p ∈ {1, . . . ,m− 1}.

Similarly, Bp is a differential operator of order p − 1 and (4.67) combined with
Lemma 2.22 shows that Bp maps Hm(Ω) into Hm−p(R3

+).
IV) Let h ∈ Hm(R3

+). We compute

Sm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0 + h) = (−A0,ε(0)−1A3)p∂p3 (u0 + h)

+

p−1∑
j=0

Cp,p−j(0, A0,ε, A1,ε, A2,ε, Dε)∂
j
3(u0 + h) +Bp(0, A0,ε, A1,ε, A2,ε, Dε)f

= Sm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0) + (−A0,ε(0)−1A3)p∂p3h

+

p−1∑
j=0

Cp,p−j(0, A0,ε, A1,ε, A2,ε, Dε)∂
j
3h. (4.76)

Set aε0 = 0. Then aε0 ∈ Hm(R3
+)6 and

Sm,0(0, A0, A1, A2, D, u0)− Sm,0(0, A0,ε, A1,ε, A2,ε, Dε, u0) = u0 − u0 = 0 = aε0.

Let k ∈ {0, . . . ,m− 2}. Assume that we have constructed functions aεp ∈ Hm−p(R3
+)6

such that

A3

(
(−A0,ε(0)−1A3)paεp

)
= A3

(
Sm,p(0, A0, A1, A2, D, u0)− Sm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0)

)
−A3

( p−1∑
j=0

Cp,p−j(0, A0,ε, A1,ε, A2,ε, Dε)a
ε
j

)
, (4.77)
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aεp −→ 0 in Hm−p(R3
+)6 as ε→ 0

for every p ∈ {0, . . . , k}. Then the functions

k∑
j=0

Ck+1,k+1−j(0, A0,ε, A1,ε, A2,ε, Dε)a
ε
j

and

Sm,k+1(0, A0, A1, A2, D, u0)− Sm,k+1(0, A0,ε, A1,ε, A2,ε, Dε, u0)

belong to Hm−k−1(R3
+). Since A0,ε ≥ η, ‖∂αAi,ε(0)‖L2(R3

+) ≤ r for all i ∈ {0, 1, 2},
and ‖∂αDε(0)‖L2(R3

+) ≤ r for all α ∈ N4
0 with |α| ≤ m̃− 1 and ε > 0 by Lemma 2.21,

estimate (4.75) and the induction hypothesis yield

∥∥∥ k∑
j=0

Ck+1,k+1−j(0, A0,ε, A1,ε, A2,ε, Dε)a
ε
j

∥∥∥
Hm−k−1(R3

+)

≤
k∑
j=0

Rk+1,k+1−j(η, r)‖aεj‖Hm−j(R3
+) −→ 0

as ε→ 0. Moreover, step II) shows that also

‖Sm,k+1(0, A0, A1, A2, D, u0)− Sm,k+1(0, A0,ε, A1,ε, A2,ε, Dε, u0)‖Hm−k−1(R3
+) −→ 0

as ε → 0. Lemma 4.11 below thus gives a number ε0 > 0 and functions aεk+1 ∈
Hm−k−1(R3

+)6 such that

A3

(
(−A0,ε(0)−1A3)k+1aεk+1

)
= A3

(
Sm,k+1(0, A0, A1, A2, D, u0)− Sm,k+1(0, A0,ε, A1,ε, A2,ε, Dε, u0)

)
−A3

( k∑
j=0

Ck+1,k+1−j(0, A0,ε, A1,ε, A2,ε, Dε)a
ε
j

)
,

aεk+1 −→ 0 in Hm−k−1(R3
+)6 as ε→ 0.

for all ε ∈ (0, ε0). The induction is thus finished.
We next define

bεp := aεp(·, 0) ∈ Hm−p− 1
2 (∂R3

+)

for 0 ≤ p ≤ m − 1. Since the trace operator from Hm−p(R3
+) into Hm−p− 1

2 (∂R3
+) is

continuous, we infer that bεp → 0 in Hm−p− 1
2 (∂R3

+) as ε→ 0. Theorem 2.5.7 in [Hoe76]
now yields functions hε ∈ Hm(R3

+) with

∂p3hε(·, 0) = bεp on ∂R3
+

for 0 ≤ p ≤ m− 1 and ε ∈ (0, ε0), which satisfy hε → 0 in Hm(R3
+) as ε→ 0.

We set u0,ε = u0 + hε for all ε > 0. Then u0,ε tends to u0 in Hm(R3
+). The

equations (4.76) and (4.77) yield(
A3Sm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0,ε)

)
(·, 0)

=
(
A3Sm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0) +A3(−A0,ε(0)−1A3)p∂p3h

ε

+A3

p−1∑
j=0

Cp,p−j(0, A0,ε, A1,ε, A2,ε, Dε)∂
j
3h
ε
)

(·, 0)
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= tr(A3Sm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0)) + tr(A3(−A0,ε(0)−1A3)p)bεp

+

p−1∑
j=0

tr(A3Cp,p−j(0, A0,ε, A1,ε, A2,ε, Dε))b
ε
j

=
(
A3Sm,p(0, A0, A1, A2, D, u0)

)
(·, 0)

for 0 ≤ p ≤ m− 1. Since (0, A0, . . . , A3, D,B, f, g, u0) fulfills the compatibility condi-
tions (2.37) of order m and B = MA3, we conclude that

Tr(BSm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0,ε)) = M Tr(A3Sm,p(0, A0,ε, A1,ε, A2,ε, Dε, u0,ε))

= M Tr(A3Sm,p(0, A0, A1, A2, D, u0)) = Tr(BSm,p(0, A0, A1, A2, D, u0)) = ∂pt g(0),

i.e., the tupels (0, A0,ε, A1,ε, A2,ε, A3, Dε, B, f, g, u0,ε) fulfill the compatibility condi-
tions (2.37) of order m for all ε ∈ (0, ε0).

In the previous proof we used that we can continuously invert (−A0,ε(0)−1A3)p on
the range of A3 in a certain sense. The next lemma provides the precise statement.
The proof relies on the structure of the matrix A3 which allows us to transform it
globally into its Gaussian normal form.

Lemma 4.11. Let m ∈ N with m ≥ 3 and η, τ > 0. Take A0 ∈ Fm,6,η(Ω) and
A3 ∈ F cp

m,coeff,τ (Ω). Pick k ∈ N with k ≤ m − 1 and p ∈ N0. Choose r > 0 such
that ‖A0(0)‖F 0

m−1(R3
+), ‖A3(0)‖F 0

m−1(R3
+) ≤ r. Take an approximating family {A0,ε}ε>0

provided by Lemma 2.21. Let {v0,ε}ε>0 be a family of functions in Hk(R3
+)6. Then

there exists a number ε0 > 0 and a family of functions {vp,ε}0<ε<ε0 in Hk(R3
+)6 such

that

A3(0)(A0,ε(0)−1A3(0))pvp,ε = A3(0)v0,ε

for all ε ∈ (0, ε0) and a constant C = C(η, τ, r) such that

‖vp,ε‖Hk(R3
+) ≤ C‖v0,ε‖Hk(R3

+)

for all ε ∈ (0, ε0).

Proof. I) Since A3 belongs to F cp
m,coeff,τ (Ω), there are functions µ1, µ2, µ3 ∈ F cp

m,1(Ω)
such that

A3 =

3∑
j=1

Aco
j µj

and an index i ∈ {1, 2, 3} with
|µi| ≥ τ (4.78)

on Ω. Without loss of generality we assume that i = 3. The other cases are treated
analogously. Note that also

‖µ(0)‖F 0
m−1(R3

+) ≤ Cr. (4.79)

Due to the properties of the approximating family, we find an ε0 > 0 such that

‖A0,ε(0)‖F 0
m−1(R3

+) ≤ 2r (4.80)

for all ε ∈ (0, ε0).
II) We introduce the matrices

Â3 =

 0 µ3 −µ2

−µ3 0 µ1

µ2 −µ1 0

 , Ĝr = µ−1
3

0 −1 µ1

1 0 µ2

0 0 µ3

 , Ĝl =

 1 0 0
0 1 0
µ1 µ2 µ3

 .
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Note that

ĜlÂ3Ĝr =

1 0 0
0 1 0
0 0 0

 and A3 =

(
0 Â3

−Â3 0

)
.

Setting

Gr =

(
Ĝr 0

0 Ĝr

)
, Gl =

(
Ĝl 0

0 Ĝl

)
,

we thus infer

GlA3Gr =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0
−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 0 0 0

 =: AG3 , (4.81)

whereGl andGr belong to F
cp
m,6(Ω) by (4.78) and Lemma 2.23. Moreover, we introduce

the invertible matrix

Gp =


0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1

 so that Ap3 := AG3 Gp =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0

 .

Due to (4.78) and (4.79), we further obtain a constant C1 = C1(τ, r) such that

‖Gr(0)‖F 0
m−1(R3

+) + ‖Gl(0)‖F 0
m−1(R3

+) + ‖G−1
r (0)‖F 0

m−1(R3
+) ≤ C1, (4.82)

where we also exploited that

Ĝ−1
r =

 0 µ3 −µ2

−µ3 0 µ1

0 0 1

 and G−1
r =

(
Ĝ−1
r 0

0 Ĝ−1
r

)
.

III) We next want to show that the matrix

Θε =

(
Gl;3·A0,εGr;·3 Gl;3·A0,εGr;·6
Gl;6·A0,εGr;·3 Gl;6·A0,εGr;·6

)
is either uniformly positive or uniformly negative definite on Ω for every ε > 0. As µ3

is continuous and satisfies (4.78), we first observe that µ3 does not change sign on Ω
and without loss of generality we assume that µ3 is positive on Ω. Next take ξ ∈ R2

with |ξ| = 1. We then compute

ξTΘεξ = µ−1
3

(
(ξ1µ, 0)TA0,ε

(
(ξ1µ, 0) + (0, ξ2µ)

)
+ (0, ξ2µ)TA0,ε

(
(ξ1µ, 0) + (0, ξ2µ)

))
= µ−1

3 (ξ1µ, ξ2µ)TA0,ε(ξ1µ, ξ2µ) ≥ 1

|µ|
η|µ|2 ≥ ητ

for all ε > 0. Here we also used that A0,ε is contained in F cp
m,6,η(Ω) for all ε > 0 by

Lemma 2.21. Consequently, the matrix Θε is uniformly positive definite on Ω and in
combination with Lemma 2.22 we infer that Θε belongs to F

cp
m,2,ητ (Ω) for all ε > 0. In

particular, Θε has an inverse with

‖Θ−1
ε (0)‖F 0

m−1(R3
+) ≤ C3(η, τ, r) (4.83)
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for all ε ∈ (0, ε0) by Lemma 2.23, Lemma 2.22, (4.82), and (4.80).
IV) Let w0 ∈ Hk(R3

+)6. Due to step III) we can define scalar functions h1,ε and h2,ε

by
(h1,ε, h2,ε) = −Θ−1

ε (0)(Gl(0)A0,ε(0)w0)(3,6),

where we denote for any vector ζ from R6 by ζ(3,6) the two-dimensional vector (ζ3, ζ6).
Note that

‖(h1,ε, h2,ε)‖Hk(R3
+) ≤ C4(η, τ, r)‖w0‖Hk(R3

+) (4.84)

for all ε ∈ (0, ε0) by Lemma 2.22, (4.80), (4.82), and (4.83). We next set

w̃0,ε = Gl(0)(−A0,ε(0))Gr(0)
(
G−1
r (0)w0 + h1,εe3 + h2,εe6

)
,

w̃1,ε = Gr(0)Gpw̃0,ε (4.85)

for all ε ∈ (0, ε0). We once more obtain a constant C4(η, τ, r) such that

‖w̃1,ε‖Hk(R3
+) ≤ C4(η, τ, r)‖w0‖Hk(R3

+)

for all ε ∈ (0, ε0) due to Lemma 2.22, (4.80), (4.82), and (4.84). We further point out
that the construction of h1,ε, h2,ε, and w̃0,ε yields

(w̃0,ε)(3,6) = (Gl(0)(−A0,ε(0))w0)(3,6) −Θε(0)(h1,ε, h2,ε) = 0 (4.86)

for all ε ∈ (0, ε0). We can thus compute

A3(0)(−A0,ε(0)−1A3(0))w̃1,ε

= Gl(0)−1AG3 Gr(0)−1(−A0,ε(0)−1)Gl(0)−1AG3 Gr(0)−1w̃1,ε

= Gl(0)−1AG3 Gr(0)−1(−A0,ε(0)−1)Gl(0)−1Ap3w̃0,ε

for all ε ∈ (0, ε0). Using that
Ap3w̃0,ε = w̃0,ε (4.87)

due to (4.86), we further deduce

A3(0)(−A0,ε(0)−1A3(0))w̃1,ε

= Gl(0)−1AG3 Gr(0)−1(−A0,ε(0)−1)Gl(0)−1w̃0,ε

= Gl(0)−1AG3 Gr(0)−1w0 +Gl(0)−1AG3 (h1,εe3 + h2,εe6) = A3(0)w0

for all ε ∈ (0, ε0). To sum up, we have shown that for each w0 ∈ Hk(R3
+)6 and

ε ∈ (0, ε0), there is a function wε ∈ Hk(R3
+)6 such that

A3(0)(−A0,ε(0)−1A3(0))wε = A3w0. (4.88)

Moreover, there is a constant CIV = CIV (η, τ, r), in particular independent of ε, such
that

‖wε‖Hk(R3
+) ≤ CIV ‖w0‖Hk(R3

+) (4.89)

for all ε ∈ (0, ε0).
V) To show the actual assertion, we proceed inductively. We claim that for all

p ∈ N0 and ε ∈ (0, ε0) there is an operator Tp,ε : Hk(R3
+)6 → Hk(R3

+)6 such that

A3(0)(−A0,ε(0)−1A3(0))pTp,ε(w) = A3(0)w (4.90)

for all w ∈ Hk(R3
+)6 and there is a constant Cp = Cp(η, τ, r) such that

‖Tp,ε(w)‖Hk(R3
+) ≤ Cp‖w‖Hk(R3

+). (4.91)
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Note that there is nothing to show in the case p = 0. Now assume that we have proven
the claim for a number p ∈ N0. Fix ε ∈ (0, ε0) and w ∈ Hk(R3

+)6. Step IV) applied
with w0 = w yields a function w̃p+1,ε ∈ Hk(R3

+)6 with

A3(0)(−A0,ε(0)−1A3(0))w̃p,ε = A3(0)w (4.92)

and
‖w̃p,ε‖Hk(R3

+) ≤ CIV (η, τ, r)‖w‖Hk(R3
+). (4.93)

We now define Tp+1,ε(w) = Tp,ε(w̃p,ε). Then Tp+1,ε(w) is contained in Hk(R3
+)6 and

we compute

A3(0)(−A0,ε(0)−1A3(0))p+1Tp+1,ε(w)

= A3(0)(−A0,ε(0)−1)A3(0)(−A0,ε(0)−1A3(0))pTp,ε(w̃p,ε)

= A3(0)(−A0,ε(0)−1)A3(0)w̃p,ε = A3(0)w,

where we employed the induction hypothesis (4.90) and (4.92). Combining (4.91)
with (4.93), we further obtain

‖Tp+1,ε(w)‖Hk(R3
+) = ‖Tp,ε(w̃p,ε)‖Hk(R3

+) ≤ Cp‖w̃p,ε‖Hk(R3
+) ≤ CpCIV ‖w‖Hk(R3

+).

As Cp and CIV only depend on η, τ , and r, the claim now follows by induction.
The assertion of the lemma is finally proven by setting vp,ε = Tp,ε(v0,ε) for all

ε ∈ (0, ε0).

We can now establish the differentiability theorem for coefficients constant outside
of a compact set. We will show that if A3 is smooth and the other coefficients and the
data are regular of order max{m, 3} respectively m and if they fulfill the compatibility
conditions of order m, then the corresponding solution of (3.2) belongs to Gm. To
prove this statement we only have to get rid of the additional regularity assumptions
on the coefficients A0, A1, A2, andD in Proposition 4.9. We will therefore approximate
the coefficients by the smoother ones from Lemma 2.21 and the initial value by the
functions provided by Lemma 4.10. The corresponding solutions uε belong to Gm(Ω)
by Proposition 4.9. The key point of the proof is then to show that uε tends to u and
that the Gm-regularity of uε passes to the limit u.

Theorem 4.12. Let η, τ > 0, m ∈ N, m̃ = max{m, 3}, T > 0, J = (0, T ), and
Ω = J×R3

+. Take coefficients A0 ∈ F cp
m̃,η(Ω), A1, A2 ∈ F cp

m̃,coeff(Ω), A3 ∈ F cp
m̃,coeff,τ (Ω),

D ∈ F cp
m̃ (Ω), and B ∈ BCm̃R3

+
(A3). Suppose that A1, A2, A3, and B are independent of

time and that A3 and a function M as in the definition of BCm̃R3
+

(A3) belong to C∞(Ω).
Choose data f ∈ Hm(Ω), g ∈ Em(J × ∂R3

+), and u0 ∈ Hm(R3
+) such that the tupel

(0, A0, . . . , A3, D,B, f, g, u0) satisfies the compatibility conditions (2.37) of order m.
Then the weak solution u of (3.2) belongs to Gm(Ω).

Proof. I) Let {Ai,ε}ε>0 and {Dε}ε>0 be the families of functions given by Lemma 2.21
for Ai and D respectively for i ∈ {0, 1, 2}. In particular, the coefficients A0,ε, A1,ε,
A2,ε, and Dε belong to C∞(Ω) and ∂tA0,ε is contained in Fm̃(Ω) for each ε > 0.
Lemma 4.10 provides a parameter ε0 > 0 and a family {u0,ε}0<ε<ε0 ⊆ Hm(R3

+) such
that (0, A0,ε, A1,ε, A2,ε, A3, Dε, B, f, g, u0,ε) fulfill the compatibility conditions (2.37)
of order m for all ε ∈ (0, ε0) and u0,ε → u0 in Hm(R3

+) as ε → 0. Let uε denote
the weak solution of (3.2) with differential operator L(A0,ε, A1,ε, A2,ε, A3, Dε) and
inhomogeneity f , boundary value g, and initial value u0,ε for each ε ∈ (0, ε0). By
Proposition 4.9, the function uε belongs to Gm(Ω) for all ε ∈ (0, ε0). Let r > 0 such
that

‖Ai‖Fm̃(Ω) ≤ r and ‖D‖Fm̃(Ω) ≤ r
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for all i ∈ {0, . . . , 3}. Due to Lemma 2.21 we then also have

‖Ai,ε‖Fm̃(Ω) ≤ Cr and ‖Dε‖Fm̃(Ω) ≤ Cr

for all ε ∈ (0, ε0) and i ∈ {0, 1, 2}. Theorem 3.13 then yields a constant C =
C(η, τ, r, T ) and a number γ = γ(η, τ, r, T ) such that

‖uε‖2Gm,γ(Ω) ≤ C
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(R3
+) + ‖g‖2Em,γ(J×∂R3

+) + ‖u0,ε‖2Hm(R3
+)

+
1

γ
‖f‖2Hmγ (Ω)

)
(4.94)

for all ε ∈ (0, ε0). Let (εn) be a sequence of positive numbers converging to zero.
Then (4.94) and u0,ε → u0 in Hm(R3

+) as ε → 0 yield that (∂αuεn) is bounded in
L∞(J, L2(R3

+)) = (L1(J, L2(R3
+)))∗ for each α ∈ N4

0 with |α| ≤ m. Since L1(J, L2(R3
+))

is separable, the Banach-Alaoglu theorem gives a σ∗-convergent subsequence. Taking
iteratively subsequences for each α ∈ N4

0 with |α| ≤ m, we obtain a subsequence,
denoted by (un), such that the σ∗-limit uα of ∂αun exists for all α ∈ N4

0 with |α| ≤ m.
Lemma 3.7 and Lemma 2.21 imply that

‖un − u‖G0,γ(Ω) ≤ C(‖L(A0, . . . , A3, D)un − f‖2G0,γ(Ω) + ‖u0,n − u0‖2L2(R3
+))

≤ C
( 2∑
i=0

‖Ai −Ai,n‖2L∞(Ω)‖∂iun‖
2
G0,γ(Ω)

+ ‖D −Dn‖2L∞(Ω)‖un‖
2
G0,γ(Ω) + ‖u0,n − u0‖2L2(R3

+)

)
−→ 0

as n→∞, where we also exploited that f = L(A0,n, A1,n, A2,n, A3, Dn)un, (4.94), and
that (u0,n)n is bounded in Hm(R3

+). Consequently, u is equal to u(0,0,0,0). Looking at
the distributional derivative, we further deduce

〈ϕ, ∂αu〉 = (−1)|α|〈∂αϕ, u〉 = (−1)|α| lim
n→∞

〈∂αϕ, un〉 = 〈ϕ, uα〉

for all ϕ ∈ C∞c (Ω). We conclude that ∂αu ∈ L∞(J, L2(R3
+)) for all α ∈ N4

0 with
|α| ≤ m; i.e., u ∈ G̃m(Ω). It remains to remove the tilde here. To this purpose we will
apply Lemma 4.7 to ∂m−1

t u and then iteratively Corollary 4.5 to ∂jt u.
II) Let 0 ≤ j ≤ m− 1. Lemma 3.4 for m− 1, Corollary 2.18, and Lemma 2.31 show

that ∂jt u solves the initial value problem,
L(A0, . . . , A3, D)∂jt u = fj , x ∈ R3

+, t ∈ J ;

B∂jt u = ∂jt g, x ∈ ∂R3
+, t ∈ J ;

∂jt u(0) = Sm,j(0, A0, . . . , A3, D, f, u0), x ∈ R3
+;

where

fj = ∂jt f −
j∑
l=1

(
j

l

)(
∂ltA0∂

j+1−l
t u+ ∂ltD∂

j−l
t u

)
.

Observe that the proof of Lemma 3.4 implies that fj belongs to Hm−j(Ω).
III) To apply Lemma 4.7, we show that the tupel (0, A0, . . . , A3, D,B, fj , ∂

j
t g, u

j
0)

fulfills the compatibility conditions (2.37) of order m − j, where we abbreviate the
function Sm,j(0, A0, . . . , A3, D, f, u0) by uj0 for all 0 ≤ j ≤ m.
Let m1,m2 ∈ N0 with m2 ≤ m1 and m1 +m2 ≤ m− 1. We claim that

Sm−m1,m2
(0, A0, . . . , A3, D, fm1

, um1
0 ) = Sm,m1+m2

(0, A0, . . . , A3, D, f, u0). (4.95)

Note that this identity implies that

BSm−m1,m2
(0, A0, . . . , A3, D, fm1

, um1
0 ) = BSm,m1+m2

(0, A0, . . . , A3, D, f, u0)
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= ∂m1+m2
t g(0) = ∂m2

t (∂m1
t g)(0)

on ∂R3
+ for all m2 ≤ m − m1 − 1, as the tupel (0, A0, . . . , A3, D,B, f, g, u0) fulfills

the compatibility conditions of order m by assumption. We infer that (4.95) im-
plies that the tupel (0, A0, . . . , A3, D,B, fm1 , ∂

m1
t g, um1

0 ) fulfills the compatibility con-
ditions (2.37) of order m−m1.
Fixm1 ∈ N0 withm1 ≤ m−1. We show (4.95) for allm2 ∈ N0 withm1+m2 ≤ m−1

by induction. For m2 = 0 we have

Sm−m1,0(0, A0, . . . , A3, D, fm1
, um1

0 ) = um1
0 = Sm,m1

(0, A0, . . . , A3, D, f, u0).

In the case m1 = m−1 there is nothing left to show so let m1 ≤ m−2 in the following.
Again there is nothing to show if m2 = 0 so we take m2 ≥ 1. Assume that we have
shown (4.95) for all (m1, j) with 0 ≤ j ≤ m2 − 1. Observe that m1 + 1 ≤ m− 1 here.
Using (2.36), the fact that u is contained in Gm−1(Ω), Lemma 2.31, the definition of
fm1

and um1
0 , and the induction hypothesis, we then compute

A0(0)Sm−m1,m2(0, A0, . . . , A3, D, fm1 , u
m1
0 )

= ∂m2−1
t fm1

(0)−
3∑
j=1

Aj∂jSm−m1,m2−1(0, A0, . . . , A3, D, fm1
, um1

0 )

−
m2−1∑
l=1

(
m2 − 1

l

)
∂ltA0(0)Sm−m1,m2−l(0, A0, . . . , A3, D, fm1 , u

m1
0 )

−
m2−1∑
l=0

(
m2 − 1

l

)
∂ltD(0)Sm−m1,m2−l−1(0, A0, . . . , A3, D, fm1 , u

m1
0 )

= ∂m1+m2−1
t f(0)− ∂m2−1

t

(
∂m1
t (A0∂tu+Du)−A0∂

m1+1
t u−D∂m1

t u
)
(0)

−
3∑
j=1

Aj∂jSm,m1+m2−1(0, A0, . . . , A3, D, f, u0)

−
m2−1∑
l=1

(
m2 − 1

l

)
∂ltA0(0)Sm,m1+m2−l(0, A0, . . . , A3, D, f, u0)

−
m2−1∑
l=0

(
m2 − 1

l

)
∂ltD(0)Sm,m1+m2−l−1(0, A0, . . . , A3, D, f, u0)

= ∂m1+m2−1
t f(0)− ∂m1+m2−1

t (A0∂tu+Du)(0)

−
3∑
j=1

Aj∂jSm,m1+m2−1(0, A0, . . . , A3, D, f, u0)

−
m2−1∑
l=1

(
m2 − 1

l

)
∂ltA0(0)Sm,m1+m2−l(0, A0, . . . , A3, D, f, u0)

−
m2−1∑
l=0

(
m2 − 1

l

)
∂ltD(0)Sm,m1+m2−l−1(0, A0, . . . , A3, D, f, u0)

+

m2−1∑
l=0

(
m2 − 1

l

)
∂ltA0(0)Sm,m1+m2−l(0, A0, . . . , A3, D, f, u0)

+

m2−1∑
l=0

(
m2 − 1

l

)
∂ltD(0)Sm,m1+m2−l−1(0, A0, . . . , A3, D, f, u0)

= ∂m1+m2−1
t f(0)−

3∑
j=1

Aj∂jSm,m1+m2−1(0, A0, . . . , A3, D, f, u0)
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−
m1+m2−1∑

l=0

(
m1 +m2 − 1

l

)
∂ltA0(0)∂m1+m2−l

t u(0)

−
m1+m2−1∑

l=0

(
m1 +m2 − 1

l

)
∂ltD(0)∂m1+m2−l−1

t u(0)

+A0(0)Sm,m1+m2(0, A0, . . . , A3, D, f, u0)

= ∂m1+m2−1
t f(0)−

3∑
j=1

Aj∂jSm,m1+m2−1(0, A0, . . . , A3, D, f, u0)

−
m1+m2−1∑

l=1

(
m1 +m2 − 1

l

)
∂ltA0(0)Sm,m1+m2−l(0, A0, . . . , A3, D, f, u0)

−
m1+m2−1∑

l=0

(
m1 +m2 − 1

l

)
∂ltD(0)Sm,m1+m2−l−1(0, A0, . . . , A3, D, f, u0)

= A0(0)Sm,m1+m2
(0, A0, . . . , A3, D, f, u0),

finishing the proof of the claim.
IV) Lemma 3.4 and step II) applied with j = m−1 show that ∂m−1

t u solves (3.2) with
inhomogeneity fm−1 ∈ H1(Ω), boundary value ∂m−1

t g ∈ E1(J×∂R3
+), and initial value

um−1
0 ∈ H1(R3

+). By step III), the tupel (0, A0, . . . , A3, D,B, fm−1, ∂
m−1
t g, um−1

0 )
fulfills the compatibility conditions (2.37) of order 1. Next take an open subinterval
J ′ of J . Assume that ∂m−1

t u belongs to C1(J ′, L2(R3
+)). Arguing as in step VI) of

the proof of Lemma 4.4, we infer that ∂m−1
t u is an element of C(J ′, H1

ta(R3
+)). (Note

that the smoothness of the coefficients is not used in that step and that step II) of the
same proof shows that we can assume without loss of generality that A3 is constant.)
Lemma 4.1 then implies that ∂m−1

t u is contained in G1(J ′ × R3
+). Lemma 4.7 thus

yields that ∂m−1
t u belongs to C1(J, L2(R3

+)); i.e., u ∈ Cm(J, L2(R3
+)). The previous

arguments applied with J ′ = J now imply that ∂m−1
t u is an element of G1(Ω).

Next assume that we have proven that ∂m−kt u is an element of Gk(Ω) for some
k ∈ {1, . . . ,m− 1}. Then ∂m−k−1

t u belongs to

k⋂
l=0

Cl+1(J,Hk−l(R3
+)) =

k+1⋂
l=1

Cl(J,Hk+1−l(R3
+)).

Observe that ∂m−k−1
t u solves (3.2) with inhomogeneity fm−k−1 ∈ Hk+1(Ω), bound-

ary value ∂m−k−1
t g ∈ Ek+1(J × ∂R3

+), and initial value um−k−1
0 ∈ Hk+1(R3

+) by
Lemma 3.4 and step II). Arguing as before, i.e., applying step VI) from the proof of
Lemma 4.4 to derive that ∂m−k−1

t u ∈ C(J,Hk+1
ta (R3

+)) and then Lemma 4.1 to obtain
that ∂m−k−1

t u ∈ C(J,Hk+1(R3
+)), we conclude that ∂m−k−1

t u is contained in Gk+1(Ω).
By induction we arrive at ∂m−kt u ∈ Gk(Ω) for all k ∈ {0, . . . ,m}. With k = m we

finally obtain u ∈ Gm(Ω).

The main theorem of this section tells us that the results from Chapter 3 and
Theorem 4.12 are still true if we replace the coefficients A0 and D from F cp

m (Ω) with
coefficients from F c

m(Ω).
The key observation is that the restriction to coefficients which are constant outside

some compact set was only necessary to use the results from [Ell12]. Once one has
established Lemma 3.7 with coefficients from F c

m(Ω), the results from Chapter 3 and
Chapter 4 also follow for these coefficients.

Theorem 4.13. Let η, τ > 0, m ∈ N0, and m̃ = max{m, 3}. Choose t0 ∈ R, T ′ > t0,
and T ∈ (t0, T

′). Set J = (t0, T ) and Ω = J × R3
+. Take coefficients A0 ∈ F c

m̃,η(Ω),
A1, A2 ∈ F cp

m̃,coeff(Ω), A3 ∈ F cp
m̃,coeff,τ (Ω), D ∈ F c

m̃(Ω), and B ∈ BCm̃R3
+

(A3). Suppose
that A1, A2, A3, and B are independent of time and that A3 and a function M
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as in the definition of BCm̃R3
+

(A3) belong to C∞(Ω). Choose data f ∈ Hm(Ω), g ∈
Em(J × ∂R3

+), and u0 ∈ Hm(R3
+) such that the tupel (t0, A0, . . . , A3, D,B, f, g, u0)

fulfills the compatibility conditions (2.37) of order m. We further assume that there
are functions G1

B ∈ W m̃+1,∞(R3
+)2×2 and G2

B ∈ W m̃+1,∞(R3
+)6×6 such that G1

BBG
2
B

has Gaussian normal form.
Then the linear initial boundary value problem (3.2) has a unique weak solution u

in Gm(Ω). Moreover, the statements of Lemma 3.11 and Theorem 3.13 are also true
in this case.

Proof. Without loss of generality, we assume that t0 = 0 in this proof. The key step
is to show the assertion for m = 0, i.e., Lemma 3.7 with coefficients A0 ∈ F c

3,η(Ω)
and D ∈ F c

3 (Ω). So assume that m = 0 and observe that there are no compatibility
conditions in that case. We will show the assertion by approximation. To that purpose,
we provide two approximation results.
I) We claim that there are sequences (fn)n in H1(Ω), (gn)n in E1(J × ∂R3

+), and
(u0,n)n in H1(R3

+) such that the sequence (fn)n converges to f in L2(Ω), (gn)n to g in
L2(J,H1/2(R3

+)), and (u0,n)n to u0 in L2(R3
+) as n→∞, and that there is a constant

C1 with

‖fn‖H1(Ω) ≤ C1 · n, ‖gn‖E1(J×∂R3
+) ≤ C1 · n, ‖u0,n‖H1(R3

+) ≤ C1 · n4 (4.96)

for all n ∈ N.
To prove this claim we take a function ϕn ∈ C∞c (R) with 0 ≤ ϕn ≤ 1 and

ϕn(x3) = 1 for x3 ≥
4

n4
, ϕn(x3) = 0 for x3 ≤

3

n4
, ‖ϕ′n‖L2(R) ≤ Cn2

for every n ∈ N. Observe that ϕn tends pointwise to 1 on R+ so that the theorem of
dominated convergence implies that ϕnu0 and ϕnf converge to u0 in L2(R3

+) respec-
tively f in L2(Ω) as n → ∞. Let ρ be a positive function in C∞c (R) with integral 1
such that

ρ =

{
1 on B(0, 1);

0 on B(0, 2)C .

We extend the function g by 0 outside of J × ∂R3
+, ϕnu0 by 0 outside of R3

+ and ϕnf
by 0 outside of Ω. We then set

ρf,n(t, x1, x2, x3) = n4ρ(nt) ρ(nx1) ρ(nx2) ρ(nx3),

ρg,n(t, x1, x2) = n3ρ(nt) ρ(nx1) ρ(nx2),

ρ0,n(x1, x2, x3) = n6ρ(nx1) ρ(nx2) ρ(n4x3)

for all n ∈ N and t, x1, x2, x3 ∈ R. Next define

fn = ρf,n ∗ f, gn = ρg,n ∗ g, and ũ0,n = ρ0,n ∗ (ϕnu0),

for all n ∈ N. We remark that for the definition of gn we convolve over t, x1, and
x2 while for ũ0,n we take the convolution in x1-, x2-, and x3-direction. Hence, the
functions fn belong to H1(R×R3), gn to H2(R×∂R3

+), and ũ0,n to H1(R3). Moreover,

‖∂j ũ0,n‖L2(R3
+) ≤ ‖(∂jρ0,n) ∗ (ϕnu0)‖L2(R3) ≤ n4‖3ρ2∂jρ‖L1(R3)‖u0‖L2(R3

+)

for all n ∈ N and j ∈ {1, 2, 3}, where we used Young’s inequality. We conclude that
there is a constant C ′1 such that

‖ũ0,n‖H1(R3
+) ≤ C ′1n4 (4.97)

for all n ∈ N. Analogously, one shows ‖fn‖H1(Ω) ≤ C ′1n and ‖gn‖H2(R×∂R3
+) ≤ C ′1n

2.
Exploiting that g is an element of E0(J×∂R3

+), one also obtains ‖gn‖E1(J×∂R3
+) ≤ C ′1n.
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Moreover, the function ϕnu0 is supported in the set {x ∈ R3 : x3 ≥ 3/n4} and ρ0,n in
{x ∈ R3 : x3 ≤ 1/n4}. Consequently, ρn ∗ (ϕnu0) is supported in {x ∈ R3 : x3 ≥ 2/n4}.
We thus obtain

tr ũ0,n = ũ0,n(·, 0) = 0 (4.98)

for all n ∈ N. The regularity assumptions on f , g, and u0 also yield that

ũ0,n −→ u0 in L2(R3
+),

gn −→ g in E0(J × ∂R3
+),

fn −→ f in L2(Ω).

(4.99)

We now define the function h̃n by (h̃n)i = (G1
Bgn)i for i ∈ {1, 2} and (h̃n)i = 0 for

i ∈ {3, . . . , 6}. Setting hn = G2
Bh̃n, this construction gives

Bhn = gn (4.100)

for all n ∈ N. As G1
B and G2

B are contained in W m̃+1,∞(R3
+), we infer that

‖hn‖H1(J×∂R3
+) ≤ C‖gn‖H1(J×∂R3

+) ≤ Cn,

‖hn‖H2(J×∂R3
+) ≤ C‖gn‖H2(J×∂R3

+) ≤ Cn2

for all n ∈ N. In particular, Sobolev’s embedding shows that

‖(1− ϕn)hn(0)‖H1(R3
+) ≤ C(1 + n2)‖hn(0)‖L2(∂R3

+) + C
1

n2

2∑
j=1

‖∂jhn(0)‖L2(∂R3
+)

≤ Cn2‖hn‖H2(J×∂R3
+) ≤ Cn4 (4.101)

and

‖(1− ϕn)hn(0)‖L2(R3
+) = ‖1− ϕn‖L2(R+)‖hn(0)‖L2(∂R3

+) ≤ C
1

n2
‖hn‖H1(J×∂R3

+)

≤ C 1

n
(4.102)

for all n ∈ N. Finally, we set

u0,n = ũ0,n + (1− ϕn)hn(0)

for all n ∈ N. This sequence converges to u0 in L2(R3
+) as n tends to infinity due

to (4.99) and (4.102) and it satisfies (4.96) because of (4.97) and (4.101). We finish
this step by noting that our construction also yields

Bu0,n = Bhn(0) = gn(0) (4.103)

on ∂R3
+ since tr ũ0,n = 0, ϕn(0) = 0, and Bhn = gn by (4.100).

II) Let W ∈ F c
3 (Ω). We will show that there exists a sequence (Wn)n in F cp

3 (Ω) and
a constant C2 ≥ 1 such that

‖Wn‖W 1,∞(Ω) ≤ C2‖W‖W 1,∞(Ω),

‖Wn −W‖L∞(Ω) −→ 0,

‖∂jWn − ∂jW‖L2(Ω)+L∞(Ω) −→ 0, (4.104)

for all j ∈ {0, . . . , 3} and n ∈ N respectively as n→∞. Moreover, if W ∈ F c
3,η(Ω), we

can choose the functions Wn in such a way that Wn belongs to F cp
3,η(Ω) for all n ∈ N.

SinceW belongs to F c
3 (Ω), there exists a matrix w withW (t, x)→ w as |(t, x)| → ∞.

Let ϕ ∈ C∞c (R4) with 0 ≤ ϕ ≤ 1, ϕ = 1 on B(0, 1) and ϕ = 0 on B(0, 2)C . We define
ϕn = ϕ(·/n) and then set

Wn = ϕnW + (1− ϕn)w
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for each n ∈ N. Because ϕn belongs to C∞c (R4), the functions Wn are contained in
F3(Ω) for each n ∈ N. Moreover, for (t, x) ∈ Ω\suppϕn we haveWn(t, x) = w. Hence,
Wn ∈ F cp

3 (Ω) for all n ∈ N. We further deduce

∂jWn = ∂jϕnW + ϕn∂jW − ∂jϕnw (4.105)

for all n ∈ N and j ∈ {0, . . . , 3}. As ∂jϕn(t, x) = 1
n (∂jϕ)(t/n, x/n) for all (t, x) ∈ Ω

and n ∈ N, the first summand and the third summand on the right-hand side of (4.105)
converge to zero in L∞(Ω). The theorem of dominated convergence shows that the
second summand in (4.105) tends to ∂jW in L2(Ω). We conclude that the third
statement in (4.104) is true. Moreover, the functions ∂jWn tend to ∂jW pointwise
almost everywhere.
The identity (4.105) additionally implies that

‖∂jWn‖L∞(Ω) ≤ 2‖∂jϕ‖L∞(Ω)‖W‖L∞(Ω) + ‖ϕ‖L∞(Ω)‖W‖W 1,∞(Ω)

for all n ∈ N and j ∈ {0, . . . , 3}. We infer that there is a constant C2 such that
‖Wn‖W 1,∞(Ω) ≤ C2‖W‖W 1,∞(Ω) for all n ∈ N.
In order to prove the remaining assertion in (4.104), we take an ε > 0. By the

definition of F c
3 (Ω) we can then find a compact subset Ω′ of Ω such that

|W (t, x)− w| < ε

1 + ‖ϕ‖L∞(Ω)

for all (t, x) ∈ Ω\Ω′. Fix an index n0 ∈ N such that 1
n (t, x) ∈ B(0, 1) for all (t, x) ∈ Ω′

and n ≥ n0. Using that ϕ = 1 on B(0, 1) and thus ϕn− 1 = 0 on Ω′ for all n ≥ n0, we
infer that

‖Wn −W‖L∞(Ω) = ‖(ϕn − 1)(W − w)‖L∞(Ω)

≤ ‖(ϕn − 1)(W − w)‖L∞(Ω′) + ‖(ϕn − 1)(W − w)‖L∞(Ω\Ω′)

≤ (1 + ‖ϕ‖L∞(Ω)) sup
(t,x)∈Ω\Ω′

|W (t, x)− w| ≤ ε

for all n ≥ n0. Hence, the functions Wn converge to W in L∞(Ω) as n→∞.
Finally, assume that W is contained in F c

3,η(Ω). Let ξ ∈ R6 with |ξ| = 1. Due to
the definition of F c

3,η(Ω) we have

ξTW (t, x)ξ ≥ η

for all (t, x) ∈ Ω. Letting |(t, x)| → ∞, we then obtain

ξTwξ ≥ η.

We thus infer

ξTWnξ = ϕnξ
TWξ + (1− ϕn)ξTwξ ≥ ϕnη + (1− ϕn)η = η,

i.e., Wn ∈ F cp
3,η(Ω) for all n ∈ N.

III) We fix three sequences (fn)n, (gn)n, and (u0,n)n as constructed in step I). We
then choose two sequences (A0,n)n in F cp

3,η(Ω) and (Dn)n in F cp
3 (Ω) as in step II) for

A0 respectively D which have the additional property that

‖A0,n −A0‖L∞(Ω) ≤
1

n9
and ‖Dn −D‖L∞(Ω) ≤

1

n9
(4.106)

for all n ∈ N.
Take r > 0 with ‖Ai‖W 1,∞(Ω) ≤ C−1

2 r and ‖D‖W 1,∞(Ω) ≤ C−1
2 r for all i ∈ {0, . . . , 3}.

Due to (4.104) we then also have ‖A0,n‖W 1,∞(Ω) ≤ r and ‖Dn‖W 1,∞(Ω) ≤ r for all
n ∈ N. We define the constant C3 by

C3(η, r) = max{C3.7;0,0(η, r), C3.7;0(η, r), C3.9;1,0(η, r), C3.9;1(η, r)}
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and γ by

γ(η, r) = max{γ3.7;0(η, r), γ3.9;0(η, r)} ≥ 1,

where C3.7;0,0, C3.7;0, C3.9;1,0, C3.9;1, γ3.7;0, and γ3.9;0 are the corresponding constants
from Lemma 3.7 respectively Lemma 3.9, see also Remark 4.6. Sobolev’s embedding
further gives a constant C4 = C4(T ) such that supt∈J ‖v(t)‖L2(R3

+) ≤ C4‖v‖H1(Ω) for
all v ∈ H1(Ω).
We point out that because of (4.103) the tupel (0, A0,n, A1, A2, A3, Dn, fn, gn, u0,n)

fulfills the compatibility conditions (2.37) of order 1. Theorem 4.12 thus shows that the
unique weak solution un of the initial boundary value problem (3.2) with differential
operator L(A0,n, A1, A2, A3, Dn), inhomogeneity fn, boundary value gn, and initial
value u0,n belongs to G1(Ω) for all n ∈ N. Applying the a priori estimate from
Lemma 3.7 respectively Lemma 3.9 and Remark 3.10, we further obtain

‖un‖2L2
γ(Ω) ≤ C3(‖fn‖2L2

γ(Ω) + ‖gn‖2E0,γ(J×∂R3
+) + ‖u0,n‖2L2(R3

+)) ≤ C5,

‖∂tun‖2L2
γ(Ω) ≤ C3(‖fn(0)‖2L2(R3

+) + ‖u0,n‖2H1(R3
+) + ‖gn‖2E1,γ(J×∂R3

+) + ‖fn‖2H1
γ(Ω))

≤ C3(1 + C2
4 )(‖u0,n‖2H1(R3

+) + ‖gn‖2E1,γ(J×∂R3
+) + ‖fn‖2H1(Ω))

≤ 3C2
1C3(1 + C2

4 )n8 (4.107)

for all n ∈ N, where the bound C5 is due to the convergence properties of (fn)n, (gn)n,
and (u0,n)n stated in step I). In the last step we also employed (4.96). Now take k, n ∈
N with k ≥ n. Using the linearity of the differential operator L(A0,k, A1, A2, A3, Dk),
we deduce that uk − un solves (3.2) for L(A0,k, A1, A2, A3, Dk) with inhomogeneity

fk − fn + (A0,n −A0,k)∂tun + (Dn −Dk)un,

boundary value gk − gn, and initial value u0,k − u0,n. The a priori estimate from
Lemma 3.7, (4.106), and (4.107) thus yield

sup
t∈J
‖uk(t)− un(t)‖2L2(R3

+) ≤ e
2γT ‖uk − un‖2G0,γ(Ω)

≤ C3e
2γT
(
‖fk − fn + (A0,n −A0,k)∂tun + (Dn −Dk)un‖2L2

γ(Ω)

+ ‖gk − gn‖2E0,γ(J×∂R3
+) + ‖u0,k − u0,n‖2L2(R3

+)

)
≤ C(η, r, T )

(
‖fk − fn‖2L2(Ω) + ‖A0,n −A0,k‖2L∞(Ω)‖∂tun‖

2
L2(Ω)

+ ‖Dn −Dk‖2L∞(Ω)‖un‖
2
L2(Ω) + ‖gk − gn‖2E0,γ(J×∂R3

+) + ‖u0,k − u0,n‖2L2(R3
+)

)
≤ C(η, r, T )

(
‖fk − fn‖2L2(Ω) +

n8

n9
+

1

n9
+ ‖gk − gn‖2E0,γ(J×∂R3

+)

+ ‖u0,k − u0,n‖2L2(R3
+)

)
. (4.108)

Since (fn)n tends to f in L2(Ω), (gn)n to g in E0(J × ∂R3
+), and (u0,n)n to u0 in

L2(R3
+), we conclude that (un)n is a Cauchy sequence in C(J, L2(R3

+)). Hence, this
sequence converges to a function u in C(J, L2(R3

+)).
We next show that the function u is a weak solution of (3.2) with differential operator

L(A0, . . . , A3, D), inhomogeneity f , boundary value g, and initial value u0 in the sense
of Definition 3.1. To that purpose, we note that the definition of the functions un
yields

〈fn, ϕ〉L2(Ω)×L2(Ω) = 〈L(A0,n, A1, A2, A3, Dn)un, ϕ〉H−1(Ω)×H1
0 (Ω),

i.e.,∫
Ω

fn · ϕd(t, x) =

∫
Ω

un · L(A0,n, A1, A2, A3, Dn)∗ϕd(t, x) (4.109)
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= −
∫

Ω

un · ∂t(A0,nϕ) d(t, x)−
3∑
j=1

∫
Ω

un · ∂j(Ajϕ) d(t, x) +

∫
Ω

un ·DT
nϕd(t, x)

for all ϕ ∈ H1
0 (Ω)6. Fix such a function ϕ. Since (fn) and (un)n converge to f

respectively u in L2(Ω), we infer∫
Ω

fn · ϕd(t, x) −→
∫

Ω

f · ϕd(t, x),

3∑
j=1

∫
Ω

un · ∂j(Ajϕ) d(t, x) −→
3∑
j=1

∫
Ω

u · ∂j(Ajϕ) d(t, x)

as n → ∞. As (∂tA0,n)n is bounded in L∞(Ω) and converges pointwise to ∂tA0 by
construction, the theorem of dominated convergence yields that ∂tA0,nϕ converges to
∂tA0ϕ in L2(Ω) as n→∞. The convergence of (A0,n)n and (Dn)n to A0 respectively
D in L∞(Ω) implies that also (A0,n∂tϕ)n and (DT

nϕ)n tend to A0∂tϕ respectively Dϕ
in L2(Ω). Letting n→∞ in (4.109), we thus obtain∫

Ω

f · ϕd(t, x) = −
3∑
j=0

∫
Ω

u · ∂j(Ajϕ) d(t, x) +

∫
Ω

u ·DTϕd(t, x).

We conclude that

〈L(A0, . . . , A3, D)u, ϕ〉H−1(Ω)×H1
0 (Ω) = 〈f, ϕ〉L2(Ω)×L2(Ω) (4.110)

for all ϕ ∈ H1
0 (Ω)6.

Next let i ∈ {1, . . . , 6} and define the functions qin and qi by

qin = ((A0,nun)i, (A1un)i, (A2un)i, (A3un)i)
T ,

qi = ((A0u)i, (A1u)i, (A2u)i, (A3u)i)
T

for all n ∈ N. Since (A0,n) tends to A0 in L∞(Ω) and (un)n to u in L2(Ω), we deduce
that

qin −→ qi (4.111)

in L2(Ω) as n→∞. On the other hand, we have

divt q
i
n =

(
∂t(A0,nun) +

3∑
j=1

∂j(Ajun)
)
i

=
(
fn + ∂tA0,nun +

3∑
j=1

∂jAjun −Dnun

)
i

for all n ∈ N. The same arguments as above show that (Dnun)n converges to Du in
L2(Ω) as n→∞. Moreover, we can estimate

‖∂tA0,nun − ∂tA0u‖L2(Ω) ≤ ‖∂tA0,n(un − u)‖L2(Ω) + ‖(∂tA0,n − ∂tA0)u‖L2(Ω)

(4.112)

for all n ∈ N. Because (∂tA0,n) is bounded in L∞(Ω), the convergence of (un)n to u
yields that the first summand on the right-hand side in (4.112) tends to 0. As (∂tA0,n)n
furthermore tends pointwise almost everywhere to ∂tA0 the theorem of dominated
convergence shows that also the second one tends to 0. Using that (fn)n converges to
f in L2(Ω) as n→∞, we arrive at

divt q
i
n =

(
fn + ∂tA0,nun +

3∑
j=1

∂jAjun −Dnun

)
i

−→
(
f + ∂tA0u+

3∑
j=1

∂jAju−Du
)
i
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in L2(Ω) as n → ∞. Employing the product rule in H−1(Ω) and (4.110), we further
infer

divt q
i = ∂tA0u+A0∂tu+

3∑
j=1

(∂jAju+Aj∂ju) = f +

3∑
j=0

∂jAju−Du

in H−1(Ω). Hence, divt q
i
n and divt q

i belong to L2(Ω) and (divt q
i
n)n tends to divt q

i

as n→∞ in L2(Ω). Combined with (4.111), this means that (qin)n converges to qi in
H(divt,Ω) as n → ∞. In particular, we see that (A3u)i belongs to H(divt,Ω)3 and
that (A3un)i tends to (A3u)i in H(divt,Ω)3. Since the trace operator Tr is continuous
from H(divt,Ω)3 to H−1/2

0 (Γ) by Lemma 2.5, we obtain

Tr(A3un)i −→ Tr(A3u)i

in H−1/2
0 (Γ) as n → ∞, where Γ = (0, T ) × ∂R3

+. We point out that Tr(Bun) = gn
for all n ∈ N as the functions un are solutions of (3.2). Using Definition 2.15 and
Definition 2.16, we arrive at

Tr(Bu) = M · Tr(A3u) = M · (Tr(A3u)1, . . . ,Tr(A3u)6)

= M · lim
n→∞

(Tr(A3un)1, . . . ,Tr(A3un)6) = lim
n→∞

M · Tr(A3un)

= lim
n→∞

Tr(Bun) = lim
n→∞

gn = g,

where the limits are taken in H−1/2(Γ) and where we used that gn converges to g in
L2(J,H1/2(∂R3

+)) ↪→ H−1/2(J × ∂R3
+) by step I).

Finally, we exploit that (un)n converges to u in C(J, L2(R3
+)). This implies

u(0) = lim
n→∞

un(0) = lim
n→∞

u0,n = u0,

where the limits are taken in L2(R3
+). We conclude that the function u solves (3.2)

with differential operator L(A0, . . . , A3, D), inhomogeneity f , boundary value g, and
initial value u0 in the sense of Definition 3.1.
IV) Let a0 denote the limit of A0 at infinity. Then |a0| ≤ ‖A0(0)‖L∞(R3

+). Take a
radius r0 > 0 such that ‖A0(0)‖L∞(R3

+) ≤ r0 and ‖B‖W 1,∞(R3
+) ≤ r0. The construction

of the functions A0,n in step II) then implies that

‖A0,n(0)‖L∞(R3
+) ≤ r0

for all n ∈ N. The properties of the approximating sequences in (4.104) further yield
that

‖A0,n‖W 1,∞(Ω) ≤ r and ‖Dn‖L∞(Ω) ≤ r

for all n ∈ N and the radius r ≥ r0 fixed at the beginning of step III). Lemma 3.7 and
Remark 4.6 then show that

‖un‖2G0,γ(Ω) + γ‖un‖2L2
γ(Ω) ≤ C3.7;0,0(η, r0)(‖u0,n‖2L2(R3

+) + ‖gn‖2E0,γ(J×∂R3
+))

+ C3.7;0(η, r)
1

γ
‖fn‖2L2

γ(Ω)

for all γ ≥ γ3.7;0(η, r) and n ∈ N. Letting n→∞, we obtain

‖u‖2G0,γ(Ω) + γ‖u‖2L2
γ(Ω) ≤ C3.7;0,0(η, r0)(‖u0‖2L2(R3

+) + ‖g‖2E0,γ(J×∂R3
+))

+ C3.7;0(η, r)
1

γ
‖f‖2L2

γ(Ω)
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for all γ ≥ γ3.7;0(η, r). This is the estimate from Lemma 3.7 for u with constants of
the same form as the ones in Lemma 3.7.
V) To show that u is the unique solution of the problem, it is enough to prove that

problem (3.2) with homogeneous boundary and inital conditions and vanishing inho-
mogeneity has only the trivial solution. We note that this fact would be a consequence
of the a priori estimate from step IV) if we already knew that they were true for every
solution of (3.2) with differential operator L(A0, . . . , A3, D). However, in step IV) we
have proven these estimates only for the function u. Therefore, another approximation
argument is needed.
So let v ∈ C(J, L2(R3

+)) be a solution of (3.2) with inhomogeneity f = 0, boundary
value g = 0, and initial value v0 = 0. We extend v by zero on (−∞, 0) and continuously
to the right such that v(t) = 0 for t > T ′ and some T ′ > T . Then v belongs to
C(R, L2(R3

+)) ∩ L2(Ω). We further set A0(t) = A0(0) for t ∈ (−∞, 0) and A0(t) =
A0(T ) for t ∈ (T,∞). Then A0 is an element of W 1,∞(R × R3

+). Analogously, we
extend D to R× R3

+.
Let δ > 0 and ε ∈ (0, δ). We define τδr(t) = r(t − δ) for all t ∈ R and r ∈

L1
loc(R × R3

+). We further write A0,δ respectively Dδ for τδA0 respectively τδD. Let
ρ1 be the kernel of a standard mollifier over R, i.e., ρ1 ∈ C∞c (R) with 0 ≤ ρ1 ≤ 1,
supp ρ1 ⊆ B(0, 1), and ρ1 has integral one. Let ρ1,ε = ε−1ρ1(ε−1 ·) and Jεr(t) =∫
R ρ1,ε(t− s)r(s)ds for all t ∈ R, r ∈ L1

loc(R×R3
+), and ε > 0. Let (Aδ0,n)n and (Dδ

n)n
be two sequences as in step II) for A0,δ and Dδ respectively. We point out that

‖Aδ0,n‖W 1,∞(Ω) ≤ C2‖A0,δ‖W 1,∞(Ω) ≤ C2‖A0‖W 1,∞(Ω) ≤ r,
‖Dδ

n‖L∞(Ω) ≤ C2‖Dδ‖L∞(Ω) ≤ C2‖D‖L∞(Ω) ≤ r,
‖Aδ0,n(0)‖L∞(R3

+) ≤ ‖A0,δ(0)‖L∞(R3
+) = ‖A0(0)‖L∞(R3

+) ≤ r0

for all n ∈ N. We further observe that Jετδv is an element of C1(R, L2(R3
+)) and

L(Aδ0,n, A1, A2, A3, D
δ
n)Jετδv = (Aδ0,n −A0,δ)∂tJετδv + (Dδ

n −Dδ)Jετδv

+ L(A0,δ, A1, A2, A3, Dδ)Jετδv

= (Aδ0,n −A0,δ)∂tJετδv + (Dδ
n −Dδ)Jετδv +A0,δJε∂tτδv − Jε(A0,δ∂tτδv)

+DδJετδv − Jε(Dδτδv) + Jε(L(A0,δ, A1, A2, A3, Dδ)τδv)

= (Aδ0,n −A0,δ)∂tJετδv + (Dδ
n −Dδ)Jετδv +A0,δJε∂tτδv − Jε(A0,δ∂tτδv)

+DδJετδv − Jε(Dδτδv) =: fn,ε,δ,

on Ω for all n ∈ N, where we used that

L(A0,δ, A1, A2, A3, Dδ)τδv = τδL(A0, . . . , A3, D)v = 0

on Ω. Theorem C.14 in [BGS07] implies that fn,ε,δ belongs to L2(Ω). Moreover,
Jετδv(0) = 0 and from Corollary 2.12 we deduce that also Tr(BJετδv) = 0. We
conclude that Jετδv solves (3.2) with differential operator L(Aδ0,n, A1, A2, A3, D

δ
n), in-

homogeneity fn,ε,δ, boundary value 0, and initial value 0 for all n ∈ N and ε ∈ (0, δ).
Lemma 3.7 thus shows that

‖Jετδv‖2G0,γ(Ω) ≤ C3.7;0(η, r)‖fn,ε,δ‖2L2
γ(Ω)

for all n ∈ N, ε ∈ (0, δ), and a fixed number γ ≥ γ3.7;0(η, r). Using the definition of
fn,ε,δ, we obtain a constant C = C(η, r) such that

‖Jετδv‖2G0,γ(Ω)

≤ C‖Aδ0,n −A0,δ‖2L∞(Ω)‖∂tJετδv‖
2
L2
γ(Ω) + C‖Dδ

n −Dδ‖2L∞(Ω)‖Jετδv‖
2
L2
γ(Ω)

+ C‖A0,δJε∂tτδv − Jε(A0,δ∂tτδv)‖2L2
γ(Ω) + C‖DδJετδv − Jε(Dδτδv)‖2L2

γ(Ω)



120 4 Regularity of the solution of the linearized problem

for all n ∈ N and ε ∈ (0, δ). In the limit n→∞, we thus obtain

‖Jετδv‖2G0,γ(Ω)

≤ C‖A0,δJε∂tτδv − Jε(A0,δ∂tτδv)‖2L2
γ(Ω) + C‖DδJετδv − Jε(Dδτδv)‖2L2

γ(Ω) (4.113)

for all ε ∈ (0, δ), since (Aδ0,n)n and (Dδ
n)n converge to A0,δ respectively Dδ in L∞(Ω).

Using Fubini’s theorem, we can write

‖A0,δJε∂tτδv − Jε(A0,δ∂tτδv)‖2L2(Ω)

=

∫
R3

+

‖A0,δ(·, x)Jε∂tτδv(·, x)− Jε(A0,δ(·, x)∂tτδv(·, x))‖2L2(0,T )dx.

Since A0,δ(x) is Lipschitz-continuous on R, Theorem C.14 from [BGS07] shows that

‖A0,δ(·, x)Jε∂tτδv(·, x)− Jε(A0,δ(·, x)∂tτδv(·, x))‖L2(0,T ) −→ 0 as ε→ 0,

‖A0,δ(·, x)Jε∂tτδv(·, x)− Jε(A0,δ(·, x)∂tτδv(·, x))‖L2(0,T )

≤ C‖A0,δ(·, x)‖W 1,∞(R)‖τδv(·, x)‖L2(R) ≤ Cr‖τδv(·, x)‖L2(R) for all ε > 0

for almost all x ∈ R3
+. The theorem of dominated convergence then yields that

‖A0,δJε∂tτδv − Jε(A0,δ∂tτδv)‖2L2(Ω) −→ 0

as ε→ 0. Similarly, we deduce

‖DδJετδv − Jε(Dδτδv)‖L2(Ω) −→ 0

as ε→ 0. As τδv is an element of C(R, L2(R3
+)), we further obtain that Jετδv converges

to τδv in C(J, L2(R3
+)) as ε→ 0. Letting ε to 0 in (4.113), we thus arrive at

‖τδv‖2G0,γ(Ω) = 0.

for each δ > 0. Now let t ∈ (0, T ). Then there is a number δ > 0 such that t+ δ < T .
We obtain

v(t) = τδv(t+ δ) = 0.

Hence, v = 0 on (0, T ) and by continuity then also on [0, T ].
We conclude that the initial boundary value problem (3.2) with differential operator

L(A0, . . . , A3, D), inhomogeneity f ∈ L2(Ω), boundary value g, and initial value u0 ∈
L2(R3

+) has a unique solution in C(J, L2(R3
+)) for which estimate (3.9) is true with

constants of the same form as in Lemma 3.7. We have thus shown Lemma 3.7 with
a coefficient A0 from F c

3,η(Ω) and a coefficient D from F c
3 (Ω). Since we used the

assumption that the coefficients are constant outside some compact set only to apply
Lemma 3.7, we can now replace it by the assumption that the coefficients converge as
|(t, x)| → ∞ in all results of Chapter 3 and Chapter 4. The assertion of the theorem
then follows from the corresponding results in these sections.
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Localization

In this part we want to perform the localization procedure for Maxwell’s equations.
Our goal is to transfer the local wellposedness theory from the half-space to domains.
We study the linear initial boundary value problem

A0∂tu+

3∑
j=1

Aco
j ∂ju+Du = f, x ∈ G, t ∈ J ;

Bu = g, x ∈ ∂G, t ∈ J ;

u(0) = u0, x ∈ G;

(5.1)

and derive a wellposedness theory corresponding to the one on the half-space from
Chapters 3 and 4. The idea is to use local charts in order to transfer the results from
the half-space to the domain.
In the localization argument we need an additional property of the covering of the

boundary. On each chart we want to find one component of the unit normal vector of
the boundary which is uniformly bounded from below. The next lemma shows that
this can be achieved by a refinement of the covering.

Lemma 5.1. Let m ∈ N, m ≥ 2. Let G ⊆ Rd satisfy the uniform Cm-regularity
condition. Then there exists a locally finite open cover (Ui)i∈N and corresponding
functions ϕi ∈ Cm(Ui) which are bijections onto an open set Vi ⊆ B(0, 1) such that
ψi = ϕ−1

i ∈ Cm(Vi) for all i ∈ N and the following conditions are satisfied.

(i) There is a natural number N such that for all Λ ⊆ N with |Λ| ≥ N we have⋂
i∈Λ Ui = ∅.

(ii) For each i ∈ N we have ϕi(Ui ∩G) = {y ∈ Vi : yd > 0} =: V +
i .

(iii) There is a constant M1 > 0 such that

|∂αϕi,j(x)| ≤M1 for all x ∈ Ui,
|∂αψi,j(y)| ≤M1 for all y ∈ Vi (5.2)

for all j ∈ {1, . . . , d}, i ∈ N, and α ∈ Nd0 with 0 < |α| ≤ m.

(iv) There exists a number τ > 0 such that for all i ∈ N there is an index j ∈
{1, . . . , d} such that

|∂jϕi,d(x)| ≥ τ (5.3)

for all x ∈ Ui.

Proof. Let (Ũi)i∈N, (ϕ̃i)i∈N, and (ψ̃i)i∈N be the covering respectively the corresponding
transformations from Definition 2.24. The chain rule then implies that

Id×d = (∇(ϕ̃i ◦ ψ̃i))(x) = ∇ϕ̃i(ψ̃i(x)) · ∇ψ̃i(x)
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for all x ∈ B(0, 1), i.e.,

1 = |∇ϕ̃i,d(ψ̃i(x)) · ∂dψ̃i(x)| ≤M1|∇ϕ̃i,d(ψ̃i(x))|

for all x ∈ B(0, 1) and hence

|∇ϕ̃i,d(x)| ≥ 1

M1

for all x ∈ Ũi and i ∈ N. Consequently, there is a number τ > 0 such that for all i ∈ N
and x ∈ ∂G ∩ Ũi there is an index j ∈ {1, . . . , d} such that

|∂jϕ̃i,d(x)| ≥ 2τ.

We pick such an index and denote it by j(x, i). We define the domains

Ux,i = {y ∈ Ũi : |∂j(x,i)ϕ̃i,d(y)| > τ and ∃γ ∈ C([0, 1], Ũi) with γ(0) = x, γ(1) = y}

for every x ∈ ∂G ∩ Ũi and i ∈ N. The set B(0, n) ∩ ∂G is compact for all n ∈ N and
the system

{Ux,i : x ∈ ∂G ∩ Ũi, i ∈ N}

forms an open cover of it for all n ∈ N. Hence, there are a number K(n) ∈ N and
finitely many points xn,1, . . . , xn,K(n) ∈ ∂G and indices in,1, . . . , in,K(n) such that

B(0, n) ∩ ∂G ⊆
K(n)⋃
k=1

Uxn,k,in,k

for all n ∈ N. We set

Vxn,k,in,k = ϕ̃in,k(Uxn,k,in,k) ⊆ B(0, 1), ϕxn,k,in,k = ϕ̃in,k|Uxn,k,in,k
,

ψxn,k,in,k = ψ̃in,k|Vxn,k,in,k

for all k ∈ {1, . . . ,K(n)} and n ∈ N. Then the system

{(Uxn,k,in,k , Vxn,k,in,k , ϕxn,k,in,k , ψxn,k,in,k) : k ∈ {1, . . . ,K(n)}, n ∈ N}

is countable and we fix an enumeration (Ui, Vi, ϕi, ψi)i∈N of it. Observe that

∂G =
⋃
n∈N

B(0, n) ∩ ∂G ⊆
⋃
n∈N

K(n)⋃
k=1

Uxn,k,in,k =
⋃
i∈N

Ui,

i.e., (Ui)i∈N is an open cover of ∂G. Moreover, we have Vi = ϕi(Ui), ϕi ∈ Cm(Ui, Vi),
and ψi = ϕ−1

i for all i ∈ N. By construction, these objects satisfy conditions (ii), (iii),
and (iv).
By Definition 2.24 there is a number Ñ such that for all Λ ⊆ N with |Λ| ≥ Ñ the

intersection
⋂
i∈Λ Ũi is empty. We claim that (i) holds with N = Ñd − d + 1. To see

this assertion we assume that there was a subset Λ of N with |Λ| ≥ Ñd− d+ 1 and⋂
l∈Λ

Ul 6= ∅. (5.4)

By construction, for all l ∈ Λ there exist numbers nl ∈ N and kl ∈ {1, . . . ,K(nl)} such
that Ul = Uxnl,kl ,inl,kl . In particular,

⋂
l∈Λ Ũinl,kl is not empty. Since the intersection

of Ñ or more of the sets Ũi is empty, we obtain a set Λ̃ ⊆ N with |Λ̃| ≤ Ñ − 1
and inl,kl ∈ Λ̃ for all l ∈ Λ. The pigeon hole principle thus yields an index î ∈ Λ̃

and a subset Λ′ of Λ with |Λ′| ≥ d + 1 such that inl,kl = î for all l ∈ Λ′. The
pigeon hole principle now tells us that there are two indices p and q in Λ′ such that
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j(xnp,kp , î) = j(xnq,kq , î). However, the definition of the sets Ux,i and (5.4) then imply
that

Uxnp,kp ,inp,kp = Uxnp,kp ,inp,kp ∪ Uxnq,kq ,inq,kq = Uxnq,kq ,inq,kq .

This means that two of the sets (Ui)i∈N are identical in contradiction to the construc-
tion.

Remark 5.2. If G is a domain as in Definition 2.24 or Lemma 5.1, the boundary of G
can be descibed as a union of level sets of the functions ϕi,d in the sense that

∂G ∩ Ui = {x ∈ Rd : ϕi,d(x) = 0}.

We particularly obtain that for all x ∈ ∂G the vector ∇ϕi,d(x) is normal to the
boundary ∂G in x. 3

In the following we will restrict ourselves to the case d = 3 since the problem we are
considering is posed on domains in R3.
Let J ⊆ R be an open interval. In a nutshell, the idea of a localization is to transform

the problem via local coordinate charts into problems on the half-space respectively
full space. We will thus rely on the wellposedness results for the initial value problem

A0∂tu+

3∑
j=1

Aj∂ju+Du = f, x ∈ R3, t ∈ J ;

u(0) = u0, x ∈ R3;

(5.5)

on the full space and of the initial boundary value problem
A0∂tu+

3∑
j=1

Aj∂ju+Du = f, x ∈ R3
+, t ∈ J ;

Bu = g, x ∈ ∂R3
+, t ∈ J ;

u(0) = u0, x ∈ R3
+;

(5.6)

on the half-space. The local wellposedness theory for the initial boundary value prob-
lem on the half-space has been developped in Chapter 3 and Chapter 4. However, we
have not addressed the full space case yet. The initial value problem on the full space
is of course easier to treat as all the problems posed by the characteristic boundary
disappear.

Theorem 5.3. Let T ′ > 0, η > 0, and r ≥ r0 > 0. Let T ∈ (0, T ′], J = (0, T ), and
Ω̃ = J × R3. Let m ∈ N0 and m̃ = max{m, 3}. Let A0 ∈ F cm,6,η(Ω̃), A1, A2, A3 ∈
F cm,6(Ω̃) symmetric and D ∈ F cm,6(Ω̃) with

‖Ai‖Fm̃(Ω̃) ≤ r, ‖D‖Fm̃(Ω̃) ≤ r,

max{‖Ai(0)‖F̃m̃−1(R3), max
1≤j≤m̃−1

‖∂jtAi(0)‖Hm̃−j−1(R3)} ≤ r0,

max{‖D(0)‖F̃m̃−1(R3), max
1≤j≤m̃−1

‖∂jtD(0)‖Hm̃−j−1(R3)} ≤ r0

for all i ∈ {0, . . . , 3}. Let f ∈ Hm(Ω̃) and u0 ∈ Hm(R3). Then the initial value
problem (5.5) has a unique solution u in Gm(Ω̃) and there are constants Cm =
Cm(η, r, T ′) ≥ 1, Cm,0 = Cm,0(η, r0) ≥ 1, and γm = γm(η, r, T ′) ≥ 1 such that

‖u‖2
Gm,γ(Ω̃)

≤ (Cm,0 + TCm)emC1T
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(R3) + ‖u0‖2Hm(R3)

)
+
Cm
γ
emC1T ‖f‖2

Hmγ (Ω̃)

for all γ ≥ γm.
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Proof. An inspection of the proof of Theorem 2.8 in [BGS07] shows that the assertion
of the theorem is true in the case m = 0. From here we proceed as in Chapter 3 and
Chapter 4. We note that the proofs only simplify as all spatial directions can now be
treated by the methods we used for the spatially tangential variables in the half-space
case.

We need a further assumption on the domains we are able to treat. Besides the
properties that come with the uniform Cm-boundary, we will need several sequences
of functions with special features. We refer to the discussion in front of Theorem 5.6
and its proof for a motivation of the following definition.

Definition 5.4. Let m ∈ N with m ≥ 2 and G ⊂ R3 be a domain which satisfies the
uniform Cm-regularity condition. We say that the domain G has a tame uniform Cm-
boundary if there exists an open cover (Ui)i∈N of ∂G, corresponding functions (ϕi)i∈N,
and open sets (Vi)i∈N as in Lemma 5.1 which have the following additional properties,
where U0 = G, ϕ0 = idG, and V0 = G.

(i) There is a smooth partition of unity (θi)i∈N0 subordinate to (Ui)i∈N0 and a con-
stant M2 > 0 such that

|∂αθi(x)| ≤M2

for all α ∈ N3
0 with |α| ≤ m, x ∈ Ui, and i ∈ N0.

(ii) There is a sequence of functions (σi)i∈N0
and a constant M3 > 0 with σi ∈

C∞c (Ui), 0 ≤ σi ≤ 1,
σi = 1 on supp θi,

and
|∂ασi(x)| ≤M3

for all α ∈ N3
0 with |α| ≤ m, x ∈ Ui, and i ∈ N0.

(iii) There is a sequence of functions (ωi)i∈N0
with ωi ∈ C∞c (Vi) for all i ∈ N0 such

that 0 ≤ ωi ≤ 1,

ωi = 1 on Ki = ϕi(suppσi)

for all i ∈ N and
|∂αωi(x)| ≤M4

for all α ∈ N3
0 with |α| ≤ m, x ∈ Vi and i ∈ N0.

We say that the domain G has a tame uniform Cm-boundary with finitely many charts
if the above holds with N replaced by a finite index set N ⊆ N.

This definition is tailored for the localization argument. However, it looks a bit
unhandy. To fill this definition with life we thus give two basic examples.

Example 5.5. Let G ⊂ R3 be a domain.

(i) Let m ≥ 2 and let G satisfy the uniform Cm-regularity condition. If ∂G is
compact, then G has a tame uniform Cm-boundary with finitely many charts.

(ii) The half-space G = R3
+ has a tame uniform Cm-boundary with finitely many

charts for all m ≥ 2.

Part (i) of the above example particularly shows that the definition of a tame uniform
Cm-boundary shows an effect only if the boundary of G is unbounded.
We are now ready to prove existence, uniqueness, and a priori estimates of solutions

of the Maxwell system (5.1). The proof relies on a localization procedure and the
corresponding theorems on the full space and the half-space. Although the underlying
idea is intuitive, the realization is technically quite involved and lengthy so that we
want to outline its idea.
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Given a Cm+2-domain with charts (Ui, ϕi)i∈N, we set U0 = G and obtain the covering
G ⊆

⋃
i∈N0

Ui. We choose a smooth partition of unity (θi)i∈N0
subordinate to (Ui)i∈N0

.
Then we study the full space problem solved by θ0u and the half space problems solved
by Φi(θiu) with suitably transformed coefficients, where Φi denotes the composition
with the inverse of ϕi. The philosophy is that the arising “error terms” are of lower
order and can be treated as a perturbation.
Following this strategy, the first question one has to answer is whether one can ex-

tend the coefficients to the full space respectively the transformed coefficients to the
half-space such that the extended coefficients fulfill the assumptions of Theorem 5.3
respectively Theorem 4.13. It will be answered in step I) below. Moreover, we will
need that the transformed coeffecients and data (which also involve the error terms)
fulfill the compatibility conditions in order to solve the half-space problems. We will
see in steps II) and III) that the compatibility conditions on the domain imply that
the compatibility conditions for the transformed half-space problems are fulfilled. Ap-
plying Theorem 5.3 to θ0u and Theorem 4.13 to Φi(θiu), we then derive the a priori
estimates and thus uniqueness for (5.1) in step IV).
At this point it seems that the existence of solutions of (5.1) is straightforward to

obtain. One solves the full space problem and the half-space problems derived in the
steps before, applies Φ−1

i to the half space solutions, and sums up. However, there are
two problems. First of all, as long as we do not know that a solution of (5.1) exists, it is
not clear that the solutions of the half space problems have compact support in ϕi(Ui),
which means that the sum over all half-space solutions and the full space solution may
not yield a Gm-function. We have to localize once again, which in turn leads to further
error terms. We will deal with them by using a fixed point argument to find a suitable
inhomogeneity which neutralizes these additional error terms. The second problem is
that in the transformed half-space problems and the full space problem error terms
involving ∂jθiu appear. These cannot be expressed in the terms of θiu, which means
that the inhomogeneities involve the solution u itself. Therefore, another fixed point
argument is necessary to derive the existence of a solution of (5.1).

Theorem 5.6. Let T ′ > 0, η > 0, m ∈ N, and m̃ = max{m, 3}. Pick T ∈ (0, T ′] and
set J = (0, T ). Take a domain G ⊂ R3 which has a tame uniform Cm̃+2-boundary.
Choose coefficients A0 ∈ F c

m̃,6,η(J ×G), D ∈ F c
m̃,6(J ×G), and

B(t, x) =

 0 ν3(x) −ν2(x) 0 0 0
−ν3(x) 0 ν1(x) 0 0 0
ν2(x) −ν1(x) 0 0 0 0

 (5.7)

for all x ∈ ∂G, where ν(x) denotes the outer unit normal on ∂G in x. Take radii
r ≥ r0 > 0 such that

‖A0‖Fm̃(J×G) ≤ r, ‖D‖Fm̃(J×G) ≤ r,
max{‖A0(0)‖F̃m̃−1(G), max

1≤j≤m̃−1
‖∂jtA0(0)‖Hm̃−j−1(G)} ≤ r0,

max{‖D(0)‖F̃m̃−1(G), max
1≤j≤m̃−1

‖∂jtD(0)‖Hm̃−j−1(G)} ≤ r0.

Let f ∈ Hm(J×G), g ∈ Em(J×∂G), and u0 ∈ Hm(G) such that the linear compatibil-
ity conditions for the tupel (0, A0, A

co
1 , A

co
2 , A

co
3 , D,B, f, g, u0) of order m are fulfilled.

Then the initial boundary value problem
A0∂tu+

3∑
j=1

Aco
j ∂ju+Du = f, x ∈ G, t ∈ J ;

Bu = g, x ∈ ∂G, t ∈ J ;

u(0) = u0, x ∈ G;

has a unique solution u belonging to Gm(J ×G). Moreover, there are constants Cm =
Cm(η, r, T ′, G) ≥ 1, Cm,0 = Cm,0(η, r0, G) ≥ 1, and γm = γm(η, r, T ′, G) ≥ 1 such
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that

‖u‖2Gm,γ(J×G) ≤ (Cm,0 + TCm)emC1T
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖g‖2Em,γ(J×∂G)

+ ‖u0‖2Hm(G)

)
+ Cme

mC1T
1

γ
‖f‖2Hmγ (J×G) (5.8)

for all γ ≥ γm.

Proof. In the following we denote the standard trace operator mapping H1(G) to
H1/2(G) by tr∂G and the trace operator mapping H1(R3

+) to H1/2(∂R3
+) by tr∂R3

+
.

Fix a covering (Ui)i∈N0
, a sequence of sets (Vi)i∈N0

, and sequences of functions
(ϕi)i∈N0

, (θi)i∈N0
, (σi)i∈N0

, and (ωi)i∈N0
as in Definition 5.4 for the tame uniform

Cm̃+2-boundary of G.
I) As described in the outline of the localization procedure, we first have to extend

the coefficients and the data to the half space after straightening a part of the boundary.
To that purpose we abbreviate the inverse of ϕi by ψi, i.e.,

ψi : Vi → Ui, x 7→ ϕ−1
i (x);

and we introduce the operators

Φi : L
2(Ui)→ L2(Vi), v 7→ v ◦ ψi;

Φ−1
i : L2(Vi)→ L2(Ui), v 7→ v ◦ ϕi (5.9)

for all i ∈ N0. With a slight abuse of notation we also denote the composition with ψi
on L2(J × Vi) and H−1(J × Vi) by Φi and analogously for Φ−1

i . For v ∈ L2(J × V +
i )

we then define the differential operator

Aiv = Φi

(
A0∂t +

3∑
j=1

Aco
j ∂j +D

)
Φ−1
i v

= Φi

(
A0∂tv ◦ ϕi +

3∑
j=1

Aco
j ∂j(v ◦ ϕi) +Dv ◦ ϕi

)

= ΦiA0 ∂tv + Φi

( 3∑
j=1

3∑
l=1

Aco
j Φ−1

i ∂lv ∂jϕi,l

)
+ ΦiDv

= ΦiA0 ∂tv +

3∑
l=1

( 3∑
j=1

Aco
j Φi∂jϕi,l

)
∂lv + ΦiDv, (5.10)

where ϕi,l denotes the l-th component of ϕi for all i ∈ N. We therefore set

Ãi0 = ΦiA0, Ãil = Φi

( 3∑
j=1

Aco
j ∂jϕi,l

)
, D̃i = ΦiD

on V +
i for all i ∈ N and l ∈ {1, 2, 3}. Moreover, we define Ã0

0 = Φ0A0 = A0 and
D̃0 = Φ0D = D on U0.
In the following we will always identify functions, that are only defined on a subset

of some underlying domain, with their zero extension to that domain. Lemma 5.1 and
the assumptions yield a number z(i) ∈ {1, 2, 3} such that

|∂z(i)ϕi,3| ≥ τ on Ui (5.11)

for all i ∈ N. Reducing the size of τ if necessary, we can assume that τ is contained in
(0, 1). We pick a point yi ∈ Vi for each i ∈ N and set

Ai0 = ωiÃ
i
0 + (1− ωi)η, (i ∈ N0), (5.12)
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Aij = ωiÃ
i
j + (1− ωi)

∂z(i)ϕi,3

|∂z(i)ϕi,3|
(ψi(yi))A

co
z(i), (i ∈ N), (5.13)

Di = ωiD̃
i, (i ∈ N0), (5.14)

for all j ∈ {1, 2, 3}. The differential operator Ai extends in a natural way to a differ-
ential operator on R3

+ by setting

Aiv = Ai0∂tv +

3∑
j=1

Aij∂jv +Div

for all v ∈ L2(J × R3
+) and i ∈ N.

We recall from Remark 5.2 that ∇ϕi,3 is normal to the boundary ∂G. Hence, there
is a number κi(x) ∈ R such that

∇ϕi,3(x) = κi(x)ν(x)

for all x ∈ ∂G∩Ui and i ∈ N. In particular, κi = ∇ϕi,3 ·ν belongs to Cm+1(∂G∩Ui,R)
for all i ∈ N.
We now set

B̂i = ωiΦi(κiB) + (1− ωi)
∂z(i)ϕi,3

|∂z(i)ϕi,3|
(ψi(yi))B

co
z(i),

on R3, where

Bco
1 =

0 0 0 0 0 0
0 0 1 0 0 0
0 −1 0 0 0 0

 , Bco
2 =

0 0 −1 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0

 ,

Bco
3 =

 0 1 0 0 0 0
−1 0 0 0 0 0
0 0 0 0 0 0

 .

Define the function bz(i) : R3 → R by

bz(i) = ωiΦi∂z(i)ϕi,3 + (1− ωi)
∂z(i)ϕi,3

|∂z(i)ϕi,3|
(ψi(yi)).

Since ∂z(i)ϕi,3 does not change signs on Ui, estimate (5.11) implies the lower bound

|bz(i)| =
∣∣∣ωiΦi∂z(i)ϕi,3 + (1− ωi)

∂z(i)ϕi,3

|∂z(i)ϕi,3|
(ψi(yi))

∣∣∣
= ωi|Φi∂z(i)ϕi,3|+ (1− ωi) ≥ τωi + 1− ωi = 1− (1− τ)ωi ≥ τ (5.15)

on R3 as τ ∈ (0, 1). Consequently, the functions bz(i) and b−1
z(i) belong to Cm+1(R3

+)

and their restrictions to ∂R3
+ are elements of Cm+1(∂R3

+).
If z(i) = 3, we introduce the function

Ri3 = b
1/2
3

 b−1
3 0 0
0 b−1

3 0
ωiΦi(∂1ϕi,3)b−1

3 ωiΦi(∂2ϕi,3)b−1
3 1


and compute that

Ri3B̂
i = b

1/2
3

 0 1 −ωiΦi(∂2ϕi,3)b−1
3 0 0 0

−1 0 ωiΦi(∂1ϕi,3)b−1
3 0 0 0

0 0 0 0 0 0

 =: B̃i3
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on ∂R3
+. We finally set

Bi3 =

(
0 b

1/2
3 −ωiΦi(∂2ϕi,3)b

−1/2
3 0 0 0

−b1/23 0 ωiΦi(∂1ϕi,3)b
−1/2
3 0 0 0

)
(5.16)

and

Ci3 = 2

(
0 0 0 −b1/23 0 ωiΦi∂1ϕi,3b

−1/2
3

0 0 0 0 −b1/23 ωiΦi∂2ϕi,3b
−1/2
3

)
,

M i
3 =

(
0 0 0 −b−1/2

3 0 0

0 0 0 0 −b−1/2
3 0

)
(5.17)

on ∂R3
+. In the case z(i) = 2 respectively z(i) = 1 we define

Ri2 = b
1/2
2

 b−1
2 0 0

ωiΦi(∂1ϕi,3)b−1
2 1 ωiΦi(∂3ϕi,3)b−1

2

0 0 b−1
2


respectively

Ri1 = b
1/2
1

1 ωiΦi(∂2ϕi,3)b−1
1 ωiΦi(∂3ϕi,3)b−1

1

0 b−1
1 0

0 0 b−1
1

 .

As above, we obtain

Ri2B̂
i = b

1/2
2

0 ωiΦi(∂3ϕi,3)b−1
2 −1 0 0 0

0 0 0 0 0 0
1 −ωiΦi(∂1ϕi,3)b−1

2 0 0 0 0

 =: B̃i2

respectively

Ri1B̂
i = b

1/2
1

 0 0 0 0 0 0
−ωiΦi(∂3ϕi,3)b−1

1 0 1 0 0 0
ωiΦi(∂2ϕi,3)b−1

1 −1 0 0 0 0

 =: B̃i1

on R3. In the case z(i) = 2 we thus set

Bi2 =

(
0 ωiΦi(∂3ϕi,3)b

−1/2
2 −b1/22 0 0 0

b
1/2
2 −ωiΦi(∂1ϕi,3)b

−1/2
2 0 0 0 0

)
,

Ci2 = 2

(
0 0 0 −b1/22 ωiΦi(∂1ϕi,3)b

−1/2
2 0

0 0 0 0 ωiΦi(∂3ϕi,3)b
−1/2
2 −b1/22

)
,

M i
2 =

(
0 0 0 −b−1/2

2 0 0

0 0 0 0 0 −b−1/2
2

)
,

while in the case z(i) = 1 we take

Bi1 =

(
−ωiΦi(∂3ϕi,3)b

−1/2
1 0 b

1/2
1 0 0 0

ωiΦi(∂2ϕi,3)b
−1/2
1 −b1/21 0 0 0 0

)
,

Ci1 = 2

(
0 0 0 ωiΦi(∂2ϕi,3)b

−1/2
1 −b1/21 0

0 0 0 ωiΦi(∂3ϕi,3)b
−1/2
1 0 −b1/21

)
,

M i
1 =

(
0 0 0 0 −b−1/2

1 0

0 0 0 0 0 −b−1/2
1

)
.



129

To simplify the notation, we will write Bi, B̃i, Ci, M i, and Ri in the following with a
slight abuse of notation. We point out that the functions Bi, Ci, M i, and Ri belong
to Cm̃+1(R3) and their restrictions to R3

+ to Cm̃+1(R3
+). The rank of Bi and Ci is

identically 2 on R3
+ and Ri(x) is invertible for all x ∈ R3

+. The inverse of Ri is as
regular as Ri itself. We also have conservative boundary conditions on R3

+, i.e.,

Re((Ci)TBi) =
1

2
(Ci)TBi +

1

2
(Bi)TCi = Ai3 (5.18)

and
Bi = M iAi3

on R3
+ for all i ∈ N. We conclude that Bi belongs to BCmR3

+
(A3) for all i ∈ N. Moreover,

Ai3 = ωiΦi

( 3∑
j=1

Aco
j ∂jϕi,3

)
+ (1− ωi)

∂z(i)ϕi,3

|∂z(i)ϕi,3|
(ψi(yi))A

co
z(i)

= ωi
∑
j 6=z(i)

Aco
j Φi∂jϕi,3 + bz(i)A

co
z(i).

Since |bz(i)| ≥ τ on R3
+ by (5.15), we infer that Ai3 is an element of F cp

m̃,coeff,τ (Ω) for
all i ∈ N.
The construction of the coefficients further implies that Ai0 ∈ F cp

m̃,η(Ω), Aij ∈
F cp
m̃,coeff(Ω) for j ∈ {1, 2}, and Di ∈ F cp

m̃ (Ω).
We next fix a constant M1 as in Lemma 5.1 and constants M2, M3, and M4 as in

Definition 5.4 for the tame uniform Cm̃+2-boundary of G. The construction of our
extended coefficients then shows that

‖Ai0‖Fm(Ω) ≤ C(M1,M4)‖A0‖Fm(J×G),

max{‖Ai0(0)‖F 0
m̃−1(R3

+), max
1≤j≤m̃−1

‖∂jtAi0(0)‖Hm̃−j−1(R3
+)}

≤ C(M1,M4) max{‖A0(0)‖F 0
m̃−1(G), max

1≤j≤m̃−1
‖∂jtA0(0)‖Hm̃−j−1(G)},

‖Aij‖Fm̃(Ω) ≤ C(M1,M4),

‖Di‖Fm̃(Ω) ≤ C(M1,M4)‖D‖Fm(J×G),

max{‖Di(0)‖F 0
m̃−1(R3

+), max
1≤j≤m̃−1

‖∂jtDi(0)‖Hm̃−j−1(R3
+)}

≤ C(M1,M4) max{‖D(0)‖F 0
m̃−1(G), max

1≤j≤m̃−1
‖∂jtD(0)‖Hm̃−j−1(G)},

‖Bi‖W m̃+1,∞(Ω) ≤ C(M1,M4, τ)‖B‖W m̃+1,∞(J×G) (5.19)

for all j ∈ {1, 2, 3}, where we used |Bco
j | ≤ C|B(x)| for all x ∈ G, j ∈ {1, 2, 3}. We

point out that the right-hand sides of these estimates are independent of i so that we
find constants R = R(M, r) and R0 = R0(M, r0) with

‖Ai0‖Fm(Ω) ≤ R,
max{‖Ai0(0)‖F 0

m̃−1(R3
+), max

1≤j≤m̃−1
‖∂jtAi0(0)‖Hm̃−j−1(R3

+)} ≤ R0, (5.20)

‖Aij‖Fm(Ω) ≤ R, , (5.21)

‖Di‖Fm(Ω) ≤ R,
max{‖Di(0)‖F 0

m̃−1(R3
+), max

1≤j≤m̃−1
‖∂jtDi(0)‖Hm̃−j−1(R3

+)} ≤ R0, (5.22)

for all i ∈ N, where we set M = maxi=1,...,4Mi.
II) As outlined above, we will determine the initial value problem respectively the

initial boundary value problem solved by Φi(θiu) on J × R3 respectively J × R3
+

and apply Theorem 5.3 respectively Theorem 4.13 to it. In the derivation of the a
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priori estimates and the verification of the compatibility conditions in the existence
part we then need to know how the operators SG,m,p and SR3

+,m,p
are related when

we insert the coefficients from step I) and suitably adapted data into SR3
+,m,p

. By
“suitably adapted” we mean that we take care of the perturbation terms arising from
the localization procedure. Motivated by step IV) below we therefore define

f i(h, v) = Φi(θih) + Φi

( 3∑
j=1

Aco
j ∂jθiv

)
for all v ∈ Gm(J ×G), h ∈ Hm(J ×G),

gi =
(
(tr∂R3

+
Ri)Φ̃i(tr∂G(θi)κig)

)
α(i)

,

ui0 = Φi(θiu0), (5.23)

for all i ∈ N0 respectively i ∈ N, where α(i) denotes the 2-tuple obtained by removing
z(i) from (1, 2, 3) and Φ̃i the composition operator with the restriction of ψi to Ui∩∂G.
Note that f i(h, v) belongs to Hm(J ×R3) for all v ∈ Gm(J ×G) and h ∈ Hm(J ×G),
gi to Em(J × ∂R3

+), and ui0 to Hm(R3
+) for all i ∈ N.

Let v ∈ Gm(J×G) be a function with ∂pt v(0) = SG,m,p(0, A0, A
co
1 , A

co
2 , A

co
3 , D, f, u0)

for all p ∈ {0, . . . ,m− 1}, where the operators SG,m,p have been introduced in Defini-
tion 2.29. We abbreviate

Sim,p = SR3
+,m,p

(0, Ai0, . . . , A
i
3, D

i, f i(f, v), ui0), (5.24)

Sm,p = SG,m,p(0, A0, A
co
1 , A

co
2 , A

co
3 , D, f, u0)

for all p ∈ {0, . . . ,m} and i ∈ N. Observe that Sim,p and Sm,p are well-defined due to
the regularity of the coefficients and the data. Fix an index i ∈ N. We claim that

Sim,p = Φi(θiSm,p) (5.25)

for all p ∈ {0, . . . ,m}.
To show this assertion, we first note that

Sim,0 = ui0 = Φi(θiu0) = Φi(θiSm,0).

Next we assume that we have shown (5.25) for all l ∈ {0, . . . , p − 1} for some p ∈
{1, . . . ,m}. The definition of the operators SR3

+,m,p
then yield

Sim,p = Ai0(0)−1
[
∂p−1
t f i(f, v)(0)−

3∑
j=1

Aij∂jS
i
m,p−1 −

p−1∑
l=1

(
p− 1

l

)
∂ltA

i
0(0)Sim,p−l

−
p−1∑
l=0

(
p− 1

l

)
∂ltD

i(0)Sim,p−1−l

]
. (5.26)

The induction hypothesis implies that suppSim,p−l = supp Φi(θiSm,p) ⊆ supp Φiθi ⊆
Ki for all l ∈ {1, . . . , p} and thus

Aij∂jS
i
m,p−1 = Ãij∂jΦi(θiSm,p−1)

for all j ∈ {1, 2, 3}, as ωi = 1 on Ki. Because of

∂j(Φi(θiSm,p−1)) = (∇(θiSm,p−1)) ◦ ψi ∂jψi =

3∑
l=1

Φi(∂l(θiSm,p−1)) ∂jψi,l,

we obtain

Aij∂jS
i
m,p−1 =

3∑
k=1

Aco
k Φi∂kϕi,j

3∑
l=1

Φi∂l(θiSm,p−1)∂jψi,l
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=

3∑
k,l=1

Aco
k Φi∂l(θiSm,p−1)Φi∂kϕi,j ∂jψi,l

for all j ∈ {1, 2, 3}. We observe that

δlk = (I3×3)lk = (∇ idUi)lk = (∇(ψi ◦ ϕi))lk =

3∑
j=1

Φ−1
i ∂jψi,l ∂kϕi,j ,

δlk =

3∑
j=1

Φi∂kϕi,j ∂jψi,l (5.27)

on Vi for all k, l ∈ {1, 2, 3}. We thus infer

3∑
j=1

Aij∂jSm,p−1 =

3∑
j,k,l=1

Aco
k Φi∂l(θiSm,p−1)Φi∂kϕi,j ∂jψi,l

=

3∑
k,l=1

Aco
k Φi∂l(θiSm,p−1)δlk =

3∑
k=1

Aco
k Φi∂k(θiSm,p−1). (5.28)

Since the support of every term in the brackets on the right hand side of (5.26) is
contained in Ki and ωi = 1 on Ki, the induction hypothesis further yields

Sim,p = ΦiA0(0)−1
(

Φi(θi∂
p−1
t f(0)) + Φi

( 3∑
j=1

Aco
j ∂jθi∂

p−1
t v(0)−

3∑
j=1

Aco
j ∂j(θiSm,p−1)

)

−
p−1∑
l=1

(
p− 1

l

)
Φi(∂

l
tA0(0))Φi(θiSm,p−l)−

p−1∑
l=0

(
p− 1

l

)
Φi(∂

l
tD(0))Φi(θiSm,p−1−l)

)
= Φi

[
θiA0(0)−1

(
∂p−1
t f(0)−

3∑
j=1

Aco
j ∂jSm,p−1 −

p−1∑
l=1

(
p− 1

l

)
∂ltA0(0)Sm,p−l

−
p−1∑
l=0

(
p− 1

l

)
∂ltD(0)Sm,p−1−l

]
,

= Φi(θiSm,p),

where we also employed that ∂p−1
t v(0) = Sm,p−1. By induction, we conclude that

Sim,p = Φi(θiSm,p)

for all p ∈ {0, . . . ,m}. In the same way, but easier, we also obtain

SR3,m,p(0, A0, A
co
1 , A

co
2 , A

co
3 , D, f

0(f, v), u0
0) = θ0Sm,p (5.29)

for all p ∈ {0, . . . ,m}.
III) In this step we show that the tuple (0, Ai0, . . . , A

i
3, D

i, Bi, f i(f, v), gi, ui0) fulfills
the linear compatibility conditions of order m, where v is any function in Gm(J ×G)
with ∂pt v(0) = Sm,p for all p ∈ {0, . . . ,m − 1}. To that purpose we exploit that the
tuple (0, A0, A

co
1 , A

co
2 , A

co
3 , D,B, f, g, u0) fulfills the compatibility conditions of order

m on G by assumption, which means that

B tr∂G Sm,p = tr∂G(BSm,p) = ∂pt g(0)

for all p ∈ {0, . . . ,m−1}. Recall that Sm,p and Sim,p are elements of Hm−p(G) respec-
tively Hm−p(R3

+). Fix a number p ∈ {0, . . . ,m − 1}. The trace operator commutes
with multiplication by C∞c -functions and the composition with diffeomorphisms, which
allows us to infer

∂pt (Φ̃i(tr∂G(θi)κig))(0) = Φ̃i(tr∂G(θi)κi∂
p
t g(0)) = Φ̃i(κiB tr∂G(θi) tr∂G Sm,p)
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= tr∂R3
+
B̂iΦ̃i tr∂G(θiSm,p) = tr∂R3

+
B̂i tr∂R3

+
(Φi(θiSm,p)) = tr∂R3

+
(B̂iSim,p).

Multiplying this equation with the trace of Ri, we arrive at

tr∂R3
+

(Ri) tr∂R3
+

(B̂iSim,p) = ∂pt (tr∂R3
+

(Ri)Φ̃i(tr∂G(θi)κig))(0). (5.30)

The z(i)-th coordinate on the left-hand side is zero, so that the same must hold for
the right-hand side. Equation (5.30) is thus equivalent to

trR3
+

(BiSim,p) = ∂pt (tr∂R3
+

(Ri)Φ̃i(tr∂G(θi)κig))α(i)(0) = ∂pt g
i(0).

IV) Let u be a solution in Gm(J ×G) of (5.1) with inhomgeneity f , boundary value
g, and initial value u0. In this step we derive a priori estimates for u by applying
the a priori estimates from Theorem 5.3 respectively Theorem 4.13 to θ0u respectively
Φi(θiu) for i ∈ N. To that purpose, we first note that the uniform boundedness of the
functions ϕi, ψi, and θi in Cm+2 implies that

u ∈ Gm(J ×G)⇐⇒ θ0u ∈ Gm(J × R3) and Φi(θiu) ∈ Gm(J × R3
+) for all i ∈ N,

f ∈ Hm(J ×G)⇐⇒ θ0f ∈ Hm(J × R3) and Φi(θiu) ∈ Hm(J × R3
+) for all i ∈ N,

g ∈ Em(J × ∂G)⇐⇒ Φi(θig) ∈ Em(J × ∂R3
+) for all i ∈ N.

Fix an index i ∈ N. Since supp Φi(θiu) ⊆ supp Φiθi ⊆ Ki, the definition of the
extended coefficients and (5.10) imply

Ai0∂t(Φi(θiu)) +

3∑
j=1

Aij∂j(Φi(θiu)) +DiΦi(θiu) = Ai(Φi(θiu)) (5.31)

= Φi

(
A0∂t(θiu) +

3∑
j=1

Aco
j ∂j(θiu) +D(θiu)

)
= Φi(θif) + Φi

( 3∑
j=1

Aco
j ∂jθiu

)
on J × R3

+. We further know that Tr(Bu) = g on J × ∂G. Employing again that the
trace operator commutes with the multiplication of C∞c -functions and the composition
with diffeomorphisms, a similar computation as in step II) shows that

TrJ×∂R3
+

(B̂iΦi(θiu)) = TrJ×∂R3
+

(Φi(θiκiBu)) = Φ̃i TrJ×∂G(θiκiBu)

= Φ̃i(tr∂G(θi)κi Tr∂G(Bu)) = Φ̃i(tr∂G(θi)κig),

where we also used that B̂i = Φ̃i(κiB) on Ki ∩ ∂R3
+. Multiplying this equation with

the trace of Ri and removing the z(i)-th component of the result, we obtain

Tr∂R3
+

(Biu) = Tr∂R3
+

(RiB̂iΦi(θiu))α(i) = (tr∂R3
+

(Ri)Φ̃i(tr∂G(θi)κig))α(i) = gi.

We further note that gi is an element of Em(J × ∂R3
+) and

‖gi‖Em,γ(J×∂R3
+) ≤ C(M1, τ)‖ tr∂G(θi)g‖Em,γ(J×∂G) (5.32)

for all γ ≥ 0. We conclude that the function Φi(θiu) is a Gm(J × R3
+)-solution of the

initial boundary value problem
Ai0∂tv +

3∑
j=1

Aij∂jv +Div = f i(f, u), x ∈ R3
+, t ∈ J ;

Biv = gi, x ∈ ∂R3
+, t ∈ J ;

v(0) = ui0, x ∈ R3
+.

(5.33)

In the following it will be convenient to abbreviate Ui ∩G by Gi for all i ∈ N0.
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In order to apply Theorem 4.13, we need that the boundary matrix A3 and a function
M as in the definition of BCm̃R3

+
(A3) belong to C∞(Ω). To that purpose, we transform

the initial boundary value problem to an equivalent one as described in the first two
steps of the proof of Lemma 4.4 for z(i) = 3. The keypoint is that this procedure
not only yields transformed coefficients A1 and A2 that belong to F cp

m̃,coeff(Ω) and
A3 = Aco

3 , but also the matrix M arising as the transform of M i
z(i) is constant. To see

this claim, we recall that M is given by M i
3G
−T
r , where

G−Tr =

(
Ĝ−Tr 0

0 Ĝ−Tr

)
,

Ĝ−Tr = b
1/2
3

 1 0 0
0 1 0

−ωiΦi(∂1ϕi,3)b−1
3 −ωiΦi(∂2ϕi,3)b−1

3 b−1
3

 ,

M i
3 =

(
0 0 0 −b−1/2

3 0 0

0 0 0 0 −b−1/2
3 0

)
.

We thus obtain
M = M i

3G
−T
r =

(
0 0 0 −1 0 0
0 0 0 0 −1 0

)
.

Moreover, it is straightforward to show that the compatibility conditions of order m
for the original problem are fulfilled if and only if they are true for the transformed
coefficients and data. Consequently, we can apply Theorem 4.13 to this transformed
problem and then obtain a solution of the same regularity of the origianl problem via
the inverse transform. Also the a priori estimates carry over to the original problem
with an additional constant C(M1, τ). In order to simplify the notation, we suppress
this transform in the following but assume that the matrices Ai3 andM i

z(i) are constant.
Theorem 4.13 in combination with (5.32) thus yields

‖Φi(θiu)‖2Gm,γ(Ω)

≤ (C4.13,m,0 + TC4.13,m)emC4.13,1T
(m−1∑
j=0

‖∂jt f i(f, u)(0)‖2Hm−1−j(R3
+)+ ‖gi‖2Em,γ(J×∂R3

+)

+ ‖Φi(θiu0)‖2Hm(R3
+)

)
+ C4.13,me

mC4.13,1T
1

γ
‖f i(f, u)‖2Hmγ (Ω)

≤ 4(C4.13,m,0 + TC4.13,m)emC4.13,1T
(m−1∑
j=0

‖Φi(θi∂jt f(0))‖2Hm−1−j(R3
+)

+

m−1∑
j=0

3∑
k=1

‖Aco
k Φi(∂kθi∂

j
t u(0))‖2Hm−1−j(R3

+)+ ‖gi‖2Em,γ(J×∂R3
+) + ‖Φi(θiu0)‖2Hm(R3

+)

)

+
4C4.13,m

γ
emC4.13,1T

(
‖Φi(θif)‖2Hmγ (Ω) +

3∑
k=1

‖Aco
k Φi(∂kθiu)‖2Hmγ (Ω)

)
≤ C(M1)(C4.13,m,0 + TC4.13,m)emC4.13,1T

(m−1∑
j=0

‖θi∂jt f(0)‖2Hm−1−j(Gi)

+

m−1∑
j=0

3∑
k=1

‖∂kθiSm,j‖2Hm−1−j(Gi)
+ ‖ tr∂G θi g‖2Em,γ(J×∂G) + ‖θiu0‖2Hm(Gi)

)

+ C(M1, τ)
C4.13,m

γ
emC4.13,1T

(
‖θif‖2Hmγ (J×Gi) +

3∑
k=1

‖∂kθiu‖2Hmγ (J×Gi)

)
(5.34)

for all γ ≥ γ4.13,m. Here we also exploited ∂jt u(0) = Sm,j for all j ∈ {0, . . . ,m − 1},
and where C4.13,m = C4.13,m(η, τ, R, T ′), C4.13,m,0 = C4.13,m,0(η, τ, R0), and γ4.13,m =
γ4.13,m(η, τ, R, T ′) are the corresponding constants from Theorem 4.13.
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Using that supp θ0u ⊆ supp θ0, we compute

A0
0∂t(θ0u) +

3∑
j=1

Aco
j ∂j(θ0u) +D0(θ0u) = θ0f +

3∑
j=1

Aco
j ∂jθ0u (5.35)

on J ×R3. We conclude that θ0u is a Gm(J ×R3)-solution of the initial value problem
A0

0∂tv +

3∑
j=1

Aco
j ∂jv +D0v = θ0f +

3∑
j=1

Aco
j ∂jθ0u, x ∈ R3, t ∈ J ;

v(0) = θ0u0, x ∈ R3.

(5.36)

Theorem 5.3 and a computation as in (5.34) thus shows

‖θ0u‖2Gm,γ(Ω)

≤ C(C5.3,m,0 + TC5.3,m)emC5.3,1T
(m−1∑
j=0

‖θ0∂
j
t f(0)‖2Hm−1−j(G0)

+

m−1∑
j=0

3∑
k=1

‖∂kθ0Sm,j‖2Hm−1−j(G0) + ‖θ0u0‖2Hm(G0)

)
(5.37)

+ C
C5.3,m

γ
emC5.3,1T

(
‖θ0f‖2Hmγ (J×G0) +

3∑
k=1

‖∂kθ0u‖2Hmγ (J×G0)

)
for all γ ≥ γ5.3, where C5.3,m = C5.3,m(η,R, T ′), C5.3,m,0 = C5.3,m,0(η,R0), and
γ5.3,m = γ5.3,m(η,R, T ′) are the corresponding constants from Theorem 5.3.
The monotone convergence theorem, the local finiteness of the covering (Ui)i∈N0

,
and (2.35) imply that

∞∑
i=0

‖θiu0‖2Hm(Gi)
=

∞∑
i=0

∫
G

∑
|α|≤m

|∂α(θiu0)(x)|2dx

=

∞∑
i=0

∫
G

∑
|α|≤m

∑
β≤α

(
α

β

)
|∂βθi(x)∂α−βu0(x)|2dx

≤ C(m,M2)

∞∑
i=0

∫
G

∑
|α|≤m

χUi(x)|∂αu0(x)|2dx

= C(m,M2)

∫
G

∑
|α|≤m

∞∑
i=0

χUi(x)|∂αu0(x)|2dx

≤ C(m,M2, N)

∫
G

∑
|α|≤m

|∂αu0(x)|2dx = C(m,M2, N)‖u0‖2Hm(G). (5.38)

Analogously, we obtain

∞∑
i=0

m−1∑
j=0

‖θi∂jt f(0)‖2Hm−1−j(Gi)
≤ C(m,M2, N)

m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G),

∞∑
i=0

3∑
k=1

m−1∑
j=0

‖∂kθiSm,j‖2Hm−1−j(Gi)
≤ C(m,M2, N)

m−1∑
j=0

‖Sm,j‖2Hm−1−j(G),

∞∑
i=0

‖θif‖2Hmγ (J×Gi) ≤ C(m,M2, N)‖f‖2Hmγ (J×G),

∞∑
i=0

3∑
k=1

‖∂kθiu‖2Hmγ (J×Gi) ≤ C(m,M2, N)‖u‖2Hmγ (J×G),
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∞∑
i=1

‖gi‖2Em,γ(J×∂R3
+) ≤ C(m,M1,M2, τ)‖g‖2Em,γ(J×∂G) (5.39)

for all γ ≥ 0, employing also (5.32). We set C ′m = max{C5.3,m, C4.13,m} and C ′m,0 =
max{C5.3,m,0, C4.13,m,0}. Equations (5.34) to (5.39) then yield

‖u‖2Gm,γ(J×G)

≤ C(N)

∞∑
i=0

‖θiu‖2Gm,γ(J×Gi) ≤ C(N,M1)

∞∑
i=0

‖Φi(θiu)‖2Gm,γ(Ω)

≤ C(N,M1, τ)(C ′m,0 + TC ′m)emC
′
1T
[ ∞∑
i=0

(m−1∑
j=0

‖θi∂jt f(0)‖2Hm−1−j(Gi)

+

3∑
k=1

‖∂kθiSm,j‖2Hm−1−j(Gi)
+ ‖θiu0‖2Hm(Gi)

)
+

∞∑
i=1

‖ tr∂G(θi) g‖2Em,γ(J×∂G)

]
+ C(m,N,M1)

C ′m
γ
emC

′
1T
( ∞∑
i=0

‖θif‖2Hmγ (J×Gi) +

∞∑
i=0

3∑
k=1

‖∂kθiu‖2Hmγ (J×Gi)

)
≤ C(m,N,M1,M2, τ)(C ′m,0 + TC ′m)emC

′
1T
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G)

+

m−1∑
j=0

‖Sm,j‖2Hm−1−j(G) + ‖g‖2Em,γ(J×∂G) + ‖u0‖2Hm(G)

)
+ C(m,N,M1,M2)

C ′m
γ
emC

′
1T
(
‖f‖2Hmγ (J×G) + ‖u‖2Hmγ (J×G))

)
(5.40)

for all γ ≥ max{γ5.3,m, γ4.13,m}. Applying Lemma 2.33, which tells us that

‖Sm,p‖Hm−p(G) ≤ C2.33,m,p(η, r0)
( p−1∑
j=0

‖∂jt f(0)‖Hm−1−j(G) + ‖u0‖Hm(G)

)
for all p ∈ {0, . . . ,m}. Choosing γm = γm(η, τ,N,M1,M2, r, T

′) large enough, we thus
arrive at

‖u‖2Gm,γ(J×G) ≤ (Cm,0 + TCm)emC1T
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖g‖2Em,γ(J×∂G)

+ ‖u0‖2Hm(G)

)
+ Cme

mC1T
1

γ
‖f‖2Hm(J×G)

for all γ ≥ γm. Employing that R = R(M, r) and R0 = R0(M, r0), we also deduce
that the constants Cm,0 and Cm are of the claimed form. We have thus shown the a
priori estimates (5.8), which imply uniqueness of the Gm(J ×G)-solution of (5.1).
V) We introduce the spaces

Gm,iv(J ×G) = {v ∈ Gm(J ×G) : ∂jt v(0) = Sm,j , j ∈ {0, . . . ,m− 1}},
Hm

iv,f (J ×G) = {f̃ ∈ Hm(J ×G) : ∂jt f̃(0) = ∂jt f(0), j ∈ {0, . . . ,m− 1}}.

We point out that Gm,iv(J × G) is nonempty by Lemma 2.34 and Hm
iv,f (J × G) is

nonempty as f ∈ Hm
iv,f (J × G). Because the time derivatives up to order m − 1 in 0

of functions from Hm
iv,f (J ×G) respectively Gm,iv(J ×G) coincide, we obtain

SR3
+,m,p

(0, Ai0, . . . , A
i
3, D

i, f i(f̃ , ṽ), ui0) = SR3
+,m,p

(0, Ai0, . . . , A
i
3, D

i, f i(f, v), ui0)

= Sim,p (5.41)
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for all f̃ ∈ Hm
iv,f (J × G), v, ṽ ∈ Gm,iv(J × G), p ∈ {0, . . . ,m}, and i ∈ N, cf. (5.24).

Hence, step III) implies that the tuple (0, Ai0, . . . , A
i
3, D

i, Bi, f i(f̃ , v), gi, ui0) fulfills the
compatibility conditions of order m for all f̃ ∈ Hm

iv,f (J × G), v ∈ Gm,iv(J × G), and
i ∈ N. As explained in step IV), we can thus apply Theorem 4.13 which shows that
the initial boundary value problem

Ai0∂tw +

3∑
j=1

Aij∂jw +Diw = f i(f̃ , v), x ∈ R3
+, t ∈ J ;

Biw = gi, x ∈ ∂R3
+, t ∈ J ;

w(0) = ui0, x ∈ R3
+;

(5.42)

has a unique solution U i(f̃ , v) in Gm(Ω) for all f̃ ∈ Hm
iv,f (J × G), v ∈ Gm,iv(J × G),

and i ∈ N. Moreover, Theorem 5.3 gives a solution U0(f̃ , v) in Gm(J × R3) of the
initial value problem

A0
0∂tw +

3∑
j=1

Aco
j ∂jw +D0w = f0(f̃ , v), x ∈ R3, t ∈ J ;

w(0) = u0
0, x ∈ R3;

(5.43)

for all such f̃ and v. We claim that there exists a function f∗ = f∗(v) in Hm
iv,f (J ×G)

such that

f∗ +

∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i U

i(f∗, v) = f (5.44)

for all v ∈ Gm,iv(J ×G). To prove this claim we define the operator

Ψv : Hm
iv,f (J ×G)→ Hm

iv,f (J ×G),

f̃ 7→ f −
∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i U

i(f̃ , v)

for every v ∈ Gm,iv(J × G). We fix such a function v. The operator Ψv maps into
Hm(J ×G) since Φ−1

i maps the Hm(Ω)-function U i(f̃ , v) into Hm(J × Ui), ∂jσi has
compact support in Ui, and the covering (Ui)i∈N0

is locally finite. We further compute

∂pt Ψv(f̃)(0) = ∂pt f(0)−
∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i ∂pt U i(f̃ , v)(0)

= ∂pt f(0)−
∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i SR3

+,m,p
(0, Ai0, . . . , A

i
3, D

i, f i(f̃ , v), ui0)

= ∂pt f(0)−
∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i Sim,p

= ∂pt f(0)−
∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i Φi(θiSm,p)

= ∂pt f(0)−
∞∑
i=0

3∑
j=1

Aco
j ∂jσiθiSm,p = ∂pt f(0)

for all p ∈ {0, . . . ,m − 1} and f̃ ∈ Hm
iv,f (J × G), where we used (5.41), (5.25), and

that σi equals 1 on the support of θi for all i ∈ N. We deduce that Ψv indeed maps
Hm

iv,f (J ×G) into itself. Theorems 5.3 and 4.13 imply next

‖Ψv(f1)−Ψv(f2)‖2Hmγ (J×G) ≤ C(N,M3)

∞∑
i=0

‖Φ−1
i U

i(f1, v)− Φ−1
i U

i(f2, v)‖2Hmγ (J×Gi)
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≤ C(N,M1,M3)
(
‖U0(f1, v)− U0(f2, v)‖2Hmγ (J×R3)+

∞∑
i=1

‖U i(f1, v)− U i(f2, v)‖2Hmγ (Ω)

)
≤ C(m, η, τ,N,M, r, T ′)

1

γ

∞∑
i=0

‖Φi(θi(f1 − f2))‖2Hmγ (Ω)

≤ C(m, η, τ,N,M, r, T ′)
1

γ
‖f1 − f2‖2Hmγ (J×G) (5.45)

for all γ ≥ max{γ5.3,m, γ4.13,m}, employing (5.39) in the last step. We set

γ∗ = max{γ5.3,m, γ4.13,m, 4C5.45},

where C5.45 denotes the constant on the right-hand side of (5.45). This estimate then
leads to the bound

‖Ψv(f1)−Ψv(f2)‖Hmγ (J×G) ≤
1

2
‖f1 − f2‖Hmγ (J×G) (5.46)

for all γ ≥ γ∗. Fixing a parameter γ ≥ γ∗, we conclude that Ψv is a strictly con-
tractive self-mapping from (Hm

iv,f (J × G), ‖ · ‖Hmγ (J×G)) into itself. Since the latter
space is complete, Banach’s fixed point theorem yields a unique function f∗ = f∗(v)
in Hm

iv,f (J ×G) satisfying equation (5.44).
We next define the operator

S : Gm,iv(J ×G)→ Gm,iv(J ×G),

v 7→
∞∑
i=0

σiΦ
−1
i U

i(f∗(v), v).

We first check that S indeed maps into Gm,iv(J ×G). Since U i(f∗(v), v) is an element
of Gm(Ω), the function Φ−1

i U i(f∗(v), v) belongs to Gm(J × Gi). Exploiting that σi
has compact support in Ui and the covering (Ui)i∈N0 is locally finite, we infer that
S(v) belongs to Gm(J ×G) for all v ∈ Gm,iv(J ×G). We further note that in analogy
to (5.41) we have

SR3,m,p(0, A
0
0, A

co
1 , A

co
2 , A

co
3 , D

0, f0(f̃ , ṽ), u0
0)

= SR3,m,p(0, A
0
0, A

co
1 , A

co
2 , A

co
3 , D

0, f0(f, v), u0
0) (5.47)

for all f̃ ∈ Hm
iv,f (J×G), ṽ ∈ Gm,iv(J×G), and p ∈ {0, . . . ,m}. As f∗(v) ∈ Hm

iv,f (J×G),
we now combine the formulas (5.41) and (5.47) with (5.25) and (5.29), as well as σi = 1
on supp θi for all i ∈ N0, and compute

∂pt S(v)(0) =

∞∑
i=0

σiΦ
−1
i ∂pt U i(f∗(v), v)(0)

= σ0SR3,m,p(0, A
0
0, A

co
1 , A

co
2 , A

co
3 , D

0, f0(f∗(v), v), u0
0)

+

∞∑
i=1

σiΦ
−1
i SR3

+,m,p
(0, Ai0, . . . , A

i
3, D

i, f i(f∗(v), v), ui0)

= σ0θ0Sm,p +

∞∑
i=1

σiΦ
−1
i Φi(θiSm,p) =

∞∑
i=0

θiSm,p = Sm,p

for all p ∈ {0, . . . ,m} and v ∈ Gm,iv(J ×G). As a consequence, S(v) is an element of
Gm,iv(J ×G) for all v ∈ Gm,iv(J ×G) as asserted.
We want to show that S has a fixed point in Gm,iv(J × G). Observe that it only

remains to prove that S is a strict contraction in order to apply Banach’s fixed point
theorem. So let v1, v2 ∈ Gm,iv(J ×G). We first note that

∂jt f
∗(v1)(0) = ∂jt f(0) = ∂jt f

∗(v2)(0) (5.48)



138 5 Localization

for all j ∈ {0, . . . ,m−1} as both f∗(v1) and f∗(v2) belong to Hm
iv,f (J×G). Exploiting

that f∗(vk) is a fixed point of Ψvk for k = 1, 2, and estimate (5.46), we further derive

‖f∗(v1)− f∗(v2)‖Hmγ (J×G) = ‖Ψv1(f∗(v1))−Ψv2(f∗(v2))‖Hmγ (J×G)

≤ ‖Ψv1(f∗(v1))−Ψv1(f∗(v2))‖Hmγ (J×G) + ‖Ψv1(f∗(v2))−Ψv2(f∗(v2))‖Hmγ (J×G)

≤ 1

2
‖f∗(v1)− f∗(v2)‖Hmγ (J×G) + ‖Ψv1(f∗(v2))−Ψv2(f∗(v2))‖Hmγ (J×G) (5.49)

for all γ ≥ γ∗. The definition of the operator Ψv2 , Theorems 5.3 and 4.13, and
formulas (5.23) and (5.39) yield

‖Ψv1(f∗(v2))−Ψv2(f∗(v2))‖2Hmγ (J×G)

≤ C(N,M3)

∞∑
i=0

‖Φ−1
i U

i(f∗(v2), v1)− Φ−1
i U

i(f∗(v2), v2)‖2Hmγ (J×Gi)

≤ C(N,M1,M3)‖U0(f∗(v2), v1)− U0(f∗(v2), v2)‖2Hmγ (J×R3)

+ C(N,M1,M3)

∞∑
i=1

‖U i(f∗(v2), v1)− U i(f∗(v2), v2)‖2Hmγ (Ω)

≤ C(m, η, τ,N,M, r, T ′)
1

γ

∞∑
i=0

∥∥∥ 3∑
j=1

Aco
j ∂jθi(v1 − v2)

∥∥∥2

Hmγ (J×Gi)

≤ C(m, η, τ,N,M, r, T ′)
1

γ
‖v1 − v2‖2Hmγ (J×G) (5.50)

for all γ ≥ γ∗. We set γ∗∗ = max{γ∗, 8C5.50} and insert (5.50) into (5.49), where C5.50

denotes the constant on the right-hand side of (5.50). We then arrive at

‖f∗(v1)− f∗(v2)‖Hm(J×G) ≤
1

2
‖v1 − v2‖Hm(J×G) (5.51)

for all γ ≥ γ∗∗.
After these preparations, we can now estimate the difference of S(v1) and S(v2).

Applying the a priori estimates from Theorem 5.3 respectively Theorem 4.13 once
more and recalling that v1 and v2 belong to Gm,iv(J ×G), we infer

‖S(v1)− S(v2)‖2Gm,γ(J×G)

≤ C(N,M1,M3)‖U0(f∗(v1), v1)− U0(f∗(v2), v2)‖2Hmγ (J×R3)

+ C(N,M1,M3)

∞∑
i=1

‖U i(f∗(v1), v1)− U i(f∗(v2), v2)‖2Hmγ (J×R3
+)

≤ C(m, η, τ,N,M, r, T ′)
1

γ

(
‖f0(f∗(v1), v1)− f0(f∗(v2), v2)‖2Hmγ (J×R3)

+

∞∑
i=1

‖f i(f∗(v1), v1)− f i(f∗(v2), v2)‖2Hmγ (J×R3
+)

)
≤ C(m, η, τ,N,M, r, T ′)

1

γ

∞∑
i=0

(
‖θi(f∗(v1)− f∗(v2))‖2Hmγ (J×Gi)

+
∥∥∥ 3∑
j=1

Aco
j ∂jθi(v1 − v2)

∥∥∥2

Hmγ (J×Gi)

)
≤ C(m, η, τ,N,M,r, T

′)
1

γ

(
‖f∗(v1)− f∗(v2)‖2Hmγ (J×G) + ‖v1 − v2‖2Hmγ (J×G)

)
≤ C(m, η, τ,N,M, r, T ′)

1

γ
· 3

2
‖v1 − v2‖2Gm,γ(J×G) (5.52)
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for all γ ≥ γ∗∗, where we used again (5.23), (5.39), and (5.48). We finally set γS =
max{γ∗∗, 6C5.52}, for the constant C5.52 on the right-hand side of (5.52). It follows

‖S(v1)− S(v2)‖Gm,γ(J×G) ≤
1

2
‖v1 − v2‖Gm,γ(J×G)

for all γ ≥ γS . Banach’s fixed point theorem thus yields a unique fixed point u of S
in Gm,iv(J ×G).
VI) We claim that the fixed point u of S is a solution of (5.1). To verify this

assertion, we first compute

Lu := A0∂tu+

3∑
j=1

Aco
j ∂ju+Du = A0∂tS(u) +

3∑
j=1

Aco
j ∂jS(u) +DS(u)

=

∞∑
i=0

σi

(
A0∂tΦ

−1
i U

i(f∗(u), u) +

3∑
j=1

Aco
j ∂jΦ

−1
i U

i(f∗(u), u) +DΦ−1
i U

i(f∗(u), u)
)

+

∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i U

i(f∗(u), u)

on J ×G. Recall from (5.10) that

3∑
j=1

Aco
j ∂jΦ

−1
i v =

3∑
j=1

Φ−1
i (Ãij∂jv) = Φ−1

i

( 3∑
j=1

Aij∂jv
)

on suppσi for all v ∈ L2(Vi). Since also A0 = Φ−1
i Ai0 and D = Φ−1

i Di on suppσi
for all i ∈ N0, the very definition of the functions U i(f∗(u), u) and (5.23) imply the
equality

Lu =

∞∑
i=0

σiΦ
−1
i

(
Ai0∂tU i(f∗(u), u) +

3∑
j=1

Aij∂jU i(f∗(u), u) +DiU i(f∗(u), u)
)

+

∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i U

i(f∗(u), u)

=

∞∑
i=0

σiΦ
−1
i f i(f∗(u), u) +

∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i U

i(f∗(u), u)

=

∞∑
i=0

σiθif
∗(u) +

∞∑
i=0

3∑
j=1

σiA
co
j ∂jθiu+

∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i U

i(f∗(u), u).

Employing that σi equals 1 on the support of θi, that θi is a partition of unity, and
the defining property of f∗(u), i.e. (5.44), we deduce

Lu =

∞∑
i=0

θif
∗(u) +

∞∑
i=0

3∑
j=1

Aco
j ∂jθiu+

∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i U

i(f∗(u), u)

= f∗(u) +

∞∑
i=0

3∑
j=1

Aco
j ∂jσiΦ

−1
i U

i(f∗(u), u) = f.

Since the covering (Ui)i∈N0
is locally finite and the trace operator commutes with

C∞c -functions, we can compute

TrJ×∂G(Bu) = TrJ×∂G(BS(u)) = TrJ×∂G

(
B

∞∑
i=1

σiΦ
−1
i U

i(f∗(u), u)
)
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=

∞∑
i=1

tr∂G σi TrJ×∂G(BΦ−1
i U

i(f∗(u), u))

=

∞∑
i=1

tr∂G(σi)κ
−1
i TrJ×∂G

(
Φ−1
i

(
ωiΦi(κiB)U i(f∗(u), u)

))
,

where we used that Φ−1
i ωi = 1 on suppσi. The identity B̂i = ωiΦi(κiB) on suppσi

and the definition of B̃i, cf. (5.16), then yield

TrJ×∂G(Bu) =

∞∑
i=1

tr∂G(σi)κ
−1
i TrJ×∂G

(
Φ−1
i

(
B̂i U i(f∗(u), u)

))
=

∞∑
i=1

tr∂G(σi)κ
−1
i Φ̃−1

i TrJ×R3
+

((Ri)−1B̃i U i(f∗(u), u)).

Since U i(f∗(u), u) solves the initial boundary value problem (5.42) with the boundary
value gi defined in (5.23) for every i ∈ N, we arrive at

TrJ×∂G(Bu) =

∞∑
i=1

tr∂G(σi)κ
−1
i Φ̃−1

i

(
trR3

+
((Ri)−1) giz(i)→0

)
=

∞∑
i=1

tr∂G(σi)κ
−1
i Φ̃−1

i

(
trR3

+
((Ri)−1) trR3

+
(Ri)Φ̃i(tr∂G(θi)κig)

)
=

∞∑
i=1

tr∂G(σiθi)g =

∞∑
i=1

tr∂G(θi)g = g,

where giz(i)→0 denotes the vector we get by adding a zero in the z(i)-th component of
gi. Finally, we have

u(0) = S(u)(0) =

∞∑
i=0

σiΦ
−1
i U

i(f∗(u), u)(0) =

∞∑
i=0

σiΦ
−1
i ui0 =

∞∑
i=0

σiΦ
−1
i Φi(θiu0)

=

∞∑
i=0

σiθiu0 =

∞∑
i=0

θiu0 = u0,

where we employed that U0(f∗(u), u) solves (5.43) with initial value u0
0 and that

U i(f∗(u), u) solves (5.42) with initial value ui0 for all i ∈ N. We conclude that u
is a solution of (5.1) in Gm(J ×G).

The above theorem provides a satisfying wellposedness theory for the linear initial
boundary value problem (5.1). It also allows us to prove the uniqueness and local ex-
istence of solutions of the nonlinear Maxwell system (1.6) in Section 7.2. However, the
derivation of more sophisticated properties of solutions, both in the linear and the non-
linear case, often require to return to the half-space, see Theorem 6.1, Proposition 7.20,
and Lemma 7.22. We thus summarize the definition of the localized coefficients and
the localized data for later reference.

Definition 5.7. Let T > 0, η > 0, m ∈ N, and set m̃ = max{m, 3} and J = (0, T ).
Take a domain G ⊂ R3 which has a tame uniform Cm̃+2-boundary. Choose coefficients
A0 ∈ F c

m̃,6,η(J × G), D ∈ F c
m̃,6(J × G), and B as defined in (5.7). Choose functions

v ∈ Gm(J ×G), h ∈ Hm(J ×G), g ∈ Em(J × ∂G), and u0 ∈ Hm(G).
Fix a covering (Ui)i∈N0

, a sequence of sets (Vi)i∈N0
, and sequences of functions

(ϕi)i∈N0
, (θi)i∈N0

, (σi)i∈N0
, and (ωi)i∈N0

as in Definition 5.4 for the tame uniform
Cm̃+2-boundary of G. We set Φi : L

2(Ui)→ L2(Vi), w 7→ w ◦ ϕ−1
i for all i ∈ N0.

We then define the localized coefficients

Ai0 = Ai0(A0, η), Aij , Di = Di(D), Bi
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as in (5.12) to (5.14) and (5.16) and the localized data

f i = f i(h, v), gi(g), ui0(u0)

as in (5.23) for all i ∈ N0 respectively i ∈ N.

Step IV) of the proof of Theorem 5.6 then immediately yields the following corollary.

Corollary 5.8. In the framework of Definition 5.7, assume that a function u ∈
Gm(J × G) solves the linear initial boundary value problem (5.1) with inhomogene-
ity f ∈ Hm(J ×G), boundary value g ∈ Em(J × ∂G), and initial value u0 ∈ Hm(G).
Then the function Φi(θiu) := (θiu) ◦ϕ−1

i solves the linear initial boundary value prob-
lem 

Ai0∂tv +

3∑
j=1

Aij∂jv +Div = f i(f, u), x ∈ R3
+, t ∈ J ;

Biv = gi, x ∈ ∂R3
+, t ∈ J ;

v(0) = ui0, x ∈ R3
+;

for all i ∈ N and the function θ0u solves the linear initial value problem
A0

0∂tv +

3∑
j=1

Aco
j ∂jv +D0v = f0(f, u), x ∈ R3, t ∈ J ;

v(0) = u0
0, x ∈ R3.





6

Finite propagation speed

One of the unifying features of hyperbolic partial differential equations is the finite
propagation speed. This means that initial disturbances travel with finite speed, see
Theorem 6.1 and Corollary 6.2 for the precise statements. There are several ideas to
prove the finite propagation speed property. In [Eva10] the rate of change of local
energies is used, whereas [BCD11] relies on weighted energy estimates. In [BGS07] so
called characteristic cones are exploited. While the aforementioned sources work on
the full space, mixed problems are treated in [CP82] assuming the uniform Lopatinski
condition.
We will follow the approach of [BCD11]. As it turns out, the technique of weighted

energy estimates is quite flexible and well adaptable to our setting. We provide two
equivalent versions of the finite propagation speed property, one formulated for the
backward light cone and the other for the forward one. We start with the backward
version, which states that the solution is equal to zero on a backward light cone if the
data vanish on it. We further express the upper bound for the propagation speed in
terms of the coefficients.
As announced, the proof relies on a weighted energy estimate with a parameter

dependent weight that blows up on the backward light cone as the parameter tends
to infinity. Since the data vanish we can bound the weighted solution independent of
the parameter which implies that the solution has to be zero on the cone.

Theorem 6.1. Let m ∈ N, m̃ = max{m, 3}, and G be a tame uniform Cm̃+2-domain.
Pick T > 0 and set J = (0, T ). Take a parameter η and coefficients A0 ∈ F c

m̃,η(J×G),
D ∈ F c

m̃(J ×G), and

B(x) =

 0 ν3(x) −ν2(x) 0 0 0
−ν3(x) 0 ν1(x) 0 0 0
ν2(x) −ν1(x) 0 0 0 0

 ,

where ν denotes the unit outer normal vector of ∂G. Fix a covering (Ui)i∈N0
of G and

corresponding diffeomorphisms (ϕi)i∈N0
as in Definition 5.4. Let M be a bound for

the derivatives of the functions (ϕi)i∈N0 as in Lemma 5.1 (cf. Definition 5.4). Set

C0 =
9M2

η
.

Take R > 0 and x0 ∈ G. We define the backward cone C by

C = {(t, x) ∈ J × R3 : |x− x0| < R− C0 t}.

Let f ∈ Hm(J ×G), g ∈ Em(J × ∂G), and u0 ∈ Hm(G) satisfy

f = 0 on C ∩ (J ×G),

g = 0 on C ∩ (J × ∂G),

u0 = 0 on Ct=0 ∩G,
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where Ct=0 is defined by Ct=0 = {x ∈ R3 : (0, x) ∈ C}. Suppose that the tuple
(0, A0, A

co
1 , A

co
2 , A

co
3 , D,B, f, g, u0) fulfills the linear compatibility conditions (2.37) of

order m. Then the unique solution u ∈ Gm(J ×G) of the linear initial boundary value
problem (5.1) with inhomogeneity f , boundary value g, and initial value u0 vanishes
on the cone C, i.e.,

u(t, x) = 0 for almost all (t, x) ∈ C ∩ (J ×G).

Proof. I) Let ε > 0 and set K = C−1
0 . In the main part of the proof we will need a

function ψ ∈ C∞(R3) with

− 2ε+K(R− |x− x0|) ≤ ψ(x) ≤ −ε+K(R− |x− x0|) for all x ∈ R3, (6.1)
‖∇ψ‖L∞(R3) ≤ K. (6.2)

For the sake of completeness, we show in this first step that such a function exists. To
that purpose, we set

ϕ(τ) = −3

2
ε+K(R− |τ |)

for all τ ∈ R. Let ρ be the kernel of a standard mollifier over R. Since ϕ is globally
Lipschitz continuous with Lipschitz constant K, we obtain

|ρδ ∗ ϕ(τ)− ϕ(τ)| ≤
∫
R
ρδ(σ)|ϕ(τ − σ)− ϕ(τ)|dσ ≤ K

∫
R
ρδ(σ)|σ|dσ

≤ K δ

∫
R
δ−1ρ

(σ
δ

)∣∣∣σ
δ

∣∣∣dσ = K δ

∫
R
ρ(σ)|σ|dσ −→ 0

uniformly in τ as δ → 0. Exploiting that ϕ is weakly differentiable with weak derivative
∂τϕ(τ) = −K sgn(τ), we further deduce that

|(ρδ ∗ ϕ)′(τ)| =
∣∣∣ ∫

R
ρδ(σ)∂τϕ(τ − σ)dσ

∣∣∣ ≤ K ∫
R
ρδ(σ)dσ = K

for all τ ∈ R. Choosing δ > 0 small enough, we thus obtain a function ϕ̃ = ρδ ∗ ϕ ∈
C∞(R) such that

− 5

3
ε+K(R− |τ |) ≤ ϕ̃(τ) ≤ −ε+K(R− |τ |) for all τ ∈ R,

‖ϕ̃′‖L∞(R) ≤ K.

Next take δ̃ ∈ (0, (3K)−1ε). We set

ψ(x) = ϕ̃
(√

δ̃2 + |x− x0|2
)

for all x ∈ R3. We then obtain that ψ belongs to C∞(R3) and satisfies the inequalities

− 2ε+K(R− |x− x0|) ≤ −
5

3
ε+K

(
R−

√
δ̃2 + |x− x0|2

)
≤ ψ(x),

ψ(x) ≤ −ε+K
(
R−

√
δ̃2 + |x− x0|2

)
≤ −ε+K(R− |x− x0|)

for all x ∈ R3 and

∂jψ(x) = ϕ̃′
(√

δ̃2 + |x− x0|2
) xj − x0;j√

δ̃2 + |x− x0|2
, for all x ∈ R3, j ∈ {1, 2, 3},

‖∇ψ‖L∞(R3) ≤ K.

Consequently, ψ has all the claimed properties.
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II) Fix ε > 0. Take the function ψ = ψε from step I) and set

Ψ(t, x) = −t+ ψ(x)

for all t ∈ R, x ∈ R3. Note that Ψ belongs to C∞(J × R3).
We next want to derive a weighted energy inequality for u. To that purpose, we have

to return to the half-space again. Since G has a uniform Cm̃+2 domain there are charts
(Ui)i∈N0

which form an open cover of G, corresponding diffeomorphisms (ϕi)i∈N0
, a

partition of unity (θi)i∈N0
subordinate to (Ui)i∈N0

, and a family of functions (ωi)i∈N0

as in Definition 5.7. Take the operators Φi and the localized coefficients and data

Ai0 = Ai0(A0, η), Aij , Di = Di(D), Bi,

f i = f i(f, u), gi = gi(g), ui0 = ui0(u0)

from Definition 5.7 for all i ∈ N respectively i ∈ N0. Corollary 5.8 then shows that the
localized functions ui := Φi(θiu) solve the linear initial boundary value problem

Ai0∂tu
i +

3∑
j=1

Aij∂ju
i +Diui = f i, x ∈ R3

+, t ∈ J ;

Biui = gi, x ∈ ∂R3
+, t ∈ J ;

ui(0) = ui0, x ∈ R3
+;

(6.3)

for all i ∈ N and the linear intial value problem
Ai0∂tu

i +

3∑
j=1

Aij∂ju
i +Diui = f i, x ∈ R3, t ∈ J ;

ui(0) = ui0, x ∈ R3;

(6.4)

in the case i = 0, where we set A0
j = Aco

j for j ∈ {1, 2, 3}. We next define

ψi = ωi · Φiψ

for all i ∈ N0. These functions belong to Cm̃+2(R3) for all i ∈ N0, where we identify
a compactly supported function with its zero extension. Set

Ψi(t, x) = −t+ ψi(x)

for all (t, x) ∈ R× R3 and i ∈ N0. Observe that the functions Ψi belong to the space
Cm̃+2(J × R3

+) for all i ∈ N and Ψ0 is contained in Cm̃+2(J × R3). We introduce the
functions

uiτ = eτΨiui, f iτ = eτΨif i, giτ = eτ tr Ψigi, ui0,τ = eτΨi(0,·)ui0

for each τ > 0 and i ∈ N respectively i ∈ N0. We further note that

|∂jψi(x)| ≤ KM (6.5)
|∂j∂kψi(x)| ≤ C(K,M, ε)

for all x ∈ supp Φiθi and j, k ∈ {0, . . . , 3}. We drop the dependancy on K and M
in the following as they remain fixed throughout the proof. Consequently, there is a
constant C = C(τ, ε) such that

eτΨi(t,x) +

3∑
j=0

|∂jeτΨ(t,x)|+
3∑

j,k=0

|∂j∂keτΨ(t,x)| ≤ C

for all (t, x) ∈ J × supp Φiθi and τ > 0. We thus infer that uiτ belongs to G1(Ω), f iτ to
H1(Ω), giτ to E1(J × ∂R3

+), and ui0,τ to H1(R3
+) for all τ > 0.
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With this amount of regularity we can compute

Ai0∂tu
i
τ = Ai0e

τΨi∂tu
i − τAi0eτΨiui = eτΨi

(
f i −

3∑
j=1

Aij∂ju
i −Diui

)
− τAi0uiτ

= f iτ −
3∑
j=1

Aij∂ju
i
τ + τ

3∑
j=1

∂jψie
τΨiAiju

i −Diuiτ − τAi0uiτ ,

Ai0∂tu
i
τ +

3∑
j=1

Aij∂ju
i
τ +Diuiτ = f iτ − τ

(
Ai0 −

3∑
j=1

∂jψA
i
j

)
uiτ (6.6)

for all τ > 0 and i ∈ N0. Moreover, we have

uiτ (0) = eτΨi(0,·)ui(0) = eτΨi(0,·)ui0 = ui0,τ

for all i ∈ N0 and

trBiuiτ = tr(eτΨiBiui) = eτ tr Ψi Tr(Biui) = eτ tr Ψigi = giτ (6.7)

by Corollary 2.18 (iv) for all τ > 0 and i ∈ N.
Next fix i ∈ N. We note that (Aijξ, ξ)R6×R6 ≤ 3M |ξ|2 for all j ∈ {1, 2, 3} as the

spectral norm of the matrices Aco
j equals 1 by Remark 3.6 and the fact that Aco

j is
symmetric for all j ∈ {1, 2, 3}. We thus deduce that Ai0 −

∑3
j=1 ∂jψiA

i
j is positive

semidefinite on J × supp Φiθi since((
Ai0 −

3∑
j=1

∂jψiA
i
j

)
ξ, ξ
)
R6×R6

≥ η|ξ|2 −
3∑
j=1

‖∂jψi‖L∞(R3)‖Aij‖L∞(Ω)|ξ|2

≥ η|ξ|2 −KM |ξ|2
3∑
j=1

‖Aij‖L∞(Ω) ≥ η|ξ|2 − 9KM2|ξ|2 = η|ξ|2 − ηKC0|ξ|2 = 0,

on J × supp Φiθi for ξ ∈ R6. Here we used (6.5), the definition of C0, and that
K = C−1

0 . Identity (6.6) in combination with this estimate then yields

∂t〈Ai0uiτ , uiτ 〉L2(R3
+)×L2(R3

+)

= 〈∂tAi0uiτ , uiτ 〉L2(R3
+)×L2(R3

+) + 2〈Ai0∂tuiτ , uiτ 〉L2(R3
+)×L2(R3

+)

= 〈∂tAi0uiτ , uiτ 〉L2(R3
+)×L2(R3

+) + 2
〈
f iτ −

3∑
j=1

Aij∂ju
i
τ −Diuiτ , u

i
τ

〉
L2(R3

+)×L2(R3
+)

− 2τ
〈(
Ai0 −

3∑
j=1

∂jψiA
i
j

)
uiτ , u

i
τ

〉
L2(R3

+)×L2(R3
+)

≤ 〈∂tAi0uiτ , uiτ 〉L2(R3
+)×L2(R3

+) − 2

3∑
j=1

〈Aij∂juiτ , uiτ 〉L2(R3
+)×L2(R3

+)

− 2〈Diuiτ , u
i
τ 〉L2(R3

+)×L2(R3
+) + 2〈f iτ , uiτ 〉L2(R3

+)×L2(R3
+)

for almost all t ∈ J and for all τ > 0. Hence,

η‖uiτ (t)‖2L2(R3
+) ≤ 〈A

i
0u
i
τ , u

i
τ 〉L2(R3

+)×L2(R3
+)

= 〈Ai0(0)uiτ (0), uiτ (0)〉L2(R3
+)×L2(R3

+) +

∫ t

0

∂t〈Ai0uiτ , uiτ 〉L2(R3
+)×L2(R3

+)(s)ds

≤ ‖Ai0‖L∞(Ω)‖ui0,τ‖2L2(R3
+) + (‖∂tAi0‖L∞(Ω) + 2‖Di‖L∞(Ω))

∫ t

0

‖uiτ (s)‖2L2(R3
+)ds
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− 2

3∑
j=1

∫ t

0

〈Aij(s)∂juiτ (s), uiτ (s)〉L2(R3
+)×L2(R3

+)ds

+ 2

∫ t

0

‖f iτ (s)‖L2(R3
+)‖uiτ (s)‖L2(R3

+)ds (6.8)

for all t ∈ J and τ > 0. Since uiτ ∈ G1(Ω), the symmetry of the matrices Aij and
integration by parts further imply

〈Aij∂juiτ , uiτ 〉L2(R3
+)×L2(R3

+)

= 〈∂j(Aijuiτ ), uiτ 〉L2(R3
+)×L2(R3

+) − 〈∂jAijuiτ , uiτ 〉L2(R3
+)×L2(R3

+)

= −〈Aij∂juiτ , uiτ 〉L2(R3
+)×L2(R3

+) − 〈∂jAijuiτ , uiτ 〉L2(R3
+)×L2(R3

+),

〈Aij∂juiτ , uiτ 〉L2(R3
+)×L2(R3

+) = −1

2
〈∂jAijuiτ , uiτ 〉L2(R3

+)×L2(R3
+) (6.9)

on J for j ∈ {1, 2} and

〈Ai3∂3u
i
τ , u

i
τ 〉L2(R3

+)×L2(R3
+)

= 〈∂3(Ai3u
i
τ ), uiτ 〉L2(R3

+)×L2(R3
+) − 〈∂3A

i
3u
i
τ , u

i
τ 〉L2(R3

+)×L2(R3
+)

= −〈Ai3∂3u
i
τ , u

i
τ 〉L2(R3

+)×L2(R3
+) +

∫
∂R3

+

tr(Ai3u
i
τ )(σ) tr(uiτ )(σ)dσ

− 〈∂3A
i
3u
i
τ , u

i
τ 〉L2(R3

+)×L2(R3
+),

〈Ai3∂3u
i
τ , u

i
τ 〉L2(R3

+)×L2(R3
+) = −1

2
〈∂3A

i
3u
i
τ , u

i
τ 〉L2(R3

+)×L2(R3
+)

+
1

2

∫
∂R3

+

tr(Ai3u
i
τ )(σ) tr(uiτ )(σ)dσ (6.10)

on J for all τ > 0. We take a constant C1 independent of i such that

1

η

( 3∑
j=0

‖Aij‖W 1,∞(Ω) + 2‖Di‖L∞(Ω) +
1

η

)
≤ C1.

Inserting (6.9) and (6.10) into (6.8), we derive

η‖uiτ (t)‖2L2(R3
+)

≤ η C1‖ui0,τ‖2L2(R3
+) + (‖∂tAi0‖L∞(Ω) + 2‖Di‖L∞(Ω))

∫ t

0

‖uiτ (s)‖2L2(R3
+)ds

+
3∑
j=1

∫ t

0

〈∂jAij(s)uiτ (s), uiτ (s)〉L2(R3
+)×L2(R3

+)ds

+ η‖f iτ‖2L2(Ω) +
1

η

∫ t

0

‖uiτ (s)‖2L2(R3
+)ds− 〈tr(A

i
3u
i
τ ), truiτ 〉L2(Γt)×L2(Γt)

≤ η C1‖ui0,τ‖2L2(R3
+) + η‖f iτ‖2L2(Ω) + η C1

∫ t

0

‖uiτ (s)‖2L2(R3
+)ds

− 〈tr(Ai3uiτ ), truiτ 〉L2(Γt)×L2(Γt) (6.11)

for all t ∈ J and τ > 0, where we denote (0, t)× ∂R3
+ by Γt. In order to estimate the

last term in (6.11), we recall that the boundary matrix A3 decomposes as

Ai3 = Re((CiA3
)TBi) =

1

2
(CiA3

)TBi +
1

2
(Bi)T (CiA3

),

where CiA3
is an element of (Wm+1,∞(∂R3

+))2×6 which has a limit as |(t, x)| → ∞ as
Bi belongs to BCmR3

+
(A3). Employing (6.7), Corollary 2.18 (iv), and that ui belongs to
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G1(Ω), we thus infer

〈tr(Ai3uiτ ), truiτ 〉L2(Γt)×L2(Γt) = 〈CiA3
truiτ , B

i truiτ 〉L2(Γt)×L2(Γt)

= 〈CiA3
truiτ , g

i
τ 〉L2(Γt)×L2(Γt) = 〈eτ tr ΨiCiA3

trui, eτ tr Ψigi〉L2(Γt)×L2(Γt)

= 〈CiA3
trui, gi2τ 〉L2(Γt)×L2(Γt) ≤ ‖C

i
A3

trui‖L2(Γt)‖g
i
2τ‖L2(Γt) (6.12)

≤ C‖ trui‖L2(Γt)‖g
i
2τ‖L2(Γt) ≤ C‖u

i‖H1((0,t)×R3
+)‖gi2τ‖L2(Γt) ≤ C‖u

i‖H1(Ω)‖gi2τ‖L2(Γ)

for all t ∈ J and τ > 0, where Γ denotes J×∂R3
+ as usual. We point out that ‖ui‖H1(Ω)

is finite by Lemma 3.11. Estimates (6.12) and (6.11) finally lead to

‖uiτ (t)‖2L2(R3
+) ≤ C1‖ui0,τ‖2L2(R3

+) + ‖f iτ‖2L2(Ω) +
C

η
‖ui‖H1(Ω)‖gi2τ‖L2(Γ)

+ C1

∫ t

0

‖uiτ (s)‖2L2(R3
+)ds

for all t ∈ J and τ > 0 so that Gronwall’s lemma implies

sup
t∈J
‖uiτ (t)‖2L2(R3

+) ≤
(
C1‖ui0,τ‖2L2(R3

+) + ‖f iτ‖2L2(Ω) +
C

η
‖ui‖H1(Ω)‖gi2τ‖L2(Γ)

)
eC1T

(6.13)

for all τ > 0. Using that ‖Φiv‖H1(Vi) and ‖v‖H1(Ui) define equivalent norms (with
equivalence constants independent of i), see Theorem 1.1.7 in [Maz11], and applying
Young’s inequality, we arrive at

sup
t∈J
‖uiτ (t)‖2L2(R3

+) ≤
(
C1‖ui0,τ‖2L2(R3

+) + ‖f iτ‖2L2(Ω) +
C

η
‖ui‖H1(J×G)‖gi2τ‖L2(Γ)

)
eC1T

≤ C(η,G)
(
‖ui0,τ‖2L2(R3

+) + ‖f iτ‖2L2(Ω) +
1

τ
‖θiu‖2H1(J×G) + τ‖gi2τ‖2L2(Γ)

)
eC1T (6.14)

for all τ > 0. Analogously, but easier as we do not have to deal with the integral over
the boundary, we obtain

sup
t∈J
‖u0

τ (t)‖2L2(R3) ≤
(
C1‖u0

0,τ‖2L2(R3) + ‖f0
τ ‖2L2(J×R3)

)
eC1T (6.15)

for all τ > 0.
We can now recompose estimates (6.14) and (6.15) to the desired weighted energy

estimate on the domain G. We argue as in (5.38) to (5.40) in order to derive

sup
t∈J
‖eτΨ(t)u(t)‖2L2(G) ≤ C(G)

∞∑
i=0

‖eτΨθiu‖2G0(J×G) ≤ C(G)

∞∑
i=0

‖uiτ‖2G0(Ω)

≤ C(η,G)
( ∞∑
i=0

(‖ui0,τ‖2L2(R3
+) + ‖f iτ‖2L2(Ω) +

1

τ
‖θiu‖2H1(J×G)) +

∞∑
i=1

τ‖gi2τ‖2L2(Γ)

)
eC1T

≤ C(η,G)
(
‖eτΨ(0,·)u0‖2L2(G) + ‖eτΨf‖2L2(J×G) +

1

τ
‖u‖2H1(J×G)

+ τ‖e2τ tr Ψg‖2L2(J×∂G)

)
(6.16)

for all τ > 0.
III) In this step we show that the weighted energy estimate (6.16) leads to the

convergence of supt∈J ‖uτ (t)‖L2(G) to 0 as τ → ∞, which in turn implies that u has
to vanish on the cone C.
Take (s, x) ∈ J ×G such that (s, x) is not contained in C. Then |x− x0| ≥ R−C0s

which is equivalent to

−s+K(R− |x− x0|) = −s+
1

C0
(R− |x− x0|) ≤ 0.
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In particular, we obtain

−s+ ψ(x) ≤ −s− ε+K(R− |x− x0|) ≤ −ε

and hence
eτΨ(s,x) = eτ (−s+ψ(x)) ≤ e−τε

for all τ > 0. On the other hand, by assumption we have f(s, x) = 0 for almost all
(s, x) ∈ C, g(s, x) = 0 for almost all (s, x) ∈ C ∩ (J × ∂G), and u0(x) = 0 for almost
all x ∈ Ct=0 ∩G. We conclude that

|fτ (s, x)| ≤ |f(s, x)| for all τ > 0 and |fτ (s, x)| −→ 0 as τ →∞

for almost all (s, x) ∈ J × G. Lebesgue’s dominated convergence theorem therefore
yields

‖fτ‖L2(J×G) −→ 0

as τ →∞. Analogously, we deduce that

τ‖g2τ‖L2(J×∂G) −→ 0 and ‖u0,τ‖L2(G) −→ 0

as τ →∞. The weighted energy estimate (6.16) thus gives

sup
t∈J
‖uτ (t)‖2L2(G) −→ 0

as τ →∞. In particular, there is a constant C2 ≥ 0 independent of τ such that

sup
t∈J
‖uτ (t)‖2L2(G) ≤ C2 (6.17)

for all τ > 0.
Now take a point (t, x) from C3ε, where the reduced cones Cδ are defined by

Cδ = {(t, x) ∈ J × R3 : |x− x0| < R− C0t− C0δ}

for all δ > 0. Then

3ε <
1

C0
(R− |x− x0|)− t = K(R− |x− x0|)− t ≤ −t+ ψ(x) + 2ε = Ψ(t, x) + 2ε,

ε < Ψ(t, x).

Consequently, we infer∫
C3ε
|u(t, x)|2dxdt ≤ e−2ετ

∫
C3ε

e2τΨ(t,x)|u(t, x)|2dxdt ≤ e−2ετT sup
t∈J
‖uτ (t)‖2L2(R3

+)

≤ C2Te
−2ετ

for all τ > 0, where we also employed (6.17). Letting τ →∞, we obtain∫
C3ε
|u(t, x)|2dxdt = 0

and thus |u(t, x)| = 0 for almost all (t, x) ∈ C3ε.
Finally, we take a sequence (εn)n in (0, 1) with εn → 0 as n→∞. Since u(t, x) = 0

for almost all (t, x) ∈ C3εn for all n ∈ N, we conclude that

u(t, x) = 0 for almost all (t, x) ∈
⋃
n∈N
C3εn = C.

We also formulate the finite propagation speed property using the forward light
cone, cf. [BCD11]. This version shows that if the data is supported on a forward light
cone, then also the solution is supported in this cone.
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Corollary 6.2. Let m ∈ N, m̃ = max{m, 3}, and G be a tame uniform Cm̃+2-domain.
Pick T > 0 and set J = (0, T ). Take a parameter η and coefficients A0 ∈ F c

m̃,η(J×G),
D ∈ F c

m̃(J ×G), and

B(x) =

 0 ν3(x) −ν2(x) 0 0 0
−ν3(x) 0 ν1(x) 0 0 0
ν2(x) −ν1(x) 0 0 0 0

 ,

where ν denotes the unit outer normal vector of ∂G. Fix a covering (Ui)i∈N0
of G and

corresponding diffeomorphisms (ϕi)i∈N0
as in Definition 5.4. Let M be a bound for

the derivatives of the functions (ϕi)i∈N0
as in Lemma 5.1 (cf. Definition 5.4). Set

C0 =
9M2

η
.

Let R > 0 and x0 ∈ G. We define the forward cone K by

K = {(t, x) ∈ J × R3 : |x− x0| ≤ R+ C0 t}.

Let f ∈ Hm(J ×G), g ∈ Em(J × ∂G), and u0 ∈ Hm(G) such that

f = 0 on (J ×G) \ K,
g = 0 on (J × ∂G) \ K,
u0 = 0 on G \ Kt=0,

where Kt=0 is defined by Kt=0 = {x ∈ R3 : (0, x) ∈ K}. Suppose that the tuple
(0, A0, A

co
1 , A

co
2 , A

co
3 , D,B, f, g, u0) fulfills the linear compatibility conditions (2.37) of

order m. Then the unique solution u ∈ Gm(J ×G) of the linear initial boundary value
problem (5.1) with inhomogeneity f , boundary value g, and initial value u0 is supported
in the cone K, i.e.,

u(t, x) = 0 for almost all (t, x) ∈ (J ×G) \ K.

Proof. We argue by contradiction and assume that u does not vanish on (J ×G) \ K,
i.e., there is a subset M̃1 ⊆ (J×G)\K of positive measure such that u is not identically
0 on M̃1. Since

(J ×G) \ K =
⋃
δ>0

{(t, x) ∈ (J ×G) \ K : dist((t, x), ∂K) > δ},

we particularly find a set M̃2 of positive measure and a parameter δ > 0 such that
M̃2 ⊆ (J × G) \ (K + B(0, δ)) and u does not vanish identically on M̃2. Employing
that J ×G ⊆

⋃
n∈N[ 1

n , T −
1
n ]×B(x0, n), we obtain an index N ∈ N with N > R and

a setM⊆ ([ 1
N , T −

1
N ]×B(x0, N))∩ ((J×G)\ (K+B(0, δ)) such thatM has positive

measure and u(t, x) 6= 0 for almost all (t, x) ∈M.
We define the family of backward cones

Cx′,R′ = {(t, x) ∈ J × R3 : |x− x′| < R′ − C0t}

for all x′ ∈ R3 and R′ > 0 and consider the system

A = {Cx′,N−R : |x′ − x0| = N}.

We claim that A forms an open covering of ([ 1
N , T −

1
N ] × B(x0, N)) \ (K + B(0, δ)).

To see this assertion, take (t, x) ∈ ([ 1
N , T −

1
N ]×B(x0, N)) \ (K +B(0, δ)) and set

x̃ = x0 +
N

|x− x0|
(x− x0).
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Using that x ∈ B(x0, N) and (t, x) ∈ (R× R3) \ (K +B(0, δ)), we derive

|x− x̃| = | |x− x0| −N | = N − |x− x0| < N − (R+ C0t) = N −R− C0t,

i.e., (t, x) ∈ Cx̃,N−R. As |x̃ − x0| = N , the cone Cx̃,N−R belongs to A and the claim
follows.
The compactness of ([ 1

N , T −
1
N ]×B(x0, N))\(K+B(0, δ)) then yields finitely many

points x1, . . . , xm such that |xi − x0| = N for all i ∈ {1, . . . ,m} and {Cxi,N−R : i ∈
{1, . . . ,m}} covers ([ 1

N , T −
1
N ] × B(x0, N)) \ (K + B(0, δ)). Since M is a subset of

([ 1
N , T −

1
N ] × B(x0, N)) \ (K + B(0, δ)), there is an index l ∈ {1, . . . ,m} such that

M∩ Cxl,N−R has positive measure. However, for (t, x) ∈ Cxl,N−R we have

|x− x0| ≥ |xl − x0| − |x− xl| = N − |x− xl| > N − (N −R− C0t) = R+ C0t,

i.e., (t, x) belongs to (J ×R3) \K. We conclude that f vanishes on Cxl,N−R ∩ (J ×G),
g on Cxl,N−R∩ (J ×∂G), and u0 on Ct=0;xl,N−R∩G. Theorem 6.1 thus shows that the
solution u vanishes on Cxl,N−R∩(J×G), i.e., u(t, x) = 0 for almost all (t, x) ∈ Cxl,N−R.
This contradicts u(t, x) 6= 0 for almost all (t, x) ∈M∩Cxl,N−R as this set has positive
measure.
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Local wellposedness of the
nonlinear system

In this chapter we finally turn to the main subject of this work, the local wellposedness
of the nonlinear Maxwell system (1.6). The construction of a solution of (1.6) is the
first key step in this direction. We see in section 7.2 that the results from Chapter 3
and Chapter 4 allow us to apply a fixed point argument that yields the existence of
such a solution.
However, we recall that the constants in the a priori estimates depend on the coef-

ficients which take the form χ(u) in the quasilinear setting. We have to control the
appearing norms of χ(u) in terms of u to make the fixed point argument work. There-
fore, we need a higher order chain rule and corresponding estimates. We provide this
rather technical material in section 7.1.
In subsection 7.3 we prove a refined estimate of solutions to (1.6), which allows us to

provide a blow-up criterion which only depends on the Lipschitz-norm of the solution.
This criterion also leads to a satisfactory regularity theory in our setting. We then
deal with estimates of the difference of two solutions of (1.6). These estimates are the
crucial tool to prove that the solutions of (1.6) depend continuously on the data.

7.1 Material laws

In the study of quasilinear problems one often has to control compositions θ(v) in
higher regularity in terms of v. It is thus natural to consider a higher order chain
rule. This so called Faá di Bruno’s formula is therefore widespread in the literature,
see e.g. [BGS07], [BCD11]. However, this formula is usually merely stated for smooth
functions. Moreover, we are not only interested in the formula itself but also in cor-
responding estimates of the Fm(Ω)-norm of θ(v) in terms of the Gm(Ω)-norm of v.
For the convenience of the reader we therefore provide detailed proofs of these results.
Finally, we also show bounds for the differences θ(v1) − θ(v2), which are crucial to
establish the contractivity of a certain fixed point operator and the continuous depen-
dence.
We start with the higher order chain rule for functions θ(v) and estimates for their

Fm(Ω)-norm. The proof is a standard iterative application of the chain and product
rule combined with Lemma 2.22. We further give the proof for the slightly more
general case that the functions take values in Rn instead of R6.
Throughout this section let G be a domain in R3 with a uniformly C2-boundary,
U ⊂ Rn be a convex domain, J be an open interval, and Ω = J × G. Moreover, we
denote the image of a function v by im v.

Lemma 7.1. Let m,n ∈ N and m̃ = max{m, 3}. Let U1 be a compact subset of U .
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(i) Let θ ∈ Cm(U ,R). For each v ∈ G̃m̃(Ω) with im v ⊆ U the function θ(v) belongs
to the function space Fm(Ω). For l1, . . . , lj ∈ {1, . . . , n}, γ1, . . . , γj ∈ N4

0 with
|γi| ≤ m, 1 ≤ j ≤ |α|, and α ∈ N4

0 with 1 ≤ |α| ≤ m there exist constants
C(α, j, l1, . . . , lj , γ1, . . . , γj) such that

∂αθ(v) =
∑

1≤j≤|α|

∑
γ1,...,γj∈N4

0\{0}∑
γi=α

n∑
l1,...,lj=1

C(α, j, l1, . . . , lj , γ1, . . . , γj)

· (∂lj · · · ∂l1θ)(v)

j∏
i=1

∂γivli (7.1)

for all v ∈ G̃m̃(Ω) with im v ⊆ U and α ∈ N4
0 with 0 < |α| ≤ m. Moreover, there

exists a constant C(θ,m, n,R,U1) such that

‖θ(v)‖Fm(Ω) ≤ C(θ,m, n,R,U1)(1 + ‖v‖Gm̃(Ω))
m−1‖v‖Gm̃(Ω) (7.2)

for all v ∈ G̃m̃(Ω) with ‖v‖L∞(Ω) ≤ R and im v ⊆ U1.

(ii) Let θ ∈ Cm−1(U ,R). For all v ∈ Hm̃−1(G) with im v ⊆ U the composition θ(v)
belongs to F 0

m̃−1(G). We further have that

∂αθ(v) =
∑

1≤j≤|α|

∑
γ1,...,γj∈N3

0\{0}∑
γi=α

n∑
l1,...,lj=1

C0(α, j, l1, . . . , lj , γ1, . . . , γj)

· (∂lj · · · ∂l1θ)(v)

j∏
i=1

∂γivli (7.3)

for all v ∈ Hm̃−1(G) and α ∈ N3
0 with 0 < |α| ≤ m− 1, and the constants

C0(α, j, l1, . . . , lj , γ1, . . . , γj) = C((0, α1, α2, α3), j, l1, . . . , lj , γ1, . . . , γj)

from (i). There further exists a constant C0(θ,m, n,R0,U1) such that

‖θ(v)‖F 0
m−1(G) ≤ C0(θ,m, n,R0,U1)(1 + ‖v‖Hm̃−1(G))

m−1 (7.4)

for all v ∈ Hm̃−1(G) with ‖v‖L∞(G) ≤ R0 and im v ⊆ U1.

(iii) Assume additionally that m ≥ 2. Let θ ∈ Cm(U ,R) and r0 > 0. Then there is a
constant C(θ,m, n, r0,U1) such that

‖∂jt θ(v)(0)‖Hm−j−1(G)

≤ C(θ,m, n, r0,U1)(1 + max
0≤l≤j

‖∂ltv(0)‖Hm̃−l−1(G))
m−1 max

0≤l≤j
‖∂ltv(0)‖Hm̃−l−1(G)

for all j ∈ {1, . . . ,m − 1} and v ∈ G̃m̃(Ω) with im v ⊆ U , ‖v(0)‖L∞(G) ≤ r0 and
im v(0) ⊆ U1.

Proof. (i) We show the assertion by induction with respect to m. So let m = 1. Since
v ∈ G̃m̃(Ω) ↪→ H3(Ω) ↪→ L∞(Ω) we find a sequence (vk)k in C∞c (Ω) such that vk → v
in H3(Ω), ‖vk‖L∞(Ω) ≤ 2‖v‖L∞(Ω), and vk → v pointwise almost everywhere. We
further infer that im v is a compact subset of U . We can thus choose a compact subset
U2 of U such that, after adapting (vk)k if necessary, im vk ⊆ U2 and im v ⊆ U2 for all
k ∈ N. Let j ∈ {0, 1, 2, 3} and l1 ∈ {1, . . . , n}. We then estimate

‖θ(vk)− θ(v)‖L∞(Ω) ≤ max
x∈U2

|θ′(x)| ‖vk − v‖L∞ −→ 0,
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∫
Ω

|(∂l1θ)(vk)∂jvk,l1 − (∂l1θ)(v)∂jvl1 |2dx

≤ 2

∫
Ω

|∂l1θ(vk)|2 |∂jvk,l1 − ∂jvl1 |2dx+ 2

∫
Ω

|∂l1θ(vk)− ∂l1θ(v)|2 |∂jvl1 |2dx

≤ C max
x∈U2

|θ′(x)|2 ‖∂jvk − ∂jv‖2L2(Ω) + C

∫
Ω

|∂l1θ(vk)− ∂l1θ(v)|2 |∂jvl1 |2dx

−→ 0

as k →∞. Here we used that ∂l1θ is continuous so that ∂l1θ(vk) converges pointwise
almost everywhere to ∂l1θ(v). The theorem of dominated convergence with majorant
C maxx∈U2 |θ′(x)|2|∂jvl1 |2 thus gives the above convergence of the second integral.
The first order weak derivatives of θ(v) hence exist and are given by

∂jθ(v) =

n∑
l1=1

(∂l1θ)(v)∂jvl1

for j ∈ {0, . . . , 3}. This fact shows (7.1) for m = 1. Moreover, for functions v with
im v ⊆ U1, we infer

‖θ(v)‖L∞(Ω) ≤ max
x∈U1

|θ(x)|,

‖∂jθ(v)‖L∞(Ω) ≤ C(n) max
x∈U1

|θ′(x)| ‖∂jv‖L∞(Ω) ≤ C(n, θ,U1) ‖v‖G3(Ω),

‖∂jθ(v)‖G0(Ω) ≤ C(n) max
x∈U1

|θ′(x)| ‖∂jv‖G0(Ω) ≤ C(n, θ,U1) ‖v‖G1(Ω).

Hence, θ(v) belongs to F1(Ω) and estimate (7.2) has been proved for m = 1.
Now assume that the assertion holds for all k ∈ {1, . . . ,m} and some m ∈ N. We

will establish that the assertion is also valid for m+ 1.
To that purpose, let θ ∈ Cm+1(Rn,R) and take v ∈ G̃max{m+1,3}(Ω) with im v ⊆ U .

Observe that formula (7.1) holds for all α ∈ N4
0 with |α| ≤ m by the induction hypothe-

sis. Therefore, take α ∈ N4
0 with |α| = m+1. Choose a unit vector ek ∈ N4

0 such that α
decomposes as α = α′+ ek with α′ ∈ N4

0 and |α′| ≤ m. Since ∂kv ∈ G̃max{m,2}(Ω) and
(∂l1θ)(v) ∈ Fm(Ω) by the induction hypothesis for all l1 ∈ {1, . . . , n}, Lemma 2.22 (ii)
yields that ∂kθ(v) =

∑n
l1=1(∂l1θ)(v)∂kvl1 belongs to G̃m(Ω). The induction hypothesis

implies the identities

∂αθ(v) = ∂α
′

n∑
lm+1=1

(∂lm+1θ)(v)∂kvlm+1

=

n∑
lm+1=1

∑
β≤α′

(
α′

β

)
∂β(∂lm+1θ)(v)∂α

′−β∂kvlm+1

=

n∑
lm+1=1

∑
0<β≤α′

(
α′

β

)( ∑
1≤j≤|β|

∑
γ1,...,γj∈N4

0\{0}∑
γi=β

n∑
l1,...,lj=1

C(β, j, l1, . . . , lj , γ1, . . . , γj)

· (∂lj · · · ∂l1∂lm+1
θ)(v)

j∏
i=1

∂γivli

)
∂α−βvlm+1

+

n∑
lm+1=1

(∂lm+1
θ)(v)∂αvlm+1

. (7.5)

Fix a multiindex 0 < β ≤ α′, a number j ∈ {1, . . . , |β|}, and l1, . . . , lj ∈ {1, . . . , n},
lm+1 ∈ {1, . . . , n}, and γ1, . . . , γj ∈ N4

0 \ {0} with
∑j
i=1 γi = β. We then observe that

(l1, . . . , lj , lm+1; γ1, . . . , γj , α− β) ∈ Iα,
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where Iα is defined by

Iα =

|α|⋃
j=1

{
(l′1, . . . , l

′
j ; γ
′
1, . . . , γ

′
j) : l′1, . . . , l

′
j ∈ {1, . . . , n}, γ′1, . . . , γ′j ∈ N4

0 \ {0},

j∑
i=1

γ′i = α
}
.

As also (lm+1, α) ∈ Iα, formula (7.1) follows for α by rearranging (7.5).
The induction hypothesis further says that θ(v) ∈ Fm(Ω) and

‖θ(v)‖Fm(Ω) ≤ C(θ,m, n,R,U1)(1 + ‖v‖Gm̃(Ω))
m−1‖v‖Gm̃(Ω)

for all v ∈ G̃m̃(Ω) with ‖v‖L∞(Ω) ≤ R and im v ⊆ U1.
It remains to show that ∂αθ(v) ∈ G̃0(Ω) for all α ∈ N4

0 with |α| = m + 1 and to
estimate these derivatives. To this purpose fix an index α and a function v as above.
Take j ∈ {1, . . . ,m+ 1} and γ1, . . . , γj ∈ N4

0 \ {0} with
∑j
i=1 γi = α.

We start with the case m = 1. Here we have v ∈ G̃3(Ω) and thus

∥∥∥ n∑
l1,...,lj=1

(∂lj · · · ∂l1θ)(v)

j∏
i=1

∂γivli

∥∥∥
G0(Ω)

≤ C
n∑

l1,...,lj=1

‖(∂lj · · · ∂l1θ)(v)‖L∞(Ω)

j∏
i=1

‖∂γivli‖G3−|γi|(Ω)

≤ C
n∑

l1,...,lj=1

max
x∈U1

|(∂lj · · · ∂l1θ)(x)|(1 + ‖v‖Gm̃(Ω))
m‖v‖Gm̃(Ω)

where the first estimate is trivial if j = 1 and it follows from Lemma 2.22 (ii) if j = 2,
since 3− |γi| ≥ 2 for at least one i ∈ {1, j}.
In the case m ≥ 2 there is at most one multiindex γi with |γi| ≥ m appearing in the

formula (7.1). Otherwise we would have

m+ 1 = |α| =
j∑
i=1

|γi| ≥ 2m ≥ m+ 2,

a contradiction. For the multiindices γi with |γi| ≤ m− 1 the function ∂γivli belongs
to G̃m+1−|γi|(Ω) ↪→ G̃2(Ω). A successive application of Lemma 2.22 (ii) thus yields

∥∥∥ n∑
l1,...,lj=1

(∂lj · · · ∂l1θ)(v)

j∏
i=1

∂γivli

∥∥∥
G0(Ω)

≤ C
n∑

l1,...,lj=1

‖(∂lj · · · ∂l1θ)(v)‖L∞(Ω)

j∏
i=1

‖∂γivli‖Gm+1−|γi|(Ω)

≤ C
n∑

l1,...,lj=1

max
x∈U1

|(∂lj · · · ∂l1θ)(x)|(1 + ‖v‖Gm+1(Ω))
m‖v‖Gm+1(Ω).

We now take the G̃0(Ω)-norm of ∂αθ(v) in (7.1), combine the above estimates and
take the maximum of all involved constants. It follows

‖∂αv‖G0(Ω) ≤ C(1 + ‖v‖Gmax{m+1,3}(Ω))
m‖v‖Gmax{m+1,3}(Ω)

for all v ∈ G̃max{m+1,3}(Ω) with ‖v‖L∞(Ω) ≤ R and im v ⊆ U1, where the constant C
depends on θ, m, n, R, and U1. We conclude that θ(v) belongs to Fm+1(Ω) and (7.2)
holds for m+ 1.
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(ii) The proof works in the same way as in (i). The asserted coincidence of the
constants is clear in the case |α| = 1 and then follows for the higher order ones by
induction due to (7.5).
(iii) This part follows from part (i) and the techniques used there. However, since

the details are not the same, we present them. Take v ∈ G̃m̃(Ω) with im v ⊆ U ,
‖v(0)‖L∞(G) ≤ r0, and im v(0) ⊆ U1. Part (i) shows that

∂jt θ(v)(0) =
∑

1≤k≤j

∑
γ1,...,γk∈N4

0\{0}∑
γi=(j,0,0,0)

n∑
l1,...,lk=1

C((j, 0, 0, 0), k, l1, . . . , lk, γ1, . . . , γk)

· (∂lk . . . ∂l1θ)(v(0))

k∏
i=1

(∂γivli)(0)

for all j ∈ {1, . . . ,m − 1}. Observe that ∂γivli belongs to G̃1(Ω) ↪→ G0(Ω) for all
appearing γj and li so that the point-evaluation in zero is well-defined.
We start with m = 2. Then ∂t(θ(v))(0) =

∑n
l1=1 ∂l1θ(v(0))∂tvl1(0) and we can thus

estimate

‖∂tθ(v)(0)‖L2(G) ≤
n∑

l1=1

‖∂l1θ(v(0))‖L∞(G)‖∂tv(0)‖L2(G)

≤ C(θ, n,U1)‖∂tv(0)‖L2(G).

It remains to consider the case m ≥ 3. To that purpose, we take j ∈ {1, . . . ,m− 1},
k ∈ {1, . . . , j}, l1, . . . , lk ∈ {1, . . . , n}, γ1, . . . , γk ∈ N4

0 \ {0} with
∑k
i=1 γi = (j, 0, 0, 0).

We first note that v(0) ∈ Hm̃−1(G) and ∂lk . . . ∂l1θ ∈ Cm−k(Rn,R) so that part (ii)
yields ∂lk . . . ∂l1θ(v(0)) ∈ F 0

m−k(G). Moreover, the function ∂γiv(0) is an element of
Hm−|γi|−1(G) ↪→ Hm−j−1(G) for all i ∈ {1, . . . , k}.
Take γp ∈ N4

0 with |γp| = max1≤i≤k |γi|. If |γp| ≥ 2, we derive from the inequality

|γi|+ |γp| ≤ j ≤ m− 1

thatm−1−|γi| ≥ 2 for all i ∈ {1, . . . , k}\{p}. Therefore, we can apply Lemma 2.22 (vi)
repeatedly and thus estimate

∥∥∥ k∏
i=1

∂γivli(0)
∥∥∥
Hm−1−j(G)

≤
∥∥∥ k∏
i=1

∂γivli(0)
∥∥∥
Hm−1−|γp|(G)

≤ C(m)

k∏
i=1

‖∂γivli(0)‖Hm−1−|γi|(G) ≤ C(m) max
1≤l≤j

‖∂ltvli(0)‖kHm−1−l(G). (7.6)

Next, let max1≤i≤k |γi| ≤ 1. It follows that |γi| = 1 for all i ∈ {1, . . . , k} and hence
k = j. If m ≥ 4, we infer m−1−|γi| ≥ 2 so that Lemma 2.22 (vi) again yields (7.6). If
m = 3 and j = 1, the estimate in (7.6) trivially holds. If m = 3 and j = 2, we obtain

∥∥∥ k∏
i=1

∂γiv(0)
∥∥∥
Hm−1−j(G)

= ‖∂tvl1(0)∂tvl2(0)‖L2(G) ≤ ‖∂tvl1‖L3(G)‖∂tvl2‖L6(G)

≤ C‖∂ltv(0)‖2H1(G) ≤ C max
1≤l≤j

‖∂ltv(0)‖j
Hm−1−l(G)

.

So (7.6) has been established in all cases.
If k ≤ m− 2, Lemma 2.22 (vii), (7.6) and part (ii) then imply

∥∥∥(∂lk · · · ∂l1θ)(v(0))

k∏
i=1

(∂γivli)(0)
∥∥∥
Hm−1−j(G)
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≤ C(m)‖(∂lk · · · ∂l1θ)(v(0))‖F 0
m−k(G)

∥∥∥ k∏
i=1

∂γiv(0)
∥∥∥
Hm−1−j(G)

≤ C(m)‖(∂lk · · · ∂l1θ)(v(0))‖F 0
m−k(G) max

1≤l≤j
‖∂ltvli(0)‖kHm−1−l(G)

≤ C(θ,m, n, r0,U1)(1 + ‖v(0)‖Hm−k(G))
m−k max

1≤l≤j
‖∂ltv(0)‖kHm−1−l(G)

≤ C(θ,m, n, r0,U1)(1 + max
0≤l≤j

‖∂ltv(0)‖Hm−1−l(G))
m−1 max

0≤l≤j
‖∂ltv(0)‖Hm−1−l(G).

In the case k = m− 1, we also have j = m− 1 and therefore∥∥∥(∂lk · · · ∂l1θ)(v(0))

k∏
i=1

(∂γivli)(0)
∥∥∥
Hm−1−j(G)

=
∥∥∥(∂lk · · · ∂l1θ)(v(0))

k∏
i=1

(∂γivli)(0)
∥∥∥
L2(G)

≤ ‖(∂lk · · · ∂l1θ)(v(0))‖L∞(G)

∥∥∥ k∏
i=1

(∂γivli)(0)
∥∥∥
L2(G)

≤ C(θ,m, n, r0,U1)(1 + max
1≤l≤j

‖∂ltv(0)‖Hm−1−l(G))
m−1 max

1≤l≤j
‖∂ltv(0)‖Hm−1−l(G)

by (7.6).

We next establish analogous estimates for differences θ(v1)− θ(v2).

Corollary 7.2. Let m ∈ N, m̃ = max{m, 3}, and γ ≥ 0. Let θ ∈ Cm−1(U ,R) and
R > 0.

(i) Let v1, v2 ∈ G̃m̃−1(Ω) with ‖v1‖L∞(Ω), ‖v2‖L∞(Ω), ‖v1‖Gm̃−1(Ω), ‖v2‖Gm̃−1(Ω) ≤ R,
and im v1, im v2 ⊆ U1. Then there exists a constant C = C(θ,m, n,R,U1) such
that

‖(∂αθ(v1))(t)− (∂αθ(v2))(s)‖L2(G) ≤ C
∑
β∈N4

0

0≤|β|≤m̃−1

‖∂βv1(t)− ∂βv2(s)‖L2(G)

(7.7)

for almost all t ∈ J and almost all s ∈ J if α ∈ N4
0 with 0 ≤ |α| ≤ m− 2. In the

case |α| = m− 1 and m > 1 we have the estimate

‖(∂αθ(v1))(t)− (∂αθ(v2))(s)‖L2(G) ≤ C
∑
β∈N4

0

0≤|β|≤m̃−1

‖∂βv1(t)− ∂βv2(s)‖L2(G)

+ C

n∑
l1,...,lm−1=1

‖(∂lm−1
. . . ∂l1θ)(v1(t))− (∂lm−1

. . . ∂l1θ)(v2(s))‖L∞(G)

(7.8)

for almost all t ∈ J and almost all s ∈ J . If θ additionally belongs to Cm(U ,R),
the estimate (7.7) is true for almost all t ∈ J and almost all s ∈ J in the case
|α| = m− 1. Finally, if α0 = 0, it is enough to sum in (7.7) and (7.8) over those
multiindices β with β0 = 0.

(ii) Let v1, v2 ∈ G̃m̃(Ω) with ‖v1‖L∞(Ω), ‖v2‖L∞(Ω), ‖v1‖Gm̃−1(Ω), ‖v2‖Gm̃−1(Ω) ≤ R,
im v1, im v2 ⊆ U1, and θ ∈ Cm(U ,R). Then the difference θ(v1)− θ(v2) belongs to
G̃m(Ω) and there exists a constant C = C(θ,m, n,R,U1) such that

‖θ(v1)− θ(v2)‖Gm−1,γ(Ω) ≤ C‖v1 − v2‖Gm̃−1,γ(Ω)

for all γ ≥ 0.
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(iii) Let v1, v2 ∈ Hm̃(G) with ‖v1‖L∞(G), ‖v2‖L∞(G), ‖v1‖Hm̃−1(G), ‖v2‖Hm̃−1(G) ≤ R,
im v1, im v2 ⊆ U1, and θ ∈ Cm(U ,R). Then the difference θ(v1) − θ(v2) is an
element of Hm(G) and there is a constant C = C(θ,m, n,R,U1) such that

‖θ(v1)− θ(v2)‖Hm−1(G) ≤ C‖v1 − v2‖Hm̃−1(G).

Proof. (i) Let v1, v2 ∈ G̃m̃(Ω) with ‖v1‖L∞(Ω), ‖v2‖L∞(Ω) ≤ R, and im v1, im v2 ⊆ U1.
We first note that there is nothing to show in the case m = 1. So we assume m ≥ 2 in
the following. Observe that in the case |α| = 0 the estimate (7.7) is a consequence of
the mean value theorem and Sobolev’s embedding. If |α| ≥ 1, Lemma 7.1 implies the
formula

∂αθ(v1)(t)− ∂αθ(v2)(s)

=
∑

1≤j≤|α|

∑
γ1,...,γj∈N4

0\{0}∑
γi=α

n∑
l1,...,lj=1

C(α, j, l1, . . . , lj , γ1, . . . , γj)

·
(

(∂lj · · · ∂l1θ)(v1(t))

j∏
i=1

∂γiv1,li(t)− (∂lj · · · ∂l1θ)(v2(s))

j∏
i=1

∂γiv2,li(s)
)

=
∑

1≤j≤|α|

∑
γ1,...,γj∈N4

0\{0}∑
γi=α

n∑
l1,...,lj=1

C(α, j, l1, . . . , lj , γ1, . . . , γj)

·
[(

(∂lj · · · ∂l1θ)(v1(t))− (∂lj · · · ∂l1θ)(v2(s))
) j∏
i=1

∂γiv1,li(t) (7.9)

+

j∑
k=1

(∂lj · · · ∂l1θ)(v2)(s)

k−1∏
i=1

∂γiv2,li(s) · (∂γkv1,lk(t)− ∂γkv2,lk(s))

j∏
i=k+1

∂γiv1,li(t)
]

for all α ∈ N4
0 with 1 ≤ |α| ≤ m− 1 and almost all t ∈ J and almost all s ∈ J .

We now take α ∈ N4
0 with 1 ≤ |α| ≤ m − 1, j ∈ {1, . . . , |α|}, γ1, . . . , γj ∈ N4

0 \ {0}
with

∑j
i=1 γi = α, and l1, . . . , lj ∈ {1, . . . , n}. Observe that |γi| ≤ m− 1 for 1 ≤ i ≤ j.

I) Let wi ∈ Hm̃−1−|γi|(G) for all i ∈ {1, . . . , j}. We first claim that there is a
constant C(m) such that

∥∥∥ j∏
i=1

wi

∥∥∥
L2(G)

≤ C(m)

j∏
i=1

‖wi‖Hm̃−1−|γi|(G). (7.10)

Without loss of generality we assume that |γj | = max1≤i≤j |γi|. We then estimate

∥∥∥ j∏
i=1

wi

∥∥∥
L2(G)

≤ C
∥∥∥ j−1∏
i=1

wi

∥∥∥
H|γj |(G)

‖wj‖Hm̃−1−|γj |(G)
(7.11)

using Lemma 2.22 (v). Observe that wi ∈ Hm̃−1−|γi|(G) ↪→ H |γj |(G) for all i ∈
{1, . . . , j − 1} since |γi| + |γj | ≤ |α| ≤ m − 1 for 1 ≤ i ≤ j − 1. In the case |γj | ≥ 2,
inequality (7.11) and a successive application of Lemma 2.22 (vi) thus yield

∥∥∥ j∏
i=1

wi

∥∥∥
L2(G)

≤ C(m)

j∏
i=1

‖wi‖Hm̃−1−|γi|(G).

Next assume that |γj | ≤ 1. In the case j = 1 the estimate (7.10) trivially holds,
while in the case j = 2 this inequality follows from (7.11) and |γ2| ≤ m̃ − 1 − |γ1|.
If j ≥ 3 we deduce from m − 1 ≥ j that m ≥ 4. Exploiting that |γi| ≤ |γj | ≤ 1
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for 1 ≤ i ≤ j − 1, we infer that wi belongs to Hm̃−1−|γi|(G) ↪→ Hm−2(G). We can
therefore again successively apply Lemma 2.22 (vi) and derive from (7.11) that∥∥∥ j∏

i=1

wi

∥∥∥
L2(G)

≤ C(m)

j∏
i=1

‖wi‖Hm−1−|γi|(G).

We have thus shown (7.10).
II) We now fix two representatives of v1 and v2, still denoted by v1 and v2 and two

corresponding nullsets N1, N2 ⊆ J such that v1 and v2 satisfy

∂α̃v1(t) ∈ Hm̃−1−|α̃|(G), ∂α̃v2(s) ∈ Hm̃−1−|α̃|(G),

‖∂α̃v1(t)‖Hm̃−1−|α̃|(G) ≤ ‖v1‖Gm̃−1(Ω), ‖∂α̃v2(s)‖Hm̃−1−|α̃|(G) ≤ ‖v2‖Gm̃−1(Ω),

|v(t)| ≤ R, |v(s)| ≤ R, im v(t) ⊆ U1, im v(s) ⊆ U1

and (7.9) for all t ∈ J \ N1, s ∈ J \ N2 and α̃ ∈ N4
0 with |α̃| ≤ m − 1. Step I) then

shows∥∥∥((∂lj · · · ∂l1θ)(v1(t))− (∂lj · · · ∂l1θ)(v2(s))
) j∏
i=1

∂γiv1,li(t)
∥∥∥
L2(G)

≤ ‖(∂lj · · · ∂l1θ)(v1(t))− (∂lj · · · ∂l1θ)(v2(s))‖L∞(G)

∥∥∥ j∏
i=1

∂γiv1,li(t)
∥∥∥
L2(G)

≤ C(m)‖(∂lj · · · ∂l1θ)(v1(t))− (∂lj · · · ∂l1θ)(v2(s))‖L∞(G)

j∏
i=1

‖∂γiv1(t)‖Hm̃−1−|γi|(G)

≤ C(θ,m, n,R)‖(∂lj · · · ∂l1θ)(v1(t))− (∂lj · · · ∂l1θ)(v2(s))‖L∞(G)

and∥∥∥(∂lj · · · ∂l1θ)(v2(s))

k−1∏
i=1

∂γiv2,li(s) · (∂γkv1,lk(t)− ∂γkv2,lk(s)) ·
j∏

i=k+1

∂γiv1,li(t)
∥∥∥
L2(G)

≤ C(m) max
x∈U1

|(∂lj · · · ∂l1θ)(x)|
k−1∏
i=1

‖∂γiv2,li(s)‖Hm̃−1−|γi|(G)

· ‖∂γkv1,lk(t)− ∂γkv2,lk(s)‖Hm̃−1−|γk|(G) ·
j∏

i=k+1

‖∂γiv1,li(t)‖Hm̃−1−|γi|(G)

≤ C(θ,m, n,R,U1)‖∂γkv1(t)− ∂γkv2(s)‖Hm̃−1−|γk|(G)

for all t ∈ J\N1, s ∈ J\N2, and k ∈ {1, . . . , j}. We insert these estimates into (7.9) and
take the maximum of all involved constants, obtaining inequality (7.8). If |α| ≤ m− 2
or θ belongs to Cm(U ,R), we exploit that

‖(∂lj · · · ∂l1θ)(v1(t))− (∂lj · · · ∂l1θ)(v2(s))‖L∞(G)

≤ max
x∈U1

|(∂lj · · · ∂l1θ)′(x)|‖v1(t)− v2(s)‖L∞(G) ≤ C(θ,m, n,U1)‖v1(t)− v2(s)‖H2(G)

for all t ∈ J \N1 and s ∈ J \N2, which yields (7.7). Finally, we note that γi,0 = 0 for
all i ∈ {1, . . . j} if α0 = 0, implying the final assertion.
(ii) Take γ ≥ 0. We observe that

‖θ(v1(t))− θ(v2(t))‖L2(G) ≤ max
x∈U1

|θ′(x)|‖v1(t)− v2(t)‖L2(G) (7.12)

for almost all t ∈ J . We further employ estimate (7.7) with s = t, multiply with e−γt,
and take the essential supremum and the maximum over all multiindices α ∈ N4

0 with
|α| ≤ m− 1. In this way we derive assertion (ii).
(iii) We set ṽ1(t) = v1 and ṽ2(t) = v2 for all t ∈ J . Applying part (i) with s = t

and (7.12) to ṽ1 and ṽ2 yields the claim.
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7.2 Local existence

In this section we construct solutions of the nonlinear initial boundary value prob-
lem (1.6) with material laws χ and σ that are Cm with m ≥ 3 and where χ is positive
definite. We will see that, similar to the linear problem, an Hm-solution of (1.6) has
to fulfill certain compatibility conditions. We will also provide a variant where χ only
needs to be locally positive definite. Having constructed a local solution on a small
time interval, we use standard techniques to extend it to a maximal solution. More-
over, we provide a first blow-up condition in the Hm(G)-norm, which follows from the
fixed point argument.
Throughout this section we use the following assumptions. For a given integer m the

set G denotes a subdomain of R3 which fulfills the uniform Cm̃+2 regularity condition,
where m̃ = max{m, 3}. Moreover, U denotes a convex subdomain of R6.
We first prove that solutions of (1.6) are unique. By a solution of the nonlinear

problem (1.6) we mean a function u which belongs to
⋂m
j=0 C

j(I,Hm−j(G)) with
imu(t) ⊆ U for all t ∈ I which solves (1.6), where imu(t) means the image of u(t),
I ⊆ R is an interval with t0 ∈ I, and m is an integer with m ≥ 3. The proof relies on
the basic L2-a priori estimate and Corollary 7.2.

Lemma 7.3. Let t0 ∈ R, T > 0, and J = (t0, t0 + T ). Let m ∈ N with m ≥ 3. Take
χ̃, σ̃ ∈ Cm(U ,R6×6) and ζ1, ζ2 ∈ F c

m,6(J ×G). Set χ = ζ1χ̃ and σ = ζ2σ̃ and suppose
that χ is symmetric and uniformly positive definite. Choose data f ∈ Hm(J × G),
g ∈ Em(J × ∂G), and u0 ∈ Hm(G). Let u1 and u2 be two solutions in Gm(J × G)
of (1.6) with inhomogeneity f , boundary value g, and initial value u0 at initial time
t0. Then u1 = u2.

Proof. Set

K = {T0 ∈ J : u1 = u2 on [t0, T0]}.

This set is nonempty since u1(t0) = u0 = u2(t0). Let T1 = supK. The continuity of
u1 and u2 implies that the two functions coincide on [t0, T1].
Since u1 and u2 are solutions of (1.6) and belong to Gm(J ×G), there is a compact

subset U1 ⊆ U such that imu1, imu2 ⊆ U1. We now assume that T1 is not equal to T .
We then take a time Tu ∈ (T1, T ] to be fixed below and we set Ju = [T1, Tu]. We ob-
serve that u1 and u2 are both solutions of (1.6) in Gm(Ju×G) with inhomogeneity f ,
boundary value g, and initial value u1(T1) = u2(T1). In particular, both functions solve
the linear initial boundary value problem (3.2) with data f , g, and u1(T1) and differen-
tial operator L(χ(u1), Aco

1 , A
co
2 , A

co
3 , σ(u1)) respectively L(χ(u2), Aco

1 , A
co
2 , A

co
3 , σ(u2)).

We abbreviate these operators by L(χ(u1), σ(u1)) and L(χ(u2), σ(u2)) in the following.
Lemma 7.1, Lemma 2.22, and Sobolev’s embedding yield that χ(u1), χ(u2), σ(u1), and
σ(u2) are elements of F c

3 (J ×G). Choose a radius r > 0 such that

max{‖u1‖Gm(J×G), ‖u2‖Gm(J×G), ‖ζ1‖F0(J×G), ‖ζ2‖F0(J×G)} ≤ r.

Lemma 7.1 and Lemma 2.22 provide a radius R = R(χ, σ, r,U1) such that the bounds

max{‖χ(u1)‖F3(J×G), ‖σ(u1)‖F3(J×G)} ≤ R,
max{‖χ(u1(T1))‖F 0

2 (G), max
1≤j≤2

‖∂jtχ(u1)(T1)‖Hm−1−j(G)} ≤ R,

max{‖σ(u1(T1))‖F 0
2 (G), max

1≤j≤2
‖∂jt σ(u1)(T1)‖Hm−1−j(G)} ≤ R

hold true, where U1 is a compact subset of U with imu1(t), imu2(t) ⊆ U1 for all t ∈ Ju.
We further recall that χ(u1) is symmetric and uniformly positive definite. Therefore,
Theorem 5.6 for the differential operator L(χ(u1), Aco

1 , A
co
2 , A

co
3 , σ(u1)) can be applied

to u1 − u2. We take η = η(χ) > 0 such that χ ≥ η and set γ = γ5.6,0(η,R), where
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γ5.6,0 denotes the corresponding constant from Theorem 5.6. Theorem 5.6 and its
proof, Lemma 2.22, and Corollary 7.2 (ii) then show that

‖u1 − u2‖2G0,γ(Ju×G)

≤ C5.6(η,R, T,G)‖(L(χ(u1), σ(u1))u1 − L(χ(u1), σ(u1))u2)‖2L2
γ(Ju×G)

= C(χ, σ, r, T,G)‖f − χ(u1)∂tu2 − σ(u1)u2 + χ(u2)∂tu2 + σ(u2)u2 − f‖2L2
γ(Ju×G)

≤ C(χ, σ, r, T,G)(Tu − T1)‖∂tu2‖2L∞(Ju×G)‖χ(u1)− χ(u2)‖2G0,γ(Ju×G)

+ C(χ, σ, r, T,G)(Tu − T1)‖u2‖2L∞(Ju×G)‖σ(u1)− σ(u2)‖2G0,γ(Ju×G)

≤ C(χ, σ, r, T,G,U1)(‖∂tu2‖2G2(Ju×G) + ‖u2‖2G2(Ju×G))(Tu − T1)‖u1 − u2‖2G0,γ(Ju×G),

where C5.6 is the corresponding constant from Theorem 5.6. Fixing the generic con-
stant in the last line of the above estimate, we choose Tu so small that

C(χ, σ, r, T,G,U1)(‖∂tu2‖2G2(Ju×G) + ‖u2‖2G2(Ju×G))(Tu − T1) ≤ 1

2
.

Hence,

‖u1 − u2‖G0,γ(Ju×G) = 0,

implying u1 = u2 on [T1, Tu] and thus on [t0, Tu]. This result contradicts the definition
of T1. We conclude that T1 = T , i.e., u1 = u2 on J .

We have now collected all the tools to prove the local existence theorem. However,
before doing so, we take a more precise look on the compatibility conditions. Recall
that the definition of the operators SG,m,p in (2.36) depends on time derivatives of
χ(u) and σ(u) in t0, where u is an element of G̃m(J ×G). However, we would like to
formulate the definition of SG,m,p independently of u as we are going to vary u in our
fixed point argument. Lemma 7.1 fortunately shows that the time derivatives of χ(u),
respectively σ(u), in t0 only depend on χ, respectively σ, and time derivatives of u at
t0.

Definition 7.4. Let J ⊆ R be an open interval, m ∈ N, ζ1, ζ2 ∈ F c
m,6(J ×G) be time

independent, and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃, σ = ζ2σ̃, and assume that χ is
symmetric and uniformly positive definite. We then define the operators

Sχ,σ,G,m,p : J ×Hmax{m,3}(J ×G)×Hmax{m,2}(G,U)→ Hm−p(G)

by Sχ,σ,G,m,0(t0, f, u0) = u0 and then inductively

Sχ,σ,G,m,p(t0, f, u0) = χ(u0)−1
(
∂p−1
t f(t0)−

3∑
j=1

Aco
j ∂jSχ,σ,G,m,p−1(t0, f, u0) (7.13)

−
p−1∑
l=1

(
p− 1

l

)
M l

1(t0, f, u0)Sχ,σ,G,m,p−l(t0, f, u0)

−
p−1∑
l=0

(
p− 1

l

)
M l

2(t0, f, u0)Sχ,σ,G,m,p−1−l(t0, f, u0)
)
,

Mp
k =

∑
1≤j≤p

∑
γ1,...,γj∈N4

0\{0}∑
γi=(p,0,0,0)

n∑
l1,...,lj=1

C((p, 0, 0, 0), j, l1, . . . , lj , γ1, . . . , γj) (7.14)

· ζk(∂lj · · · ∂l1θk)(u0)

j∏
i=1

Sχ,σ,G,m,|γi|(t0, f, u0)li

for 1 ≤ p ≤ m, k ∈ {1, 2}, where θ1 = χ̃, θ2 = σ̃, M0
2 = σ̃(u0), and C is the constant

from Lemma 7.1. By Hmax{m,2}(G,U) we mean those functions u0 ∈ Hmax{m,2}(G)
with imu0 ⊆ U .
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We will show in Lemma 7.7 below that the range of Sχ,σ,G,m,p is indeed contained
in Hm−p(G). Before doing so, we note that the operators Sχ,σ,G,m,p are the right
objects in order to handle higher order time derivatives of solutions of the nonlinear
problem (1.6).

Lemma 7.5. Let J ⊆ R be an open interval, t0 ∈ J , m ∈ N, ζ1, ζ2 ∈ F c
m,6(J × G)

be time independent, and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃, σ = ζ2σ̃, and assume
that χ is symmetric and uniformly positive definite. Choose B ∈ Wm+1,∞(J × G),
f ∈ Hm(J × G), g ∈ Em(J × ∂G), and u0 ∈ Hm(G) with imu0 ⊆ U . Assume that
problem (1.6) has a solution u which belongs to Gm(J ×G). Then

∂jt u(t) = Sχ,σ,G,m,j(t, f, u(t)) (7.15)

for all t ∈ J and j ∈ {0, . . . ,m}.

Proof. The assertion follows inductively by differentiation of (1.6) and Lemma 7.1.

We remark that the operators Sχ,σ,G,m,j and Lemma 7.5 are the nonlinear analogues
to the linear operators SG,m,j and Lemma 2.31.
Motivated by the previous result and in analogy to Definition 2.32 in the linear case

we introduce the following notion.

Definition 7.6. Let J ⊆ R be an open interval, t0 ∈ J , m, k ∈ N, ζ1, ζ2 ∈ F c
m,6(J×G)

be time independent, and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃, σ = ζ2σ̃, and assume
that χ is symmetric and uniformly positive definite. Choose B ∈Wm+1,∞(J ×G)k×6,
f ∈ Hm(J ×G)6, g ∈ Em(J × ∂G)k, and u0 ∈ Hm(G)6.
We say that the tuple (χ, σ, t0, B, f, g, u0) satisfies the nonlinear compatibility con-

ditions of order m if imu0 ⊆ U and

tr∂G(BSχ,σ,G,m,p(t0, f, u0)) = ∂pt g(t0) for 0 ≤ p ≤ m− 1. (7.16)

In the next lemma we collect several crucial properties of the operators Sχ,σ,G,m,p.

Lemma 7.7. Let J ⊆ R be an open interval, t0 ∈ J , m ∈ N, and m̃ = max{m, 3}.
Take time independent ζ1, ζ2 ∈ Fm̃,6(J × G) and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃,
σ = ζ2σ̃, and assume that χ is symmetric and uniformly positive definite. Choose data
f, f̃ ∈ Hm̃(J × G) and u0, ũ0 ∈ Hm̃(G) such that imu0 and im ũ0 is contained in U .
Take r > 0 such that

m̃−1∑
j=0

‖∂jt f(t0)‖Hm̃−j−1(G) + ‖u0‖Hm̃(G) ≤ r,

m̃−1∑
j=0

‖∂jt f̃(t0)‖Hm̃−j−1(G) + ‖ũ0‖Hm̃(G) ≤ r.

Then the function Sχ,σ,G,m,p(t0, f, u0) belongs to Hm−p(G) and there is a constant
C1 = C1(χ, σ,m, r,U1) such that

‖Sχ,σ,G,m,p(t0, f, u0)‖Hm−p(G) ≤ C1

(m−1∑
j=0

‖∂jt f(t0)‖Hm−j−1(G) + ‖u0‖Hm(G)

)
for all p ∈ {0, . . . ,m}, where U1 is a compact subset of U such that imu0 ⊆ U1.
Moreover, there is a constant C2 = C2(χ, σ,m, r,U2) with

‖Sχ,σ,G,m,p(t0, f, u0)− Sχ,σ,G,m,p(t0, f̃ , ũ0)‖Hm−p(G)

≤ C2

(m−1∑
j=0

‖∂jt f(t0)− ∂jt f̃(t0)‖Hm−j−1(G) + ‖u0 − ũ0‖Hm(G)

)
for all p ∈ {0, . . . ,m}, where U2 is a compact subset of U such that imu0, im ũ0 ⊆ U2.
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Proof. As the data f , f̃ , u0, ũ0, and t0 are fixed in this proof, we abbreviate the oper-
ators Sχ,σ,G,m,p(t0, f, u0) and Sχ,σ,G,m,p(t0, f̃ , ũ0) by Sχ,σ,G,m,p respectively S̃χ,σ,G,m,p
for all p ∈ {0, . . . ,m}. Analogously, we writeM l

k and M̃
l
k for the operatorsM

l
k(t0, f, u0)

and M l
k(t0, f̃ , ũ0) from (7.14) for all (l, k) ∈ {1, . . . ,m} × {1, 2} ∪ {(0, 2)}.

We prove the assertion by induction with respect to p. Clearly, the claim is true for
p = 0. Now assume that the assertion has been shown for all p′ ∈ {0, . . . , p − 1} for
some p ∈ {1, . . . ,m}.
I) We first assume thatm ≥ 3 and thus m̃ = m. Let l ∈ {1, . . . , p−1}, j ∈ {1, . . . , l}.

Take k1, . . . , kj ∈ {1, . . . , l} with
∑j
i=1 ki = l. Let v0 ∈ Hm−j−1(G), vi ∈ Hm−ki(G)

for i ∈ {1, . . . , j}, and vj+1 ∈ Hm−p+l(G).
Let us first consider the case p ≤ m− 1. Here we have

(m− j − 1) +

j∑
i=1

(m− ki) + (m− p+ l) = m− j − 1 +mj − l +m− p+ l

= mj − j + 2m− p− 1 ≥ mj − j + 3. (7.17)

If two of the above terms in paranthesis were strictly smaller than 2, we would obtain

(m− j − 1) +

j∑
i=1

(m− ki) + (m− p+ l) ≤ 2 + j(m− 1) = mj − j + 2

and thus a contradiction to (7.17). Therefore, at most one summand in (7.17) is strictly
smaller than 2 and we can successively apply Lemma 2.22 (vi) to the product

∏j+1
i=0 vi.

It hence belongs to Hm−p(G) and satisfies

∥∥∥ j+1∏
i=0

vi

∥∥∥
Hm−p(G)

≤ C‖v0‖Hm−j−1(G)

j∏
i=1

‖vi‖Hm−ki (G)‖vj+1‖Hm−p+l(G). (7.18)

Now assume that p = m. In this case we infer

(m− j − 1) +

j∑
i=1

(m− ki) + (m− p+ l) = mj − j +m− 1

≥ mj − j + 2. (7.19)

If three of the above summands were strictly smaller than 2, it would follow

(m− j − 1) +

j∑
i=1

(m− ki) + (m− p+ l) ≤ 3 + (j − 1)(m− 1) = mj − j −m+ 4

≤ mj − j + 1,

which contradicts inequality (7.19). So at most two summands in (7.19) are strictly
smaller than 2. If one of them was 0, we would get

(m− j − 1) +

j∑
i=1

(m− ki) + (m− p+ l) ≤ 1 + j(m− 1) = mj − j + 1,

again a contradiction to (7.19). We conclude that if two summands n1 and n2 in (7.19)
are strictly smaller than 2, then they are equal to 1 and so Hn1(G) = Hn2(G) =

H1(G) ↪→ L4(G). Hölder’s inequality and Lemma 2.22 (vi) then yield that
∏j+1
i=0 vi

belongs to L2(G) and that this product fulfills (7.18) with p = m. If less than two
summands in (7.19) are strictly less than 2, we obtain from Lemma 2.22 (vi) again
that

∏j+1
i=0 vi belongs to L

2(G) and that the estimate (7.18) holds.
Let θ1 = χ̃ and θ2 = σ̃. Take an index k ∈ {1, 2}, l1, . . . , lj ∈ {1, . . . , n}, and

γ1, . . . , γj ∈ N4
0 \ {0} with

∑j
i=1 γi = (l, 0, 0, 0). Then the function ∂lj . . . ∂l1θk is an
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element of Cm−j(U ,R6×6) and Lemma 7.1 (ii) implies that (∂lj . . . ∂l1θk)(u0) belongs
to Hm−j(G). Lemma 2.22 (vii), estimate (7.18), Lemma 7.1 (ii), Corollary 7.2 (iii),
and the induction hypothesis thus yield

∥∥∥ζk(∂lj . . . ∂l1θk)(u0)

j∏
i=1

Sχ,σ,G,m,|γi|;li Sχ,σ,G,m,p−l+1−k

∥∥∥
Hm−p(G)

≤ C‖ζk‖F 0
m̃−1(G)‖(∂lj . . . ∂l1θk)(u0)‖Hm−j−1(G)

j∏
i=1

‖Sχ,σ,G,m,|γi|;li‖Hm−|γi|(G)

· ‖Sχ,σ,G,m,p−l+1−k‖Hm−p+l(G)

≤ C(χ, σ,m, r,U1)
(m−1∑
j=0

‖∂jt f(t0)‖Hm−j−1(G) + ‖u0‖Hm(G)

)
and∥∥∥ζk(∂lj . . . ∂l1θk)(u0)

j∏
i=1

Sχ,σ,G,m,|γi|;li Sχ,σ,G,m,p−l+1−k

− ζk(∂lj . . . ∂l1θk)(ũ0)

j∏
i=1

S̃χ,σ,G,m,|γi|;li S̃χ,σ,G,m,p−l+1−k

∥∥∥
Hm−p(G)

≤ C‖ζk‖F 0
m̃−1(G)‖(∂lj . . . ∂l1θk)(u0)− (∂lj . . . ∂l1θk)(ũ0)‖Hm−j−1(G)

·
j∏
i=1

‖Sχ,σ,G,m,|γi|‖Hm−|γi|(G)‖Sχ,σ,G,m,p−l+1−k‖Hm−p+l(G)

+ C‖ζk‖F 0
m̃−1(G)

j∑
q=1

‖(∂lj . . . ∂l1θk)(ũ0)‖Hm−j−1(G)

q−1∏
i=1

‖S̃χ,σ,G,m,|γi|‖Hm−|γi|(G)

· ‖Sχ,σ,G,m,|γq| − S̃χ,σ,G,m,|γq|‖Hm−|γq|(G)

·
j∏

i=q+1

‖Sχ,σ,G,m,|γi|‖Hm−|γi|(G)‖Sχ,σ,G,m,p−l+1−k‖Hm−p+l(G)

+ C‖ζk‖F 0
m̃−1(G)‖(∂lj . . . ∂l1θk)(ũ0)‖Hm−j−1(G)

j∏
i=1

‖S̃χ,σ,G,m,|γq|‖Hm−|γi|(G)

· ‖Sχ,σ,G,m,p−l+1−k − S̃χ,σ,G,m,p−l+1−k‖Hm−p+l(G)

≤ C(χ, σ,m, r,U2)
(m−1∑
j=0

‖∂jt f(t0)− ∂jt f̃(t0)‖Hm−j−1(G) + ‖u0 − ũ0‖Hm(G)

)
. (7.20)

In view of the definitions, we have shown the estimates

‖M l
k Sχ,σ,G,m,p−l+1−k‖Hm−p(G)

≤ C(χ, σ,m, r,U1)
(m−1∑
j=0

‖∂jt f(t0)‖Hm−j−1(G) + ‖u0‖Hm(G)

)
, (7.21)

‖M l
k Sχ,σ,G,m,p−l+1−k − M̃ l

k S̃χ,σ,G,m,p−l+1−k‖Hm−p(G)

≤ C(χ, σ,m, r,U2)
(m−1∑
j=0

‖∂jt f(t0)− ∂jt f̃(t0)‖Hm−j−1(G) + ‖u0 − ũ0‖Hm(G)

)
. (7.22)

It remains to look at the case l = 0 and k = 2. As above we derive

‖M0
2 Sχ,σ,G,m,p−1‖Hm−p(G) ≤ C‖σ(u0)‖F 0

m(G)‖Sχ,σ,G,m,p−1‖Hm−p(G)
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≤ C(χ, σ,m, r,U1)
(m−1∑
j=0

‖∂jt f(t0)‖Hm−j−1(G) + ‖u0‖Hm(G)

)
(7.23)

and

‖M0
2Sχ,σ,G,m,p−1 − M̃0

2 S̃χ,σ,G,m,p−1‖Hm−p(G)

≤ ‖σ(u0)− σ(ũ0)‖Hm−1(G)‖Sχ,σ,G,m,p−1‖Hm−p+1(R3
+)

+ ‖σ(ũ0)‖F 0
m−1(G)‖Sχ,σ,G,m,p−1 − S̃χ,σ,G,m,p−1‖Hm−p+1(G)

≤ C(χ, σ,m, r,U2)
(m−1∑
j=0

‖∂jt f(t0)− ∂jt f̃(t0)‖Hm−j−1(G) + ‖u0 − ũ0‖Hm(G)

)
(7.24)

using Lemma 2.22 (vi) and (vii), Lemma 7.1 (ii), Corollary 7.2 (iii), and the induction
hypothesis.
II) Since χ̃ is an element of Cm(U ,R6×6), Lemma 2.23, Lemma 2.22 (vii), and

Lemma 7.1 (ii) show that χ−1(u0) belongs to F 0
m−1(G) and that we can estimate

‖χ−1(u0)‖F 0
m−1(G) ≤ C(χ,m, r,U1). Lemma 2.23, Lemma 2.22 (vi), the induction

hypothesis, (7.21), and (7.23) thus yield

‖Sχ,σ,G,m,p‖Hm−p(G)

≤ C‖χ−1(u0)‖F 0
m−1(G)

(
‖∂p−1
t f(t0)‖Hm−p(G) +

3∑
j=1

‖∂jSχ,σ,G,m,p−1‖Hm−p(G)

+

2∑
k=1

p−1∑
l=1

‖M l
k Sχ,σ,m,p−l+1−k‖Hm−p(G) + ‖M0

2 Sχ,σ,G,m,p−1‖Hm−p(G)

)
≤ C(χ, σ,m, r,U1)

(m−1∑
j=0

‖∂jt f(t0)‖Hm−j−1(G) + ‖u0‖Hm(G)

)
for 1 ≤ p ≤ m. This estimate trivially holds in the case p = 0. Corollary 7.2 (iii)
together with Lemma 2.23 and Lemma 2.22 (vii) further shows that

‖χ−1(u0)− χ−1(ũ0)‖Hm−1(G) ≤ C(χ,m, r,U2)‖u0 − ũ0‖Hm−1(G).

Combining this estimate with the induction hypothesis and (7.21) to (7.24) and (7.13),
we deduce

‖Sχ,σ,G,m,p − S̃χ,σ,G,m,p‖Hm−p(G)

≤ C(χ, σ,m, r,U2)‖u0 − ũ0‖Hm−1(G)

+ C(χ,m, r,U2)
(
‖∂p−1
t f(t0)− ∂p−1

t f̃(t0)‖Hm−p(G)

+

3∑
j=1

‖∂jSχ,σ,G,m,p−1 − ∂jS̃χ,σ,G,m,p−1‖Hm−p(G)

+

2∑
k=1

p−1∑
l=1

‖M l
k Sχ,σ,G,m,p−l+1−k − M̃ l

k S̃χ,σ,G,m,p−l+1−k‖Hm−p(G)

+ ‖M0
2 Sχ,σ,G,m,p−1 − M̃0

2 S̃χ,σ,G,m,p−1‖Hm−p(G)

)
≤ C(χ, σ,m, r,U2)

(m−1∑
j=0

‖∂jt f(t0)− ∂jt f̃(t0)‖Hm−j−1(G) + ‖u0 − ũ0‖Hm(G)

)
.

The induction hypothesis is thus also true for the index p. By induction, the assertion
now follows for m ≥ 3.

In the case m ∈ {1, 2} the claim is shown by the same arguments, using that the
data belong to Hm̃(J ×G) respectively Hm̃(G).
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Lemma 7.8. Let J ⊆ R be an open interval, t0 ∈ J , and m ∈ N with m ≥ 3.
Take time independent ζ1, ζ2 ∈ F c

m,6(J × G) and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃,
σ = ζ2σ̃ and assume that χ is symmetric and uniformly positive definite. Choose data
f ∈ Hm(J × G) and u0 ∈ Hm(G) such that imu0 is contained in U . Let r > 0.
Assume that f and u0 satisfy

‖u0‖Hm(G) ≤ r, max
0≤j≤m−1

{‖∂jt f(t0)‖Hm−j−1(G)} ≤ r,

‖f‖Gm−1(J×G) ≤ r, ‖f‖Hm(J×G) ≤ r.

(i) Let û ∈ G̃m(J ×G) with ∂pt û(t0) = Sχ,σ,G,m,p(t0, f, u0) for 0 ≤ p ≤ m− 1. Then

SG,m,p(t0, χ(û), Aco
1 , A

co
2 , A

co
3 , σ(û), f, u0) = Sχ,σ,G,m,p(t0, f, u0) (7.25)

for all p ∈ {0, . . . ,m}.

(ii) There is a constant C(χ, σ,m, r,U1) > 0 and a function u in Gm(J ×G) with

∂pt u(t0) = Sχ,σ,G,m,p(t0, f, u0)

for all p ∈ {0, . . . ,m} and

‖u‖Gm(J×G) ≤ C(χ, σ,m, r,U1)
(m−1∑
j=0

‖∂jt f(t0)‖Hm−j−1(G) + ‖u0‖Hm(G)

)
.

Here U1 denotes a compact subset of U with imu0 ⊆ U1.

Proof. (i) Assertion (i) follows by induction from the definition of the operators SG,m,p
in (2.36), Lemma 7.1, and the definition of Sχ,σ,G,m,p in (7.13).

(ii) The assertion is a direct consequence of Lemma 2.34 and Lemma 7.7.

Lemma 7.8 in particular shows, that for any û ∈ G̃m(J × G) with ∂jt û(0) =
Sχ,σ,G,m,j(t0, f, u0) for all j ∈ {0, . . . ,m−1}, the linear compatibility conditions (2.37)
for the tuple (t0, χ(û), Aco

1 , A
co
2 , A

co
3 , σ(û), B, f, g, u0) are fulfilled if (χ, σ, t0, B, f, g, u0)

fulfills the nonlinear compatibility conditions (7.16).
In Lemma 2.31 we have seen that the linear compatibility conditions (2.37) are a

necessary condition for the existence of a Gm(J × G)-solution of (3.2). Analogously,
the nonliner compatibility conditions are necessary for the existence of a Gm(J ×G)-
solution of (1.6). For later reference, we formulate this fact as a lemma.

Lemma 7.9. Let J ⊆ R be an open interval, t0 ∈ J and m ∈ N with m ≥ 3.
Take time independent ζ1, ζ2 ∈ F c

m,6(J × G) and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃,
σ = ζ2σ̃ and assume that χ is symmetric and uniformly positive definite. Choose data
f ∈ Hm(J × G), g ∈ Em(J × ∂G), and u0 ∈ Hm(G) such that imu0 is contained in
U . Take B ∈Wm+1,∞(G). Assume that there exists a Gm(J ×G)-solution u of (1.6)
with inhomogeneity f , boundary value g, and initial value u0 at t0. Then

trG(BSχ,σ,G,m,p(t, f, u(t))) = ∂pt g(t)

for all t ∈ J and 0 ≤ p ≤ m− 1.

Proof. Recall that trG denotes the usual trace operator from Hk(G) to Hk−1/2(∂G)
for all k ∈ N and (Tr1,J×G u)(t) = trG u(t) for all t ∈ J and u ∈ C(J,H1(G)), cf.
Remark 2.17.
The definition of a solution yields that g = Tr1,J×G(Bu) and hence

g(t) = Tr1,J×G(Bu)(t) = trGB trG u(t) = trGB trSχ,σ,G,m,0(t, f, u(t))

for all t ∈ J .
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Next, fix an index p ∈ {1, . . . ,m − 1}. Then ∂pt u still belongs to G1(J × G). As
time derivatives commute with tr∂G for smooth functions, this property extends to u
for up to m− 1 time derivatives. Hence,

∂pt g(t) = ∂pt tr∂G(Bu(t)) = tr∂G(B∂pt u(t)) = Tr1,J×G(B∂pt u)(t),

where we used that ∂pt u ∈ G1(J ×G). We infer that

∂pt g(t) = Tr1,J×G(B∂pt u)(t) = B tr∂G(∂pt u(t)) = B trSχ,σ,G,m,p(t, f, u(t))

for all t ∈ J , inserting that by Lemma 7.5 and assumption

∂pt u(t) = Sχ,σ,G,m,p(t, f, u(t)).

Finally, we can combine all the preparations and prove the desired local existence
result. We apply Banach’s fixed point argument. In order to show the self-mapping
and the contraction property, we heavily rely on our a priori estimates. We further
point out that the special structure of the constants we derived in Chapter 3 is crucial
for the self-mapping property.

Theorem 7.10. Let t0 ∈ R, T > 0, J = (t0, t0 + T ), and m ∈ N with m ≥ 3. Take
time independent ζ1, ζ2 ∈ F c

m,6(J ×G) and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃, σ = ζ2σ̃
and assume that χ is symmetric and uniformly positive definite. Let

B(x) =

 0 ν3(x) −ν2(x) 0 0 0
−ν3(x) 0 ν1(x) 0 0 0
ν2(x) −ν1(x) 0 0 0 0

 ,

where ν denotes the unit outer normal vector of ∂G. Choose data f ∈ Hm(J×G), g ∈
Em(J × ∂G), and u0 ∈ Hm(G) with imu0 ⊆ U such that the tuple (χ, σ, t0, B, f, g, u0)
fulfills the nonlinear compatibility conditions (7.16) of order m. Choose a radius r > 0
with

m−1∑
j=0

‖∂jt f(t0)‖2Hm−1−j(G) + ‖g‖2Em(J×∂G) + ‖u0‖2Hm(G) + ‖f‖2Hm(J×G) ≤ r
2,

‖ζ1‖Fm(J×G) + ‖ζ2‖Fm(J×G) ≤ r.

Take a number κ > 0 such that

dist({u0(x) : x ∈ G}, ∂U) > κ.

Then there exists a time τ = τ(χ, σ,m, T, r, κ) > 0 such that the nonlinear initial
boundary value problem (1.6) with inhomogeneity f , boundary value g, and initial
value u0 has a unique solution u on [t0, t0 + τ ] which belongs to Gm(Jτ × G), where
Jτ = (t0, t0 + τ).

Proof. Without loss of generality we assume t0 = 0. If f = 0, g = 0, and u0 = 0,
then u = 0 is a Gm(J ×G)-solution of (1.6) and it is unique by Lemma 7.3. So in the
following we assume ‖f‖Hm(J×G) + ‖g‖Em(J×∂G) + ‖u0‖Hm(G) > 0. Recall that the
map Sχ,σ,G,m,p was defined in (7.13) for 0 ≤ p ≤ m. Let τ ∈ (0, T ]. We set Jτ = (0, τ)
and

Uκ = {y ∈ U : dist(y, ∂U) ≥ κ} ∩B2CSobr(0),

where CSob denotes the constant for the Sobolev embedding from H2(G) into L∞(G).
Then Uκ is compact and imu0 is contained in Uκ.
I) Let R > 0. We set

BR(Jτ ) := {v ∈ G̃m(Jτ ×G) : ‖v‖Gm(Jτ×G) ≤ R, ‖v − u0‖L∞(Jτ×G) ≤ κ/2
∂jt v(0) = Sχ,σ,G,m,j(0, f, u0) for 0 ≤ j ≤ m− 1, }
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and equip it with the metric d(v1, v2) = ‖v1 − v2‖Gm−1(Jτ×G). We first show that
BR(Jτ ) is a complete metric space. Recall that G̃m(Jτ ×G) is continuously embedded
in Gm−1(Jτ × G) so that BR(Jτ ) is well defined. Moreover, Lemma 7.8 (ii) shows
that there is a radius R7.8(ii)(χ, σ,m, r,Uκ) such that BR(Jτ ) is nonempty for all
R > C7.8(ii)(χ, σ,m, r,Uκ) · (m+ 1)r.
Let (vn)n be a Cauchy sequence in (BR(Jτ ), d). The functions vn then tend to

v in Gm−1(Jτ × G) as n → ∞, and hence v satisfies ∂jt v(0) = Sχ,σ,G,m,j(0, f, u0)
for 0 ≤ j ≤ m − 1 and ‖v‖Gm−1(Jτ×G) ≤ R. Let α ∈ N4

0 with |α| = m. The
sequence (∂αvn)n is bounded in L∞(Jτ , L

2(G)) = (L1(Jτ , L
2(G)))∗. The Banach-

Alaoglu Theorem thus gives a σ∗-convergent subsequence which we again denote by
(∂αvn)n. Its σ∗-limit in L∞(Jτ , L

2(G)) is denoted by vα. Let ϕ ∈ C∞c (Jτ ×G). The
above convergence results then imply

〈ϕ, vα〉 = lim
n→∞

〈ϕ, ∂αvn〉 = (−1)|α| lim
n→∞

〈∂αϕ, vn〉 = (−1)|α|〈∂αϕ, v〉 = 〈ϕ, ∂αv〉

so that ∂αv = vα ∈ L∞(Jτ , L
2(G)). In particular, v belongs to G̃m(Jτ ×G) and

‖∂αv‖G0(J×G) = ‖∂αv‖L∞(Jτ ,L2(G)) = ‖vα‖L∞(Jτ ,L2(G)) ≤ R

for all α ∈ N4
0 with |α| = m. Finally, as m ≥ 3, we infer

‖v − u0‖L∞(Jτ×G) ≤ ‖v − vn‖L∞(Jτ×G) + ‖vn − u0‖L∞(Jτ×G)

≤ CSob‖v − vn‖G2(Jτ×G) + κ −→ κ

as n→∞, where such a constant CSob exists due to Sobolev’s embedding. We conclude
that v again belongs to BR(Jτ ).
II) Let û ∈ BR(Jτ ). Take η = η(χ) > 0 such that χ ≥ η. Then χ(û) is contained in

F c
m,η(J×G) and σ(û) is an element of F c

m(J×G) by Lemma 7.1 and Sobolev’s embed-
ding. Lemma 7.8 (i) and the assumption that (χ, σ, t0, B, f, g, u0) is compatible imply
that the tuple (χ(û), Aco

1 , A
co
2 , A

co
3 , σ(û), B, f, g, u0) fulfills the linear compatibility con-

ditions (2.37). By Theorem 5.6 the linear initial boundary value problem (3.2) with
differential operator L(χ(û), Aco

1 , A
co
2 , A

co
3 , σ(û)), inhomogeneity f , boundary value g,

and initial value u0 has a solution in Gm(Jτ ×G) which we denote by Φ(û). One thus
defines a mapping Φ from BR(Jτ ) to Gm(Jτ ×G). We want to prove that Φ also maps
BR(Jτ ) into BR(Jτ ) for a suitable radius R and a sufficiently small time interval Jτ .
For this purpose take numbers τ ∈ (0, T ] and R > C7.8(ii)(χ, σ,m, T, r)(m + 1)r

which will be fixed below. Let û ∈ BR(Jτ ). We first note that there is a constant
C7.7(χ, σ,m, r,Uκ) such that

‖Sχ,σ,G,m,p(0, f, u0)‖Hm−p(R3
+) ≤ C7.7(χ, σ,m, r,Uκ)

for all p ∈ {0, . . . ,m} due to Lemma 7.7. Lemma 7.1 (ii) and Lemma 2.22 (vii) further
provide a constant C7.1(ii) such that

‖χ(û)(0)‖F 0
m−1(G) = ‖χ(u0)‖F 0

m−1(G) ≤ C7.1(ii)(χ,m, 6, r,Uκ),

‖σ(û)(0)‖F 0
m−1(G) = ‖σ(u0)‖F 0

m−1(G) ≤ C7.1(ii)(σ,m, 6, r,Uκ).

Note that im û is contained in the compact set

Ũκ = Uκ +B(0, κ/2) ⊆ U

as û ∈ BR(Jτ ). Part (iii) of Lemma 7.1 once more combined with Lemma 2.22 (vii)
yields

‖∂ltχ(û)(0)‖Hm−l−1(G) ≤ C7.1(iii)(χ,m, 6, r,Uκ)(1 + max
0≤k≤l

‖∂kt û(0)‖Hm−k−1(G))
m

= C7.1(iii)(χ,m, 6, r,Uκ)(1 + max
0≤k≤l

‖Sχ,σ,G,m,k(0, f, u0)‖Hm−k−1(G))
m
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≤ C7.1(iii)(χ,m, 6, r,Uκ)(1 + C7.7(χ, σ,m, r,Uκ))m,

‖∂ltσ(û)(0)‖Hm−l−1(G) ≤ C7.1(iii)(σ,m, 6, r,Uκ)(1 + C7.7(χ, σ,m, r,Uκ))m

for all l ∈ {1, . . . ,m− 1}. We thus find a radius r0 = r0(χ, σ,m, r, κ) such that

max{‖χ(û)(0)‖F 0
m−1(G), max

1≤l≤m−1
‖∂ltχ(û)(0)‖Hm−l−1(G)} ≤ r0,

max{‖σ(û)(0)‖F 0
m−1(G), max

1≤l≤m−1
‖∂ltσ(û)(0)‖Hm−l−1(G)} ≤ r0. (7.26)

As û belongs to BR(Jτ ), Lemma 7.1 (i) gives

‖χ(û)‖Fm(J×G) ≤ C7.1(i)(χ,m, 6, R, Ũκ)(1 +R)m,

‖σ(û)‖Fm(J×G) ≤ C7.1(i)(σ,m, 6, R, Ũκ)(1 +R)m.

We thus obtain a radius R1 = R1(χ, σ,m,R, κ) with

‖χ(û)‖Fm(J×G) ≤ R1 and ‖σ(û)‖Fm(J×G) ≤ R1. (7.27)

We next define the constant Cm,0 = Cm,0(χ, σ, r, κ) by

Cm,0(χ, σ, r, κ) = C5.6,m,0(η(χ), r0(χ, σ,m, r, κ)), (7.28)

where C5.6,m,0 denotes the constant Cm,0 from Theorem 5.6. We will suppress the
dependance of the constants on the domain G as G remains fixed. We set the radius
R = R(χ, σ,m, r, κ) for BR(Jτ ) to be

R(χ, σ,m, r, κ) = max
{

4
√
Cm,0(χ, σ, r, κ) r, C7.8(ii)(χ, σ,m, r,Uκ)(m+ 1)r + 1

}
.

(7.29)

We further introduce the constants γm = γm(χ, σ, T, r, κ) and Cm = Cm(χ, σ, T, r, κ)
by

γm = γm(χ, σ, T, r, κ) = γ5.6,m(η(χ), R1(χ, σ,m,R(χ, σ,m, r, κ)), T ), (7.30)
Cm = Cm(χ, σ, T, r) = C5.6,m(η(χ), R1(χ, σ,m,R(χ, σ,m, r, κ)), T ), (7.31)

where γ5.6,m and C5.6,m denote the corresponding constants from Theorem 5.6. Let

C7.2(ii)(θ,m, 6, R, Ũκ)

denote the corresponding constant from Corollary 7.2 (ii) for all θ ∈ Cm(U ,R6×6).
With these constants at hand we define the parameter γ = γ(χ, σ,m, T, r, κ) and

the time step τ = τ(χ, σ,m, T, r, κ) by

γ = max
{
γm, C

−1
m,0Cm}, (7.32)

τ = min
{
T, (2γ +mC5.6,1)−1 log 2, C−1

m Cm,0, (CSobR)−1κ, (7.33)

[32r2R2Cm,0C
4
2.22(C2

7.2(ii)(χ,m, 6, R, Ũκ) + C2
7.2(ii)(σ,m, 6, R, Ũκ))]−1

}
,

where C2.22 and C5.6,1 denote the corresponding constants from Lemma 2.22 and
Theorem 5.6 respectively. Observe that γ and τ actually only depend on χ, σ, m, T ,
r, and κ as Cm,0, Cm, and R only depend on these quantities (see (7.28) to (7.31)).
For later reference we note that the choice of γ and τ implies

γ ≥ γm, (7.34)
Cm
γ
≤ Cm,0, (7.35)
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τ ≤ T, (7.36)
(2γ +mC5.6,1) τ ≤ log 2, (7.37)
Cmτ ≤ Cm,0, (7.38)
CSobRτ ≤ κ, (7.39)

4Cm,0C
4
2.22C

2
7.2(ii)(θ,m, 6, R, Ũκ)r2R2 τ ≤ 1

8
, θ ∈ {χ̃, σ̃}. (7.40)

III) Recall that û ∈ BR(Jτ ) and that Φ(û) denotes the Gm(J ×G)-solution of (3.2)
with differential operator L(χ(û), Aco

1 , A
co
2 , A

co
3 , σ(û)), inhomogeneity f , boundary value

g, and initial value u0. We want to bound Φ(û) by means of Theorem 5.6. In view
of the estimates (7.26) and (7.27), the definitions of Cm,0, γm, and Cm in (7.28),
(7.30), and (7.31), respectively, fit to the assertion of Theorem 5.6. Using also (7.34)
and (7.36), we arrive at the inequality

‖Φ(û)‖2Gm(Jτ×G) ≤ e
2γτ‖Φ(û)‖2Gm,γ(Jτ×G)

≤ (Cm,0 + τCm)e(2γ+mC5.6,1)τ
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G)

+ ‖g‖2Em,γ(J×∂G) + ‖u0‖2Hm(G)

)
+
Cm
γ
e(2γ+mC1)τ‖f‖2Hmγ (Jτ×G).

Observe that

‖f‖2Hmγ (Jτ×G) ≤ ‖f‖
2
Hm(Jτ×G) ≤ ‖f‖

2
Hm(J×G) ≤ r

2

and analogously ‖g‖2Em,γ(J×∂G) ≤ r
2. Employing (7.35), (7.38), (7.37), and (7.29), we

then deduce

‖Φ(û)‖2Gm(Jτ×G) ≤ (Cm,0 + Cm,0)elog 2r2 + Cm,0e
log 2r2 = 6Cm,0r

2 ≤ R2,

‖Φ(û)‖Gm(Jτ×G) ≤ R.

Since Φ(û) belongs to Gm(J ×G), Lemma 2.31 shows that

∂pt Φ(û)(0) = SG,m,p(0, χ(û), Aco
1 , A

co
2 , A

co
3 , σ(û), f, u0)

for all p ∈ {0, . . . ,m}. On the other hand, as an element of BR(Jτ ), the function û
satisfies ∂pt û(0) = Sχ,σ,m,p(0, f, u0) for all p ∈ {0, . . . ,m − 1}. Lemma 7.8 (i) thus
yields

∂pt Φ(û)(0) = SG,m,p(0, χ(û), Aco
1 , A

co
2 , A

co
3 , σ(û), f, u0) = Sχ,σ,m,p(0, f, u0)

for all p ∈ {0, . . . ,m− 1}.
We further estimate

‖Φ(û)− u0‖L∞(Jτ×G) =
∥∥∥Φ(û)(0) +

∫ t

0

∂tΦ(û)(s)ds− u0

∥∥∥
L∞(Jτ×G)

=
∥∥∥∫ t

0

∂tΦ(û)(s)ds
∥∥∥
L∞(Jτ×G)

≤ CSob sup
t∈(0,τ)

∫ t

0

‖∂tΦ(û)(s)‖H2(G)ds

≤ CSobτ‖∂tΦ(û)‖G2(Jτ×G) ≤ CSobτR ≤ κ

for all û ∈ BR(Jτ ), where we used that Φ(û)(0) = u0 for û ∈ BR(Jτ ) and (7.39). We
conclude that Φ(û) belongs to BR(Jτ ), i.e., Φ maps BR(Jτ ) into itself.
IV) Let û1, û2 ∈ BR(Jτ ). Since the functions χ(ûi) and σ(ûi) belong to Fm(Jτ ×G)

for i ∈ {1, 2}, Lemma 2.22 implies that χ(ûi)∂tΦ(û2) and σ(ûi)Φ(û2) are elements of
G̃m−1(Jτ ×G) ↪→ Hm−1(Jτ ×G) for i ∈ {1, 2}. The function Φ(û2) thus fulfills

L(χ(û1), Aco
1 , A

co
2 , A

co
3 , σ(û1))Φ(û2)
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= χ(û1)∂tΦ(û2) + σ(û1)Φ(û2)− χ(û2)∂tΦ(û2)− σ(û2)Φ(û2)

+ L(χ(û2), Aco
1 , A

co
2 , A

co
3 , σ(û2))Φ(û2)

= (χ(û1)− χ(û2))∂tΦ(û2) + (σ(û1)− σ(û2))Φ(û2) + f

and this function belongs to G̃m−1(Jτ ×G) ↪→ Hm−1(Jτ ×G). We further stress that
Φ(û1)(0) = u0 = Φ(û2)(0).
As in step III), (7.26), (7.27), (7.28), (7.30), (7.31), (7.34), and (7.36) allow us to

apply Theorem 5.6 on Jτ ×G with differential operator L(χ(û1), Aco
1 , A

co
2 , A

co
3 , σ(û1))

and parameter γ to obtain

‖Φ(û1)− Φ(û2)‖2Gm−1(Jτ×G) ≤ e
2γτ‖Φ(û1)− Φ(û2)‖2Gm−1,γ(Jτ×G)

≤ (Cm,0 + τCm)e(2γ+mC1)τ
m−2∑
j=0

‖∂jt (f − LΦ(û2))(0)‖2Hm−2−j(G)

+
Cm
γ
e(2γ+mC1)τ‖f − LΦ(û2)‖2

Hm−1
γ (Jτ×G)

= (Cm,0 + τCm)e(2γ+mC1)τ
m−2∑
j=0

‖∂jt (χ(û1)− χ(û2))∂tΦ(û2))(0)

+ ∂jt ((σ(û1)− σ(û2))Φ(û2))(0)‖2Hm−2−j(G)

+
Cm
γ
e(2γ+mC1)τ‖(χ(û1)− χ(û2))∂tΦ(û2) + (σ(û1)− σ(û2))Φ(û2)‖2

Hm−1
γ (Jτ×G)

.

Lemma 2.22, Lemma 7.1, and

∂ltû1(0) = Sχ,σ,m,l(0, f, u0) = ∂ltû2(0)

for all l ∈ {0, . . . ,m− 1} imply that

∂jt (χ(û1)− χ(û2))∂tΦ(û2))(0) = 0,

∂jt ((σ(û1)− σ(û2))Φ(û2))(0) = 0

for all j ∈ {0, . . . ,m−2}. Employing (7.37) and the triangle inequality, we then deduce

‖Φ(û1)− Φ(û2)‖2Gm−1(Jτ×G) ≤ 4Cm
1

γ
‖(χ(û1)− χ(û2))∂tΦ(û2)‖2

Hm−1
γ (Jτ×G)

+ 4Cm
1

γ
‖(σ(û1)− σ(û2))Φ(û2)‖2

Hm−1
γ (Jτ×G)

=: I1 + I2. (7.41)

Before going on, we point out that we know from step II) that Φ(û2) is an element of
BR(Jτ ) and hence

‖∂tΦ(û2)‖Gm−1(Jτ×G) ≤ ‖Φ(û2)‖Gm(Jτ×G) ≤ R. (7.42)

We now treat the first summand. Lemma 2.22, (7.42), and Corollary 7.2 (ii) show that

I1 ≤ 4Cm
1

γ
τ‖(χ(û1)− χ(û2))∂tΦ(û2)‖2Gm−1,γ(Jτ×G)

≤ 4Cm
1

γ
τC2

2.22‖χ(û1)− χ(û2)‖2Gm−1,γ(Jτ×G)‖∂tΦ(û2)‖2Gm−1(Jτ×G)

≤ 4Cm
1

γ
C4

2.22r
2C2

7.2(ii)(χ̃,m, 6, R, Ũκ)R2τ‖û1 − û2‖2Gm−1,γ(Jτ×G).

Exploiting (7.35) and (7.40), we finally arrive at

I1 ≤ 4Cm,0C
4
2.22C

2
7.2(ii)(χ̃,m, 6, R)r2R2τ‖û1 − û2‖2Gm−1,γ(Jτ×G)



7.2 Local existence 173

≤ 1

8
‖û1 − û2‖2Gm−1,γ(Jτ×G) ≤

1

8
‖û1 − û2‖2Gm−1(Jτ×G). (7.43)

Analogously, we obtain

I2 ≤
1

8
‖û1 − û2‖2Gm−1(Jτ×G). (7.44)

Estimates (7.41), (7.43), and (7.44) imply

‖Φ(û1)− Φ(û2)‖2Gm−1(Jτ×G) ≤
1

4
‖û1 − û2‖2Gm−1(Jτ×G),

‖Φ(û1)− Φ(û2)‖Gm−1(Jτ×G) ≤
1

2
‖û1 − û2‖Gm−1(Jτ×G).

We conclude that Φ is a strict contraction on BR(Jτ ).
V) So step I) and (7.29) show that (BR(Jτ ), d) is a nonempty, complete metric

space. Steps III) and IV) yield that Φ is a strict contractive selfmapping on BR(Jτ ).
Banach’s fixed point theorem thus gives a fixed point u ∈ BR(Jτ ), i.e., Φ(u) = u. By
definition of Φ, this means that u is a solution of the initial boundary value problem

χ(u)∂tu+

3∑
j=1

Aj∂ju+ σ(u)u = f, x ∈ G, t ∈ Jτ ;

Bu = g, x ∈ ∂G, t ∈ Jτ ;

u(0) = u0, x ∈ G;

i.e., the function u ∈ BR(J) ⊆ Gm(J×G) is a solution of the nonlinear initial boundary
value problem (1.6). Lemma 7.3 shows that u is the unique solution of (1.6) on
[0, τ ].

We want to point out that in the important special case where U = R6 the assump-
tion on the range of u0 in Theorem 7.10 and the results before is empty, i.e., there is
no assumption on the range of the initial value. The same is true for the results that
will follow although we will not stress this observation every time. However, at least
for our main result of this section, we want to state this special case explicitly.

Theorem 7.11. Let t0 ∈ R, T > 0, J = (t0, t0 + T ), and m ∈ N with m ≥ 3. Take
time independent ζ1, ζ2 ∈ F c

m,6(J×G) and χ̃, σ̃ ∈ Cm(R6,R6×6). Set χ = ζ1χ̃, σ = ζ2σ̃
and assume that χ is symmetric and uniformly positive definite. Let

B(x) =

 0 ν3(x) −ν2(x) 0 0 0
−ν3(x) 0 ν1(x) 0 0 0
ν2(x) −ν1(x) 0 0 0 0

 ,

where ν denotes the unit outer normal vector of ∂G. Choose data f ∈ Hm(J×G), g ∈
Em(J × ∂G), and u0 ∈ Hm(G) with imu0 ⊆ U such that the tuple (χ, σ, t0, B, f, g, u0)
fulfills the nonlinear compatibility conditions (7.16) of order m. Choose a radius r > 0
with

m−1∑
j=0

‖∂jt f(t0)‖2Hm−1−j(G) + ‖g‖2Em(J×∂G) + ‖u0‖2Hm(G) + ‖f‖2Hm(J×G) ≤ r
2,

‖ζ1‖Fm(J×G) + ‖ζ2‖Fm(J×G) ≤ r.

Then there exists a time τ = τ(χ, σ,m, T, r) > 0 such that the nonlinear initial
boundary value problem (1.6) with inhomogeneity f , boundary value g, and initial
value u0 has a unique solution u on [t0, t0 + τ ] which belongs to Gm(Jτ × G), where
Jτ = (t0, t0 + τ).
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Remark 7.12. Let t0 ∈ R, T > 0 and J̃ = (−T + t0, t0). Let m ≥ 3 and χ, σ, B, u0,
and κ as in Theorem 7.10. Let f ∈ Hm(J̃ ×G) and g ∈ Em(J̃ ×G). Assume that the
tuple (χ, σ, t0, B, f, g, u0) fulfills the nonlinear compatibility conditions (7.16). Take a
radius r > 0 as in Theorem 7.10. Let τ = τ(χ,−σ,m, T, r, κ) from Theorem 7.10. We
want to show that the problem

χ(u)∂tu+

3∑
j=1

Aj∂ju+ σ(u)u = f, x ∈ R3
+, t ∈ J̃ ;

Bu = g, x ∈ ∂R3
+, t ∈ J̃ ;

u(t0) = u0, x ∈ R3
+;

has a unique solution on [−τ + t0, t0]. To that purpose, we introduce J = (t0, t0 + T ),
Ãj = −Aj for j ∈ {1, 2, 3}, σ̂ = −σ, and we set f̃(t) = −f(2t0 − t) and g̃(t) =

g(2t0 − t) for almost all t ∈ J . Observe that f̃ belongs to the space Hm(J ×G) with
‖f‖Hm(J×G) = ‖f̃‖Hm(J̃×G) ≤ r and ‖∂

j
t f̃(t0)‖Hm−1−j(G) = ‖∂jt f(t0)‖Hm−1−j(G) for all

j ∈ {0, . . . ,m−1}, and ‖g̃‖Em(J×∂G) = ‖g‖Em(J×∂G). We want to apply Theorem 7.10
to the system

χ(v)∂tv +

3∑
j=1

Ãj∂jv + σ̂(v)v = f̃ , x ∈ R3
+, t ∈ J ;

Bv = g̃, x ∈ ∂R3
+, t ∈ J ;

v(t0) = u0, x ∈ R3
+.

(7.45)

Since σ̂ belongs to Cm(U ,R6×6) and the coefficients Ã1, Ã2, and Ã3 have the needed
structure, it only remains to check that the tuple (χ, σ̂, t0, B, f̃ , g̃, u0) fulfills the com-
patibility conditions (7.16) of order m for the coefficients Ã1, Ã2, and Ã3.
Let S̃χ,σ̂,G,m,p denote the operators from (7.13) associated to the coefficients Ã1,

Ã2, and Ã3. Similarly, we write M̃p
1 and M̃p

2 for the operators from (7.14) associated
to S̃χ,σ̂,m,p and σ̂ in the case M̃p

2 . We will show that

S̃χ,σ̂,m,p(t0, f̃ , u0) = (−1)pSχ,σ,m,p(t0, f, u0) (7.46)

for all p ∈ {0, . . . ,m}. This assertion is clearly true in the case p = 0. Assuming that
we have shown (7.46) for all j ∈ {0, . . . , p− 1} and some p ∈ {1, . . . ,m}, we compute

χ(u0)S̃χ,σ̂,m,p(t0, f̃ , u0) = ∂p−1
t f̃(t0)−

3∑
j=1

Ãj∂jS̃χ,σ̂,m,p−1(t0, f̃ , u0)

−
p−1∑
l=1

(
p− 1

l

)
M̃ l

1(t0, f̃ , u0)S̃χ,σ̂,m,p−l(t0, f̃ , u0)

−
p−1∑
l=0

(
p− 1

l

)
M̃ l

2(t0, f̃ , u0)S̃χ,σ̂,m,p−1−l(t0, f̃ , u0)

= (−1)p∂pt f(t0)−
3∑
j=1

(−1) · (−1)p−1Aj∂jSχ,σ,m,p−1(t0, f, u0)

−
p−1∑
l=1

(
p− 1

l

)
(−1)lM l

1(t0, f, u0)(−1)p−lSχ,σ,m,p−l(t0, f, u0)

−
p−1∑
l=0

(
p− 1

l

)
(−1)l+1M l

2(t0, f, u0)(−1)p−1−lSχ,σ,m,p−1−l(t0, f, u0)

= (−1)pSχ,σ,m,p(t0, f, u0).



7.2 Local existence 175

By induction, we obtain (7.46) for all p ∈ {0, . . . ,m}. Hence,

Tr(BS̃χ,σ̂,m,p(t0, f̃ , u0)) = (−1)p Tr(BSχ,σ,m,p(t0, f, u0)) = (−1)p∂pt g(t0) = ∂pt g̃(t0)

for all p ∈ {0, . . . ,m − 1} as the tuple (χ, σ, t0, B, f, g, u0) fulfills the nonlinear com-
patibility conditions (7.16) of order m by assumption. We conclude that also the tuple
(χ, σ̂, t0, B, f̃ , g̃, u0) fulfills the compatibility conditions (7.16) of order m with coef-
ficients Ã1, Ã2, and Ã3. Theorem 7.10 thus gives a unique solution v of (7.45) on
[t0, t0 + τ ], which belongs to Gm((t0, t0 + τ)×G).
We now set u(t) = v(2t0− t) for all t ∈ [−τ + t0, t0]. Then the function u belongs to

Gm((−τ+t0, t0)×G), u(t0) = v(t0) = u0 and Bu = g on (−τ+t0, t0)×∂G. Moreover,
we infer

χ(u(t))∂tu(t) +

3∑
j=1

Aj∂ju(t) + σ(u(t))u(t)

= −
(
χ(v(2t0 − t))∂tv(2t0 − t) +

3∑
j=1

Ãj∂jv(2t0 − t) + σ̂(v(2t0 − t))v(2t0 − t)
)

= −f̃(2t0 − t) = f(t)

for all t ∈ [−τ + t0, t0]. Consequently, the function u is a Gm-solution of (7.12) on
[−τ + t0, t0].
A similar argument yields the uniqueness of the solution of (7.12). This means that

we obtain a solution not only for times t ≥ t0 but also for times t ≤ t0. Via the same
construction, the a priori estimates from Chapter 5 carry over to negative times. 3

Below we will construct a maximally defined solution. To this purpose, we need the
following lemma on the concatenation of solutions.

Lemma 7.13. Let m ∈ N with m ≥ 3. Pick intervals J1 = (t0, t1), J2 = (t1, t2), and
J = (t0, t2). Take time independent ζ1, ζ2 ∈ F c

m,6(J × G) and χ̃, σ̃ ∈ Cm(U ,R6×6).
Set χ = ζ1χ̃, σ = ζ2σ̃ and assume that χ is symmetric and uniformly positive definite.
Choose f ∈ Hm(J ×G) and g ∈ Em(J × ∂G) and set f1 = f|J1 , f2 = f|J2 , g1 = g|J1 ,
and g2 = g|J2 . Let u0, u1 ∈ Hm(G). Assume that there are vi ∈ Gm(Ji×G) which are
solutions of (1.6) with data fi, gi, and vi(ti−1) = ui−1 for i ∈ {1, 2} and v1(t1) = u1.
Then the function

w(t) =

{
v1(t) for t ∈ J1,

v2(t) for t ∈ J2,

is a Gm(J ×G)-solution of (1.6) with inhomogeneity f , boundary value g, and initial
value w(0) = u0.

Proof. Since vi ∈ Gm(Ji × G) for i ∈ {1, 2}, we only have to show that ∂jt v1(t1) =
∂jt v2(t1) for j ∈ {0, . . . ,m} to establish that w is an element of Gm(J ×G). But this
follows easily from (7.15) in Lemma 7.5, as this identity tells us that

∂jt v1(t1) = Sχ,σ,G,m,j(t1, f, v1(t1)) = Sχ,σ,G,m,j(f, v2(t1), t1) = ∂jt v2(t1)

for j ∈ {0, . . . ,m}, where we also applied Lemma 7.5. So w ∈ Gm(J ×G) and clearly
w(0) = u0. Furthermore, Lw exists in a strong sense, that means the differential
operators can be applied pointwise in time (cf. Remark 2.17), and by assumption we
have Lw = f1 on J1 and Lw = f2 on J2. We conclude that Lw = f in L2(J × G).
Since v1 and v2 solve (1.6) in G1(Ji ×G), Remark 2.17 transferred to domains yields
the boundary condition

Tr1(Bw)(t) = tr(Bw(t)) = tr(Bvi(t)) = Tr1(Bvi)(t) = gi(t)

for t ∈ J i and i ∈ {1, 2}, as Tr1(Bvi) = Tr(Bvi) = gi. Consequently, Tr1(Bw) = g in
C(J,H1/2(∂G)) and thus Tr(Bw) = g in H−1/2(J × ∂G) by Remark 2.17 on domains
again. So the function w has all the properties of a Gm-solution of (1.6).
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We also underline that the restriction of a Gm(J × G)-solution on any subinterval
K of J is again a solution.

Lemma 7.14. Let J ⊆ R be an open interval, t0 ∈ J , and m ∈ N with m ≥ 3.
Take time independent ζ1, ζ2 ∈ F c

m,6(J × G) and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃,
σ = ζ2σ̃ and assume that χ is symmetric and uniformly positive definite. Choose data
f ∈ Hm(J × G), g ∈ Em(J × ∂G), and u0 ∈ Hm(G) and assume that problem (1.6)
has a solution u in Gm(J × G). Assume that I is an open subinterval of J and that
s0 ∈ I. Then u|I is a solution of (1.6) on I with inhomogeneity f|I , boundary value
g|I , and initial value u(s0) at s0.

Proof. Clearly, u|I ∈ Gm(I × G) and u|I(s0) = u(s0). Since the differential operator
can be applied pointwise in t, we also obtain (Lu|I)(t) = (Lu)(t) for all t ∈ I and
thus Lu|I = f|I in L2(I × G). Due to Remark 2.17 transferred to domains, the trace
Tr(Bu) is equal to Tr1(Bu) so that we deduce

g(t) = Tr1(Bu)(t) = tr(Bu(t))

for all t ∈ J , in particular Tr1(Bu|I) = g(t) in C(I,H1/2(∂G)). We conclude the
identity Tr(Bu|I) = g in H−1/2(ΓI), where ΓI = I × ∂G.

Definition 7.15. Let t0 ∈ R and m ∈ N with m ≥ 3. Take time independent ζ1, ζ2 ∈
F c
m,6(R × G) and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃, σ = ζ2σ̃ and assume that χ

is symmetric and uniformly positive definite. Choose data f ∈ Hm((T1, T2) × G),
g ∈ Em((T1, T2)×G), and u0 ∈ Hm(G) for all T1, T2 ∈ R with T1 < T2 and define B
as in Theorem 7.10. We define

T+(m, t0, f, g, u0) = sup{τ ≥ t0 : ∃Gm-solution of (1.6) on [t0, τ ]},
T−(m, t0, f, g, u0) = inf{τ ≤ t0 : ∃Gm-solution of (1.6) on [τ, t0]}.

The interval (T−(m, t0, f, g, u0), T+(m, t0, f, g, u0)) =: Imax(m, t0, f, g, u0) is called the
maximal interval of existence.

The next lemma justifies the name “maximal interval of existence”. It states that
there is a unique Gm-solution of (1.6) on Imax which cannot be extended beyond this
interval.

Proposition 7.16. Let t0 ∈ R and m ∈ N with m ≥ 3. Take time independent
ζ1, ζ2 ∈ F c

m,6(R × G) and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃, σ = ζ2σ̃ and assume
that χ is symmetric and uniformly positive definite. Choose data f ∈ Hm((T1, T2) ×
G), g ∈ Em((T1, T2) × G), and u0 ∈ Hm(G) for all T1, T2 ∈ R with T1 < T2 and
define B as in Theorem 7.10. Assume that the tuple (χ, σ, t0, B, f, g, u0) fulfills the
compatibility conditions (7.16) of orderm. Then there exists a unique maximal solution
u ∈

⋂m
j=0 C

j(Imax, H
m−j(G)) of (1.6) on Imax which cannot be extended beyond this

interval.

Proof. For simplicity, we abbreviate T+ = T+(m, t0, f, g, u0), T− = T−(m, t0, f, g, u0),
and Imax = Imax(m, t0, f, g, u0). Note that we have T+ > t0 by Theorem 7.10 and
T− < t0 by Remark 7.12. Take times τ1, τ2 ∈ Imax with

T− < τ1 < t0 < τ2 < T+.

The definition of the maximal interval of existence and Lemmas 7.13 and 7.14 yield a
Gm-solution v of (1.6) on [τ1, τ2]. We set u = v on [τ1, τ2]. Because of Lemma 7.3, we
obtain an extension of u if we decrease τ1 and increase τ2 within Imax. This construc-
tion thus yields a function u on Imax. Moreover, u belongs to

⋂m
j=0 C

j(Imax, H
m−j(G)).

Since the differential operator and the trace can be evaluated pointwise in t, we con-
clude that u is a Gm-solution of (1.6) on Imax.
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Now let J ′ be an interval with Imax ⊆ J ′ such that there exists a function v ∈⋂m
j=0 C

j(J ′, Hm−j(G)) of (1.6) on J ′. The definition of Imax already gives J ′ ⊆
[T−, T+]. If T+ ∈ J ′, then v belongs to Gm((t0, T+) × G) and the closure of the
range of v(T+) has positive distance to ∂U . Lemma 7.9 further shows that the tuple
(χ, σ, T+, B, f, g, v(T+)) fulfills the compatibility conditions (7.16) of order m. The-
orem 7.10 thus gives a solution v′ on [T+, τ ], where τ > 0. The concatenation of v
and v′ at T+ is again a solution by Lemma 7.13, contradicting the definition of T+.
So T+ does not belong to J ′. Analogously, we deduce that T− is not contained in J ′,
implying that J ′ = Imax.
The uniqueness of the solution on Imax follows from Lemma 7.3.

As usual the fixed point argument from Theorem 7.10 also yields a blow-up criterion.
As long as the Hm(G)-norm of the solution remains bounded, we can extend the
solution. Therefore this norm has to blow up at the maximal existence time if this
time is finite.

Lemma 7.17. Let t0 ∈ R and m ∈ N with m ≥ 3. Take time independent ζ1, ζ2 ∈
F c
m,6(R × G) and χ̃, σ̃ ∈ Cm(U ,R6×6). Set χ = ζ1χ̃, σ = ζ2σ̃ and assume that χ

is symmetric and uniformly positive definite. Choose data f ∈ Hm((T1, T2) × G),
g ∈ Em((T1, T2) × G), and u0 ∈ Hm(G) for all T1, T2 ∈ R with T1 < T2 and define
B as in Theorem 7.10. Assume that the tuple (χ, σ, t0, B, f, g, u0) fulfills the com-
patibility conditions (7.16) of order m. Let u be the maximal solution of (1.6) on
Imax provided by Proposition 7.16. If T+ = T+(m, t0, f, g, u0) < ∞, then one of the
following alternatives

(i) lim inft↗T+ dist({u(t, x) : x ∈ G}, ∂U) = 0,

(ii) limt↗T+ ‖u(t)‖Hm(R3
+) =∞

occurs. The analogous result is true for T−(m, t0, f, g, u0).

Proof. Let T+ < ∞ and assume that alternative (i) does not hold. This means that
there exists κ > 0 such that

dist({u(t, x) : x ∈ G}, ∂U) ≥ κ

for all t ∈ (t0, T+). Assume that there exists a sequence (tn)n converging from below
to the maximal existence time T+ such that R := supn∈N ‖u(tn)‖Hm(R3

+) is finite. Fix
a time T ′ > T+ and take a radius r > R with ‖f‖Hm((t0,T ′)×G) < r. Then pick an
index N ∈ N such that

tN + τ(χ, σ,m, T ′ − t0, r, κ) > T+,

with τ = τ(χ, σ,m, T ′− t0, r, κ) from Theorem 7.10. Lemma 7.9 tells us that the tuple
(χ, σ, tn, B, f, g, u(tn)) fulfills the compatibility conditions (7.16). Since the distance
between imu(tN ) and ∂U is larger or equal than κ, Theorem 7.10 thus gives a Gm-
solution v of (1.6) with inhomogeneity f , boundary value g, and initial value u(tN ) at
tN on [tN , tN +τ ]. Setting w(t) := u(t) if t ∈ [t0, tN ] and w(t) := v(t) if t ∈ [tN , tN +τ ],
we obtain a Gm-solution of (1.6) with data f , g, and u0 on [t0, tN +τ ] by Lemma 7.13.
This contradicts the definition of T+ since tN +τ > T+. The assertion for T− is proven
analogously.

This criterion is a direct consequence of the construction of the solution in Theo-
rem 7.10. It will be one of the main topics of the following section to improve this
result.

Remark 7.18. We want to finish this section with a remark concerning the assumptions
on χ and σ. In fact, we can treat more general material laws than stated so far.



178 7 Local wellposedness of the nonlinear system

(i) In the definitions and results of this section we assumed that the functions ζ1 and
ζ2 belong to Fm(J ×G). The reason for this assumption was that we applied the
bilinear estimates from Lemma 2.22 applied to ζ1χ(v) respectively ζ2σ(v) for a func-
tion v from G̃m(J ×G). However, the function spaces Fm(J ×G) and accordingly
Lemma 2.22 were tailored for functions of the form θ(v), where θ is a Cm-function
and v a G̃m-function, which do not have better regularity respectively integrability
properties than belonging to Fm(J ×G). For the estimates of Lemma 2.22 respec-
tively the a priori estimates and the linear theorey in Chapters 3 to 5 we could
have allowed coefficients A0 respectively D in Fm(J×G)+Wm,∞(J×G). Observe
that the estimates for products involving a factor from Wm,∞(J ×G) are easier as
we do not need any Sobolev embedding here. While we did not work this out in
Chapters 3 to 5 for the sake of the clarity of the arguments, this observation allows
us to treat time independent functions ζ1 and ζ2 from Fm(J ×G) +Wm,∞(G). In
fact, we are mainly interested in ζ1 and ζ2 from Wm,∞(G) as we think that this is
the natural assumption for applications.

(ii) We further note that the variables χ and σ appear linearly in problem (1.6) and
consequently in the results of this section. Due to the triangle inequality, we can
therefore also treat material laws χ and σ which are linear combinations of the
functions we used so far. To make this statement more precise, we introduce

MLm(G,U) : = {θ : G× U → R6| ∃l ∈ N, ζ1, . . . , ζl ∈ F c
m,6(G) +Wm,∞

c (G)6×6,

θ1, . . . , θl ∈ Cm(U ,R6×6) such that θ =

l∑
j=1

ζjθj},

MLmpd(G,U) : = {θ ∈MLm(G,U)| θ is uniformly positive definite on G× U}

for all m ∈ N. Here F c
m,6(G) is defined in analogy to F c

m,6(J ×G) and Wm,∞
c (G)

denotes the space of those functions in Wm,∞(G) which have a limit as |x| → ∞.
If we replace the assumptions on χ and σ in the definitions and assumptions of
this section by χ ∈MLmpd(G,U) respectively σ ∈MLm(G,U), we obtain the same
results.

7.3 Local wellposedness

In this section we continue our investigation of the nonliear system (1.6). While we
concentrated on existence and uniqueness of a solution in the previous section, we
complete here the local wellposedness theory of (1.6) by providing a refined blow-up
criterion and showing the continuous dependance of solutions on their data.
Our first goal is to sharpen the blow-up criterion from Lemma 7.17, which depends on

the Hm(R3
+)-norm of the solution. There are several examples of quasilinear systems,

both on the full space and on domains, where the blow-up condition is given in terms of
the Lipschitz-norm of the solution, see e.g. [Maj84], [BGS07], [LMSTYZ01], [BCD11],
[KP83], [Kla80], and [BKM84]. Indeed we show that the limes superior of the spatial
Lipschitz-norm of a solution of (1.6) has to blow up in finite time if the solution does
not exist globally.
The second main topic of this section is the continuous dependance of the solutions

of (1.6) on the data. We explain this notion in detail in Theorem 7.23 below. However,
we already remark that, due to the quasilinear nature of (1.6) and the associated loss of
regularity in Hm(G), we cannot expect anything better than continuous dependance,
cf. [BCD11], [MMT12], and [IT17].
Throughout this section we use the following assumptions. For a given integer m the

set G denotes a subdomain of R3 which fulfills the uniform Cm̃+2 regularity condition,
where m̃ = max{m, 3}. Moreover, U denotes a convex subdomain of R6.

The refinement of the blow-up criterion relies on an improved “a posteriori estimate”
of the solution of (1.6) based on Moser type calculus inequalities. These inequali-
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ties, which were introduced by Moser in [Mos66], follow from the combination of the
Gagliardo-Nirenberg estimates (see [Nir59]) with Hölder’s inequality and allow to treat
products of derivatives of a function effectively. Therefore, they have proven to be a
powerful tool in the analysis of nonlinear partial differential equations.
As these Moser type inequalities are usually stated on the whole space or the torus

(see e.g. [Maj84] and [KM81]), while we need them on domains (which are bounded in
at least one coordinate direction), we provide a full proof of the version we will apply
later for the convenience of the reader.

Lemma 7.19. Let T > 0, J = (0, T ), and n ∈ N0.

(i) Let v, w ∈ L∞(J ×G) ∩Hn(J ×G). We then have

‖∂αv ∂α̃w‖L2(J×G) ≤ C
(
‖v‖L∞(J×G)‖w‖Hn(J×G) + ‖w‖L∞(J×G)‖v‖Hn(J×G)

)
for all α, α̃ ∈ N4

0 with |α| ∈ {0, . . . , n} and |α̃| = n− |α|.

(ii) Let n ∈ N and v, w ∈W 1,∞(J×G) such that all derivatives of v and w with order
between 1 and n belong to L2(J ×G). We then have

‖∂αv ∂α̃w‖L2(J×G) ≤ C
(
‖∇tv‖L∞(J×G)

3∑
j=0

‖∂jw‖Hn−1(J×G)

+ ‖∇tw‖L∞(J×G)

3∑
j=0

‖∂jv‖Hn−1(J×G)

)
for all α, α̃ ∈ N4

0 with |α| ∈ {1, . . . , n} and |α̃| = n+ 1− |α|.

(iii) Let n ∈ N and θ ∈ Cn(U ,R6×6). Let v ∈ G̃max{n,3}(J ×G) such that there exists
a compact subset U1 of U such that im v ⊆ U1. Take R > 0 with ‖v‖L∞(J×G) ≤ R.
Then there is a constant C = C(θ, n,R,U1) with

‖∂αθ(v)‖L2(J×G) ≤ C‖v‖H|α|(J×G)

for all α ∈ N4
0 \ {0} with |α| ≤ n.

Proof. Due to their importance in the proof of this lemma, we recall a special case of
the Gagliardo-Nirenberg estimates. Let n ∈ N and let u ∈ L∞(R4) with all n-th order
derivatives in L2(R4). Then

‖∂αu‖L2n/l(R4) ≤ C‖u‖
1−l/n
L∞(R4)

∑
β∈N4

0

|β|=n

‖∂βu‖l/nL2(R4) (7.47)

for all α ∈ N4
0 with |α| = l and l ∈ {1, . . . , n}, see [Nir59]. Let E denote Stein’s

extension operator, see Theorem VI.3.5 in [Ste70]. Observe that the domain J × G
satisfies the minimal smoothness condition which is required for the existence of Stein’s
extension operator. For a function v ∈ L∞(J ×G) ∩Hn(J ×G) we then obtain

‖∂αv‖L2n/l(J×G) ≤ ‖∂α(Ev)‖L2n/l(R4) ≤ C‖Ev‖
1−l/n
L∞(R4)

∑
β∈N4

0

|β|=n

‖∂β(Ev)‖l/nL2(R4)

≤ C‖v‖1−l/nL∞(J×G)‖v‖
l/n
Hn(J×G) (7.48)

for all α ∈ N4
0 with |α| = l and l ∈ {1, . . . , n}.

(i) The assertion is clear if n = 0, if |α| = 0, or if |α| = n. So assume that n ≥ 2 and
|α| ∈ {1, . . . , n − 1} in the following. Employing Hölder’s inequality, the Gagliardo-
Nirenberg estimate in (7.48), and Young’s inequality, we then derive

‖∂αv ∂α̃w‖L2(J×G) ≤ ‖∂αv‖L2n/|α|(J×G)‖∂α̃w‖L2n/|α̃|(J×G)
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≤ C‖v‖1−|α|/nL∞(J×G)‖v‖
|α|/n
Hn(J×G) · ‖w‖

1−|α̃|/n
L∞(J×G)‖w‖

|α̃|/n
Hn(J×G)

≤ C(‖v‖L∞(J×G)‖w‖Hn(J×G))
1−|α|/n(‖w‖L∞(J×G)‖v‖Hn(J×G))

|α|/n

≤ C
(

(1− |α|n )‖v‖L∞(J×G)‖w‖Hn(J×G) + |α|
n ‖w‖L∞(J×G)‖v‖Hn(J×G)

)
≤ C

(
‖v‖L∞(J×G)‖w‖Hn(J×G) + ‖w‖L∞(J×G)‖v‖Hn(J×G)

)
.

(ii) There is nothing to show if |α| = 1 or if |α| = n. It thus only remains to consider
n ≥ 3 and α, α̃ ∈ N4

0 with |α̃| = n+ 1− |α| and |α| ∈ {2, . . . , n− 1}. Then there exist
k, k̃ ∈ {0, . . . , 3} and α′, α̃′ ∈ N4

0 such that α = α′ + ek and α̃ = α̃′ + ek̃. Moreover,
|α′| ∈ {1, . . . , n− 2} and

|α̃′| = |α̃| − 1 = n+ 1− |α| − 1 = n− |α| = n− (|α′|+ 1) = n− 1− |α′|.

Applying (i) with parameter n− 1 to ∂kv and ∂k̃w, we infer

‖∂αv ∂α̃w‖L2(J×G) = ‖∂α
′
∂kv ∂

α̃′∂k̃w‖L2(J×G)

≤ C
(
‖∂kv‖L∞(J×G)‖∂k̃w‖Hn−1(J×G) + ‖∂k̃w‖L∞(J×G)‖∂kv‖Hn−1(J×G)

)
≤ C

(
‖∇tv‖L∞(J×G)

3∑
j=0

‖∂jw‖Hn−1(J×G) + ‖∇tw‖L∞(J×G)

3∑
j=0

‖∂jv‖Hn−1(J×G)

)
.

(iii) Let α ∈ N4
0 \ {0} with |α| ≤ n. Since v ∈ G̃max{n,3}(J × G) with im v ⊆ U ,

Lemma 7.1 yields

∂αθ(v) =
∑

1≤j≤|α|

∑
γ1,...,γj∈N4

0\{0}∑
γi=α

6∑
l1,...,lj=1

C(α, j, l1, . . . , lj , γ1, . . . , γj)

· (∂lj · · · ∂l1θ)(v)

j∏
i=1

∂γivli .

Taking the L2(J ×G)-norm, we deduce

‖∂αθ(v)‖L2(J×G) ≤ C(θ, n,R,U1)
∑

1≤j≤|α|

∑
γ1,...,γj∈N4

0\{0}∑
γi=α

6∑
l1,...,lj=1

∥∥∥ j∏
i=1

∂γivli

∥∥∥
L2(J×G)

(7.49)

as im v ⊆ U1. Take j ∈ {1, . . . , |α|}, γ1, . . . , γj ∈ N4
0 \ {0} with

∑j
i=1 γi = α, and

l1, . . . , lj ∈ {1, . . . , 6}. Set pi = |α|
|γi| for all i ∈ {1, . . . , j} and note that

∑j
i=1

1
2pi

= 1
2 .

Hölder’s inequality and the Gagliardo-Nirenberg estimate (7.48) thus imply∥∥∥ j∏
i=1

∂γivli

∥∥∥
L2(J×G)

≤
j∏
i=1

‖∂γivli‖L2pi (J×G) =

j∏
i=1

‖∂γivli‖L2|α|/|γi|(J×G)

≤
j∏
i=1

(
C‖vli‖

1−|γi|/|α|
L∞(J×G)‖vli‖

|γi|/|α|
H|α|(J×G)

)
≤ C‖v‖j−1

L∞(J×G)‖v‖H|α|(J×G).

Inserting this estimate into (7.49), we obtain the assertion.

The next proposition is the key step for the improvement of the blow-up condition.
Roughly speaking, it tells us that we control the Hm(R3

+)-norm of a solution of (1.6)
as soon as we control its spatial Lipschitz norm. Its proof relies on the Moser type
inequalities from Lemma 7.19. They allow us to estimate products of derivatives of
the solution u - which are of the type we already encountered in Chapter 3 - by the
product of the spatial Lipschitz norm of u and a L2-based Sobolev norm. Gronwall’s
lemma and an induction process as in Chapter 3 then yield the assertion.
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Proposition 7.20. Let m ∈ N with m ≥ 3 and t0 ∈ R. Take functions χ ∈
MLmpd(G,U) and σ ∈MLm(G,U). Let

B(x) =

 0 ν3(x) −ν2(x) 0 0 0
−ν3(x) 0 ν1(x) 0 0 0
ν2(x) −ν1(x) 0 0 0 0

 ,

where ν denotes the unit outer normal vector of ∂G. Choose data u0 ∈ Hm(G),
g ∈ Em((−T, T ) × ∂G), and f ∈ Hm((−T, T ) × G) for all T > 0 such that the
tuple (χ, σ, t0, B, f, g, u0) fulfills the compatibility conditions (7.16) of order m. Let u
denote the maximal solution of (1.6) provided by Proposition 7.16 and Remark 7.18
on (T−, T+). We set

ω(T ) = sup
t∈(t0,T )

‖u(t)‖W 1,∞(G)

for every T ∈ (t0, T+). We further take r > 0 with

m−1∑
j=0

‖∂jt f(t0)‖Hm−j−1(G) + ‖g‖Em((t0,T+)×∂G) + ‖u0‖Hm(G) + ‖f‖Hm((t0,T+)×G) ≤ r.

We set T ∗ = T+ if T+ <∞ and take any T ∗ > 0 if T+ =∞. Let ω0 > 0 and let U1 be
a compact subset of U .
Then there exists a constant C = C(χ, σ,m, r, ω0,U1, G, T

∗ − t0) such that

‖u‖2Gm((t0,T )×G) ≤ C
(m−1∑
j=0

‖∂jt f(t0)‖2Hm−1−j(G) + ‖u0‖2Hm(G) + ‖g‖2Em((t0,T )×∂G)

+ ‖f‖2Hm((t0,T )×G)

)
for all T ∈ (t0, T

∗) which have the property that ω(T ) ≤ ω0 and imu(t) ⊆ U1 for all
t ∈ [t0, T ]. The analogous result is true on (T−, t0).

Proof. Without loss of generality we assume t0 = 0. We further suppose that χ = ζ1χ̃
and σ = ζ2σ̃ where ζ1, ζ2 ∈ F c

m,6(J ×G) are time-independent and χ̃ and σ̃ belong to
Cm(U ,R6×6). The general case then follows as described in Remark 7.18.
Let ω0 > 0 and U1 be a compact subset of U . If ω(T ) > ω0 or if the set {u(t, x) : (t, x) ∈

[t0, T ]×G} is not contained in U1 for all T ∈ (0, T ∗), there is nothing to prove. Oth-
erwise we fix T ′ ∈ (0, T ∗) with ω(T ′) ≤ ω0 and imu(t) ⊆ U1 for all t ∈ [t0, T

′]. Let
T ∈ (0, T ′] be arbitrary and denote (0, T ) × R3

+ by Ω. Note that ω(T ) ≤ ω(T ′) ≤ ω0

and imu(t) ⊆ U1 for all t ∈ [t0, T ].
We pick a number η = η(χ) > 0 such that χ ≥ η. Consequently, there is a constant

C with

|χ−1(ξ)| ≤ C

η

for all ξ ∈ R6. Since the function u solves (1.6), we infer

‖∂tu‖L∞(Ω) ≤ ‖χ−1(u)f‖L∞(Ω) +

3∑
j=1

‖χ−1(u)Aco
j ∂ju‖L∞(Ω) + ‖χ−1(u)σ(u)u‖L∞(Ω)

≤ C

η

(
‖f‖L∞(Ω) +

3∑
j=1

‖∂ju‖L∞(Ω) + max
ξ∈U1

|σ(ξ)|‖u‖L∞(Ω)

)
≤ C(η, σ,U1)

(
‖f‖Hm(Ω) + 3ω(T ) + ω(T )

)
,

‖u‖W 1,∞(Ω) ≤ ‖∂tu‖L∞(Ω) + 4ω(T ) ≤ C7.50(χ, σ, r, ω0,U1). (7.50)
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In the following we will frequently apply (7.50) without further reference.
I) In a first step we localize the problem and transform it to the half-space as in

Chapter 5. We therefore choose a covering (Ui)i∈N0
, a sequence of sets (Vi)i∈N0

, and
sequences of functions (ϕi)i∈N0 , (θi)i∈N0 , (σi)i∈N0 , and (ωi)i∈N0 as in Definition 5.4
for the tame uniform Cm̃+2-boundary of G. Take the operators Φi and the localized
coefficients and data

Ai0 = Ai0(χ(u), η), Aij , Di = Di(σ(u)), Bi,

f i = f i(f, u), gi = gi(g), ui0 = ui0(u0)

from Definition 5.7 for all i ∈ N respectively i ∈ N0. We further abbreviate ui =
Φi(θiu) in the following.
Corollary 5.8 shows that the function Φi(θiu) solves the initial boundary value prob-

lem 
L(Ai0, . . . , A

i
3, D

i)v = f i(f, u), x ∈ R3
+, t ∈ (0, T );

Biv = gi, x ∈ ∂R3
+, t ∈ (0, T );

v(0) = ui0, x ∈ R3
+;

(7.51)

for all i ∈ N and the initial value problem{
L(A0

0, A
co
1 , A

co
2 , A

co
3 , D

0)v = f0(f, u), x ∈ R3
+, t ∈ (0, T );

v(0) = u0
0, x ∈ R3

+;
(7.52)

in the case i = 0. Set

f iα = ∂αf i(f, u)−
∑

0<β≤α

(
α

β

)
∂βΦi(χ(u))∂t∂

α−βui −
3∑
j=1

∑
0<β≤α

(
α

β

)
∂βAij∂j∂

α−βui

−
∑

0<β≤α

(
α

β

)
∂βΦi(σ(u))∂α−βui

giα = ∂αgi −
∑

0<β≤α

(
α

β

)
tr(∂βBi∂α−βui) (7.53)

for all i ∈ N0 respectively i ∈ N and α ∈ N4
0 with |α| ≤ m.

Lemma 3.5 and Lemma 3.4 thus show that ∂αΦi(θiu) solves the linear initial value
problem{

L(Ai0, . . . , A
i
3, D

i)v = f iα, x ∈ R3
+, t ∈ (0, T );

v(0) = ∂(0,α1,α2,α3)Φi(θiSχ,σ,G,m,j(0, f, u0)), x ∈ R3
+;

(7.54)

for all α ∈ N4
0 with |α| ≤ m and moreover, if additionally α3 = 0, it solves the linear

initial boundary value problem
L(Ai0, . . . , A

i
3, D

i)v = f iα, x ∈ R3
+, t ∈ (0, T );

Biv = giα, x ∈ ∂R3
+, t ∈ (0, T );

v(0) = ∂(0,α1,α2,0)Φi(θiSχ,σ,G,m,j(0, f, u0)), x ∈ R3
+.

(7.55)

Here we already used that ωi = 1 on the support of Φiθi for all i ∈ N0 and that

∂jt u
i(0) = Φi(θi∂

j
t u(0)) = Φi(θiSχ,σ,G,m,j(0, f, u0))

for all j ∈ {0, . . . ,m} by Lemma 7.5.
II) We will show inductively that there are constants Ck=Ck(χ, σ,m, r, ω0,U1, G, T

∗)
such that

‖∂αui‖2G0(Ω) ≤ Ck
( k∑
j=0

‖Φi(θiSχ,σ,G,m,j(0, f, u0)‖2Hk−j(R3
+) + ‖gi‖2Ek(J×∂R3

+)
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+ ‖ui‖2Hm(Ω) +
∑
α̃∈N4

0

|α̃|≤m−1

(
‖f iα̃(0)‖2L2(R3

+) + ‖f iα̃‖2H1(Ω)

)
+
∑
α̃∈N4

0

|α̃|≤m

‖f iα̃‖2L2(Ω)

)
(7.56)

for all α ∈ N4
0 with |α| = k, k ∈ {0, . . . ,m}, and i ∈ N.

Applying Lemma 7.1 (i) and (iii) and exploiting Definition 5.7, we obtain a radius
R1 = R1(χ, σ, r, ω0,U1, G) with

‖χ(u)‖W 1,∞(Ω) + ‖Ai0‖W 1,∞(Ω) ≤ R1(χ, σ, r, ω0,U1, G),

‖σ(u)‖W 1,∞(Ω) + ‖Di‖W 1,∞(Ω) ≤ R1(χ, σ, r, ω0,U1, G),

‖χ(u(0))‖L∞(R3
+) ≤ max

ξ∈U1
|χ(ξ)| ≤ R1(χ, σ, r, ω0,U1, G),

‖σ(u(0))‖L∞(R3
+) ≤ max

ξ∈U1
|σ(ξ)| ≤ R1(χ, σ, r, ω0,U1, G),

3∑
j=1

‖Aij‖Wm+1,∞(R3
+) + ‖Bi‖Wm+1,∞(R3

+) ≤ R1(χ, σ, r, ω0,U1, G),

‖ζ1‖Fm(J×G) + ‖ζ2‖Fm(J×G) ≤ R1(χ, σ, r, ω0,U1, G).

Set γ0 = γ0(χ, σ, r, ω0,U1, G) = γ3.7,0(η(χ), R1(χ, σ, r, ω0,U1, G)) ≥ 1, where γ3.7,0

is the corresponding constant from Lemma 3.7. As ui solves (7.51), Lemma 3.7 yields

‖ui‖2G0(Ω) ≤ e
2γ0T sup

t∈(0,T )

‖e−γ0tui(t)‖2L2(R3
+)

≤ C3.7,0,0(η,R1)e2γ0T
∗
(
‖ui0‖2L2(R3

+) + ‖gi‖2E0,γ0
(J×∂R3

+)

)
+ C3.7,0(η,R1)e2γ0T

∗ 1

γ0
‖f i(f, u)‖2L2

γ0
(Ω)

≤ C0

(
‖ui0‖2L2(R3

+) + ‖gi‖2E0(J×∂R3
+) + ‖f i(f, u)‖2L2(Ω)

)
,

where C0 = C0(χ, σ, r, ω0,U1, G, T
∗) and C3.7,0,0 respectively C3.7,0 denote the cor-

responding constants from Lemma 3.7. This inequality shows the claim (7.56) for
k = 0.
Let k ∈ {1, . . . ,m} and assume that (7.56) has been shown for all j ∈ {0, . . . , k−1}.

We first claim that there are constants Ck,α = Ck,α(χ, σ,m, r, ω0,U1, G, T
∗) such that

‖∂αui‖2G0(Ω) ≤ Ck,α
( k∑
j=0

‖Φi(θiSχ,σ,G,m,j(0, f, u0)‖2Hk−j(R3
+) + ‖gi‖2Ek(J×∂R3

+)

+ ‖ui‖2Hm(Ω) +
∑
α̃∈N4

0

|α̃|≤m−1

(
‖f iα̃(0)‖2L2(R3

+) + ‖f iα̃‖2H1(Ω)

)
+
∑
α̃∈N4

0

|α̃|≤m

‖f iα̃‖2L2(Ω)

)
(7.57)

for all α ∈ N4
0 with |α| = k. We show (7.57) by another induction, this time with

respect to α3.
Let α ∈ N4

0 with |α| = k and α3 = 0. In step I) we have seen that ∂αui solves the
initial boundary value problem (7.55). Hence, Lemma 3.7 yields

‖∂αu‖2G0(Ω) ≤ e
2γ0T sup

t∈(0,T )

‖e−γ0t∂αu(t)‖2L2(R3
+)

≤ C3.7,0,0(η,R1)e2γ0T
∗
(
‖∂(0,α1,α2,0)∂α0

t ui(0)‖2L2(R3
+) + ‖giα‖2E0,γ0 (J×∂R3

+)

)
+ C3.7,0(η,R1)e2γ0T

∗ 1

γ0
‖f iα‖2L2

γ0
(Ω)

≤ C3.7,0,0(η,R1)e2γ0T
∗
(
‖Φi(θiSχ,σ,G,k,α0

(0, f, u0))‖2Hk−α0 (R3
+) + ‖gi‖2Ek(J×∂R3

+)

)
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+ C3.7,0(η,R1)e2γ0T
∗
‖f iα‖2L2(Ω) + C(χ, σ, r, ω0,U1, G)‖ui‖2Hm(Ω),

where we applied Lemma 3.5. We conclude that assertion (7.56) is valid for all multi-
indices α with |α| = k and α3 = 0.
Now, assume that there is a number l ∈ {1, . . . , k} such that (7.57) is true for all

α ∈ N4
0 with |α| = k and α3 ∈ {0, . . . , l − 1}.

Take α ∈ N4
0 with |α| = k and α3 = l. The multi-index α′ = α − e3 belongs to N4

0

and satisfies |α′| = k−1 ≤ m−1. Due to step I), we know that ∂α
′
ui solves the initial

value problem (7.54) with right-hand side f iα′ and initial value

∂(0,α1,α2,α3−1)Φi(θiSχ,σ,G,m,α0
(0, f, u0)).

As |α′| ≤ m − 1, the function f iα′ belongs to H1(Ω) by Lemma 3.4, the derivative of
the higher order initial value ∂(0,α1,α2,α3−1)Φi(θiSχ,σ,G,m,α0

(0, f, u0)) to H1(R3
+) by

Lemma 7.7, and ∂α
′
ui to G1(Ω). Moreover, Ai0 and Di are elements of W 1,∞(Ω), Ai0

is uniformly positive definite, A1 and A2 belong to F cp
m,coeff(Ω) and A3 to F cp

m,coeff,τ (Ω).
We can therefore apply Lemma 3.11. We choose γ = 1 to infer

‖∂αui‖2G0(Ω) = ‖∂3∂
α′ui‖2G0(Ω) ≤ e

2T ‖∇∂α
′
ui‖2G0,1(Ω)

≤ eC1T
(

(C1,0 + TC1)
( 2∑
j=0

‖∂j∂α
′
ui‖2G0,1(Ω) + ‖f iα′(0)‖2L2(R3

+)

)
+ (C1,0 + TC1)‖∂(0,α1,α2,α3−1)Φi(θiSχ,σ,G,m,α0

(0, f, u0))‖2H1(R3
+) + C1‖f iα′‖2H1

1 (Ω)

)
≤ eC1T

∗
(

(C1,0 + T ∗C1)
( 2∑
j=0

‖∂j∂α
′
ui‖2G0(Ω) + ‖f iα′(0)‖2L2(R3

+)

)
+ C1‖f iα′‖2H1(Ω) + (C1,0 + T ∗C1)‖Φi(θiSχ,σ,G,m,α0(0, f, u0))‖2Hk−α0 (R3

+)

)
, (7.58)

where

C1,0 = C1,0(χ, σ, r, ω0,U1, G) = C3.11,1,0(η(χ), R1(χ, σ, r, ω0,U1, G)),

C1 = C1(χ, σ, r, ω0,U1, G, T
∗) = C3.11,1(η(χ), R1(χ, σ, r, ω0,U1, G), T ∗).

Inserting the induction hypothesis for ‖∂j∂α
′
ui‖2G0(Ω), we obtain (7.57) for all α ∈ N4

0

with |α| = k and α3 = l. By induction, we therefore infer that (7.57) is valid for all
multiindices α ∈ N4

0 with |α| = k. Our first induction thus shows that (7.56) is true
for all α ∈ N4

0 with |α| ≤ m.
We now sum over all multiindices with |α| ≤ m, which yields

∑
α∈N4

0

|α|≤m

‖∂αui‖2G0(Ω) ≤ Cm
( m∑
j=0

‖Φi(θiSχ,σ,G,m,j(0, f, u0))‖2Hm−j(R3
+) + ‖gi‖2Em(J×∂R3

+)

+ ‖ui‖2Hm(Ω) +
∑
α̃∈N4

0

|α̃|≤m−1

(
‖f iα̃(0)‖2L2(R3

+) + ‖f iα̃‖2H1(Ω)

)
+
∑
α̃∈N4

0

|α̃|≤m

‖f iα̃‖2L2(Ω)

)
. (7.59)

where

Cm(χ, σ, r, ω0,U1, G, T
∗) =

∑
α∈N4

0

|α|≤m

C|α|,α(χ, σ,m, r, ω0,U1, G, T
∗).

We obtain the estimate corresponding to (7.59) for i = 0 by the same methods.
III) We now turn to the estimate of ‖∂αu‖Gm(J×G). To that purpose we first note

that Φi maps Hm(Ui) continuously into Hm(Vi), see e.g. [Maz11] Theorem 1.1.7, and
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since all derivatives of the functions ϕi and ψi up to orderm+2 are uniformly bounded,
we also obtain

‖Φiv‖Hm(Vi) ≤ C‖v‖Hm(Ui) and ‖Φ−1
i w‖Hm(Ui) ≤ C‖w‖Hm(Vi)

for all v ∈ Hm(Ui), w ∈ Hm(Vi) and i ∈ N0. Employing that (θi)i∈N0
is a partition of

unity and that the covering (Ui)i∈N of ∂G is locally finite, we thus deduce

‖u‖2Gm(J×G) ≤ C(G)

∞∑
i=0

‖θiu‖2Gm(J×G) ≤ C(G)

∞∑
i=0

m∑
j=0

‖∂jt (θiu)‖2L∞(J,Hm−j(Ui))

≤ C(G)

∞∑
i=0

m∑
j=0

‖∂jtΦi(θiu)‖2L∞(J,Hm−j(Vi))
≤ C(G)

∞∑
i=0

∑
α∈N4

0

|α|≤m

‖∂αui‖2G0(Ω).

(7.60)

In view of estimate (7.59), we proceed by estimating the terms on the right-hand side
of (7.59). First we note that we infer as in Chapter 5, see (5.39), that

∞∑
i=1

‖gi‖2Em(J×∂R3
+) ≤ C(G)‖g‖2Em(J×∂G). (7.61)

Arguing as in (5.38), we further derive

∞∑
i=0

m∑
j=0

‖Φi(θiSχ,σ,G,m,j(0, f, u0))‖2Hm−j(R3
+)

≤ C(G)

∞∑
i=0

m∑
j=0

‖θiSχ,σ,G,m,j(0, f, u0)‖2Hm−j(G)

≤ C(G)

m∑
j=0

‖Sχ,σ,G,m,j(0, f, u0)‖2Hm−j(G)

≤ C(χ, σ,m, r,U1, G)
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖u0‖2Hm(G)

)
,

∞∑
i=0

‖ui‖2Hm(Ω) ≤ C(G)‖u‖2Hm(J×G). (7.62)

It remains to estimate the terms involving f iα. We start with the L2(Ω)-norms. So
take a multi-index α ∈ N4

0 with |α| ≤ m. Then

‖∂αf i(f, u)‖2L2(Ω) ≤ ‖f
i(f, u)‖2Hm(Ω) ≤ C(G)

∥∥∥θif +

3∑
j=1

Aco
j ∂jθiu

∥∥∥2

Hm(J×G)
,

∞∑
i=0

‖∂αf i(f, u)‖2L2(Ω) ≤ C(G)‖f‖2Hm(J×G) + C(G)‖u‖2Hm(J×G).

(7.63)

Next take β ∈ N4
0 with 0 < β ≤ α. We compute

∂βΦi(χ(u))∂t∂
α−βui =

∑
0≤β′≤β

(
β

β′

)
∂β
′
Φi(ζ1)∂β−β

′
Φi(χ̃(u))∂t∂

α−βui. (7.64)

Fix β′ ∈ N4
0 with 0 ≤ β′ ≤ β. Since u ∈ Hm(J ×G) can be approximated by smooth

functions in this space, formula (7.1) extends to the composition with χ̃(u), see also
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Theorem 1.1.7 in [Maz11]. Exploiting once again that all derivatives of the functions
ψi are uniformly bounded for all i ∈ N, we thus obtain

‖∂β
′
Φi(ζ1)∂β−β

′
Φi(χ̃(u))∂t∂

α−βui‖L2(Ω) (7.65)

≤ C(G)
∑
α̃1∈N4

0

0≤|α̃1|≤|β′|

∑
α̃2∈N4

0

0≤|α̃2|≤|β−β′|

∑
α̃3∈N4

0

0≤|α̃3|≤|α−β|

‖Φi(∂α̃1ζ1∂
α̃2 χ̃(u)∂t∂

α̃3(θiu))‖L2(Ω).

Employing the arguments from (5.38) once again, we derive

∞∑
i=0

‖∂β
′
Φi(ζ1)∂β−β

′
Φi(χ̃(u))∂t∂

α−βui‖2L2(Ω)

≤ C(m,G)

∞∑
i=0

∑
α̃1∈N4

0

0≤|α̃1|≤|β′|

∑
α̃2∈N4

0

0≤|α̃2|≤|β−β′|

∑
α̃3∈N4

0

0≤|α̃3|≤|α−β|

‖∂α̃1ζ1∂
α̃2 χ̃(u)∂t∂

α̃3(θiu)‖2L2(J×G)

≤ C(m,G)
∑
α̃1∈N4

0

0≤|α̃1|≤|β′|

∑
α̃2∈N4

0

0≤|α̃2|≤|β−β′|

∑
α̃3∈N4

0

0≤|α̃3|≤|α−β|

‖∂α̃1ζ1∂
α̃2 χ̃(u)∂t∂

α̃3u‖2L2(J×G). (7.66)

Fix multiindices α̃1, α̃2, and α̃3 as above. We distinguish several cases. First consider
the case β′ = β. We then have

‖∂α̃1ζ1χ̃(u)∂t∂
α̃3u‖L2(J×G) ≤ C(χ,U1)‖∂α̃1ζ1∂t∂

α̃3u‖L2(J×G). (7.67)

If |β| ≤ m− 2, we estimate

‖∂α̃1ζ1∂t∂
α̃3u‖L2(J×G) ≤ ‖∂α̃1ζ1‖L∞(G)‖∂t∂α̃3u‖L2(J×G)

≤ C‖ζ1‖Fm(J×G)‖∂t∂α̃3u‖L2(J×G)

by Sobolev’s embedding. If |β| ≥ m− 1, Sobolev’s embedding and Hölder’s inequality
imply

‖∂α̃1ζ1∂t∂
α̃3u‖L2(J×G) ≤ C‖∂α̃1ζ1‖Hm−|β|(G)‖∂t∂α̃3u‖L2(J,H|β|+2−m(G))

≤ C‖ζ1‖Fm(J×G)‖u‖Hm(J×G).

Combining the last two estimates with (7.67), we obtain

‖∂α̃1ζ1∂
α̃2 χ̃(u)∂t∂

α̃3u‖L2(J×G) ≤ C(χ, r,U1)‖u‖Hm(J×G) (7.68)

in the case β′ = β. Next suppose that β′ < β. If |β′| ≤ m− 2, we deduce

‖∂α̃1ζ1∂
α̃2 χ̃(u)∂t∂

α̃3u‖L2(J×G) ≤ ‖ζ1‖Fm(J×G)‖∂α̃2 χ̃(u)∂t∂
α̃3u‖L2(J×G).

If α̃2 > 0, Lemma 7.19 (ii), Lemma 7.1 (i), and Lemma 7.19 (iii) imply

‖∂α̃2 χ̃(u)∂t∂
α̃3u‖L2(J×G)

≤ C
(
‖∇tχ̃(u)‖L∞(J×G)‖u‖H|α|−|β′|(J×G)

+ ‖∇tu‖L∞(J×G)

3∑
j=0

‖∂jχ̃(u)‖H|α|−|β′|−1(J×G)

)
≤ C(χ, σ, r, ω0,U1, G)‖u‖H|α|(J×G). (7.69)

In the case α̃2 = 0 this estimate clearly also holds. If |β′| = m − 1, we use Sobolev’s
embedding and Hölder’s inequality as above to derive

‖∂α̃1ζ1∂
α̃2 χ̃(u)∂t∂

α̃3u‖L2(J×G) ≤ C‖∂α̃1ζ1‖H1(G)‖∂α̃2 χ̃(u)∂t∂
α̃3u‖L2(J,H1(G))
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≤ C‖ζ1‖Fm(J×G)

(
‖∂α̃2 χ̃(u)∂t∂

α̃3u‖L2(J×G) +

3∑
k=1

‖∂k∂α̃2 χ̃(u)∂t∂
α̃3u‖L2(J×G)

+

3∑
k=1

‖∂α̃2 χ̃(u)∂k∂t∂
α̃3u‖L2(J×G)

)
.

The first term on the right-hand side above has already been treated in (7.69). For the
second sum and the third one if α̃2 > 0 we again apply Lemma 7.19 (ii), Lemma 7.1 (i),
and Lemma 7.19 (iii) to deduce

3∑
k=1

‖∂k∂α̃2 χ̃(u)∂t∂
α̃3u‖L2(J×G) +

3∑
k=1

‖∂α̃2 χ̃(u)∂k∂t∂
α̃3u‖L2(J×G)

≤ C
(
‖∇tχ̃(u)‖L∞(J×G)‖u‖H|α|+1−|β′|(J×G)

+ ‖∇tu‖L∞(J×G)

3∑
j=0

‖∂jχ̃(u)‖H|α|−|β′|(J×G)

)
≤ C(χ, σ, r, ω0,U1, G)‖u‖Hm(Ω).

This estimate is again clear if α̃2 = 0. To sum up, we have shown that∑
α̃1∈N4

0

0≤|α̃1|≤|β′|

∑
α̃2∈N4

0

0≤|α̃2|≤|β−β′|

∑
α̃3∈N4

0

0≤|α̃3|≤|α−β|

‖∂α̃1ζ1∂
α̃2 χ̃(u)∂t∂

α̃3u‖L2(J×G)

≤ C(χ, σ, r, ω0,U1, G)‖u‖Hm(J×G)

for all multiindices 0 ≤ β′ ≤ β. In view of (7.64) to (7.66) we arrive at

∞∑
i=0

‖∂βΦi(χ(u))∂t∂
α−βui‖2L2(Ω) ≤ C(χ, σ, r, ω0,U1, G)‖u‖2Hm(J×G) (7.70)

for all β ∈ N4
0 with 0 < β ≤ α and α ∈ N4

0 with |α| ≤ m.
Analogously, we can estimate

∞∑
i=0

‖∂βΦi(σ(u))∂α−βui‖2L2(Ω) ≤ C(χ, σ, r, ω0,U1, G)‖u‖2Hm(J×G) (7.71)

for all β ∈ N4
0 with 0 < β ≤ α and α ∈ N4

0 with |α| ≤ m. Employing that the
coefficients Aij have a uniform Wm,∞(R3

+) bound for i ∈ N0 and j ∈ {1, 2, 3} and
arguing as above, we also obtain

∞∑
i=0

3∑
j=1

‖∂βAij∂j∂α−βui‖2L2(Ω) ≤ C(R1, G)‖u‖2Hm(J×G). (7.72)

Combining (7.63) and (7.70) to (7.72), we finally arrive at

∞∑
i=0

‖f iα‖2L2(Ω) ≤ C(χ, σ, r, ω0,U1, G)
(
‖f‖2Hm(J×G) + ‖u‖2Hm(J×G)

)
. (7.73)

Next, we want to estimate ‖f iα‖H1(Ω) for α ∈ N4
0 with |α| ≤ m − 1. Fix such a

multi-index α. Let k ∈ {0, . . . , 3} and set αk = α+ ek. In the proof of Lemma 3.4, to
be more precise in (3.6), we have seen that f iαk = f iα,k, where f

i
α,k is defined by

f iα,k = ∂kf
i
α − ∂kΦi(χ(u))∂t∂

αui −
3∑
j=1

∂kA
i
j∂j∂

αui − ∂kΦi(σ(u))∂αui.
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We can therefore estimate

‖∂kf iα‖L2(Ω) ≤ ‖f iαk‖L2(Ω) + ‖∂kΦi(χ(u))∂t∂
αui‖L2(Ω) +

3∑
j=1

‖∂kAij∂j∂αui‖L2(Ω)

+ ‖∂kΦi(σ(u))∂αui‖L2(Ω).

The first term on the right-hand side can be estimated by (7.73), the second and the
last one by (7.70) respectively (7.71). For the remaining sum we again use that the
coefficients Aij have a uniform bound in W 1,∞(R3

+) before we argue as in (7.62). We
thus deduce

∞∑
i=0

‖∂kf iα‖2L2(Ω) ≤ C(χ, σ, r, ω0,U1, G)
(
‖f‖2Hm(J×G) + ‖u‖2Hm(J×G)

)
,

which leads to
∞∑
i=0

‖f iα‖2H1(Ω) =

∞∑
i=0

(
‖f iα‖2L2(Ω) +

3∑
k=0

‖∂kf iα‖2L2(Ω)

)
(7.74)

≤ C(χ, σ, r, ω0,U1, G)
(
‖f‖2Hm(J×G) + ‖u‖2Hm(J×G)

)
.

It remains to estimate ‖f iα(0)‖L2(R3
+) for α ∈ N4

0 with |α| ≤ m − 1. Fix such a
multi-index α. The definition of f iα in (7.53) shows that

f iα(0) = ∂αf i(f, u)(0)−
∑

0<β≤α

(
α

β

)
(∂βΦi(χ(u))∂t∂

α−βui)(0)

−
3∑
j=1

∑
0<β≤α

(
α

β

)
∂βAij∂j∂

α−βui(0)−
∑

0<β≤α

(
α

β

)
(∂βΦi(σ(u))∂α−βui)(0).

We have to estimate the appearing terms. As Φi(χ(u)) and Φi(σ(u)) belong to Fm(Ω)
by Lemma 7.1 (i) and Lemma 2.22, the derivatives ∂βΦi(χ(u)) and ∂βΦi(σ(u)) are
elements of G̃m−|β|(Ω) and their time traces ∂βΦi(χ(u))(0) and ∂βΦi(σ(u))(0) belong
to Hm−|β|−1(R3

+) for all β ∈ N4
0 with 0 < |β| ≤ m − 1 and i ∈ N0. Moreover, since

f i(f, u) ∈ Hm(Ω) and ui ∈ Gm(Ω) we obtain the relations

∂αf i(f, u)(0) ∈ Hm−|α|−1(R3
+) ↪→ L2(R3

+),

∂t∂
α−βui(0) ∈ Hm−|α|+|β|−1(R3

+) ↪→ H |β|(R3
+),

∂α−βui(0) ∈ Hm−|α|+|β|(R3
+) ↪→ H |β|(R3

+),

for all β ∈ N4
0 with β ≤ α. We set k = |α| ≤ m − 1. Also employing Lemma 7.5, we

estimate

‖∂αf i(f, u)(0)‖L2(R3
+) ≤ max

0≤l≤k
‖Φi(θi∂ltf(0))‖Hk−l(R3

+)

+ C

3∑
j=1

max
0≤l≤k

‖Φi(∂jθiSχ,σ,G,k,l(0, f, u0))‖Hk−l(R3
+),

‖∂t∂α−βui(0)‖H|β|(R3
+) ≤ max

1≤l≤k+1
‖Φi(θiSχ,σ,G,k+1,l(0, f, u0))‖Hk+1−l(R3

+)

‖∂α−βui(0)‖H|β|(R3
+) ≤ max

0≤l≤k
‖Sχ,σ,G,k,l(0, f, u0)‖Hk−l(R3

+).

In particular, the arguments from (7.64) to (7.66) allow us to estimate

∞∑
i=0

‖∂αf i(f, u)(0)‖2L2(R3
+)
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≤ C(m,G)

∞∑
i=0

(
max

0≤l≤k
‖θi∂ltf(0)‖2Hk−l(G) +

3∑
j=1

max
0≤l≤k

‖∂jθiSχ,σ,G,k,l(0, f, u0)‖2Hk−l(G)

)
≤ C(m,G)

(
max

0≤l≤k
‖∂ltf(0)‖2Hk−l(G) + max

0≤l≤k
‖Sχ,σ,G,k,l(0, f, u0)‖2Hk−l(G)

)
≤ C(χ, σ,m, r, ω0,U1, G)

(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖u0‖2Hm(G)

)
. (7.75)

Since χ̃ and σ̃ belong to Cm(U ,R6×6), Lemma 7.1 (ii) and (iii) imply that the
function ∂β−β

′
χ̃(u)(0) belongs to Hm−|β|−1+|β′|(G) and

‖∂α̃2 χ̃(u)(0)‖Hm−|β|−1+|β′|(G)

≤ C7.1(χ,m, 6, r)(1 + max
0≤l≤|β|−|β′|

‖Sχ,σ,G,m,l(0, f, u0)‖Hm−l−1(R3
+))

m

≤ C(χ, σ,m, r,U1),

‖∂α̃2 σ̃(u)(0)‖Hm−|β|−1(G) ≤ C(χ, σ,m, r,U1)

for all α̃2 ∈ N4
0 with |α̃2| ≤ |β − β′| and β′, β ∈ N4

0 with 0 ≤ β′ ≤ β and 0 < β ≤
α, where we used Lemma 7.5 and Lemma 7.7. We remark that ∂α̃1ζk′ belongs to
Fm(J × G) if α̃1 = 0 and to Hm−|β′|(G) if α̃1 > 0 for k′ ∈ {1, 2} and α̃1 ∈ N4

0 with
|α̃1| ≤ |β′|. Since max{m− |β′|,m− |β|+ |β′| − 1} ≥ 2 for all 0 ≤ β′ ≤ β, Lemma 2.22
thus yields that

‖∂α̃1ζ1∂
α̃2 χ̃(u)(0)‖Hm−|β|−1(G)

≤ C‖ζ1‖Fm(J×G)‖∂α̃2 χ̃(u)(0)‖Hm−|β|−1+|β′|(G) ≤ C(χ, σ,m, r,U1).

Arguing analogously for σ, we arrive at

‖∂α̃1ζ1∂
α̃2 χ̃(u)(0)‖Hm−|β|−1(G) ≤ C(χ, σ,m, r,U1),

‖∂α̃1ζ2∂
α̃2 σ̃(u)(0)‖Hm−|β|−1(G) ≤ C(χ, σ,m, r,U1)

for all α̃1, α̃2 ∈ N4
0 with |α̃1| ≤ |β′| and |α̃2| ≤ |β−β′|, where β′, β ∈ N4

0 with 0 ≤ β′ ≤ β
and 0 < β ≤ α. Arguing as in (7.64) to (7.66) and employing Lemma 7.7, we thus
obtain

∞∑
i=0

‖∂βΦi(χ(u))∂t∂
α−βui(0)‖2L2(R3

+)

≤ C(χ, σ,m, r, ω0,U1, G) max
1≤l≤k+1

‖Sχ,σ,G,m,l(0, f, u0)‖2Hm−l(G)

≤ C(χ, σ,m, r, ω0,U1, G)
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖u0‖2Hm(G)

)
. (7.76)

Analogously, one infers
∞∑
i=0

‖∂βΦi(σ(u))∂α−βui(0)‖2L2(R3
+)

≤ C(χ, σ,m, r, ω0,U1, G)
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖u0‖2Hm(G)

)
. (7.77)

We also note that

‖∂βAij∂j∂α−βui(0)‖L2(R3
+) ≤ C(r,G)‖∂j∂α−βΦi(θiu)(0)‖L2(R3

+)

≤ C(r,G)
∑
α̃∈N4

0

|α̃|≤|α|−|β|+1

‖∂α̃(θiu)(0)‖L2(G)
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≤ C(m, r,G) max
0≤l≤m

‖θiSχ,σ,G,m,l(0, f, u0)‖Hm−l(G) (7.78)

for all i ∈ N0. The combination of (7.75) to (7.78) together with Lemma 7.7 thus
yields
∞∑
i=0

‖f iα(0)‖2L2(R3
+) ≤ C(χ, σ,m, r, ω0,U1, G)

(m−1∑
l=0

‖∂ltf(0)‖2Hm−1−l(R3
+) + ‖u0‖2Hm(R3

+)

)
.

(7.79)

We now insert (7.61) to (7.62) and (7.59) into (7.60) which leads to

‖u‖2Gm(J×G) ≤ C
′
m

(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖u0‖2Hm(G) + ‖g‖2Em(J×∂G) (7.80)

+ ‖u‖2Hm(J×G) +

∞∑
i=0

∑
α̃∈N4

0

|α̃|≤m−1

(
‖f iα̃(0)‖2L2(R3

+) + ‖f iα̃‖2H1(Ω)

)
+

∞∑
i=0

∑
α̃∈N4

0

|α̃|≤m

‖f iα̃‖2L2(Ω)

)

for a constant C ′m = C ′m(χ, σ,m, r, ω0,U1, G, T
∗). Estimates (7.73), (7.74), and (7.79)

thus finally yield

‖u‖2Gm(J×G) ≤ C
′
m

(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖u0‖2Hm(G) + ‖g‖2Em(J×∂G)

+ ‖f‖2Hm(J×G) + ‖u‖2Hm(J×G)

)
(7.81)

for a constant C ′m = C ′m(χ, σ,m, r, ω0,U1, G, T
∗).

Recall that the time T ∈ (0, T ′] was arbitrary. The above estimate thus implies that∑
α∈N4

0

|α|≤m

‖∂αu(t)‖2L2(G) ≤
∑
α∈N4

0

|α|≤m

‖∂αu‖2G0((0,t)×G)

≤ C ′m
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖u0‖2Hm(G) + ‖g‖2Em((0,t)×∂G) + ‖f‖2Hm((0,t)×G)

+

∫ t

0

∑
α∈N4

0

|α|≤m

‖∂αu(s)‖2L2(G)ds
)

for all t ∈ [0, T ′]. Since the maps t 7→ ‖f‖2Hm((0,t)×G) and t 7→ ‖g‖2Em((0,t)×∂G) are
monotonically increasing, Gronwall’s inequality leads to∑

α∈N4
0

|α|≤m

‖∂αu(t)‖2L2(G) ≤ C
′
m

(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖u0‖2Hm(G)

+ ‖g‖2Em((0,t)×∂G) + ‖f‖2Hm((0,t)×G)

)
eC
′
mt (7.82)

for all t ∈ [0, T ′]. Defining Cm = Cm(χ, σ,m, r, ω0,U1, T
∗) := C ′me

C′mT
∗
and taking

again a fixed time T ∈ (0, T ′], we particularly obtain∑
α∈N4

0

|α|≤m

‖∂αu(t)‖2L2(G)

≤ Cm
(m−1∑
j=0

‖∂jt f(0)‖2Hm−1−j(G) + ‖u0‖2Hm(G) + ‖g‖2Em((0,T )×∂G) + ‖f‖2Hm((0,T )×G)

)
for all t ∈ [0, T ]. We conclude that the assertion of the proposition is valid.
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We point out that the above proof only leads to improved estimates of the nonlinear
problem since we need to know that A0 = χ(u) for the solution u.

We already mention that Proposition 7.20 in combination with Lemma 7.17 easily
implies that the spatial Lipschitz norm of the solution has to blow up if the solution
does not exist globally. However, we postpone the precise statement and the proof of
this fact to Theorem 7.23 below where we formulate a complete local wellposedness
theory also including the continuous dependance on the data. The following two results
prepare the proof of the latter.

The difficulty in the investigation of continuous dependance arises from the loss of
derivatives we experience because of the quasilinear nature of the system (1.6). By
loss of derivatives we mean that if we compare two solutions to different data and look
at the initial boundary value problem (3.2) solved by their difference, the right-hand
side is less smooth than the solutions. It is therefore crucial to overcome this loss of
regularity.

A first step in this direction is the following lemma. It is concerned with a se-
quence of linear initial boundary value problems and could have already been proven
in Chapter 4. A similar result in the full space case can be found in Lemma 4.26
in [BCD11].

We return to the half-space and consider a sequence of coefficients (An, Dn)n∈N,
which is bounded in W 1,∞(Ω) and converges in L∞(Ω). We show that the corre-
sponding sequence of solutions (un) of (3.2) with fixed inhomogeneity f ∈ L2(Ω),
boundary value g ∈ L2(J,H1/2(R3

+)), and initial value u0 ∈ L2(R3
+) has a limit in

G0(Ω). The key observation in the proof is that due to the boundedness of the co-
efficients in W 1,∞(Ω), the a priori estimates from Theorem 4.13 hold uniformly in
n. Approximating f , g, and u0 by smoother data (fj , gj , u0,j)j∈N, the corresponding
smoother solutions ujn then tend to un uniformly in n.

We further note that it is favourable to work on the L2-level here as we do not have
to deal with compatibility conditions in that regularity regime. Moreover, it is easy
to approximate data in L2 by smoother ones which are also compatible since C∞c is
dense in L2.

Lemma 7.21. Let J ⊆ R be an open and bounded interval, t0 ∈ J , and Ω =
J × R3

+. Let η, τ > 0. Take coefficients A0,n, A0 ∈ F c
3,η(Ω), A1, A2 ∈ F cp

3,coeff(Ω),
A3 ∈ F cp

3,coeff,τ (Ω), and Dn, D ∈ F c
3 (Ω) for all n ∈ N such that (A0,n)n and (Dn)n

are bounded in W 1,∞(Ω) and converge to A0 respectively D in L∞(Ω). Pick B ∈
BC3

R3
+

(A3). Suppose that A1, A2, A3, and B are independent of time and that A3

and a function M as in the definition of BC3
R3

+
(A3) belong to C∞(Ω). We further as-

sume that there are functions G1
B ∈W 4,∞(R3

+)2×2 and G2
B ∈W 4,∞(R3

+)6×6 such that
G1
BBG

2
B has Gaussian normal form. Choose data u0 ∈ L2(R3

+), g ∈ E0(J×∂R3
+), and

f ∈ L2(Ω). Let un denote the weak solution of the linear initial boundary value prob-
lem (3.2) with differential operator L(A0,n, A1, A2, A3, Dn), inhomogeneity f , bound-
ary value g, and initial value u0 for all n ∈ N and u the weak solution of (3.2) with
differential operator L(A0, . . . , A3, D), inhomogeneity f , boundary value g, and initial
value u0 (see Theorem 4.13). Then (un)n converges to u in G0(Ω).

Proof. Without loss of generality we assume that J = (0, T ) for some T > 0 and
t0 = 0. Set A0,0 = A0 and D0 = D. Take r > 0 with ‖A0,n‖W 1,∞(Ω), ‖Dn‖W 1,∞(Ω) ≤ r
for all n ∈ N0.

I) We first assume that u0 belongs to H1(R3
+), g to E1(J × ∂R3

+), f to H1(Ω),
and that the tuples (0, A0,n, A1, A2, A3, B,Dn, f, g, u0) fulfill the linear compatibility
conditions (2.37) of first order for each n ∈ N0. The solutions un and u are then
contained in G1(Ω) by Theorem 4.13. The difference un − u further solves the linear
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initial boundary value problem
L(A0,n, A1, A2, A3, Dn)(un − u) = fn, x ∈ R3

+, t ∈ J ;

B(un − u) = 0, x ∈ ∂R3
+, t ∈ J ;

(un − u)(0) = 0, x ∈ R3
+;

where fn = (A0 − A0,n)∂tu+ (D −Dn)u for all n ∈ N. As u is an element of G1(Ω),
the right-hand side of the differential equation above belongs to L2(Ω). Theorem 4.13
thus provides constants γ = γ3.7,0(η, r) and C0 = C3.7,0(η, r) such that

‖un − u‖2G0(Ω) ≤ e
2γT ‖un − u‖2G0,γ(Ω) ≤ C0e

2γT ‖(A0 −A0,n)∂tu+ (D −Dn)u‖2L2
γ(Ω)

≤ 2C0e
2γT (‖A0,n −A0‖2L∞(Ω)‖∂tu‖

2
L2
γ(Ω) + ‖Dn −D‖2L∞(Ω)‖u‖

2
L2
γ(Ω))

for all n ∈ N. Since A0,n → A0 and Dn → D in L∞(Ω), we conclude that the functions
un tend to u in G0(Ω) as n→∞.

II) We now come to the general case where u0 belongs to L2(R3
+), g to E0(J×∂R3

+),
and f to L2(Ω). We recall that step I) of the proof of Theorem 4.13 shows that
there are sequences of initial values (u0,j)j in H1(R3

+) converging to u0 in L2(R3
+),

of boundary values (gj)j in E1(J × ∂R3
+) converging to g in E0(J × ∂R3

+), and
of inhomogeneities (fj)j in H1(Ω) converging to f in L2(Ω) such that the tuples
(0, A0,n, A1, A2, A3, Dn, B, fj , gj , u0,j) fulfill the linear compatibility conditions (2.37)
of order 1 for all n, j ∈ N.
Let the function ujn denote the weak solution of (3.2) with differential operator

L(A0,n, A1, A2, A3, Dn), inhomogeneity fj , boundary value gj , and initial value u0,j ,
as well as uj the weak solution of (3.2) with differential operator L(A0, . . . , A3, D),
inhomogeneity fj , boundary value gj , and initial value u0,j for all n, j ∈ N. These
solutions exist in G1(Ω) by Theorem 4.13. Observe that ujn − un solves (3.2) with
differential operator L(A0,n, A1, A2, A3, Dn), inhomogeneity fj − f , boundary value
gj − g, and initial value u0,j − u0, and uj − u solves (3.2) with differential operator
L(A0, A1, A2, A3, D), inhomogeneity fj − f , boundary value gj − g, and initial value
u0,j − u0. The a priori estimate in Theorem 4.13 thus shows

‖ujn − un‖2G0(Ω) ≤ e
2γT ‖ujn − un‖2G0,γ(Ω) (7.83)

≤ C0 e
2γT
(
‖u0,j − u0‖2L2(R3

+) + ‖gj − g‖2E0,γ(J×∂R3
+) + ‖fj − f‖2L2

γ(Ω)

)
,

‖uj − u‖2G0(Ω) ≤ e
2γT ‖uj − u‖2G0,γ(Ω) (7.84)

≤ C0 e
2γT
(
‖u0,j − u0‖2L2(R3

+) + ‖gj − g‖2E0,γ(J×∂R3
+) + ‖fj − f‖2L2

γ(Ω)

)
for all n, j ∈ N, where γ and C0 were introduced in step I).

Let ε > 0. Since (fj)j converges to f in L2(Ω), (gj)j to g in E0(J × ∂R3
+), and

(u0,j)j to u0 in L2(R3
+), we find an index j0 such that

C0 e
2γT
(
‖u0,j0 − u0‖2L2(R3

+) + ‖gj0 − g‖2E0,γ(J×∂R3
+) + ‖fj0 − f‖2L2

γ(Ω)

)
≤ ε2

9
. (7.85)

On the other hand, the tuple (fj0 , gj0 , u0,j0) fulfills the assumptions of step I), which
therefore implies uj0n → uj0 in G0(Ω) as n→∞. Hence, there is an index n0 ∈ N such
that

‖uj0n − uj0‖G0(Ω) ≤
ε

3
(7.86)

for all n ≥ n0. Combining (7.83) to (7.86), we arrive at

‖un − u‖G0(Ω) ≤ ‖un − uj0n ‖G0(Ω) + ‖uj0n − uj0‖G0(Ω) + ‖uj0 − u‖G0(Ω)

≤ ε

3
+
ε

3
+
ε

3
= ε

for all n ≥ n0.
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The next lemma contains the heart of the argument for the continuous dependance
of solutions on the data. We prove that convergence of the data in Hm respectively
Em and of the corresponding solutions of the nonlinear problem (1.6) in Gm−1 implies
the convergence of the solutions in Gm.
The proof relies on a splitting of the highest order derivatives ∂αuin of the localized

solutions for which we have to show convergence to ∂αui in G0(Ω). We write them as
a sum of two terms, where the first one converges to ∂αui due to Lemma 7.21. The
second one can be estimated by Gronwall’s lemma with a prefactor converging to zero,
thus implying the convergence to zero of the second part. The idea of this splitting
was also used in the proof of Theorem 4.24 in [BCD11].
We further remark that we consequently overcome the loss of derivatives by the

regularization argument performed in the proof of Lemma 7.21, which is based on the
wellposedness theory for the linear initial boundary value problem (3.2), in particular
the uniqueness of solutions thereof. The initial value problem (3.17) lacks this property
so that on first sight the splitting approach seems to be applicable only to purely
tangential derivatives (that satisfy (3.2)). It is therefore a key observation that ideas
from the proof of Lemma 3.11 allow us to reduce the estimates for general derivatives
to the ones for purely tangential derivatives.

Lemma 7.22. Let J ′ ⊆ R be an open and bounded interval and t0 ∈ J ′. Let m ∈ N
with m ≥ 3. Take functions χ ∈MLmpd(G,U) and σ ∈MLm(G,U). Set

B(x) =

 0 ν3(x) −ν2(x) 0 0 0
−ν3(x) 0 ν1(x) 0 0 0
ν2(x) −ν1(x) 0 0 0 0

 ,

where ν denotes the unit outer normal vector of ∂G. We moreover suppose that G has a
tame uniform Cm+2-boundary with finitely many charts. Choose fn, f ∈ Hm(J ′×G),
gn, g ∈ Em(J ′ × ∂G), and u0,n, u0 ∈ Hm(G) for all n ∈ N with

‖u0,n − u0‖Hm(G) −→ 0, ‖gn − g‖Em(J′×∂G) −→ 0, ‖fn − f‖Hm(J′×G) −→ 0,

as n→∞.
We further assume that the nonlinear initial boundary value problems (1.6) with

data (t0, fn, gn, u0,n) and (t0, f, g, u0) have solutions un and u on J ′ which belong to
Gm(J ′ × G) for all n ∈ N, that there is a compact subset Ũ1 of U with imu(t) ⊆ Ũ1

for all t ∈ J ′, that (un)n is bounded in Gm(J ′ ×G), and that (un)n converges to u in
Gm−1(J ′ ×G).
Then the functions un converge to u in Gm(J ′ ×G).

Proof. Without loss of generality we assume that t0 = 0 and that J ′ = (0, T ′) for a
number T ′ > 0. As in the proof of Proposition 7.20 we further suppose that χ = ζ1χ̃
and σ = ζ2σ̃ where ζ1, ζ2 ∈ F c

m,6(J × G) are time-independent and χ̃ and σ̃ belong
to Cm(U ,R6×6). The general case then follows as described in Remark 7.18. For
simplicity, we take ζ1 = ζ2 = I6×6. The case of variable ζ1 and ζ2 can be treated
as in Proposition 7.20. Since G has a tame uniform Cm+2-boundary with finitely
many charts, we can cover it by finitely many charts in the localization procedure.
In particular, we do not have to take care that the right-hand sides of our estimates
are summable. The reduction to charts works as in Proposition 7.20 and will not
be repeated here. We thus assume that G = R3

+ and that the coefficients are as
in Definition 5.7. In particular, there is a number τ > 0 such that A3 belongs to
F cp
m,coeff,τ (Ω).
Let T ∈ (0, T ′], J = (0, T ), and Ω = J × R3

+.
Sobolev’s embedding yields a constant CS , depending on the length of the interval

J ′ such that

‖∂jt fn(0)− ∂jt f(0)‖Hm−j−1(R3
+) ≤ CS‖fn − f‖Hm(J′×R3

+) −→ 0
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as n→∞, implying that

m−1∑
j=0

‖∂jt fn(0)− ∂jt f(0)‖Hm−j−1(R3
+) −→ 0 (7.87)

as n→∞.
We set N = N ∪ {∞}, u∞ = u, f∞ = f , g∞ = g, and u0,∞ = u0. By assumption,

(7.87), and Sobolev’s embedding there is a radius r > 0 such that

‖un‖Gm(J′×R3
+) + ‖un‖L∞(J′×R3

+) ≤ r, (7.88)
m−1∑
j=0

‖∂jt fn(0)‖Hm−j−1(R3
+) + ‖u0,n‖Hm(R3

+) + ‖gn‖Em(J′×R3
+) + ‖fn‖Hm(J′×R3

+) ≤ r,

(7.89)
3∑
j=1

‖Aj‖Fm(J′×R3
+) ≤ r (7.90)

for all n ∈ N. As imu(t) ⊆ Ũ1 for all t ∈ J ′ and (un)n converges to u in L∞(J × G)
by Sobolev’s embedding, there is a compact and connected set U1 ⊆ U and an index
n0 such that imun(t) ⊆ U1 for all t ∈ J ′ and n ≥ n0. Without loss of generality we
assume n0 = 1. Lemma 7.1 (i) then shows that χ(un) and σ(un) belong to Fm(Ω) and
that there is a radius R = R(χ, σ,m, r,U1) with

‖χ(un)‖Fm(J′×R3
+) + ‖σ(un)‖Fm(J′×R3

+) ≤ R (7.91)

for all n ∈ N.
By assumption, the functions un solve the initial boundary value problem

χ(un)∂tun +

3∑
j=1

Aj∂jun + σ(un)un = fn, x ∈ R3
+, t ∈ J ;

Bun = gn, x ∈ ∂R3
+, t ∈ J ;

un(0) = u0,n, x ∈ R3
+;

for all n ∈ N. Lemma 3.4 and (7.15) thus imply that the function ∂αun solves the
linear initial value problem{

Lnv = fα,n, x ∈ R3
+, t ∈ J ;

v(0) = ∂(0,α1,α2,α3)Sχ,σ,R3
+,m,α0

(0, fn, u0,n), x ∈ R3
+;

(7.92)

for all α ∈ N4
0 with |α| ≤ m and n ∈ N. Due to Corollary 2.18 it also fulfills the linear

initial boundary value problem
Lnv = fα,n, x ∈ R3

+, t ∈ J ;

Bv = gα,n, x ∈ ∂R3
+, t ∈ J ;

v(0) = ∂(0,α1,α2,0)Sχ,σ,R3
+,m,α0

(0, fn, u0,n), x ∈ R3
+;

(7.93)

for all α ∈ N4
0 with α3 = 0 and |α| ≤ m and n ∈ N. Here we set

Ln = L(χ(un), A1, A2, A3, σ(un)),

fα,n = ∂αfn −
∑

0<β≤α

(
α

β

)
∂βχ(un)∂α−β∂tun −

3∑
j=1

∑
0<β≤α

(
α

β

)
∂βAj∂

α−β∂jun

−
∑

0<β≤α

(
α

β

)
∂βσ(un)∂α−βun,
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gα,n = ∂αgn −
∑

0<β≤α

(
α

β

)
∂βB∂α−βun (7.94)

for all α ∈ N4
0 with |α| ≤ m and n ∈ N.

I) Fix a multi-index α ∈ N4
0 with |α| ≤ m. Lemma 3.4 also yields that fα,n is

an element of L2(Ω) for all n ∈ N. In this step we want to estimate the difference
fα,n − fα,∞ in suitable norms for all n ∈ N. To that purpose, we first note that

fα,n − fα,∞ = ∂αfn − ∂αf −
∑

0<β≤α

(
α

β

)(
∂βχ(un)(∂α−β∂tun − ∂α−β∂tu) (7.95)

+ (∂βχ(un)− ∂βχ(u))∂α−β∂tu+ ∂βσ(un)(∂α−βun − ∂α−βu)

+ (∂βσ(un)− ∂βσ(u))∂α−βu+

3∑
j=1

∂βAj(∂
α−β∂jun − ∂α−β∂ju)

)
for all n ∈ N. We first note that the proof of Lemma 3.4 shows that

3∑
j=1

‖∂βAj(∂α−β∂jun − ∂α−β∂ju)‖L2
γ(Ω) ≤ C(r)‖un − u‖Hm(Ω),

3∑
j=1

‖∂βAj∂α−β∂jun‖L2
γ(Ω) ≤ C(r)‖un‖Hm(Ω) ≤ C(r, T ′) (7.96)

for all γ ≥ 0 and n ∈ N.
In view of Corollary 7.2, we introduce the quantity

hn(t) =

3∑
i=1

6∑
l1,...,lm=1

‖(∂lm . . . ∂l1θi)(un(t))− (∂lm . . . ∂l1θi)(u(t))‖L∞(R3
+)

for all t ∈ J ′ and n ∈ N, where θ1 = χ, θ2 = σ, and θ3 = χ−1. Employing that (un)n
converges to u in G2(Ω), we deduce that (un)n converges to u also uniformly. Recall
that the functions un and u take values in U1 for all n ∈ N. Let l1, . . . , lm ∈ {1, . . . , 6}.
Then the functions ∂lm . . . ∂l1θi are continuous and therefore uniformly continuous on
the compact set U1 for i ∈ {1, 2, 3}. We conclude that ∂lm . . . ∂l1θi(un) converges
uniformly to ∂lm . . . ∂l1θi(u) on J ′ × R3

+ for i ∈ {1, 2, 3}. In particular,

hn(t) −→ 0 (7.97)

for all t ∈ J ′ as n→∞ and ∫ T ′

0

h2
n(t)dt −→ 0 (7.98)

as n→∞.
We return to the task of estimating (7.95). To this aim, we observe that ∂βχ(un)(s)

belongs to Hm−|β|(R3
+) = Hm−1−(|β|−1)(R3

+) and ∂α−β∂t(un − u)(s) is an element of
H |α|−|α−β|−1(R3

+) = H |β|−1(R3
+). Lemma 2.22 (v) and Lemma 7.1 (i) thus yield

‖∂βχ(un)(s)∂α−β∂tun(s)‖L2(R3
+)

≤ C‖∂βχ(un)(s)‖Hm−|β|(R3
+)‖∂α−β∂tun(s)‖H|β|−1(R3

+)

≤ C‖χ(un)‖Fm(Ω)‖un‖Gm(Ω) ≤ C(χ,m, r,U1), (7.99)

as well as

‖∂βχ(un)(s)(∂α−β∂tun(s)− ∂α−β∂tu(s))‖L2(R3
+)

≤ C‖∂βχ(un)(s)‖Hm−|β|(R3
+)‖∂α−β∂tun(s)− ∂α−β∂tu(s)‖H|β|−1(R3

+)
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≤ C‖χ(un)‖Fm(Ω)‖∂α−β∂tun(s)− ∂α−β∂tu(s)‖H|α|−|α−β|−1(R3
+)

≤ C(χ,m, r,U1)
(
‖un − u‖Gm−1(Ω) +

∑
α̃∈N4

0

|α̃|=|α|

‖∂α̃un(s)− ∂α̃u(s)‖L2(R3
+)

)
(7.100)

for all s ∈ J ′ and for all β ∈ N4
0 with 0 < β ≤ α and n ∈ N. Analogously, we note that

∂β(χ(un) − χ(u))(s) belongs to H |α|−|β|(R3
+) and ∂α−β∂tu(s) to Hm−|α−β|−1(R3

+) =

Hm−1−(|α|−|β|)(R3
+) for almost all s ∈ J ′. Lemma 2.22 (v) thus applies again and

shows

‖(∂βχ(un)(s)− ∂βχ(u)(s))∂α−β∂tu(s)‖L2(R3
+)

≤ C‖∂βχ(un)(s)− ∂βχ(u)(s)‖H|α|−|β|(R3
+)‖∂α−β∂tu(s)‖Hm−|α−β|−1(R3

+)

≤ C
∑
β̃∈N4

0

1≤|β̃|≤|α|

‖∂β̃χ(un)(s)− ∂β̃χ(u)(s)‖L2(R3
+)‖u‖Gm(Ω)

≤ C(χ,m, r,U1)
∑
α̃∈N4

0

0≤|α̃|≤|α|

‖∂α̃un(s)− ∂α̃u(s)‖L2(R3
+) + C(χ,m, r,U1)δ|α|mhn(s)

≤ C(χ,m, r,U1)
(
‖un − u‖Gm−1(Ω) +

∑
α̃∈N4

0

|α̃|=|α|

‖∂α̃un(s)− ∂α̃u(s)‖L2(R3
+) + δ|α|mhn(s)

)
(7.101)

for almost all s ∈ J ′ and for all β ∈ N4
0 with 0 < β ≤ α and n ∈ N, where we used

Corollary 7.2 (i) in the penultimate estimate and δ|α|m denotes the Kronecker delta.
Analogously, one obtains

‖∂βσ(un)(s)∂α−βun(s)‖L2(R3
+) ≤ C(σ,m, r,U1) (7.102)

and

‖∂βσ(un)(s)(∂α−βun(s)− ∂α−βu(s))‖L2(R3
+)

+ ‖(∂βσ(un)(s)− ∂βσ(u)(s))∂α−βu(s)‖L2(R3
+)

≤ C(σ,m, r,U1)
(
‖un − u‖Gm−1(Ω) +

∑
α̃∈N4

0

|α̃|=|α|

‖∂α̃un(s)− ∂α̃u(s)‖L2(R3
+) + δ|α|mhn(s)

)
(7.103)

for almost all s ∈ J ′ and for all β ∈ N4
0 with 0 < β ≤ α and n ∈ N. In view of (7.94),

(7.95), and (7.96), we conclude

‖fα,n‖L2(Ω) ≤ C(χ, σ,m, r, T ′,U1),

‖fα,n − fα,∞‖2L2(Ω) =

∫ T

0

‖fα,n(s)− fα,∞(s)‖2L2(R3
+)ds

≤ C(χ, σ,m, r, T ′,U1)
(
‖fn − f‖2Hm(Ω) + ‖un − u‖2Gm−1(Ω) + δ|α|m

∫ T

0

h2
n(s)ds

+

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

)
(7.104)

for all α ∈ N4
0 with 0 ≤ |α| ≤ m and n ∈ N. If α is a multi-index with |α| ≤ m− 1, we

deduce from (7.95) to (7.103) and Corollary 7.2 (ii) that

‖fα,n‖G0(Ω) ≤ C(χ, σ,m, r,U1),
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‖fα,n − fα,∞‖G0(Ω) ≤ ‖fn − f‖Gm−1(Ω) + C(χ, σ,m, r,U1)‖un − u‖Gm−1(Ω) (7.105)

for all n ∈ N.
Finally, let k ∈ {0, . . . , 3} and α ∈ N4

0 with |α| ≤ m− 1. We recall from the proof of
Lemma 3.4 that

∂kfα,n = fα+ek,n + ∂kχ(un)∂t∂
αun +

3∑
j=1

∂kAj∂j∂
αun + ∂kσ(un)∂αun

for all n ∈ N, see (3.4) and (3.6). From inequalities (7.96) and (7.100) to (7.103) for
α̃ = α+ ek and β = ek, and (7.104) we further deduce

‖fα,n‖H1(Ω) ≤ C(χ, σ,m, r, T ′,U1),

‖fα,n − fα,∞‖2H1(Ω) ≤ C(χ, σ,m, r, T ′,U1)
(
‖fn − f‖2Hm(Ω) + ‖un − u‖2Gm−1(Ω)

+ δ|α|m−1

∫ T

0

h2
n(s)ds+

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

)
(7.106)

for all n ∈ N. We finish this step by noting that also

‖gα,n − gα,∞‖2E0,γ(J×∂R3
+) ≤ C(m, r, T ′)

(
‖gn − g‖2Em(J×∂R3

+) + ‖un − u‖2Gm−1(Ω)

+

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

)
(7.107)

for all n ∈ N.
II) Let α ∈ N4

0 with |α| = m and α3 = 0. We define the functions

w0,n = ∂(0,α1,α2,0)Sχ,σ,R3
+,m,α0

(0, fn, u0,n)

for all n ∈ N. Consider the linear initial boundary value problems
Lnv = fα,∞, x ∈ R3

+, t ∈ J ;

Bv = gα,∞, x ∈ ∂R3
+, t ∈ J ;

v(0) = w0,∞, x ∈ R3
+;

(7.108)

and 
Lnv = fα,n − fα,∞, x ∈ R3

+, t ∈ J ;

Bv = gα,n − gα,∞, x ∈ ∂R3
+, t ∈ J ;

v(0) = w0,n − w0,∞, x ∈ R3
+;

(7.109)

for all n ∈ N. Lemma 7.7 shows that the initial value w0,n is an element of L2(R3
+) and

Lemma 3.4 yields that fα,n belongs to L2(Ω) for all n ∈ N. Moreover, the coefficients
χ(un) and σ(un) are Lipschitz and χ(un) is symmetric and uniformly positive definite
for all n ∈ N by Lemma 7.1 and the assumptions. Theorem 4.13 thus implies that
the problem (7.108) has a unique solution wn in G0(Ω) and the problem (7.109) has a
unique solution zn in G0(Ω) for every n ∈ N.
We point out that in the case n = ∞ the initial boundary value problems (7.108)

and (7.93) coincide. Since the latter is solved by ∂αun and solutions of that problem
are unique by Theorem 4.13, we conclude that

w∞ = ∂αu∞ = ∂αu. (7.110)
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Furthermore, the sum wn + zn solves the initial boundary value problem (7.93) for all
n ∈ N. The uniqueness assertion of Theorem 4.13 therefore gives

wn + zn = ∂αun (7.111)

for all n ∈ N.
Let η > 0 such that χ ≥ η. Then χ(un) is an element of F c

3,η(Ω) for all n ∈ N. We
next note that (χ(un))n and (σ(un))n are bounded in W 1,∞(Ω) since

‖χ(un)‖W 1,∞(Ω) + ‖σ(un)‖W 1,∞(Ω) ≤ ‖χ(un)‖Fm(Ω) + ‖σ(un)‖Fm(Ω) ≤ R,

as noted in (7.91). Moreover, we obtain the limits

‖χ(un)− χ(u)‖L∞(Ω) ≤ max
ξ∈U1

|χ′(ξ)|‖un − u‖L∞(Ω) ≤ C(χ,U1)‖un − u‖Gm−1(Ω) −→ 0,

(7.112)

‖σ(un)− σ(u)‖L∞(Ω) ≤ max
ξ∈U1

|σ′(ξ)|‖un − u‖L∞(Ω) ≤ C(σ,U1)‖un − u‖Gm−1(Ω) −→ 0,

as n→∞. Lemma 7.21 therefore tells us that

‖wn − ∂αu‖G0(Ω) = ‖wn − w∞‖G0(Ω) −→ 0 (7.113)

as n→∞.
Define γ = γ(χ, σ,m, r, T ′,U1) ≥ 1 by

γ = γ4.13,0(η(χ), τ, R(χ, σ,m, r,U1), T ′),

where γ4.13,0 is the corresponding constant from Theorem 4.13. This lemma applied
to (7.109) then yields

‖zn‖2G0(Ω) ≤ e
2γT ‖zn‖2G0,γ(Ω) (7.114)

≤ C0e
2γT ′

(
‖w0,n − w0,∞‖2L2(R3

+) + ‖gα,n − gα,∞‖2E0,γ(J×∂R3
+) +

1

γ
‖fα,n − fα,∞‖2L2

γ(Ω)

)
≤ C7.114

(
‖w0,n − w0,∞‖2L2(R3

+) + ‖gα,n − gα,∞‖2E0(J×∂R3
+) + ‖fα,n − fα,∞‖2L2(Ω)

)
,

where

C0(χ, σ,m, r, T ′,U1) = max{C4.13,0,0(η(χ), τ, R(χ, σ,m, r,U1), T ′),

C4.13,0(η(χ), τ, R(χ, σ,m, r,U1))},

and C4.13,0,0 and C4.13,0 are the corresponding constants from Theorem 4.13. Note
that C7.114 = C7.114(χ, σ,m, r, T ′, A3). We recall from (7.89) that we have chosen the
radius r in such a way that

m−1∑
j=0

‖∂jt fn(0)‖Hm−j−1(R3
+) + ‖u0,n‖Hm(R3

+) ≤ r

for all n ∈ N. Lemma 7.7 thus provides a constant C7.7 = C7.7(χ, σ,m, r,U1) such that

‖w0,n − w0,∞‖L2(R3
+)

= ‖∂(0,α1,α2,0)Sχ,σ,R3
+,m,α0

(0, fn, u0,n)− ∂(0,α1,α2,0)Sχ,σ,R3
+,m,α0

(0, f, u0)‖L2(R3
+)

≤ ‖Sχ,σ,R3
+,m,α0

(0, fn, u0,n)− Sχ,σ,R3
+,m,α0

(0, f, u0)‖Hm−α0 (R3
+)

≤ C7.7

(m−1∑
j=0

‖∂jt fn(0)− ∂jt f(0)‖Hm−j−1(R3
+) + ‖u0,n − u0‖Hm(R3

+)

)
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for all n ∈ N. Inserting this estimate together with (7.104) and (7.107) into (7.114),
we derive

‖zn‖2G0(Ω) ≤ C7.115

(m−1∑
j=0

‖∂jt fn(0)− ∂jt f(0)‖2Hm−j−1(R3
+) + ‖u0,n − u0‖2Hm(R3

+)

+ ‖gn − g‖2Em(J×∂R3
+) + ‖fn − f‖2Hm(Ω) + ‖un − u‖2Gm−1(Ω)

)
+ C7.115

∫ T

0

h2
n(s)ds+ C7.115

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds,

for all n ∈ N, where we introduce a constant C7.115 = C7.115(χ, σ,m, r, T ′,U1). We
write a′n = a′n(χ, σ,m, r, T ′,U1) for the first part of the above right-hand side. It
follows

‖zn‖2G0(Ω) ≤ a
′
n + C7.115

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds, (7.115)

for all n ∈ N. Observe that a′n converges to 0 as n→∞ by our assumptions and (7.98).
Formula (7.111) and inequality (7.115) imply that

‖∂αun − ∂αu‖2G0(Ω) = ‖wn + zn − ∂αu‖2G0(Ω) ≤ 2‖wn − ∂αu‖2G0(Ω) + 2‖zn‖2G0(Ω)

≤ 2‖wn − ∂αu‖2G0(Ω) + 2a′n + 2C7.115

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

= aα,n + C7.116

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds, (7.116)

for all n ∈ N. Here we set C7.116 = C7.116(χ, σ,m, r, T ′,U1) and note that

aα,n := aα,n(χ, σ,m, r, T ′,U1) := 2‖wn − ∂αu‖2G0(Ω) + 2a′n(χ, σ,m, r, T ′,U1) −→ 0

as n→∞ by (7.113).
III) We claim that for all multiindices α ∈ N4

0 with |α| = m there is a sequence
(aα,n)n = (aα,n(χ, σ,m, r, T ′,U1))n and a constant Cα = Cα(χ, σ,m, r, T ′,U1) such
that

‖∂αun − ∂αu‖2G0(Ω) ≤ aα,n + Cα

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds (7.117)

for all n ∈ N and

aα,n −→ 0 (7.118)

as n→∞.
We will show this assertion by induction with respect to α3. Observe that step II)

yields that (7.117) and (7.118) are true for all α ∈ N4
0 with |α| = m and α3 = 0. Next

assume that there is an index l ∈ {1, . . . ,m} such that the assertion is true for all
α ∈ N4

0 with |α| = m and α3 = l − 1. Take α ∈ N4
0 with |α| = m and α3 = l. We set

α′ = α− e3.
At this point the key observation is that we cannot directly apply Lemma 3.11. The

reason is that this lemma was derived for a fixed differential operator and when we
apply only one such operator to a difference of solutions we experience the typical loss
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of derivatives. Therefore, we will repeat the key step of the proof of Lemma 3.11 and
apply it to the difference ∂α

′
un− ∂α

′
u this time. We start by recalling some notation.

By the definition of F cp
m,coeff(Ω) respectively F cp

m,coeff,τ (Ω) and the assumptions there
are time independent functions µlj ∈ F cp

m,1(Ω) for l, j ∈ {1, 2, 3} such that

Aj =

3∑
l=1

Aco
l µlj

for all j ∈ {1, 2, 3} and an index i ∈ {1, 2, 3} with |µi3| ≥ τ on R3
+. Without loss of

generality we assume that i = 3. Note that there is a constant C = C(r) such that

‖µlj‖Fm(Ω) ≤ C (7.119)

for all l, j ∈ {1, 2, 3} since (7.90) is valid. We will use this estimate in the following
without further reference. We set

M =

(
µ 0
0 µ

)
and M̂n =

 A3

(MTχ(un))3·
(MTχ(un))6·


for all n ∈ N as well as

(Fn;1, . . . , Fn;6)T = fα′,n − χ(un)∂t∂
α′un −

2∑
j=1

Aj∂j∂
α′un − σ(un)∂α

′
un,

Fn;7(t) =

3∑
k=1

(MTχ(un)∇∂α
′
un)kk(0) +

3∑
k=1

∫ t

0

Λn;kk(s)ds

−
2∑
k=1

(MTχ(un))k·∂k∂
α′un(t),

Fn;8(t) =

3∑
k=1

(MTχ(un)∇∂α
′
un)(k+3)k(0) +

3∑
k=1

∫ t

0

Λn;(k+3)k(s)ds

−
2∑
k=1

(MTχ(un))(k+3)·∂k∂
α′un(t), (7.120)

where

Λn = MT∂tχ(un)∇∂α
′
un +MTχ(un)∇χ(un)−1

(
fα′,n −

2∑
j=1

Aj∂j∂
α′un − σ(un)∂α

′
un

)

+MT∇fα′,n −MT
3∑
j=1

∇Aj∂j∂α
′
un −MT∇σ(un)∂α

′
un −MTσ(un)∇∂α

′
un

for all n ∈ N, cf. (3.23), (3.28), and (3.29). Recall that

(∇Ah)jk =

6∑
l=1

∂kAjlhl

for any R6×6-valued function A and R6-valued function h. We then know from (3.30)
that

M̂n∂3∂
α′un = Fn (7.121)

for all n ∈ N. We next want to estimate the difference of Fn − F in G0(Ω) for all
n ∈ N.
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To that purpose, we first note that

‖χ(un)∂t∂
α′un − χ(u)∂t∂

α′u‖G0(Ω)

≤ ‖(χ(un)− χ(u))∂t∂
α′un‖G0(Ω) + ‖χ(u)(∂t∂

α′un − ∂t∂α
′
u)‖G0(Ω)

≤ ‖χ(un)− χ(u)‖L∞(Ω)‖un‖Gm(Ω) + ‖χ(u)‖L∞(Ω)‖∂α
′+e0un − ∂α

′+e0u‖G0(Ω)

≤ C(χ, σ,m, r,U1)‖un − u‖Gm−1(Ω) + C(χ,U1)‖∂α
′+e0un − ∂α

′+e0u‖G0(Ω) (7.122)

for all n ∈ N, where we employed the Sobolev embedding theorem and Corollary 7.2 (ii)
for the first summand and (7.91) for the second summand in the last estimate. The
combination of (7.91) and the boundedness of (un)n in Gm(Ω) further yields a constant
CF = CF (R, r) = CF (χ, σ,m, r,U1) such that

‖χ(un)∂t∂
α′un‖G0(Ω) ≤ CF (7.123)

for all n ∈ N. Analogously, we obtain

‖σ(un)∂α
′
un − σ(u)∂α

′
u‖G0(Ω)

≤ C(χ, σ,m, r,U1)‖un − u‖Gm−1(Ω) + C(σ,U1)‖∂α
′
un − ∂α

′
u‖G0(Ω)

≤ C(χ, σ,m, r,U1)‖un − u‖Gm−1(Ω) (7.124)

for all n ∈ N and
‖σ(un)∂α

′
un‖G0(Ω) ≤ CF (7.125)

for all n ∈ N, where we increase CF if necessary. Exploiting the estimates (7.122)
and (7.124), we infer from (7.120)

‖(Fn − F )(1,...,6)‖G0(Ω) ≤ ‖fα′,n − fα′,∞‖G0(Ω) + C(χ, σ,m, r,U1)‖un − u‖Gm−1(Ω)

+ C(χ, σ,m, r,U1)

2∑
j=0

‖∂α
′+ejun − ∂α

′+eju‖G0(Ω) (7.126)

for all n ∈ N, where we also used that the coefficients Aj are bounded, see (7.90). Note
that |α′ + ej | = m and (α′ + ej)3 = l − 1 for all j ∈ {0, 1, 2}. Applying the induction
hypothesis (7.117) and also estimate (7.105), we then obtain

‖(Fn − F )(1,...,6)‖2G0(Ω) ≤ C‖fn − f‖
2
Gm−1(Ω) + C‖un − u‖2Gm−1(Ω)

+ C

2∑
j=0

(
aα′+ej ,n + Cα′+ej

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

)

≤ C7.127‖fn − f‖2Gm−1(Ω) + C7.127‖un − u‖2Gm−1(Ω) + C7.127

2∑
j=0

aα′+ej ,n

+ C7.127

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds (7.127)

for all n ∈ N, where C7.127 = C7.127(χ, σ,m, r, T ′,U1, α). Employing (7.123) and (7.125)
as well as (7.90), (7.88), and (7.91), we also deduce

‖(Fn)(1,...,6)‖G0(Ω) ≤ C (7.128)

for all n ∈ N and a constant C = C(χ, σ,m, r,U1).
It remains to treat the seventh and eigth component of Fn−F . In order to estimate

all the appearing terms efficiently, we first prove the following auxiliary result.
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IV) Let k ∈ N0, θi ∈ {χjl, σjl, (χ−1)jl : j, l ∈ {1, . . . , 6}} for i ∈ {1, . . . , k}, and Di

be a linear differential operator of order less or equal than 1 with bounded coefficients
on Ω for i ∈ {1, . . . , k + 1}. Let vn, v ∈ H1(Ω) for all n ∈ N. Then∥∥∥ k∏

i=1

Diθi(un)(s)Dk+1vn(s)
∥∥∥
L2(R3

+)
≤

k∏
i=1

‖Diθi(un)(s)‖L∞(R3
+)‖Dk+1vn(s)‖L2(R3

+)

≤ C
k∏
i=1

‖θi(un)‖W 1,∞(Ω)‖Dk+1vn(s)‖L2(R3
+)

≤ C(χ, σ, k, r,U1)‖Dk+1vn(s)‖L2(R3
+) (7.129)

for almost all s ∈ J and all n ∈ N, where we employed Lemma 7.1 (i) in the last
estimate. Analogously, we derive∥∥∥ k∏
i=1

Diθi(un)(s)Dk+1vn(s)−
k∏
i=1

Diθi(u)(s)Dk+1v(s)
∥∥∥
L2(R3

+)

≤
k∑
l=1

∥∥∥ l−1∏
i=1

Diθi(u)(s)(Dlθl(un)(s)−Dlθl(u)(s))

k∏
i=l+1

Diθi(un)(s)Dk+1vn(s)
∥∥∥
L2(R3

+)

+
∥∥∥ k∏
i=1

Diθi(u)(s)(Dk+1vn(s)−Dk+1v(s))
∥∥∥
L2(R3

+)

≤ C(χ, σ, k, r,U1)

k∑
l=1

‖Dlθl(un)(s)−Dlθl(u)(s)‖L∞(R3
+)‖Dk+1vn(s)‖L2(R3

+)

+ C(χ, σ, k, r,U1)‖Dk+1vn(s)−Dk+1v(s)‖L2(R3
+)

≤ C(χ, σ, k, r,U1)(‖un − u‖Gm−1(Ω) + δ3mhn(s))‖Dk+1vn(s)‖L2(R3
+)

+ C(χ, σ, k, r,U1)‖Dk+1vn(s)−Dk+1v(s)‖L2(R3
+) (7.130)

for almost all s ∈ J and all n ∈ N, where we used Sobolev’s embedding and Corol-
lary 7.2 (i) as well as Lemma 7.1 (i) again. We further note that the estimates (7.129)
and (7.130) are true for all s ∈ J if vn and v additionally belong to G1(Ω).

V) We return to the task of estimating (Fn − F )(7,8). We start with the summand
involving Λn. Observe that each component of Λn is the sum of terms whose compo-
nents fit into the framework of step IV) with k ∈ {0, 1, 2} and vn ∈ {∂α

′
un, fα′,n} for

all n ∈ N. By means of (7.129) and (7.130), Minkowski’s inequality, and (7.106), we
thus deduce∥∥∥ 3∑

j=1

∫ t

0

(
Λjj;n(s)

Λ(j+3)j;n(s)

)
ds
∥∥∥
G0(Ω)

≤ C
∫ T

0

‖Λn(s)‖L2(R3
+)ds

≤ C(χ, σ, r,U1)(‖∂α
′
un‖H1(Ω) + ‖fα′,n‖H1(Ω)) ≤ C(χ, σ,m, r, T ′,U1), (7.131)∥∥∥ 3∑

j=1

∫ t

0

(
Λjj;n(s)− Λjj;∞(s)

Λ(j+3)j;n(s)− Λ(j+3)j;∞(s)

)
ds
∥∥∥2

G0(Ω)

≤ C
(∫ T

0

‖Λn(s)− Λ∞(s)‖L2(R3
+)ds

)2

≤ C(χ, σ,m, r, T ′,U1)
(
‖un − u‖2Gm−1(Ω) +

∫ T

0

h2
n(s)ds+ ‖fα′,n − fα′,∞‖2H1(Ω)

+

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

)

≤ C(χ, σ,m, r, T ′,U1)
(
‖un − u‖2Gm−1(Ω) + ‖fn − f‖2Hm(Ω) +

∫ T

0

h2
n(s)ds
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+

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

)
(7.132)

for all n ∈ N. Since un solves (1.6), Lemma 7.5 implies that

∂α
′
un(0) = ∂(0,α′1,α

′
2,α
′
3)Sχ,σ,R3

+,m,α
′
0
(t0, fn, u0,n) =: w′0,n

for all n ∈ N. We can apply Lemma 7.1 (i), Corollary 7.2 (ii), and Lemma 7.7 to
deduce

‖(MTχ(un)∇∂α
′
un)(0)‖G0(Ω) = ‖MTχ(u0,n)∇w′0,n‖L2(R3

+)

≤ C(χ, r,U1)‖∂(0,α′1,α
′
2,α
′
3)Sχ,σ,R3

+,m,α
′
0
‖H1(R3

+) ≤ C(χ, r,U1)‖Sχ,σ,R3
+,m,α0

‖Hm−α0 (R3
+)

≤ C(χ, σ,m, r,U1), (7.133)

‖(MTχ(un)∇∂α
′
un)(0)− (MTχ(u)∇∂α

′
u)(0)‖G0(Ω)

≤ C(r)‖χ(u0,n)w′0,n − χ(u0)w′0,∞‖L2(R3
+) ≤ C(χ, σ,m, r,U1)(‖un − u‖Gm−1(Ω)

+ ‖Sχ,σ,R3
+,m,α0

(0, fn, u0,n)− Sχ,σ,R3
+,m,α0

(0, f, u0)‖Hm−α0 (R3
+))

≤ C(χ, σ,m, r,U1)
(
‖un − u‖Gm−1(Ω) (7.134)

+

m−1∑
j=0

‖∂jt fn(0)− ∂jt f(0)‖Hm−1−j(R3
+) + ‖u0,n − u0‖Hm(R3

+)

)
for all n ∈ N. Employing the same arguments as in step III) once again, see (7.122)
to (7.127), we further deduce

‖MTχ(un)∂k∂
α′un‖G0(Ω) ≤ C(χ,m, r,U1)‖∂k∂α

′
un‖G0(Ω) ≤ C(χ,m, r,U1), (7.135)

‖MTχ(un)∂k∂
α′un −MTχ(u)∂k∂

α′u‖G0(Ω) (7.136)

≤ C‖un − u‖2Gm−1(Ω) + C

2∑
j=1

aα′+ej ,n + C

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

for all n ∈ N, k ∈ {1, 2}, and a constant C = C(χ, σ,m, r, T ′,U1, α).
Combining now (7.131), (7.133), and (7.135) respectively (7.132), (7.134), and (7.136),

we deduce

‖(Fn;7, Fn;8)‖G0(Ω) ≤ C, (7.137)

‖(Fn;7 − F7, Fn;8 − F8)‖G0(Ω) ≤ C
(
‖un − u‖2Gm−1(Ω) + ‖fn − f‖2Hm(Ω)

+

m−1∑
j=0

‖∂jt fn(0)− ∂jt f(0)‖Hm−1−j(R3
+) + ‖u0,n − u0‖Hm(R3

+) +

∫ T

0

h2
n(s)ds

+

2∑
j=1

aα′+ej ,n +

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

)
(7.138)

for all n ∈ N and a constant C = C(χ, σ,m, r, T ′,U1, α). In view of (7.128) and (7.127)
we thus arrive at

‖Fn‖G0(Ω) ≤ C, (7.139)

‖Fn − F‖G0(Ω) ≤ C
(
‖un − u‖2Gm−1(Ω) + ‖fn − f‖2Hm(Ω)
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+

m−1∑
j=0

‖∂jt fn(0)− ∂jt f(0)‖Hm−1−j(R3
+) + ‖u0,n − u0‖Hm(R3

+) +

∫ T

0

h2
n(s)ds

+

2∑
j=0

aα′+ej ,n +

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

)
(7.140)

for all n ∈ N, where C = C(χ, σ,m, r, T ′,U1, α) and where we applied Sobolev’s
embedding theorem again.
To get from (7.121) to ∂3∂

α′un, we proceed as in the proof of Lemma 3.11. We use
the matrices G1 from (3.32) and G4 from (3.37). Observe that

‖G1‖L∞(Ω) ≤ C and ‖G4‖L∞(Ω) ≤ C (7.141)

for a constant C = C(τ, r). We further introduce the matrices G2,n by replacing the
matrix A0 in the definition of G2 in (3.33) by χ(un) for all n ∈ N. We then have

‖G2,n‖L∞(Ω) ≤ C‖χ(un)‖L∞(Ω) ≤ C, (7.142)
‖G2,n −G2,∞‖L∞(Ω) ≤ C‖χ(un)− χ(u)‖L∞(Ω) ≤ C‖un − u‖Gm−1(Ω) (7.143)

for all n ∈ N and a constant C = C(χ, r,U1), where we used the estimate from (7.112).
Next define

αn;jk = µ−1
33 M

T
j·χ(un)M·k

for all j, k ∈ {3, 6} and n ∈ N. Since χ ≥ η, we obtain from (3.34) that the matrix

αn =

(
αn;33 αn;36

αn;63 αn;66

)
is either positive or negative definite with

αn ≥ ητ or αn ≤ −ητ (7.144)

for all n ∈ N. The inverses βn of αn are therefore uniformly bounded and we obtain

‖βn‖L∞(Ω) ≤ C, (7.145)
‖βn − β∞‖L∞(Ω) ≤ ‖βn‖L∞(Ω)‖α− αn‖L∞(Ω)‖β∞‖L∞(Ω)

≤ C‖χ(un)− χ(u)‖L∞(Ω) ≤ C‖un − u‖Gm−1(Ω) (7.146)

for all n ∈ N and a constant C = C(η, τ, χ, r,U1). In analogy to (3.36) we now set

G3,n =

(
I6×6 0

0 βn

)
for all n ∈ N. Estimates (7.145) and (7.146) yield

‖G3,n‖L∞(Ω) ≤ C, (7.147)
‖G3,n −G3,∞‖L∞(Ω) ≤ C‖un − u‖Gm−1(Ω) (7.148)

for all n ∈ N and a constant C = C(η, τ, χ, r,U1). Hence, the identity

M̃∂3∂
α′un = G4G3,nG2,nG1Fn (7.149)

is valid for all n ∈ N by (3.38) and (7.121). We thus obtain

‖∂αun − ∂αu‖G0(Ω) = ‖M̃∂3∂
α′un − M̃∂3∂

α′u‖G0(Ω)

= ‖G4G3,nG2,nG1Fn −G4G3,∞G2,∞G1F‖G0(Ω)
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≤ ‖G4‖L∞(Ω)‖G1‖L∞(Ω)

(
‖G3,n −G3,∞‖L∞(Ω)‖G2,n‖L∞(Ω)‖Fn‖G0(Ω)

+ ‖G3,∞‖L∞(Ω)‖G2,n −G2,∞‖L∞(Ω)‖Fn‖G0(Ω)

+ ‖G3,∞‖L∞(Ω)‖G2,∞‖L∞(Ω)‖Fn − F∞‖G0(Ω)

)
for all n ∈ N. Inserting (7.139) to (7.143) as well as (7.147) and (7.148) into this
estimate, we arrive at

‖∂αun − ∂αu‖2G0(Ω)

≤ C(χ, σ,m, r, T ′,U1, α)
( 2∑
j=0

aα′+ej ,n + ‖un − u‖2Gm−1(Ω) + ‖fn − f‖2Hm(Ω)

+

m−1∑
j=0

‖∂jt fn(0)− ∂jt f(0)‖2Hm−1−j(R3
+) + ‖u0,n − u0‖2Hm(R3

+) +

∫ T ′

0

h2
n(s)ds

+

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

)
(7.150)

for all n ∈ N. By Cα = Cα(χ, σ,m, r, T ′,U1) we denote the constant on the right-hand
side of (7.150) and we set

aα,n = Cα

( 2∑
j=0

aα′+ej ,n + ‖un − u‖2Gm−1(J′×R3) + ‖fn − f‖2Hm(J′×R3
+)

+

m−1∑
j=0

‖∂jt fn(0)− ∂jt f(0)‖2Hm−1−j(R3
+) + ‖u0,n − u0‖2Hm(R3

+) +

∫ T ′

0

h2
n(s)ds

)
for all n ∈ N. The assumptions, (7.87), (7.98), and the induction hypothesis (7.118)
then imply that aα,n = aα,n(χ, σ,m, r, T ′,U1) converges to zero as n → ∞. Due
to (7.150) we conclude that (7.117) and (7.118) are true for the multi-index α.
Since the multi-index α ∈ N4

0 with |α| = m and α3 = l was arbitrary, the claims (7.117)
and (7.118) hold for all such α. By induction, we thus obtain that (7.117) and (7.118)
are true for all α ∈ N4

0 with |α| = m.
We define am,n = am,n(χ, σ,m, r, T ′,U1) and Cm = Cm(χ, σ,m, r, T ′,U1) by

am =
∑
α̃∈N4

0

|α̃|=m

aα̃,n, Cm =
∑
α̃∈N4

0

|α̃|=m

Cα̃,

for all n ∈ N. Summing (7.117) over all multiindices α ∈ N4
0 with |α| = m, we then

get ∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(T )− ∂α̃u(T )‖2L2(R3
+) ≤

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un − ∂α̃u‖2G0(Ω)

≤ am,n + Cm

∫ T

0

∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(s)− ∂α̃u(s)‖2L2(R3
+)ds

for all n ∈ N. Since T ∈ (0, T ′] was arbitrary, Gronwall’s lemma shows that∑
α̃∈N4

0

|α̃|=m

‖∂α̃un(T )− ∂α̃u(T )‖2L2(R3
+) ≤ am,ne

CmT
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for all T ∈ [0, T ′] and n ∈ N. As (am,n)n converges to 0 due to (7.118), we finally
arrive at ∑

α̃∈N4
0

|α̃|=m

‖∂α̃un − ∂α̃u‖2G0(J′×R3
+) ≤ am,ne

CmT
′
−→ 0

as n → ∞. Since ‖un − u‖Gm−1(J′×R3
+) tends to zero as n → ∞, we conclude that

(un)n converges to u in Gm(J ′ × R3
+).

We now establish our main local wellposedness theorem. The first part, existence
and uniqueness of a solution of (1.6), is already known from Proposition 7.16. As
announced, the refined blow-up criterion follows easily from Proposition 7.20 and
Lemma 7.17. As a byproduct of the characterization of finite time blowup in terms of
the spatial Lipschitz norm - which is independent of m - we obtain that the maximal
time of existence is independent of m, i.e., the maximal Hm existence time equals
the maximal H3 existence time. We point out that this result is crucial if one wants
to approximate a solution of (1.6) by smoother ones. Of course, in that context the
continuous dependance of solutions on the data is also indispensable. We give the
precise statement below.
In the following we will write BM (x, r) for the ball of radius r around a point x from

a metric space M .

Theorem 7.23. Let m ∈ N with m ≥ 3 and t0 ∈ R. Take functions χ ∈MLmpd(G,U)
and σ ∈MLm(G,U). Set

B(x) =

 0 ν3(x) −ν2(x) 0 0 0
−ν3(x) 0 ν1(x) 0 0 0
ν2(x) −ν1(x) 0 0 0 0

 ,

where ν denotes the unit outer normal vector of ∂G. Choose data u0 ∈ Hm(G),
g ∈ Em((−T, T )× ∂G), and f ∈ Hm((−T, T )×G) for all T > 0 such that imu0 ⊆ U
and the tuple (χ, σ, t0, B, f, g, u0) fulfills the compatibility conditions (7.16) of order m.
For the maximal existence times from Definition 7.15 we then have

T+ = T+(m, t0, f, g, u0) = T+(k, t0, f, g, u0),

T− = T−(m, t0, f, g, u0) = T−(k, t0, f, g, u0)

for all k ∈ {3, . . . ,m}. The following assertions are true.

(i) There exists a unique maximal solution u of (1.6) which belongs to the function
space

⋂m
j=0 C

j((T−, T+), Hm−j(G)).

(ii) If T+ <∞, then one of the alternatives

a) the solution u leaves every compact subset of U ,
b) lim supt↗T+

‖∇u(t)‖L∞(G) =∞,

is valid. The analogous result holds for T−.

(iii) Let T ′ ∈ (t0, T+) and assume that G has a tame uniform Cm+2-boundary with
finitely many charts. Then there is a number δ > 0 such that for all data f̃ ∈
Hm((t0, T+)×G), g̃ ∈ Em((t0, T+)× ∂G), and ũ0 ∈ Hm(G) with

‖f̃ − f‖Hm((t0,T+)×G) < δ, ‖g̃ − g‖Em((t0,T+)×∂G) < δ, ‖ũ0 − u0‖Hm(R3
+) < δ

and which fulfill the compatibility conditions (7.16) of order m, we have for the
maximal existence time T+(m, t0, f̃ , g̃, ũ0) > T ′. We write (Mχ,σ,m(t0, T+), d) for
the metric space

Mχ,σ,m(t0, T+) = {(f̃ , g̃, ũ0) ∈ Hm((t0, T+)×G)× Em((t0, T+)×G)×Hm(G) :
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(χ, σ, t0, f̃ , g̃, ũ0) is compatible of order m},
d((f̃1, g̃1, ũ0,1), (f̃2, g̃2, ũ0,2)) = max{‖f̃1 − f̃2‖Hm((t0,T+)×G),

‖g̃1 − g̃2‖Em((t0,T+)×∂G), ‖ũ0,1 − ũ0,2‖Hm(G)}.

The flow map

Ψ: BMχ,σ,m(t0,T+)((f, g, u0), δ)→ Gm((t0, T
′)×G),

(f̃ , g̃, ũ0) 7→ u(·; f̃ , g̃, ũ0),

is continuous, where u(·; f̃ , g̃, ũ0) denotes the maximal Hm(G)-solution of (1.6)
with inhomogeneity f̃ , boundary value g̃, and initial value ũ0. Moreover, there is
a constant C = C(χ, σ,m, r, T+ − t0) such that

‖Ψ(f̃1, g̃1, ũ0,1)−Ψ(f̃2, g̃2, ũ0,2)‖Gm−1((t0,T ′)×G) ≤ C‖f̃1 − f̃2‖Hm−1((t0,T ′)×G)

+ C
(m−1∑
j=0

‖∂jt f̃1(t0)− ∂jt f̃2(t0)‖Hm−j−1(G) + ‖ũ0,1 − ũ0,2‖Hm(G)

)
(7.151)

for all (f̃1, g̃1, ũ0,1), (f̃2, g̃2, ũ0,2) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δ). The analogous re-
sult is true for T−.

Proof. Let k ∈ {3, . . . ,m−1}. We have T+ = T+(m, t0, f, g, u0) ≤ T+(k, t0, f, g, u0) by
definition. Assume now that T+ < T+(k, t0, f, g, u0). Then T+ <∞ and the maximal
Hm(G)-solution u of (1.6), which exists on (t0, T+), can be extended to a Hk(G)-
solution on (t0, T+(k, t0, f, g, u0)) by the definition of the maximal existence times and
Lemma 7.3. In particular, the function u belongs to Gk((t0, T+)×G) so that

sup
t∈(t0,T+)

‖u(t)‖Hk(G) <∞

and
lim inf
t↗T+

dist({u(t, x) : x ∈ G}, ∂U) > 0. (7.152)

Due to Sobolev’s embedding we thus obtain that also

ω0 := sup
t∈(t0,T+)

‖u(t)‖W 1,∞(G) <∞.

We next set T ∗ = T+(k, t0, f, g, u0) if T+(k, t0, f, g, u0) < ∞ and we take T ∗ > T+

otherwise. Pick a radius r > 0 such that

m−1∑
j=0

‖∂jt f(t0)‖Hm−j−1(G) + ‖g‖Em((t0,T∗)×∂G) + ‖u0‖Hm(G) + ‖f‖Hm((t0,T∗)×G) < r.

Due to (7.152) and the boundedness of u there is a compact subset U1 of U such that
imu(t) ⊆ U1 for all t ∈ [t0, T+]. Proposition 7.20 then yields

sup
t∈(t0,T+)

‖u(t)‖2Hm(G) ≤ C7.20(χ, σ,G,m, r, ω0,U1, T
∗) · Cr2.

But by Lemma 7.17 and (7.152) we have limt↗T+
‖u(t)‖Hm(R3

+) = ∞ and thus a
contradiction. We conclude that T+(k, t0, f, g, u0) = T+. The assertion for T− is
proven analogously.
(i) This is just Proposition 7.16 and Remark 7.18.
(ii) Assume that T+ <∞ and that (ii) does not hold. We then have

ω0 := sup
t∈(t0,T+)

‖u(t)‖W 1,∞(G) <∞
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and there is a compact subset U1 of U such that imu(t) ⊆ U1 for all t ∈ [t0, T+]. We
apply Proposition 7.20 with T ∗ = T+ to deduce

‖u(t)‖2Hm(R3
+) ≤ C7.20(χ, σ,m, r, ω0,U1, G, T+ − t0) · Cr2

for all t ∈ (t0, T+) and thus supt∈(t0,T+) ‖u(t)‖Hm(R3
+) < ∞. Lemma 7.17 however

shows that limt↗T+ ‖u(t)‖H3(G) =∞. We thus obtain a contradiction.
(iii) The difficulty in assertion (iii) is to make sure that the solutions to the data in

the neighborhood we have to construct exist at least till T ′. To that purpose we use
an iterative scheme that allows us to apply Theorem 7.10 with the same minimal time
step size in each iteration.
Recall that by Sobolev’s embedding there is a constant depending only on the length

of the interval [t0, T+) such that

‖f̃‖Gm−1((t0,T+)×G) ≤ CS‖f̃‖Hm((t0,T+)×G) (7.153)

for all f̃ ∈ Hm((t0, T+) × G). Fix a time T ∗ ∈ (T ′, T+). We pick two radii 0 < r0 <
r <∞ such that

‖u0‖Hm(G) + ‖f‖Gm−1((t0,T+)×G) + ‖f‖Hm((t0,T+)×G) < r0,

CSmr0 < r,

‖u‖Gm((t0,T∗)×G) < r.

Moreover, there is a compact subset U1 of U such that imu(t) ⊆ U1 for all t ∈ [t0, T
∗].

Lemma 7.1 thus provides a number r̃ = r̃(χ, σ,m, r,U1) with

‖χ(u)‖Fm((t0,T∗)×G) + ‖σ(u)‖Fm((t0,T∗)×G) ≤ r̃,
max{‖χ(u)(t0)‖F 0

m−1(G), max
1≤j≤m−1

‖∂jtχ(u)(t0)‖Hm−j−1(G)} ≤ r̃,

max{‖σ(u)(t0)‖F 0
m−1(G), max

1≤j≤m−1
‖∂jt σ(u)(t0)‖Hm−j−1(G)} ≤ r̃. (7.154)

I) Let t′ ∈ (t0, T
∗) and (f̃ , g̃, ũ0) ∈ Mχ,σ,m(t0, T+). Assume that the solution ũ

of (1.6) with inhomogeneity f̃ , boundary value g̃, and initial value ũ0 exists on [t0, t
′]

and thus belongs to Gm((t0, t
′) × G). Pick a radius R′ and a compact subset Ũ1 of

U such that ‖ũ‖Gm((t0,t′)×G) ≤ R′ and imu(t), im ũ(t) ⊆ Ũ1 for all t ∈ [t0, t
′]. Set

T̃ = T+ − t0. We will show that there is a constant C = C(χ, σ,m, r,R′, T̃ , Ũ1) such
that

‖ũ− u‖2Gm−1((t0,t′)×G) ≤ C‖f̃ − f‖
2
Hm−1((t0,t′)×G) + C‖g̃ − g‖Em−1((t0,t′)×∂G)

+ C
(m−1∑
j=0

‖∂jt f̃(t0)− ∂jt f(t0)‖2Hm−j−1(R3
+) + ‖ũ0 − u0‖2Hm(R3

+)

)
. (7.155)

To that purpose, we apply the linear differential operator L(χ(u), Aco
1 , A

co
2 , A

co
3 , σ(u))

to ũ− u. We obtain

L(χ(u), Aco
1 , A

co
2 , A

co
3 , σ(u))(ũ− u) = f̃ + (χ(u)− χ(ũ))∂tũ+ (σ(u)− σ(ũ))ũ− f =:F.

Lemma 7.1 and Lemma 2.22 show that F is an element of Hm−1((t0, t
′)×G). Set

γ0 = γ0(χ, σ,G,m, r, T̃ ) = γ5.6;0(η(χ), r̃, T̃ , G) ≥ 1,

where χ ≥ η(χ) > 0 and γ5.6;0 is the corresponding constant from Thereom 5.6. This
theorem then yields

‖ũ− u‖2Gm−1,γ((t0,t′)×G)
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≤ (C5.6;m,0 + T̃C5.6;m)emC5.6;1T̃
(m−2∑
j=0

‖∂jtF (t0)‖2Hm−2−j(G) + ‖ũ0 − u0‖2Hm−1(G)

‖g̃ − g‖2Em−1,γ((t0,t′)×∂G)

)
+
C5.6;m

γ
emC5.6;1T̃ ‖F‖2

Hm−1
γ ((t0,t′)×G)

(7.156)

for all γ ≥ γ0, where

C5.6;m,0 = C5.6;m,0(η(χ), r̃, G), C5.6;m = C5.6;m(η(χ), r̃, T̃ , G),

C5.6;1 = C5.6;1(η(χ), r̃, T̃ , G)

are the corresponding constants from Theorem 5.6. We next apply Lemma 2.22 (ii)
and then Corollary 7.2 to obtain

‖F‖2
Hm−1
γ ((t0,t′)×G)

≤ C‖f̃ − f‖2
Hm−1
γ ((t0,t′)×G)

+ CT̃‖χ(ũ)− χ(u)‖2Gm−1,γ((t0,t′)×G)‖∂tũ‖
2
Gm−1((t0,t′)×G)

+ CT̃‖σ(ũ)− σ(u)‖2Gm−1,γ((t0,t′)×G)‖ũ‖
2
Gm−1((t0,t′)×G)

≤ C‖f̃ − f‖2
Hm−1
γ ((t0,t′)×G)

+ C(χ, σ,m, r,R′, T̃ , Ũ1)‖ũ− u‖2Gm−1,γ((t0,t′)×G). (7.157)

Let j ∈ {0, . . . ,m − 2}. Lemma 7.1 and the definition of the M l
k in (7.14) then show

that

∂jtF (t0) = ∂jt f̃(t0)− ∂jt f(t0) +

j∑
l=0

(
j

l

)
(∂ltχ(u)− ∂ltχ(ũ))(t0)∂j+1−l

t ũ(t0)

+

j∑
l=0

(
j

l

)
(∂ltσ(u)− ∂ltσ(ũ))(t0)∂j−lt ũ(t0)

= ∂jt f̃(t0)− ∂jt f(t0) + (χ(u0)− χ(ũ0))Sχ,σ,G,m,j+1(t0, f̃ , ũ0)

+

j∑
l=1

(
j

l

)
(M l

1(t0, f, u0)−M l
1(t0, f̃ , ũ0))Sχ,σ,m,j+1−l(t0, f̃ , ũ0)

+

j∑
l=0

(
j

l

)
(M l

2(t0, f, u0)−M l
2(t0, f̃ , ũ0))Sχ,σ,m,j−l(t0, f̃ , ũ0).

Lemma 7.7 and its proof (cf. (7.18) to (7.24)) now allow us to estimate

‖∂jtF (t0)‖Hm−2−j(G) ≤ ‖∂jtF (t0)‖Hm−1−j(G) (7.158)

≤ C(χ, σ,m, r,R′, Ũ1)
(m−1∑
l=0

‖∂ltf(t0)− ∂ltf̃(t0)‖Hm−l−1(G) + ‖u0 − ũ0‖Hm(G)

)
.

Inserting (7.157) and (7.158) into (7.156), we infer that there is a constant C7.159 =
C7.159(χ, σ,G,m, r,R′, T̃ , Ũ1) such that

‖ũ− u‖2Gm−1,γ((t0,t′)×G)

≤ C7.159

( 1

γ
‖ũ− u‖2Gm−1,γ((t0,t′)×G)(Ω) + ‖f̃ − f‖2

Hm−1
γ ((t0,t′)×G)

(7.159)

+ ‖g̃ − g‖2Em−1,γ((t0,t′)×∂G) +

m−1∑
l=0

‖∂ltf̃(t0)− ∂ltf(t0)‖2Hm−l−1(R3
+) + ‖ũ0 − u0‖2Hm(R3

+)

)
for all γ ≥ γ0. We next fix a number γ = γ(χ, σ,G,m, r,R′, T̃ , Ũ1) with γ ≥ γ0 and
C7.159

1
γ ≤

1
2 . We thus arrive at

‖ũ− u‖2Gm−1((t0,t′)×G) ≤ e
2γ(t′−t0)‖ũ− u‖2Gm−1,γ((t0,t′)×G)
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≤ 2e2γT̃C7.159‖f̃ − f‖2Hm−1((t0,t′)×G) + 2e2γT̃C7.159‖g̃ − g‖2Em−1((t0,t′)×∂G)

+ 2e2γT̃C7.159

(m−1∑
l=0

‖∂ltf̃(t0)− ∂ltf(t0)‖2Hm−l−1(G) + ‖ũ0 − u0‖2Hm(G)

)
,

i.e., estimate (7.155) is true.
II) Recall that U1 is a compact subset of U such that imu(t) ⊆ U1 for all t ∈ [t0, T

∗].
Pick a number κ such that 2κ < dist(U1, ∂U). Take τ = τ(χ, σ,m, T̃ , 4(m + 1)r, κ)
from Theorem 7.10. There is a number N ∈ N such that

t0 + (N − 1)τ < T ′ ≤ t0 +Nτ.

We set tk = t0 + kτ for k ∈ {1, . . . , N − 1}. If t0 + Nτ < T ∗, we set tN = t0 + Nτ ;
else we choose any tN from (T ′, T ∗).
Let 0 < δ0 < r0. Take (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δ0). We then have

‖ũ0‖Hm(G) ≤ ‖u0‖Hm(G) + ‖ũ0 − u0‖Hm(G) ≤ r0 + δ0 < 2r0 < 2r,

‖g̃‖Em((t0,T ′)×∂G) ≤ ‖g‖Em((t0,T ′)×∂G) + ‖g̃ − g‖Em((t0,T ′)×∂G) ≤ r0 + δ0 < 2r,

‖f̃‖Hm((t0,T ′)×G) ≤ ‖f‖Hm((t0,T ′)×G) + ‖f̃ − f‖Hm((t0,T ′)×G) ≤ r0 + δ0

< 2r0 < 2r, (7.160)
m−1∑
j=0

‖∂jt f̃(t0)‖Hm−1−j(G) ≤ m‖f̃‖Gm−1((t0,T ′)×G) ≤ CSm‖f̃‖Hm((t0,T ′)×G)

< 2CSmr0 < 2r. (7.161)

So Theorem 7.10 shows that the solution ũ of (1.6) with inhomogeneity f̃ , boundary
value g̃, and initial value ũ0 at t0 exists on [t0, t1] and belongs to Gm((t0, t1) × G).
Moreover, the proof of this theorem yields a radius R = R7.10(χ, σ,m, T̃ , 4(m+1)r, κ) >
4(m+ 1)r, see (7.29), such that ‖ũ‖Gm((t0,t1)×G) ≤ R. We conclude that the flow map
Ψ maps BMχ,σ,m(t0,T+)((f, g, u0), δ0) into BGm((t0,t1)×G)(0, R). We further deduce from
step I) that there is a constant

C7.162 = C7.162(χ, σ,G,m, r, T̃ , κ) = 2e2γT̃C7.159(χ, σ,G,m, r,R(χ, σ,m, T̃ , r, κ), T̃ )

such that

‖Ψ(f̃ , g̃, ũ0)−Ψ(f, g, u0)‖2Gm−1((t0,t1)×G)

≤ C7.162‖f̃ − f‖2Hm−1((t0,t1)×G) + C7.162‖g̃ − g‖2Em−1((t0,t′)×∂G)

+ C7.162

(m−1∑
j=0

‖∂jt f̃(t0)− ∂jt f(t0)‖2Hm−j−1(R3
+) + ‖ũ0 − u0‖2Hm(R3

+)

)
(7.162)

for all (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δ0), where we denote the maximal solution
of (1.6) with data (f̃ , g̃, ũ0) by Ψ(f̃ , g̃, ũ0).
Next take a sequence (fn, gn, u0,n)n in BMχ,σ,m(t0,T+)((f, g, u0), δ0) which converges

to (f, g, u0) in this space. Using that

m−1∑
j=0

‖∂jt fn(t0)− ∂jt f(t0)‖2Hm−j−1(G) ≤ m‖fn − f‖Gm−1((t0,T+)×G)

≤ mCS‖fn − f‖Hm((t0,T+)×G) −→ 0 (7.163)

as n→∞, we infer that

‖Ψ(fn, gn, u0,n)−Ψ(f, g, u0)‖Gm−1((t0,t1)×G) −→ 0
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as n→∞. Lemma 7.22 thus shows that (Ψ(fn, gn, u0,n))n converges to Ψ(f, g, u0) in
Gm((t0, t1)×G). We conclude that the map

Ψ: BMχ,σ,m(t0,T+)((f, g, u0), δ0)→ Gm((t0, t1)×G)

is continuous at (f, g, u0). In particular, there is a number δ1 ∈ (0, δ0] such that for
all data (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δ1) we have

‖Ψ(f̃ , g̃, ũ0)−Ψ(f, g, u0)‖Gm((t0,t1)×G) < r,

‖Ψ(f̃ , g̃, ũ0)−Ψ(f, g, u0)‖L∞((t0,t1)×G) <
κ

N
,

where we also employed Sobolev’s embedding for the second estimate. To sum up, we
found a radius δ1 > 0 such that Ψ(f̃ , g̃, ũ0) exists on [t0, t1],

‖Ψ(f̃ , g̃, ũ0)‖Gm((t0,t1)×G)

≤ ‖Ψ(f̃ , g̃, ũ0)−Ψ(f, g, u0)‖Gm((t0,t1)×G) + ‖Ψ(f, g, u0)‖Gm((t0,t1)×G) < 2r,

dist(im Ψ(f̃ , g̃, ũ0)(t1), ∂U) >
2N − 1

N
κ ≥ κ,

and (7.162) holds for all (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δ1).
Now assume that there is an index j ∈ {1, . . . , N − 1} and a number δj > 0 such

that Ψ(f̃ , g̃, ũ0) exists on [t0, tj ],

‖Ψ(f̃ , g̃, ũ0)‖Gm((t0,tj)×G) < 2r,

dist(im Ψ(f̃ , g̃, ũ0)(t), ∂U) >
2N − j
N

κ

for all t ∈ [t0, tj ] and (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δj).
Fix such a tuple (f̃ , g̃, ũ0). Then the tuple (χ, σ, tj , B, f̃ , g̃,Ψ(f̃ , g̃, ũ0)(tj)) fulfills

the nonlinear compatibility conditions (7.16) of order m by Lemma 7.9 and

‖Ψ(f̃ , g̃, ũ0)(tj)‖Hm(G) ≤ ‖Ψ(f̃ , g̃, ũ0)‖Gm((t0,tj)×G) < 2r,

dist(im Ψ(f̃ , g̃, ũ0)(tj), ∂U) > κ.

In view of (7.161) and (7.160), Theorem 7.10 shows that the initial boundary value
problem (1.6) with inhomogeneity f̃ , boundary value g̃, and initial value Ψ(f̃ , g̃, ũ0)(tj)
at initial time tj has a unique solution ũj on [tj , tj+1], which is bounded by R in
Gm((tj , tj+1) × G). Concatenating Ψ(f̃ , g̃, ũ0) and ũj , we obtain a solution of (1.6)
with inhomogeneity f̃ , boundary value g̃, and initial value ũ0 at initial time t0 by
Lemma 7.13. This means that Ψ(f̃ , g̃, ũ0) exists on [t0, tj+1]. Uniqueness of solutions
of (1.6), i.e. Lemma 7.3, and Lemma 7.14 further yield Ψ(f̃ , g̃, ũ0)|[tj ,tj+1] = ũj so that

‖Ψ(f̃ , g̃, ũ0)‖Gm((t0,tj+1)×G) ≤ max{‖Ψ(f̃ , g̃, ũ0)‖Gm((t0,tj)×G), ‖ũj‖Gm((tj ,tj+1)×G)}
≤ max{2r,R} ≤ R.

We can therefore apply step I) again and we obtain as in (7.162) that

‖Ψ(f̃ , g̃, ũ0)−Ψ(f, g, u0)‖2Gm−1((t0,tj+1)×G)

≤ C7.162‖f̃ − f‖2Hm−1((t0,tj+1)×G) + C7.162‖g̃ − g‖2Em−1((t0,tj+1)×∂G)

+ C7.162

(m−1∑
j=0

‖∂jt f̃(t0)− ∂jt f(t0)‖2Hm−j−1(G) + ‖ũ0 − u0‖2Hm(G)

)
(7.164)

for all (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δj). We take again a sequence (fn, gn, u0,n)
inBMχ,σ,m(t0,T+)((f, g, u0), δj) converging to (f, g, u0). Combining (7.164) with (7.163),
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we infer that Ψ(fn, gn, u0,n) tends to Ψ(f, g, u0) as n → ∞ in Gm−1((t0, tj+1) × G).
Lemma 7.22 then implies that

‖Ψ(fn, gn, u0,n)−Ψ(f, g, u0)‖Gm((t0,tj+1)×G) −→ 0

as n→∞. We conclude that

Ψ: BMχ,σ,m(t0,T+)((f, g, u0), δj)→ Gm((t0, tj+1)×G)

is continuous at (f, g, u0). Hence, there is δj+1 ∈ (0, δj ] such that

‖Ψ(f̃ , g̃, ũ0)−Ψ(f, g, u0)‖Gm((t0,tj+1)×G) < r,

‖Ψ(f̃ , g̃, ũ0)−Ψ(f, g, u0)‖L∞((t0,tj+1)×G) <
κ

N

for all (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δj+1), where we again used Sobolev’s em-
bedding for the second estimate. We conclude that

‖Ψ(f̃ , g̃, ũ0)‖Gm((t0,tj+1)×G)

≤ ‖Ψ(f̃ , g̃, ũ0)−Ψ(f, g, u0)‖Gm((t0,tj+1)×G) + ‖Ψ(f, g, u0)‖Gm((t0,tj+1)×G) < 2r,

dist(im Ψ(f̃ , g̃, ũ0)(t), ∂U) >
2N − j − 1

N
κ

for all t ∈ [t0, tj+1] and (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δj+1).
By induction, we thus obtain a number δN > 0 such that Ψ(f̃ , g̃, ũ0) exists on [t0, tN ]

and

‖Ψ(f̃ , g̃, ũ0)‖Gm((t0,tN )×G) < 2r,

dist(im Ψ(f̃ , g̃, ũ0)(t), ∂U) > κ

for all (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δN ). In particular,

T+(m, t0, f̃ , g̃, ũ0) > tN > T ′

for all (f̃ , g̃, ũ0) ∈ BMχ,σ,m(t0,T+)((f, g, u0), δN ).
Next fix two tuples (f̃1, g̃1, ũ0,1) and (f̃2, g̃2, ũ0,2) in BMχ,σ,m(t0,T+)((f, g, u0), δN ).

Replacing u by Ψ(f̃2, g̃2, ũ0,2) in step I), we deduce from (7.155) that

‖Ψ(f̃1, g̃1, ũ0,1)−Ψ(f̃2, g̃2, ũ0,2)‖2Gm−1((t0,T ′)×G)

≤ C‖f̃1 − f̃2‖2Hm−1((t0,T ′)×G) + C‖g̃1 − g̃2‖2Em−1((t0,T ′)×G)

+ C
(m−1∑
j=0

‖∂jt f̃1(t0)− ∂jt f̃2(t0)‖2Hm−j−1(G) + ‖ũ0,1 − ũ0,2‖2Hm(G)

)
,

where C = C(χ, σ,m, r, T̃ , κ) = C7.155(χ, σ,m, 2r, 2r, T̃ ,Uκ) with

Uκ = {y ∈ U : dist(y, ∂U) ≥ κ} ∩B(0, 2CSobr)

and C7.155 is the constant from (7.155). This estimate implies (7.151). Finally,
we take a sequence (f̃n, g̃n, ũ0,n)n in BMχ,σ,m(t0,T+)((f, g, u0), δN ) which converges to
(f̃1, g̃1, ũ0,1) inMχ,σ,m(t0, T+). Employing Sobolev’s inequality as in (7.153) and (7.151),
we obtain that Ψ(f̃n, g̃n, ũ0,n) tends to Ψ(f̃1, g̃1, ũ0,1) in Gm−1((t0, T

′)×G) as n→∞.
Lemma 7.22 therefore implies that

‖Ψ(f̃n, g̃n, ũ0,n)−Ψ(f̃1, g̃1, ũ0,1)‖Gm((t0,T ′)×G) −→ 0

as n→∞. Consequently, the flow map

Ψ: BMχ,σ,m(t0,T+)((f, g, u0), δN )→ Gm((t0, T
′)×G)

is continuous at (f̃1, g̃1, ũ0,1) and thus it is continuous on BMχ,σ,m(t0,T+)((f, g, u0), δN ).
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We note that also the nonlinear solution has finite propagation speed, cf. Chapter 6.

Remark 7.24. In the framework of Theorem 7.23 assume that the data vanish on a
backward light cone or outside of a forward light cone, see Theorem 6.1 respectively
Corollary 6.2 for the precise statement. Then also the solution of the nonlinear prob-
lem (1.6) vanishes on the backward respectively forward light cone. To prove this
assertion we only have to interpret the function u as the solution of the linear initial
boundary value problem (5.1) with coefficients χ(u) and σ(u) and apply Theorem 6.1
respectively Corollary 6.2 to it.

With the above theorem we gave a satisfying answer to the question of local well-
posedness of the quasilinear system (1.6). We now want to apply this theorem to the
physical Maxwell system (1.2). In the introduction we claimed that a solution of (1.6)
yields a solution of (1.2) if we impose additional conditions on the initial value. We
make this assertion precise in the next lemma.

Lemma 7.25. Let t0, T ∈ R with t0 < T . Set J = (t0, T ). Assume that there exists a
solution u = (E,H) in C(J,H1(G)) ∩ C1(J, L2(G)) of (1.6) with an inhomogeneity
f = (−J0, 0), where J0 ∈ C(J,H1(G)). Suppose that there are functions

θ : G× U → R6×6, σ0 : G× U → R3×3

such that ∂yθ =: χ belongs to ML1
pd(G,U) and σ =

(
σ0 0
0 0

)
to ML1(G,U). We

further assume that D and B given by

(D,B) = θ(x,E,H) (7.165)

belong to C(J,H1(G)) ∩ C1(J, L2(G)). Let ρ0 ∈ L2(G) and set J = J0 + σ0(E,H).
Assume that divJ belongs to C(J, L2(G)). Set ρ(t) := ρ0−

∫ t
t0

divJ(s)ds for all t ∈ J .
Then the following assertions hold.

(i) If divD(0) = ρ0, then divD(t) = ρ(t) for all t ∈ J .

(ii) If divB(0) = 0, then divB(t) = 0 for all t ∈ J .

(iii) If E × ν = 0 on J × ∂G and B(0) · ν = 0 on ∂G, then B · ν = 0 on J × ∂G.

Proof. Using the relations (7.165) and the fact that ∂yθ = χ, we compute in H−1(G)

∂t divD = div ∂tD = div(curlH − J) = −divJ ,

∂t divB = div ∂tB = div(− curlE) = 0

on J . If divD(0) = ρ0, we thus obtain divD(t) = ρ(t) for all t ∈ J . Analogously,
divB(0) = 0 implies divB(t) = 0 for all t ∈ J .
To prove (iii), we first note that the previous computation implies that ∂tB(t)

belongs to H(div, G) for all t ∈ J . Hence, this field has a normal trace in H−1/2(G).
Using that also curlE(t) belongs to H(div, G) for all t ∈ J , we compute

〈∂t(B · ν)(t), ϕ〉H−1/2(∂G)×H1/2(∂G) = 〈∂tB(t) · ν, ϕ〉H−1/2(∂G)×H1/2(∂G)

= 〈− curlE(t) · ν, ϕ〉H−1/2(∂G)×H1/2(∂G)

= −
∫
G

div curlE(t)ϕdx−
∫
G

curlE(t) · ∇ϕdx

= −
∫
G

E(t) · curl∇ϕdx+ 〈E(t)× ν,∇ϕ〉H−1/2(∂G)×H1/2(∂G) = 0

for all t ∈ J and ϕ ∈ C∞c (G). Since C∞c (G) is dense in H1(G) and trH1(G) =
H1/2(∂G), we deduce that ∂t(B · ν) = 0 on J × ∂G. As B(0) · ν = 0 on ∂G, we
conclude that B · ν = 0 on J × ∂G.
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We conclude that if the assumptions of Theorem 7.23 are satisfied and if the initial
data satisfies divD(0) = ρ0, divB(0) = 0, and B(0) · ν = 0 on ∂G, then the phys-
ical Maxwell system (1.2) has a unique maximal solution. The other statements of
Theorem 7.23 are also valid.
Finally, we give some examples of material laws which are covered by Theorem 7.23.

In particular, we can treat the Kerr nonlinearity as claimed in the introduction.

Example 7.26. We introduce the function ϕk2n : Rk → Rk, y 7→ |y|2ny for each n ∈ N.
Then the derivatives

∂yϕ
k
2n(y) = |y|2nIk×k + 2n|y|2n−2yyT (7.166)

are positive semidefinite on Rk for all n ∈ N.

(i) Take a function ϑ ∈ Wm,∞(G)3×3 with ϑ ≥ 0. Then the derivative of the
function

θ : G× R3+3 → R6, (x, y, y′) 7→ (y + ϑ(x)ϕ3
2(y), y′), (7.167)

with respecto to (y, y′) belongs toMLmpd(G,R6). We point out that θ gives rise
to the Kerr nonlinearity, i.e.,

D = θ1(x,E,H) = E + ϑ(x)|E|2E, B = H. (7.168)

(ii) Now take an arbitrary function ϑ ∈Wm,∞(G)3×3. Formula (7.166) implies that
there is a radius r > 0 such that ∂(y,y′)θ belongs toMLmpd(G,Br(0)) where Br(0)
is a ball in R6 and θ is defined by (7.167). Hence, we can also treat the Kerr
nonlinearity (7.168) if there is no lower bound on ϑ.

(iii) The Kerr nonlinearity is so popular in physics as it arises as first nonlinear
approximation for the Taylor series for a general material law in which the even
powers vanish for symmetry reasons. However, also higher order approximations
are considered, cf. [BFLMTW07].

Take N ∈ N and functions ϑi ∈Wm,∞(G)6×6 with ϑi ≥ 0 for all i ∈ {1, . . . , N}.
Set

θ : G× R6 → R6, (x, y) 7→ y +

N∑
i=1

ϑi(x)ϕ6
2i(y).

Then ∂yθ is an element ofMLmpd(G,R6). If we do not assume that the functions
ϑi have a lower bound, we still find a radius r > 0 such that ∂yθ belongs to
MLmpd(G,Br(0)) as in the case of the Kerr nonlinearity. Also variants as for the
Kerr nonlinearity (7.168), where only the dependance on the E or on the H field
is nonlinear, are possible.
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