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Abstract

Nanoparticle in vitro toxicity studies often report contradictory results with one main reason being insufficient material characterization. In particular the characterization in biological media remains challenging. Our aim was to provide robust protocols for two of the most commonly applied techniques for particle sizing, i.e. dynamic light scattering (DLS) and differential centrifugal sedimentation (DCS) that should be readily applicable also for users not specialized in nanoparticle physico-chemical characterization. A large number of participants (about 40) were recruited for a series of inter-laboratory comparison (ILC) studies covering many different instrument types, commercial and custom-built, as another possible source of variation. ILCs were organized in a consecutive manner starting with dispersions in water employing well-characterized spherical silica (19 and 100 nm diameter) and two types of functionalized spherical polystyrene particles (50 nm diameter). At first each laboratory used their in-house established procedures demonstrating high overall variability particularly for the small silica particles (measured diameters between 10 and 50nm), emphasizing the need for standard operating procedures (SOPs). SOPs have been developed by four expert laboratories but were tested for robustness by a large number of users in a second ILC (11 for DLS and 4 for DCS). In a similar approach another SOP for complex biological fluids, i.e. cell culture medium containing serum was developed, again confirmed via an ILC with 8 DLS and participating laboratories.

Our study confirms that reliable data depend on well-established SOPs which have to be optimized for each dispersant. SOPs may be developed by a small number of expert laboratories but for their widespread applicability they need to be verified by a larger number of laboratories.
1. Introduction

Nanotechnologies are developing rapidly in areas such as information technology, biotechnologies, advanced materials with tailored properties, and energy storage. In these applications, nano-objects play a central role. For instance, nanotubes are incorporated into materials to improve their conductivity or mechanical resistance, silica and titania nanoparticles (NPs) are popular additives in food and cosmetics, quantum dots are important in the development of next-generation displays, and perovskite, as well as titania NPs, are increasingly used in energy storage devices. The use of NPs in medical applications is also dramatically increasing, as new “smart” particles are capable of site-specific drug targeting and releasing the drugs in a controlled fashion. Despite their immense potentials, several studies have addressed the potential hazard of NPs for human health and the environment. While the majority of NPs are considered non-toxic, a growing concern of possible adverse health effects has stimulated considerable research worldwide, providing new insights about their interaction with biological species.

Evidently, various parameters affect the impact of NPs on living systems. Not necessarily the particle size, but rather the total surface area, which for a given concentration is larger for smaller particles, can be a determinant of NP impact. Numerous contributions have been published in the last 20 years on this topic, often yielding contradictory results. In several European Union Research and Innovation Framework Programmes (FP7) and Horizon 2020, as well as in NanoSafety Cluster projects, the precise role of NP size remains a strong focus. The potential toxicity of NPs has to be evaluated on a case by case basis, with the size not being the only parameter, the shape of the particles also appearing important. For example, small carbon nanotubes are considered more toxic than spherical particles, particularly in pulmonary studies. Of course, toxicity is not exclusively dictated by the particle size and shape, but it also depends on the particle material and coating, its porosity, crystallinity, heterogeneity, roughness and even strain of bonds between surface groups, as well as on the dissolution rate and dispersion state.

However, the determination of particle size is highly important in toxicity studies. Not only to characterize the starting material, but also to provide information on the colloidal stability of the dispersions as applied to cell-based in-vitro assays, where buffers of high ionic strength are typically used and are supplemented with proteins, as a source of nutrients for the cells. This information is relevant from both scientific and regulatory viewpoints. Moreover, exposure to such complex media drastically changes NP properties such as size and surface charge, due to the adsorption of biomolecules from the media on the NP surface, resulting in a very different outcome and impact on cells. Exposure to biological fluids can also lead to particle instability and agglomeration. It is foreseen that well-dispersed NPs and agglomerates can exhibit a significantly different cellular response. Recent studies demonstrate that particle- and media-dependent agglomeration in cell culture media can impact the time required for NPs to be internalized by cells in culture, with subsequent effects on hazard rankings. Thus, accurate and reproducible size measurements also constitute a critical step to better understand and estimate particle transport in vitro, and the particle dose delivered to cells over time.

Various techniques, based on different underlying physical measurement principles are available for particle size analysis. The most commonly used are electron and scanning probe microscopy (for dry samples), X-ray scattering, resistive pulse sensing, light scattering and centrifugation aided...
Dynamic light scattering (DLS) was developed in the 1960’s and many bench top instruments are now commercially available and widely used. Differential centrifugal sedimentation (DCS), also referred to as line-start incremental centrifugal liquid sedimentation, is another useful technique that provides high-resolution information on monodisperse and polydisperse samples, when also dispersed in complex media. Each of these methods presents some advantages and limitations against each other, and not all of the methods are suited to characterize NP dispersions in biological fluids. DLS is well established and easy to use for homogeneously dispersed samples. The presence of few large particles such as aggregates or agglomerates can, however, dominate the intensity of the scattered light signal, obscuring the presence of the smaller constituent particles. Even very few agglomerates can be detected because the intensity of scattered light increases with the diameter to the power of six. As a result, experienced users are required to interpret the results and extrapolate meaningful information on the NP size. Despite this limitation, DLS proved to be a reliable technique, providing valuable information on the size distribution of NP dispersions, even in biological fluids when no agglomeration occurs. DCS, on the contrary, is a less common technique; however, emerging studies reveal that it is capable of resolving the presence of multiple populations of particles (according to their sedimentation rate), for instance in strongly agglomerated samples when the NPs are exposed to biological or environmental media. Even in the presence of agglomerates, the non-agglomerated NPs can still be detected. The DCS method is however not suited to measure the size of agglomerates accurately, unless the effective density of the agglomerates can be reliably determined. Due to their different physical measurement principles, both DLS and DCS techniques are therefore highly complementary. It should be mentioned that the accuracy and comparability of DLS and DCS results directly depend on the accuracy of the values of the different input quantities occurring in the corresponding measurement models (as it will be discussed in Sections 2.2 and 2.3, the parameters that must be known in DLS are the scattering angle, temperature and viscosity and in DCS, the density and size of calibration particles, the density of the test particles, and the density of the liquid).

DLS and DCS are considered as suitable methods and commonly used for routine particle size analysis. Both techniques were used within the QualityNano project, a European Union 7th Framework Programme research infrastructure (Grant INFRA-2010-262163) for developing best practices and innovation in nanomaterial health and safety testing. One central activity of QualityNano has been the establishment of quality assurance and quality control conditions for nanomaterial safety and assessment. One of the first steps undertaken was to investigate inter-laboratory, inter-batch, and multi-user variations when measuring the size of NPs in simple buffers or in complex biological media such as those typically used for cell culture. This paper describes a series of inter-laboratory comparison (ILC) studies of NP size measurements performed by means of DLS and DCS.

Since 2010, different ILC studies have been organized in the field of NP characterization. Some of the first of their kind were the ILC studies organized by Lamberty et al. and Roebben et al. During the ILC study by Lamberty et al., a reference material which consisted of a near-monodisperse population of near-spherical silica NPs of nominally 35 nm in diameter, and dispersed in an aqueous solution, was analyzed by 38 laboratories using different particle size and zeta potential measurement methods. In contrast to most classical ILC studies, laboratories had to analyze the reference material provided according to their in-house established measurement procedures, i.e. without common measurement instructions. The results obtained were used by the ILC organizer to...
evaluate the performance of the laboratories with respect to their measurement and reporting expertise. The laboratories that scored satisfactorily were qualified to participate in later ILC studies aiming at the characterization of candidate certified reference materials\textsuperscript{14}. The ILC study set up by Roebben et al. aimed at studying the potential biological impact of nanomaterials by measuring the NP size and zeta potential of selected test materials such as gold, silica, ceria and polystyrene NPs. The results revealed that if laboratories used a sufficiently detailed protocol, reproducible results could be obtained for near-monodisperse systems. Measurements on polydisperse systems containing agglomerates appeared to be problematic, even when following a specific and agreed procedure. Another study, which is more similar to the approach discussed in this contribution, and also within the framework of the QualityNano research infrastructure, was organized by Hole et al. in 2013 \textsuperscript{15}. In that study, the reproducibility of a particle tracking analysis (PTA) method was studied. The ILC study consisted of different rounds; no guidelines were provided to the participants during the first round, while detailed protocols had to be followed in the subsequent rounds. The results showed that by following a common measurement protocol the inter-laboratory variability improved from about 40\% during round 1 to about 5\% during round 4.

The present work extends this approach to other NPs, other dispersants (including cell culture medium containing serum) and larger variety of instruments provided by several participating laboratories. In contrast, during the ILC study organized by Hole et al., all the participants used instruments from the same manufacturer.

As a first step and related to the findings in the study by Hole et al., we show that even for apparently straightforward measurements of NPs dispersed in a simple matrix such as water, significant variability can be obtained in independent laboratories when common protocols or instructions for the dispersion preparation and measurement are missing. To correct such variability, we then used a series of ILC studies to develop and optimize robust standard operating procedures (SOPs) for NP measurements in water and in a representative cell culture media containing serum, used for \textit{in vitro} NP cell testing, based on the examples provided in previous work\textsuperscript{15}. The SOPs were developed and optimized through preliminary tests between three laboratories with the aim of identifying and highlighting crucial steps that could lead to potential discrepancies between the laboratory results. Also, all method parameter values that are crucial for obtaining accurate and comparable results were fixed in the SOPs. The ILC results obtained using the developed SOPs showed a remarkable agreement for both techniques, as well as for DLS measurements in cell culture media, thus that ILCs are a powerful tool to test inter-laboratory variability and that SOPs can be developed and optimized to achieve high quality in nanosafety testing.
2. Materials and methods

2.1 Nanoparticles

NPs, which are known to be easily dispersed in water and cell culture medium containing serum, were specifically selected to test variability in NP sizing across independent laboratories. Dispersions of monodisperse silica NPs were obtained from the European Commission’s Joint Research Centre (JRC, Geel, Belgium). These NPs (ERM-FD100) have a certified diameter of $(19.0 \pm 0.6)$ nm and $(20.1 \pm 1.3)$ nm (measured with the DLS cumulants and DCS methods, respectively) and are dispersed in an aqueous solution containing a small amount of NaOH as a stabilizing agent ($\text{pH } = 9$). The nominal particle mass fraction in the suspension of ERM-FD100 is 10 mg/mL. It must be noted that in the frame of the conducted ILC studies the original material was diluted in purified water to a nominal concentration of 1 mg/mL. The diluted material was then split into different sub-samples which were then transferred to other sample containers. Under such conditions, the certified values are no longer guaranteed. Hence, in this paper, the material is further referred to as 19 nm silica instead of ERM-FD100. Additional NPs were acquired from Polysciences, Inc. This material consists of silica NPs of nominally 100 nm in diameter suspended in an aqueous solution (catalog number 24041). According to the manufacturer, these NPs have a nominal diameter of 100 nm.

Monodisperse aqueous dispersions of polystyrene (PS) NPs with amine (PS-NH$_2$) and carboxyl (PS-COOH) surface functionalization and nominal 50 nm in diameter were bought from Bangs Laboratories (catalog number PA02N) and Polysciences, Inc. (catalog number 15913-10), respectively. PS-NH$_2$ was included as a potential positive control for NP-induced cytotoxicity (due to its positive surface charge, it is expected to exhibit biological impacts). The suspending medium contains a small amount of residual surfactant from the synthesis, which acts as a stabilizing agent.

For all the NPs tested, samples were derived from a single one before the start of each ILC round. This was to ensure that all participating laboratories received aliquots of the same materials, prepared in the same way from the same stocks and all pre-diluted in purified water (resistivity of 18.2 M$\Omega$.cm at 25 °C) to a final concentration of 1 mg/mL. The DLS ILC rounds 1 and 2, and the DCS ILC rounds, were carried out using the same particle samples dispersed in purified water.

For DLS Round 3, NPs were dispersed in cell culture medium containing serum, as used when testing NP behavior and its impact on standard cell lines in vitro. More specifically in this case, modified eagle medium (MEM) enriched with glutamax (Invitrogen, Cat. # 41090093) was used and supplemented with 10% Fetal Bovine Serum (FBS, Gibco catalog number 10270), non-heat inactivated and 100 U/mL Penicillin / 100 $\mu$g/mL streptomycin (Invitrogen Cat. #15070063). The full details on media preparation can be found in the SOP which is included in the Supplementary Information. For this round in cell culture medium containing serum, all NPs were measured to a final concentration of 100 $\mu$g/mL, as described in the SOP (see Supplementary Information).

2.2 DLS background

DLS instruments measure the intensity autocorrelation function $g_2(\tau)$ of the scattered light intensity, $I$, at time $t$: $g_2(\tau) = \langle I(t)I(t+\tau) \rangle$. When the particles are spherical and monodisperse:

$$g_2(t) = 1 + \exp\left(-\frac{t}{\tau}\right)$$  \hspace{1cm} (1)
with

$$\tau = 1/(2Dq^2)$$  \hspace{1cm} (2)

\(D\) being the translational diffusion coefficient and \(q\) the wave vector: \(q = 4\pi n \sin(\theta/2)/\lambda\), where \(n\) is the solution refractive index, \(\theta\) the scattering angle and \(\lambda\) the wavelength (in vacuum) of the incident laser light. If the dispersions are dilute so that interactions between particles can be neglected, \(D\) is given by the Stokes-Einstein formula:

$$D = \frac{k_B T}{6\pi \eta R_h}$$  \hspace{1cm} (3)

\(k_B\) is the Boltzmann constant, \(T\) the absolute temperature, \(\eta\) the dynamic viscosity of the dispersing medium and \(R_h\) the hydrodynamic radius. In general, a little error is made in calculating the particle radius with the Stokes formula when the particles are not strongly charged and when their volume fraction is less than or close to about 1\%\(^{18}\).

In practice, particle populations are never perfectly monodisperse. As a result, the correlation function is a superposition of functions corresponding to the different particle sizes. When the polydispersity is not too high, the correlation function can be written as a cumulant expansion:

$$\ln[g_2(\tau) - 1] \approx -\frac{\tau \mu_2}{2}$$  \hspace{1cm} (4)

where \(\mu_2/2\) is the polydispersity index (PDI). For a Gaussian distribution around a mean radius \(\bar{R}\):

$$f(R) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{(R-\bar{R})^2}{2\sigma^2}}$$  \hspace{1cm} (5)

the PDI is equal to \(\sigma\).

2.3. DCS background

The DCS technique measures the sedimentation time of particles. Sample dispersions are injected into the center of a spinning disc. Under typical operation, the disc is loaded with a sucrose density gradient solution of known viscosity and density. Under these conditions, the dispersed particles will separate according to differences in size and density (also according to their shape when the particles are not spherical). The time \(t\) elapsed from the injection of the sample until the particles are detected by the turbidity detector is measured. The equivalent hydrodynamic radii of the particles are calculated using Stokes’ law:

$$R_h = \sqrt{\frac{9 \eta \ln\left(\frac{r_f}{r_0}\right)}{2 t (\rho_p - \rho_f) \omega^2}}$$  \hspace{1cm} (6)

where \(\eta\) is the dynamic viscosity of the dispersing medium, \(r_f\) is the radial position of the detector, \(r_0\) is the radial position of the front of the density gradient, \(\rho_p\) is the effective particle density, \(\rho_f\) is the fluid density and \(\omega\) is the angular frequency. It should also be noted here that the effective average density of formed agglomerates can be significantly lower than that of the non-agglomerated constituent particles. The methods to characterize the density of agglomerates dispersed in physiological media and used for in vitro toxicity studies have been proposed recently\(^ {19}\).
Throughout a measurement series, the physical properties of the density gradient change due to the constantly increasing volume of fluid in the disc. To ensure the reliability of the DCS results, the properties of the gradient, as well as the ratio $r_I$ to $r_0$, must be accurately re-assessed prior to each new measurement. This is a challenging task, also because the currently available DCS instruments cannot control the temperature inside the disc. It is well-known that due to frictional heating, this temperature can be about 7 °C above ambient temperature. To overcome these measurement challenges, an alternative approach based on calibrating the measurement sedimentation time scale with spherical particles of known size and effective density is commonly applied\(^2\).

### 2.4 Participants equipment

Eighteen laboratories participated in the first DLS ILC. Five different commercial instruments were used by laboratories 1-13, laboratory 14, laboratory 15 and laboratory 16, respectively. Laboratories 17 and 18 used customized DLS setups. More details can be found in the SI (Table S4). Three commercial instruments performed size measurements in back-scattering conditions (fixed scattering angle 173°). The other commercial instrument (16) and the customized instruments (17 and 18) instead allowed varying the scattering angle. Participants 16 and 17 used a scattering angle of 90°, while participant 18 worked at various angles (30°, 40°, 70°, 90° and 120°) in testing the validity of equation 2. The subsequent ILC rounds, DLS measurements were performed using only commercial instruments and working in back-scattering conditions.

For DCS, a total of three ILC rounds were held, in which three, four and six laboratories participated, respectively. All the laboratories used DC24000 or DC20000 instruments from CPS Instruments, Inc.

### 2.5 Measurements and statistical analysis

For DLS measurements, the average hydrodynamic diameter and PDI were obtained from the correlation functions using a cumulant analysis (scattered light intensity-weighted harmonic mean hydrodynamic diameter, also referred to as z-average diameter). The instrument software programs also calculate size distributions using mathematical inversion procedures such as CONTIN and NNLS. The results obtained from these algorithms are generally characterized by larger measurement uncertainties because the reliability of the inversion procedures is significantly affected by the signal-to-noise ratio\(^2\). For DCS measurements, the hydrodynamic diameter was obtained from the mass-weighted modal diameter.

The variability arising from the preparation of the NP test samples was estimated by preparing from each sample, three separate and independent aliquots from each sample. Three replicate measurements (by DLS and/or DCS) were then performed on each aliquot, corresponding to a total of nine reported measurement results per sample.

The DLS and DCS results were analyzed based on their arithmetic mean and standard deviation (SD) using a weighted scheme. The weighted mean is defined as:

$$x = \frac{\sum_{i=1}^{n} w_i x_i}{\sum_{i=1}^{n} w_i}$$  \hspace{1cm} (7)

Here, the weight $w_i$ was taken as $1/(SD_i)^2$ for each laboratory measurement. Thus, laboratories with high dispersion values have a lower weight and contribute less to the weighted mean. This scheme
provides more robust values than regular mean and standard deviation calculations by placing less importance on highly scattered data.

According to the documentary standard ISO/IEC 17043:2010, a laboratory’s result (mean value ± SD) is acceptable if it falls within the assigned range (ILC consensus value ± 2 × SD). In our ILC studies, the consensus value for a given ILC dataset corresponds to the global average calculated from the results of the participating laboratories. In each figure, the global average is accompanied with a pair of dashed lines which define the interval in which the results are expected to fall assuming a confidence level of 95 %. The coefficient of variation (CV) is defined as the ratio between the standard deviation and the global average.

3. Results and discussion

3.1 DLS results

3.1.1 DLS of NP dispersions in water.

Interlaboratory comparisons (ILCs) are a powerful instrument to identify any limitations and issues in reproducibility of measurements in independent laboratories. Within the QualityNano Research Infrastructure, we have used ILCs to investigate reproducibility in NP size measurements. As a first step, we selected a panel of well-characterized NPs of different sizes and compositions. To this aim, commercially available 19 nm and 100 nm silica, and 50 nm carboxylated and amino-modified polystyrene NPs were selected. The same stocks were used to prepare simple dispersions in water that were shipped to all participating laboratories. DLS is a rather common technique available in most NP testing laboratories. In fact, 18 different laboratories participated in this test; hence representing a rather high number and it also allowed comparison of results obtained on the samples with different instruments (as detailed in the Materials and methods section and the Supplementary Information). Participating laboratories were asked to perform measurements on the 19 nm silica, 50 nm PS-NH₂ and PS-COOH NP samples by using their in-house developed measurement procedure, i.e. without using a common SOP. The results obtained were rather surprising and highlighted that even for simple measurements in water, and especially for the smaller NPs that are more prone to aggregation, the results were highly variable. The results for the 19 nm silica, 50 nm PS-NH₂ and 50 nm PS-COOH NP samples are shown in Figure 1, 2a and 2b respectively. The NP size measurements were conducted using the cumulants method.

After the analysis, the data spread for the 19 nm silica NP sample was considerable, with reported size values ranging from 7 nm to 45 nm (data not shown). During the data scrutinization, it became clear that some laboratories had reported radii instead of diameter values for the particle size. While this data inconsistency could be easily resolved, it already shows that a common understanding of certain measurement terms, such as 'particle size', which can have a variety of meanings, is vital when comparing measurement results. Converting the identified radii result into their equivalent diameter results provided a more reliable assessment of the ILC results. However, after this normalization step, the data scatter was still found to be large, with several statistically outlying results (Figure 1). These outliers originate from results obtained from DLS instruments equipped with different optical systems, as well from results obtained on undiluted (1 mg/mL) and diluted aliquots.
If one compares the laboratories’ results (Figure 1) with the nominal or certified value (19.0 nm ± 0.6 nm) of the original material (ERM-FD100), additional outliers can be identified. This observation was somehow unexpected because, on the one hand, all these NPs have a near-monodisperse particle size distribution and sample preparation is rather straightforward, especially for laboratories using DLS on almost a routine basis. On the other hand, the 19 nm silica NPs originate from a certified reference material with a demonstrated stability and between-unit homogeneity. These features, which are usually not assessed for regular test materials, make the 19 nm silica material highly suitable for use in ILC studies. Since such degree of discrepancy has not been observed for the 50 nm PS-NH₂ and 50 nm PS-COOH samples (see further), it can be assumed that the biased results of the 19 nm silica particles are most likely a material issue rather than a measurement issue. Certainly, the producer of ERM-FD100, which is the base material of the 19 nm silica NPs, recommends analyzing the material as-received and immediately upon opening of the glass ampoule. The colloidal silica suspension of ERM-FD100 is originally contained in gas tight glass ampoules with their headspaces consisting of argon gas. ERM-FD100 has a very low buffer capacity and flushing the ampoules with an inert gas before closing prevents carbon dioxide from the air from dissolving, hence affecting the dispersion pH, and ultimately maintaining the colloidal stability of the suspension. During our study, the colloidal integrity of the original suspension may have unintentionally been compromised by splitting the material into different aliquots and by diluting the prepared samples to a concentration of 1 mg/mL. Moreover, since the different laboratories diluted the samples in different ways, or did not dilute them at all, some of the differences could arise from further pH changes or by contamination (for instance dilution with unfiltered water).

Figure 1. Results from the first ILC round by DLS. Scattered light intensity-weighted harmonic mean hydrodynamic diameter results (after correcting for particle radii) of 19 nm silica NPs dispersed in water. Dashed lines correspond to ± 2 × ILC SD; error bars correspond to ± 1 × lab SD.

Compared to the ILC results of the 19 nm silica NPs, significantly better between-laboratory reproducibility was obtained for both the 50 nm PS-NH₂ and 50 nm PS-COOH NPs (figures 2a and 2b).
Figure 2a. Results from the first ILC round by DLS. Scattered light intensity-weighted harmonic mean hydrodynamic diameter results of 50 nm PS-NH₂ particles dispersed in water. Dashed lines correspond to \( \pm 2 \times \text{ILC SD} \); error bars correspond to \( \pm 1 \times \text{lab SD} \).

Figure 2b. Results from the first ILC round by DLS. Scattered light intensity-weighted harmonic mean hydrodynamic diameter result of the 50 nm PS-COOH particles dispersed in water. Dashed lines correspond to \( \pm 2 \times \text{ILC SD} \); error bars correspond to \( \pm 1 \times \text{lab SD} \).
We note that a few data points are missing because some laboratories performed only part of the measurements (Lab 13 in Figure 1, Lab 12 in Figures 2a and 2b). Additionally, the data points from the labs 7, 8 and 11 do not have error bars, because the software used by these laboratories did not compute PDI values. These laboratories quoted that for their measurements, a measurement uncertainty of less than 10% can be assumed. These uncertainties are consistent with those reported by the other laboratories. It is interesting to note the existence of these differences across available commercial instruments.

Given the observed variability, especially for the smaller NPs, it was then decided to perform a second round of ILC experiments, but this time laboratories had to conduct measurements according to a well-established SOP. The participants of the first ILC were asked to submit additional details on their measurement procedures, in order to capture differences in the procedures applied and potential sources of variability. The response rate was high (15 out of the 18 participants responded). The information obtained allowed critical points in the sample preparation and measurement procedure to be defined, which could significantly affect the reproducibility of the results. This information was then used to develop an SOP. The suitability of the developed SOP was first tested during a small round robin study in which three selected laboratories participated.

The final SOP (see supplementary information, SI) prescribed requirements regarding sample storage temperature (e.g. to avoid agglomeration), dust elimination through filtration, and sample homogenization by vortexing. These measures had to be taken before diluting the samples and starting the measurements. Indeed, the colloidal state of simple suspensions, such as those studied in the presented contribution, can alter due to changing environmental conditions. For example, temperature fluctuations or thermal gradients can cause constituent NPs to form agglomerates. These agglomerated constituent particles, normally held together by weak van der Waals forces, can relatively be easily broken by the application of moderate forces, e.g., using vortexing. It is well-known that colloidal systems can also contain aggregates. Aggregates are distinguished from agglomerates in that aggregates are held together by fusion bonds and cannot be easily fragmented. For this reason, it is known that aggregates are mainly formed during NP synthesis. For the rather simple NP systems studied during the ILCs, it can be safely assumed that aggregates have not been formed during the ILCs. Overall, it is important to stress that the vortexing conditions, prescribed by the SOPs, were particularly established for the NPs used in the study which –as previously mentioned, were selected exactly because of their simple dispersion procedure and known stability. Different NPs may require more complex dispersion procedures. Thus, the SOP provided should be amended accordingly if other NPs or media should be tested.

The NP concentration of the different test samples was chosen (1 mg/mL for 19 nm silica and 0.1 mg/mL for 50 nm PS NPs) in order to obtain a good signal-to-noise ratio in the raw data of all the DLS instruments. It must be noted that for DLS instruments with a different optical system, the aforementioned concentrations may not necessarily be optimal. Also, the signal-to-noise ratio depends on the combination of NP size, concentration and material refractive index. In particular for unknown materials, ISO 22412:2017 recommends to perform a series of measurements at concentrations over several orders of magnitude.
The developed SOP was finally distributed to the participants. The second ILC round involved only 11 laboratories (for non-technical reasons). In addition to the aforementioned 19 nm silica, 50 nm PS-NH$_2$ and PS-COOH NPs, laboratories were also asked to measure an aqueous dispersion of silica NPs with a nominal diameter of 100 nm (see Materials and methods section and SI for further details).

Figure 3a. Results from the second DLS round. Scattered light intensity-weighted harmonic mean hydrodynamic diameter results of 19 nm silica particles dispersed in water. Dashed lines correspond to ± 2 × ILC SD; error bars correspond to ± 1 × lab SD.

Figure 3b. Results from the second DLS round. Scattered light intensity-weighted harmonic mean hydrodynamic diameter results of 100 nm silica NPs dispersed in water. Dashed lines correspond to ± 2 × ILC SD; error bars correspond to ± 1 × lab SD.
Figure 3c. Results from the second DLS round. Scattered light intensity-weighted harmonic mean hydrodynamic diameter results of 50 nm PS-NH₂ NPs dispersed in water. Dashed lines correspond to $\pm 2 \times \text{ILC SD}$; error bars correspond to $\pm 1 \times \text{lab SD}$.

Figure 3d. Results from the second ILC round by DLS. Scattered light intensity-weighted harmonic mean hydrodynamic diameter results of 50 nm PS-COOH NPs dispersed in water. Dashed lines correspond to $\pm 2 \times \text{ILC SD}$; error bars correspond to $\pm 1 \times \text{lab SD}$.

The results of the second ILC round for the four samples are shown in Figure 3a-d (we note that because all the participating laboratories were not the same than in the first ILC, the identification numbers used in the figures are different). The new set of results clearly demonstrates the
importance and benefit of providing an optimized SOP to laboratories that participate in an ILC study, i.e. the results of almost all laboratories now either overlap, or fall within, the $\pm 2 \times SD$ band.

For the nominal 19 nm silica NP, the results of the second ILC study (Fig. 3a) have significantly improved. Except for two results, all the other mesh around the central lines, indicating the global average of the ILC study and the nominal value of the material. Also the within-laboratory variability (i.e. error bars) has become significantly smaller for most laboratories. It is obvious that for the given material, the availability of a fit-for-purpose SOP improved both the reproducibility and repeatability of the DLS cumulants method. Despite the SOP, two results (Lab 2 and Lab 11) are outside the $\pm 2 \times SD$ band. Both outliers also have much larger error bars, indicating that measurement and/or sample preparation problems are most likely the cause of the variability rather than a pure statistical reason. Indeed, the optical system of the DLS instrument used by Lab 2 appeared to lack sensitivity for accurate measurement of the 19 nm silica NPs at the given particle concentration, i.e. the low signal-to-noise ratio of the measurement signal erroneously affected the performance of the data analysis algorithms. Lab 11 and 8, however, used similar instruments than those used by other participants reporting comparable results. Therefore, an instrument related reason must be excluded. Since the measurement biases observed for these two laboratories were not systematic, sample preparation issues may be assumed as plausible reasons for the deviating results.

While laboratories struggled to analyze the 19 nm silica material during the first ILC round, a reasonably good reproducibility for the two 50 nm polystyrene test materials was already obtained at the time. As can be seen in Fig. 3c and 3d, the application of an SOP did hence not significantly improve the between-laboratory variability for the given materials. Regarding PS-COOH NPs, the global average increased from about 42 nm (ILC 1) to about 46 nm (ILC 2) due to one detected outlier (Lab 11). Because of the absence of technical reasons, this outlier could not be excluded from the dataset. Overall, all the results revolved around 45 nm, agreed within their stated measurement uncertainties (error bars), except for 3 outliers (lab 17, 18 of 1st ILC and – as already mentioned - lab 11 of 2nd ILC). Lab 2 used a different commercial instrument than all the others. Essentially, the instrument performed poorly for the given particle concentration: the signals were of less quality and the algorithms used introduced errors. Lab 8 and 11 used the same instrument than most other participants, and we could not elucidate why their results were different. In the case of Lab 11, the data point for PS-COOH NPs was too high, possibly due to accidental agglomeration or dust contamination. Overall, the measurement uncertainties of the results of the second ILC are remarkably more consistent and have become significantly smaller, meaning that the within-laboratory repeatability has been improved.

It is important to stress that the 50 nm PS and 100 nm silica NP samples had to be measured in water after dilution to a concentration of 0.1 mg/mL. Laboratories were instructed to analyze the 19 nm silica NP samples at the concentration of 1 mg/mL, as provided by the ILC organizer (see SOP in SI). During the small round robin study, which preceded the second ILC study, it was found that the intensity of the light scattered by the 19 nm silica sample, when diluted to 0.1 mg/mL, was below the limit of detection of some DLS instruments.

Based on the results of the two ILC rounds and the intermediate small round robin study, as well as the measurement details provided by the laboratories that participated in the first ILC round, it can be concluded that different interpretations of seemingly logical terms such as 'particle size' and
Sample handling issues were major sources of uncertainty that significantly contributed to the between- and within-laboratory variability. As mentioned earlier, during the first ILC round, few laboratories considered radius as measurand while most others reported particle diameters instead. Also, except for the 19 nm silica NPs, which had to be stored at (18 ± 5) °C, no instructions were provided regarding the storage of the materials prior to the analysis. As a result, some laboratories stored the samples in a refrigerator (at 4 °C) while others kept the samples at room temperature. As explained before, temperature fluctuations may induce particle agglomeration. In combination with a rather mild homogenization process, de-agglomeration may have been incomplete for those samples, and as a result, the larger particles/clusters present in the sample aliquots may have affected the performance of the data algorithms. Furthermore, during the first ILC study, some laboratories diluted the dispersions by factors ranging from 10 to 1000, while others performed measurements on the as-received suspensions. The given types of particles scatter light only weakly, and if a too high dilution factor is applied then the signal-to-noise ratio can become problematic. Also, not all laboratories used water of the same quality (i.e. potential presence of particulate matter).

3.1.2. DLS of NP dispersions in cell culture medium containing serum

Given the success obtained by measuring the size of NPs dispersed in water with the use of an SOP, a new SOP was developed to characterize the dispersions as applied to biological systems, such as cells. These dispersions are typically prepared in cell culture media containing serum. Standard cell culture media are often solutions of high ionic strength, buffered at physiological pH and supplemented with, usually, 10% fetal bovine serum (or similar amounts) as a source of nutrients for cells. This corresponds to roughly (4-6) mg/mL proteins (depending on the batch). It is known that the addition of such biological fluids can lead to the adsorption of proteins on the NP surface and the formation of a biomolecule corona which drives much of the interactions with cells. Exposure to complex biological fluids also frequently leads to particle agglomeration. Both single particles and agglomerates can have a significantly different impact on the cellular response. It is, therefore, crucial to ensure that NP stability is also maintained when dispersed in such complex biological fluids before testing NP effects on cells.

During the first stage, the effectiveness of the developed SOP for size measurements in serum was again tested and optimized by three laboratories. After that, a new ILC exercise was organized, with participants adhering to the SOP provided (see SI). The test NPs, which had to be dispersed in the cell culture medium containing serum, were the nominal 50 nm polystyrene NPs (both with NH2 and COOH groups on their surface) and the nominal 100 nm silica NPs. The nominal 19 nm silica NPs was excluded from this ILC round because the serum proteins could interfere with the measurements due to their comparable sizes. In order to avoid variability due to the use of different serum batches, all the participating laboratories received an aliquot from a common stock of already-made cell culture medium containing serum. The SOP also included detailed instructions for storage of the samples received and – importantly – the dispersion preparation procedure. In particular, when dispersing NPs in such complex biological fluids, the crucial factor to be taken into account is not only the dispersion procedure but also the timing between dispersion and measurement. We also noted that, regarding the dispersion in water, the chosen NPs allowed very straightforward procedures for dispersion in cell culture medium containing serum: for these samples, in fact, simple vortexing
enabled formation of stable dispersions. However, this may have been different if other types of NPs had been tested. In such case, the SOP should be modified to include relevant details.

All the eight participating laboratories used commercial DLS instruments with seven of them being of the same make. The instrument used by laboratory 2 was from a different manufacturer. The results obtained during this ILC are shown in Figure 4.

Figure 4. Results from the third ILC round by DLS. Scattered light intensity-weighted harmonic mean hydrodynamic diameter results of the NPs measured in cell culture medium containing serum. Green triangles: silica 100 nm; red circles: PS-NH2 NPs; blue triangles: PS-COOH NPs, black squares: cell culture medium containing serum alone (here labeled as “serum”). Lines represent the global averages (n=63) of each sample in their respective color scheme.

A good agreement was found between the DLS results from the different laboratories, even for NPs dispersed in a complex biological medium. Regarding PS-NH2, Lab 7 and Lab 8 reported values which were significantly higher than those reported by the other laboratories. Despite the recommended precautions that had to be taken during the preparation of the test aliquots, it is not unlikely that the deviating results could be caused by the presence of agglomerates often formed due to the high ionic strength of the medium and the alteration of pH, which can have a large effect on the particles’ zeta potential23. A meaningful signal could also be detected from the blank cell culture medium, due to the presence of proteins in the solution (average hydrodynamic diameter around 15 nm). Overall, the addition of serum and the ultimate adsorption of the protein molecules on the NP surface led to an increase in the average diameter due to corona formation. However, stable dispersions obtained across the different laboratories resulted in reproducible results. This is a good example of how DLS can provide valuable information, even on NP dispersions in cell culture medium as they are applied to cells.
3.2. DCS results

Differential centrifugal sedimentation (DCS) is a powerful technique for NP sizing. Commercial instruments for this method are available and are increasingly used in NP testing laboratories. For monodisperse NPs, DLS and DCS tend to give similar results. However, in the case of particle agglomeration or samples which are characterized by a high degree of polydispersity, DLS often detects only the agglomerates or the largest NPs, while DCS allows different sub-populations of agglomerates and the eventual presence of individual NPs to be resolved.\textsuperscript{24,10a, 10e, 25}

Like the first DLS ILC round, in the first DCS ILC round no SOPs were provided to the participants regarding sample handling, the number of measurements or data reporting. Each laboratory used their in-house developed measurement and data reporting procedures, and was aware of only the type of test materials received: silica (SiO\textsubscript{2}), carboxylated polystyrene (PS-COOH) and amine-modified polystyrene (PS-NH\textsubscript{2}) NPs. Only three laboratories participated, with one of them unable to analyze the materials provided, even when operating the DCS instrument at its maximum rotational speed of 24000 rpm. The mass-based modal particle size results obtained by the two other laboratories during this first ILC are shown in Table 1. As can be seen, these results do not agree. It must be noted that the PS-NH\textsubscript{2} NPs appeared to be unstable during the measurements, likely due to the amine groups interacting with the sucrose molecules of the density gradient. Hence, it was decided not to pursue further the DCS measurements for the PS-NH\textsubscript{2} NPs.

<table>
<thead>
<tr>
<th>NP hydrodynamic diameter (nm)</th>
<th>Lab 1</th>
<th>Lab 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silica (nominal 19 nm)</td>
<td>26 ± 1</td>
<td>82 ± 6</td>
</tr>
<tr>
<td>PS-COOH (nominal 50 nm)</td>
<td>48 ± 3</td>
<td>77</td>
</tr>
<tr>
<td>PS-NH\textsubscript{2} (nominal 50 nm)</td>
<td>61 ± 6</td>
<td>19 ± 8</td>
</tr>
</tbody>
</table>

Table 1. Mass-based hydrodynamic modal diameters measured using DCS for three test NPs during the first ILC round.

Given the significant discrepancies, an SOP was again established. The dispersions received were not diluted and used at the concentration provided, 1 mg/mL. In developing and optimizing a suitable SOP for DCS testing, less challenging NPs were preferred, i.e. near-spherical particles with a not too small size and the effective density not too low. For this purpose, silica NPs of 100 nm in diameter were selected. For the given test material, a dedicated SOP was established. This SOP fixed, among others, parameters such as the rotational speed and type of sucrose density gradient. The SOP also included the critical material properties such as effective density and the complex refractive index of the silica particles, as well as a detailed description of the measurand (i.e. modal value of a logarithmically-spaced mass-based particle size distribution) and a measurement scheme (i.e. 3 consecutive measurement days with 3 replicates per day).
The second ILC round involved four laboratories with the objective of measuring the nominal 100 nm silica NPs according to the SOP. The results obtained are shown in Figure 5. Each data point corresponds to the mean of 9 replicate results of the requested measurand.

![Figure 5](image_url)

Figure 5. Results from the second ILC round by DCS. Mass-based hydrodynamic modal diameter results of 100 nm silica particles dispersed in water. Dashed lines correspond to ± 2 × ILC SD; error bars correspond to ± 1 × lab SD.

A global average of 107 nm with a standard deviation of 2 nm was obtained. This result is close to the nominal diameter of 100 nm. The results of the second ILC study are summarized in Table 2. The highly reproducible results obtained on the 100 nm silica NPs during the second ILC round demonstrated the effectiveness of the SOP. To check whether this SOP could also provide reproducible results for smaller NPs with a lower effective density (i.e. 50 nm PS-COOH), a third ILC round was organized, this time with six participating laboratories. The nominal 100 nm silica particles and the nominal 50 nm PS-COOH NPs, which were unsuccessfully analyzed during the first ILC round, had to be measured. Because of the different physical properties, a slightly adapted SOP was used for analyzing the PS-COOH NPs.

The results of the third round ILC are shown in Figures 6a and 6b. The size calculated for the silica NPs was (112 ± 2) nm, and for the PS-COOH 50 nm NPs (52 ± 5) nm. In the case of silica NPs, the differences between the global average and the nominal diameter could be attributed mainly to Lab 1, with the average value being an outlier and thus moving the global average to higher values. The use of the SOP for the 50 nm PS-COOH NPs resulted in a global average which almost coincided with material's nominal diameter, likely due to the consistency of its density value, particle sphericity and stability of the sample. The deviating result reported by laboratory 3 for 50 nm PS-COOH NPs is unclear. Since the laboratory obtained comparable results for 100 nm silica NPs, it can be assumed that the poor repeatability is due to a sample preparation or storage issue rather than a pure
measurement capability issue. As reflected by the small intra-laboratory standard deviations, all laboratories showed an impressive measurement precision for both samples.

Figure 6a. Results from the third ILC round by DCS. Mass-based hydrodynamic modal diameter results of 100 nm silica NPs dispersed in water. Dashed lines correspond to ± 2 × ILC SD; error bars correspond to ± 1 × lab SD.

Figure 6b. Results from the third ILC round by DCS. Mass-based hydrodynamic modal diameter results for 50 nm PS-COOH NPs dispersed in water. Dashed lines correspond to ± 2 × ILC SD; error bars correspond to ± 1 × lab SD.
3.3. Comparison of DLS and DCS results

The results obtained for DLS and DCS with an established SOP are compiled in Table 2. In particular, the same 100 nm silica and 50 nm PS-COOH NPs were used for the second DLS and DCS rounds. This allows us to additionally compare the results obtained on the same samples with the two different methods following the established SOPs.

<table>
<thead>
<tr>
<th>Technique</th>
<th>ILC round</th>
<th>Test material</th>
<th>Dispersant</th>
<th>Nominal diameter (nm)</th>
<th>Measured hydrodynamic diameter (nm)</th>
<th>CV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLS 1</td>
<td>SiO₂</td>
<td>water</td>
<td>19</td>
<td>28 ± 5</td>
<td>17.9</td>
<td></td>
</tr>
<tr>
<td>DCS 1</td>
<td>SiO₂</td>
<td>water</td>
<td>19</td>
<td>28 ± 39</td>
<td>139.3</td>
<td></td>
</tr>
<tr>
<td>DLS 1</td>
<td>PS-COOH</td>
<td>water</td>
<td>50</td>
<td>55 ± 3</td>
<td>5.5</td>
<td></td>
</tr>
<tr>
<td>DCS 1</td>
<td>PS-COOH</td>
<td>water</td>
<td>50</td>
<td>56 ± 16</td>
<td>28.6</td>
<td></td>
</tr>
<tr>
<td>DLS 1</td>
<td>PS-NH₂</td>
<td>water</td>
<td>50</td>
<td>42 ± 4</td>
<td>9.5</td>
<td></td>
</tr>
<tr>
<td>DCS 1</td>
<td>PS-NH₂</td>
<td>water</td>
<td>50</td>
<td>46 ± 22</td>
<td>47.8</td>
<td></td>
</tr>
<tr>
<td>DLS 2</td>
<td>SiO₂</td>
<td>water</td>
<td>19</td>
<td>21 ± 5</td>
<td>23.8</td>
<td></td>
</tr>
<tr>
<td>DCS 2</td>
<td>SiO₂</td>
<td>water</td>
<td>100</td>
<td>124 ± 4</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>DLS 2</td>
<td>PS-COOH</td>
<td>water</td>
<td>100</td>
<td>107 ± 2</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>DCS 2</td>
<td>PS-COOH</td>
<td>water</td>
<td>50</td>
<td>46 ± 2</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>DLS 3</td>
<td>SiO₂</td>
<td>water</td>
<td>100</td>
<td>112 ± 2</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>DCS 3</td>
<td>PS-COOH</td>
<td>water</td>
<td>50</td>
<td>52 ± 5</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>DLS 3</td>
<td>SiO₂</td>
<td>cell culture medium containing serum</td>
<td>100</td>
<td>108 ± 5</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>DLS 3</td>
<td>PS-COOH</td>
<td>cell culture medium containing serum</td>
<td>50</td>
<td>50 ± 15</td>
<td>30.0</td>
<td></td>
</tr>
<tr>
<td>DLS 3</td>
<td>PS-NH₂</td>
<td>cell culture medium containing serum</td>
<td>50</td>
<td>69 ± 14</td>
<td>20.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Overview of DLS and DCS results obtained on different test NPs during the ILC studies. Note that for the 1st round no SOPs were used. The column *Measured hydrodynamic diameter (nm)* presents the global average ± 1 SD. CV: coefficient of variation.

As the results presented in this article reveal, the use of well-established SOPs have a positive impact on the performance of the DLS and the DCS methods for NP size analysis of near-monodisperse materials, which are dispersed in a simple matrix such as purified water. Exception of the 19 nm silica NPs, the coefficient of variation (CV), which is the quantitative expression of the between-laboratory variability or the inter-laboratory reproducibility, calculated for the different ILC rounds (Table 2), is found to be < 6%. Recently, in a similar effort also performed within the QualityNano Research Infrastructure, Hole et al. have shown that the use of SOPs can improve the reproducibility of NP size measurements using particle tracking analysis (PTA)\(^\text{15}\). For similar types of test NPs, and by using an SOP, CV values of about 10% (for 100 nm plain silica NPs in water) and 9% (for 100 nm carboxylated polystyrene NPs in water) were achieved. Our results are in line with those reported by Hole et al. and they confirm that well-established SOPs are indispensable when assessing the reproducibility of a measurement procedure.

There was no major variation across the laboratories, given separate aliquots of the same NPs, different instruments, varying shipping and storage conditions, and for independent measurements of separate dispersions within the same laboratories. These facts together suggest that each laboratory, when following the developed SOPs, could reliably measure the average size of the dispersed NPs. The small remaining differences evidenced among the laboratories could be
attributed to minute variations in the working conditions of the equipment, quality of particle size standards used to calibrate the DCS detector, sample manipulation, or sample shipment and storage. The use of the SOPs also improved the within-laboratory precision such as the method's repeatability. The latter even resulted in the detection of significant, but irrelevant, day-to-day variation for the DCS results which were reported by lab 5 and lab 4 during the third ILC rounds on the 100 nm silica and 50 nm PS-COOH particles dispersed in water.

The use of serum significantly increases the complexity of the measurement environment and adds additional uncertainty contributions which affect the overall accuracy of the final measurement results. The developed DLS SOP was shown to also be sufficiently robust for the 100 nm silica NPs when dispersed in serum. However, for the polymeric NPs in serum the CV values increased to 20% and more, demonstrating that the SOP was less performant for measuring this type of NPs in serum. The high between-laboratory variability may be attributed due to unstable interactions between the surface functional groups of the polystyrene particles with the protein molecules.

In the case of DCS, the issue of particle agglomeration would result in the appearance of subpopulations, thus even agglomeration could be measured separately from the non-agglomerated single particles. It has been previously observed, for instance, that even for samples where in DLS no strong agglomeration was identified, but higher PDI were obtained, DCS could instead show the presence of a main population of individual MPs but also few small agglomerates. Thus it is anyway important to cautiously interpret the results obtained by DLS in serum, such as shown here and when possible the combination of different sizing methods can be extremely useful, since each method presents limitations and advantages, as discussed above.

4. Conclusions

Size is essential information in NP testing, and the nanosafety community has highlighted the importance of careful characterization of NP size and stability during NP toxicity studies. Extensive efforts have been made over the past years to establish protocols and standardized procedures to ensure reproducibility in NP characterization, starting, not only with the determination of NP size in buffer and relevant media, but also their uptake, impact, and behavior on cells. Within this framework, we show here that even for relatively simple measurements of NPs in water, without standardized protocols for measurement, differences in handling procedure, instruments used, sample preparation, etc. can lead to high variability in NP size results. Thus, inter-laboratory comparisons for particle size measurements of dispersions of monodisperse spherical NPs were conducted using DLS and DCS techniques. The scopes of the ILC studies covered in this contribution are broader compared to those of previous studies. Here, up to 18 different laboratories participated in these efforts, and we could collect results obtained using seven different types of DLS instruments, four different types of monodisperse NPs, dispersed in two different dispersing media, i.e. water and a more complex model biological medium (i.e. cell culture medium containing serum).

Our results, in agreement with results from previous studies, highlight the importance of the establishment of fit-for-purpose standard operating procedures prior to measurements. The SOPs included specific instructions regarding sample storage (controlled temperature), handling and preparation (filtration of water and vortexing), all to minimize the formation of NP agglomerates.
Since particle agglomeration strongly depends on NP material, size and shape, the SOP used is specific to the particles studied (in particular the vortexing conditions). However, the developed SOPs may be used as a starting point for designing SOPs for other types of NPs. We also show that the size of NPs in biological fluids can also be measured by DLS if carefully handled and if agglomeration is avoided. This provides valuable information on dispersion stability as used for cell culture studies.

Overall, while the use of common SOPs improves the reproducibility among several laboratories, the delicate nature of handling NP dispersions remains an issue. These dispersions are metastable, and small changes in environmental conditions can induce particle agglomeration. This can particularly affect the performance of the DLS method which is highly sensitive to the presence of large particles: even a small number of large particles can significantly bias the size determination. DCS is not as strongly sensitive to agglomeration than DLS. However, also for DCS, SOPs were found necessary to harmonize key steps such as preparation of sucrose gradients and input of material and fluid physical parameters.

When using DLS or DCS, it is also important to avoid extreme dilutions, as additional uncertainties may be introduced when the measurement signals become too noisy. The concentrations used in this work were in the upper range of typical concentrations used when studying nano-bio interactions (from a maximum of 100 µg/mL down to ≤1 µg/mL). The lower concentration range is below the limit of detection of DLS or DCS and other techniques, such as PTA, should be used instead.

Overall this work has shown the importance of developing robust SOPs for NP size measurements and the power of ILC studies to test such SOPs across different laboratories. The SOPs have demonstrated their effectiveness for the selected test NPs that were investigated during the ILCs. However, it must be noted that, before turning such, or other, SOPs into internationally accepted standardized procedures, a full between-laboratory validation study is required. Traditional ILC studies usually focus only on the reproducibility aspect while validation studies also quantify other critical method performance characteristics such as trueness, limit of detection and quantification, robustness, linearity and sensitivity. The SOPs provided by QualityNano are available to the community to support similar efforts and as a starting material to be adapted for different NPs and dispersions of similar complexity.
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