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Abstract

A self-calibration method was presented for a 3D Ultrasound Tomography System (USCT) in
IEEE Ultrasonics Symposium (IUS) 2015 [1]. The method sequentially calibrates a complex
USCT system with 2041 transducers based on time-of-flight (TOF) measurements. A direct
evaluation of the calibration result was not possible due to unknown ground truth. In this work
we present a method to estimate the upper boundary for the calibration accuracy. Evaluation
with experiment data shows an estimated upper boundary of the mean error of 0.11 mm, which
is smaller than the required accuracy of A /4 = 0.15mm for high quality image reconstruc-
tion [2].
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1 Introduction

The current 3D USCT system at KIT has a semi-ellipsoidal arrangement of 2041 ultrasound
transducers, which are grouped into 157 transducer arrays (TAS) with four emitters and nine
receivers each as shown in Figure 1. These transducers have a center frequency of 2.5 MHz
with 50 % bandwidth and an opening angle of approximately 30° at —6 dB.

The semi-ellipsoidal aperture has a diameter of 26 cm and a depth of 18 cm. Additional virtual
positions of the ultrasound transducers can be achieved by applying translational and rotational
movements to the aperture.
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(a) Schematic diagram of a single trans- (b) TAS-Array and USCT geometry
ducer array

Figure 1: The figures shows the current setup of the USCT.

It is a challenging task to manually calibrate the USCT due to the large amount of transducers
and data acquisition channels. Possible error sources in USCT are position errors, temperature
errors, delay errors and malfunctioning transducers. For high quality reconstruction of objects
in the ROI of USCT, a TOF error less than one fourth of the wavelength (A /4) is required
[2] for the reconstruction of reflectivity image with the synthetic aperture focusing technique
(SAFT) [3].

A self-calibration method based on time-of-flights (TOF) between the emitters and receivers
was introduced in [1]. The self-calibration method is capable of separating each potential
error sources and sequentially calibrate them by solving nonlinear equation systems with the
Newton’s method.

The proposed method was evaluated with simulated and experiment data. In the simula-
tions, the capability of the method in quantifying and compensating multiple error sources was
shown. However, a direct evaluation of the calibration accuracy with the experiment data was
not possible due to the unknown ground truth. In this work we present a method to estimate
the upper boundary for the calibration accuracy.

2  Methods

The goal of this work is to provide an estimation on the calibration accuracy for USCT under
the absence of the ground truth. As the self-calibration method calibrates the USCT based on
TOF between emitters and receivers with nonlinear equation systems, the calibration accuracy
can be given by investigating the error propagation in these equation systems. The errors
considered are errors in the detected TOF as input data of the equation systems.
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2.1 Error Propagation in Equation Systems

In numerical mathematics, the condition number k is used to describe the error propagation
in equation systems [4]. The condition number shows how a small change in the input data
is reflected in the function values for an equation system. In terms of error propagation, the
condition number quantifies the sensitivity of the equation system against errors in the input
data.

The determination of the condition number for a nonlinear equation system is performed by
applying numerical methods. According to [4], the condition number for a nonlinear equation
system is calculated by

el
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For each calibration step, the maximum condition number K, of the equation systems is
estimated by repeated evaluations of the Eq. (1) at a point x with small changes 6x. The points
x are for instance the transducer positions and the expected delays in USCT.

In general, an equation system with a condition number kK > 1 is characterized as well con-
ditioned. If x is much greater than 1, the equation system is considered poorly conditioned.
Whereas, for k¥ = oo the equation system has no solution [4].

The relative error of the solution W of an equation system can be calculated with the maxi-

mum condition number K, and the relative input error HHb||H asin Eq. (2).
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The input error ||Ab|| can be determined from the experimental data of USCT under controlled
environment. For example, we conducted in this work a series of consecutive empty measure-
ments of USCT without objects in the aperture. It was assumed that the transducer positions
were fixed and the temperature distribution in the water was known. The input error ||Ab||
is then the maximum deviation of the detected TOF for each emitter-receiver-combination in
these measurements.

Since the numerical methods used for solving nonlinear equation systems requires the inversion
of the Jacobian matrix, it is important to check the Jacobian matrix for singularity in each
iteration step. A Jacobian matrix contains the first-order partial derivatives of an equation
system. One method for detecting the singularity is to calculate the determinant of the Jacobian
matrix. A Jacobian matrix is singular when the determinant is equal to zero.
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2.2 Residual of the Calibration

When solving an equation system F(x) = b with numerical methods such as the Newton’s
method, the result X is an approximation of the actual solution x. The residual r is given by

r=b-F{). 3)

The minimization of the residual is often used to systematically improve the solution in itera-
tive methods. In addition to the maximum iteration, it can be used as a termination criterion
when solving the equation systems.

In the absence of ground truth, the residual can be used to measure the accuracy of the approx-
imated solution. The solution X is considered close to the actual solution x when the residual is
small. In the self-calibration method, the residual of the equation systems is calculated in each
calibration step using the unit meter.

2.3 Calibration Accuracy

In this work, the calibration error & is estimated by

Residual
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Error in equation system
with N as the number of calibration steps. The variable c is the speed of sound in the medium.
In Eq. (4), the calibration error consists of two terms. The first term contains the amplification
of the TOF errors |Ab| through the equation systems. The second term is the residual of the
equation systems. Fig. 2 shows an example of the calibration error estimation in one calibration
step with an equation system consisting of two unknowns.

In Fig. 2, the upper boundary of the calibration errors due to error propagation in the equation
system is plotted with the blue circle around the exact solution xg. This upper boundary is
further enlarged with the residual r of the equation system as shown by the gray dashed circle.

According to Eq. (4), the calibration error can be reduced by minimizing the TOF errors |Ab|
and the condition number K, in each calibration step. The minimization of the condition
number can be achieved by maximizing the ratio between the number of equations to the
number of unknowns in the equation system. This reduces the contribution of each TOF error
in the approximated solution. In the self-calibration method, the number of equations can be
increased by including more emitter and receiver combinations.
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Figure 2: The figure demonstrates the estimation of calibration error for an equation system with two unknowns x|
and x, with one calibration step. The exact solution of the equation system ist Xo.

On the other hand, the TOF errors can be reduced by excluding A-scans with low signal-to-
noise ratio (SNR) or malfunctioning transducers and electronics. This strategy contradicts
with the idea of minimizing the condition number with more emitter-receiver-combinations.
As the ultrasound transducer has a limited opening angle, increasing the emitter-receiver-
combinations requires using A-scans from larger transmitting and receiving angles, which have
lower SNR.

From this we conclude that the minimization of calibration errors can only be achieved by com-
promising between minimization of the condition number and TOF errors. Hence, a careful
selection of emitter-receiver-combinations for the calibration is crucial for a good calibration
result.

3 Evaluation with USCT

In this section, we investigated the relationships between the amount of emitter-receiver-combi-
nations included for the calibration, the condition number in each calibration step and the TOF
error. In the self-calibration method in [1], the angle ¢ is used to select receivers with an angle
to the normal vector of each emitter smaller than this angle.

A-scans from these selected emitter-receiver-combinations are used for the calibration. Due to
the semi-ellipsoidal form of the USCT aperture, TAS in the lower part will not be calibrated.
Table 1 shows the calibrated TAS of USCT with different values of the angle . For a complete
calibration of all TAS in USCT, a minimum angle ¢ of 45° is needed.
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Angle o 10° 20° 30° 40° >50°
Number of calibrated TAS 72 114 138 150 157

Table 1: Number of calibrated TAS in USCT with different values of the angle o

The condition number of each calibration step is computed for the angle oo = 10°...60° and
shown in Fig 3. The condition number reduces with more emitter-receiver combinations used
for the calibration except for the position calibration. Despite this, the overall condition number
improves with larger angle c.

In order to determine the TOF error |Ab|, ten consecutive empty measurements were performed
with USCT. During the measurements, the positions of the ultrasound transducers were as-
sumed to be constant and the water temperature was monitored. The TOF errors were then
computed for angle o from 10° to 60° and plotted in Fig 4.

According to Fig. 4 the maximum TOF error increases rapidly from angle ¢ larger than 20°
and reaches the used detection window of 2 us during the TOF detection with matched filter.
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Figure 3: The figure shows the condition number k;,,, of each calibration step according to the angle c.

142



Upper Bound of Accuracy for Self-Calibration of an 3D Ultrasound Tomography System without Ground Truth

10°6 E
- ]
i )
- |
< 1077 .
— F n = ]
8 r R B
E : " mooo = i :
S 1088 " |
= B —e— Maximum ]
I m - Mean ]
5 99th Percentile | |
10_9 | | I I
10° 20° 30° 40° 50° 60°

Angle o

Figure 4: The figure shows the TOF errors for different angles .

This rapid increase is caused by the fact that some A-scans with bad SNR were not sorted out
in the filtering process and appear as outliers in the statistic.

The 99th percentile confirms this assumption as shown in Figure 4. For angles ¢ smaller than
40°, the TOF error was approximately 0.1 us. Meanwhile, the plotted mean TOF error shows
an increase in TOF errors with larger angle o as expected.

The investigation proved that the minimization of both the condition number and the TOF error
to be a contradicting process. For the calibration of all TAS in USCT, the angle o was set at
45°. Table 2 lists the estimated calibration errors with a water temperature of 30 °C during
the measurements. The total residual was significantly smaller than the TOF error in the order
of 1 x 1077, A mean calibration error of 0.11 mm was estimated for a total condition number
K. = 1.64.

|Ab| [Ab|-c |Ab|-c- Kqy
Mean 45.68ns  68.95um 0.11mm
0,99-Perzentil 0.64ps  0.97mm  1.60 mm
Maximum 1.98pus  3.00mm 4.90mm

Table 2: Calibration error with o = 45°
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Figure 5: The figure shows the maximum intensity and FWHM of the PSF of the reconstructed point scatter normal-
ized to the ground truth with and without the calibration. The image quality is closest to the ground truth with
both normalized value nearest to one. The reconstructions without calibration failed to produce a focused
image for errors larger than 1 mm.

4 Improvements in the Image Quality

One critical aspect during the construction of the 3D USCT is the machining accuracy required
for the aperture and the transducer arrays. The current version of USCT was built with an
accuracy of 10 um, which implied large technical efforts and costs. The possibility to build the
USCT at a coarser accuracy and calibrate the transducer positions will hence be beneficial.

In the following investigation, the USCT was simulated with maximum position errors of in-
dividual transducer in a range between 1 um and 1 cm. For each maximum position error an
empty measurement and a measurement with a point scatterer in the middle of the USCT aper-
ture were simulated. The A-scan was sampled at 10 MHz. In order to achieve high accuracy
in the simulated TOF of the transmission and reflection signal, fractional delay filter in the
Fourier space was used [6]. Other errors sources such as delays and temperature errors were
not simulated.

The transmitted coded excitation is a chirp signal with a start frequency at 1.66 MHz and a stop
frequency at 3.33 MHz. The TOF detection was performed with a matched filter at 10 MHz
sample rate. For the image reconstruction, a SAFT reconstruction with speed of sound and
attenuation correction was used [7] and the image resolution was 10 um.

In Figure 5, the maximum intensity and the full width at half maximum (FWHM) of the point
spread function (PSF) [8] of the reconstructed point scatter was normalized to the ground truth.
The image quality is closest to the ground truth with both normalized values nearest to one.
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Figure 6: The figure compares the reconstructed point scatterer with and without calibration to the ground truth at
maximum position error of 1 mm.

The resulting images were similar to the ground truth for reconstructions with and without
calibration for maximum position errors under 100 um, which is smaller than A /4 = 152um
of the center frequency at 2.5 MHz.

For maximum position errors larger than 1 mm, the reconstruction without calibration failed
to produce a focused image of the point scatter as shown in Figure 6. The reconstruction with
calibrated USCT at maximum position error of 10 mm has a higher maximum but a larger
FWHM than the ground truth.

5 Conclusion

In this work, we proposed a method for estimating the upper boundary of the calibration error
of USCT based on the investigation of the error propagation in equation systems. An upper
boundary of the mean calibration error of 0.11 mm was estimated with the experiment data of
ten consecutive measurements under controlled environment, which is smaller than one fourth
of the wavelength used as required for high quality image with USCT [2].

The evaluation also showed that the minimization of the calibration error is a tradeoff between
minimizing the condition number k and the TOF error. The estimation method enables finding
the optimal selection of emitter-receiver combinations to obtain the smallest upper boundary
of the calibration error.

In Section 4, the simulations of a point scatter with different maximum errors in the transducer
positions demonstrates the improvements in the image quality with the self-calibration. It
was also showed that for the current USCT system, a machining accuracy of 100 um would be
sufficient for usable image quality when neglecting other error sources such as delays, jitters in
the electronics and temperature errors. The investigation also showed that the self-calibration
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was able to calibrate position errors up to 1 mm and reconstructs focused image comparable to
the ground truth as shown in Figure 6.
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