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ABSTRACT 
Estimating the future location of moving objects using different 

estimation models, such as linear or probabilistic models, has 

been investigated extensively. However, the location estimations 

of those models are generally not comparable. For instance, one 

model might return a position for some object, another one a 

Gaussian probability distribution, and a third one a uniform 

distribution. Similar issues arise for query answers. In this paper, 

we examine the question how estimations of different models can 

be compared. To do so, we propose a general model based on the 

central limit theorem. This allows handling different PDF-based 

approaches as well as models from the other groups (i.e., linear 

estimations) in a unified manner. Furthermore, we show how to 

inject privacy into the general model, a fundamental pre-requisite 

for user acceptance. Thus, we support well-known approaches like 

k-anonymity and spatial obfuscation. Based on our general model, 

we conduct a comprehensive experimental study considering a 

real-world road network; comparing models form different groups 

for the first time. Our results, for instance, reveal that estimation 

models based on individual velocity profiles are not necessarily 

better than models, which estimate the future location of objects 

only based on their direction. In more abstract terms, our general 

model allows comparison of estimation models that could not be 

compared before and gives way to build models that solve the 

privacy-accuracy challenge. 

1. INTRODUCTION 
Estimating future positions of moving objects is of great interest 

for location-based services (LBS) and moving object databases 

(MOD). The position of an object at any time is specified by its 

initial location data, usually (𝒙, 𝒚) coordinates, and its motion 

data. Estimation accuracy depends on the precision of those data.  

If the initial location of moving objects is available, the objects 

fall into three groups: The first one is objects which do not 

provide any data regarding their motion. For this group, 

approaches for position estimation must rely on assumptions, such 

as bounds on the velocity [1]. Second, there are objects which 

contribute some of their motion data, like their maximal speed [1, 

2]. Objects in the third group provide all of their motion data at a 

fine-grained level. These approaches either (1) model motion as 

continuous function of time [3, 4], or (2) sample the velocity for 

fixed time intervals from a (learned) probability distribution, 

named velocity profile [5].  

Having studied various estimation models, we observe that these 

estimation models are by themselves incomparable. The user of a 

system does not know which model best describes the motion of 

the object, and to which extent it is better than the other models. 

Such comparisons also depend on the parametrization. That 

incomparability exists at various levels, as we illustrate next.  

Example 1. Model Accuracy. Think of an object starting its 

movement in Position 𝒙 =  𝟎, and we estimate its position after 

𝒕 = 𝟏𝟎𝟎𝒔 using different models, resulting in the estimations in 

Figure 1. To examine model accuracy, one needs to quantify how  

   

Figure 1. Uncertainty Distribution of Object 

well each model estimates the real position. However, comparing 

model accuracy is difficult, as some approaches use different 

types of probability distributions, while others only return a point 

or yield lower and upper bounds without any probability. ■ 

Evaluating the model accuracy is important as this is the foun-

dation any LBS is built on. However, even if we can quantify the 

quality of the estimation models intrinsically, this does not mean 

that we can compare query results with high quality models: 

Example 2 Query Result Accuracy: A user poses a range query 

𝑹𝑸(𝒕, 𝑸𝒖𝒆𝒓𝒚 𝑨𝒓𝒆𝒂) against a MOD, retrieving all objects with 

their probability of being inside the query area at 𝐭𝐢𝐦𝐞 𝒕, where 𝒕 

is some instant in the future. With different estimation models, she 

gets two answer sets with different uncertainty degrees for each 

object With 𝒑𝒊𝒋 the uncertainty degree of object 𝒋 in answer set 𝒊 

we have: 

𝐴𝑛𝑠𝑤𝑒𝑟𝑆𝑒𝑡1 = {(𝑜1, 𝑝11), (𝑜2, 𝑝12), … , (𝑜𝑛, 𝑝1𝑛)} ∀𝑖 𝑝1𝑖 ≥ 0.9   

𝐴𝑛𝑠𝑤𝑒𝑟𝑆𝑒𝑡2 = {(𝑜1, 𝑝21), (𝑜2, 𝑝22), … , (𝑜𝑛 , 𝑝2𝑛)} ∀𝑗 𝑝2𝑗 ≥ 0.7   

The condition for each answer set means that all objects in the set 

fulfill it. If 𝑛 is the number objects in each set, then one might 

expect at least 𝑛 ∙ 0.9 objects to be in the range for the first set and 

𝑛 ∙  0.7 objects to be in the second set. Let us assume that 𝑛 ∙  0.6 

objects are in the query area in reality. Then, higher probabilities 

of objects do not give any information on how close these 

estimations are to reality. ■ 

Next, one needs a metric to compare different estimation models.  

Example 3. Comparison Metrics. Suppose that two models, 

Model 1 and Model 2 as shown in  

Figure 2, have estimated the future location of an object. Both 

models estimate the object location as a normal distribution. 

However, the first model is far from the real position, but its 

uncertainty area is denser. The second model is closer to the real 

position of the object, but its uncertainty area is wider. Defining 

comparison metrics which measure the distances and compare 

results seems necessary. ■ 

There is another perspective on all these issues which makes them 

even more useful: Next to the perspective that model and query-

result quality should be maximal, another perspective is that, to 

facilitate privacy, certain estimations must not be too accurate. If a 

certain extent of uncertainty shall be guaranteed, which data 



should be collected, and how should it be processed? Next, there 

exist different privacy-protection mechanisms, like k-anonymity, 

minimum region area privacy [6, 7, 8], differential privacy [9] and 

geo-indistinguishibility [10]. Differential privacy guarantees a 

certain privacy when aggregated data is released. In our case 

however, the data of individual moving objects is available during 

query processing. So while differential privacy does not play a 

role here, the other procedures mentioned report object locations 

as an area, possibly together with a probability distribution, and 

not as a point. MODs however tend to represent moving objects as 

points [11, 12, 13, 14, 15].  This calls for a generalization of 

existing approaches, to support privacy protection. 

 

Figure 2. Incomparability of Estimation Models 

Example 4 Query-Result Incomparability with Privacy Injec-

ted. Think of an object announcing its initial location as a rect-

angle. After a while, depending on the estimation model in use, 

the uncertainty area of the object is different, as shown in Figure 

3. While the star marks the real location, two different models 

have estimated the location as two different shapes.  The real loca-

tion is somewhere between the two estimated areas. Two 

problems arise here: First, deriving the uncertainty area with its 

PDF is not trivial, as it depends on several factors like the initial 

area of the object, its PDF, or the estimation model in use. 

Second, injecting privacy causes the shapes to change from well-

known distributions to some unknown ones, and comparisons get 

more complex.  ■ 

The concern of this article is the design of a general model to 

compare model and query-result accuracy of estimation approach-

es and the effect of privacy injected. This will help choosing a 

good estimation model, depending on the accuracy of the data 

available or good values of privacy parameters. To illustrate, not 

all objects may use privacy protection. But the ratio of such 

objects affects both accuracy types.  

Challenges 

To our knowledge, it still is an open problem how to compare 

different estimation models from different perspectives (i.e., 

considering different queries or inherent accuracy) in a unified 

manner. We see the following challenges:  

1) How to Design a Unified Estimation Model? 

Designing a comprehensive model so that one can look at 

different models from one unified perspective is not trivial. 

Complexities arise when the models rely on different assumptions 

and employ different estimation methods. Next, estimates (pre-

dicted locations) are of various types (e.g., points or uncertainty 

regions), which makes the unified framework even more complex. 

Building comparison metrics for models also is nontrivial, 

cf. Example 3.    

2) How to Compare Query Results? 

Uncertainty in movements causes uncertainty in query results. A 

query result often is a set of objects with a degree of uncertainty  

 

Figure 3. Uncertainty Distribution of Object  

with Privacy 

assigned to each object. However, this is not applicable in case of 

queries where one expects one number. The time needed to 

compute a probability distribution on these objects grows expo-

nentially with the number of objects. This is because of heavy 

computations needed to derive the uncertainty degree of the 

objects. On the other hand, comparing query results of different 

models is practical only when one can obtain the respective 

distributions in reasonable time. Next, different uncertainty 

models yield different answer sets for range queries. Comparing 

these answers to see which model operates more accurately is a 

challenging task, which the literature does not study well. 

3) Injecting Privacy  

A third challenge deals with privacy: Namely, how to inject 

privacy-protection mechanisms into the unified model? In addi-

tion to uncertainty coming from motion data, our framework 

should also deal with location uncertainty coming from privacy-

protection mechanisms. A user has various options to protect her 

location, leading to different forms of location uncertainty. 

Integrating them into our unified model and quantifying the effect 

of privacy mechanisms on query accuracy is not trivial.  

Contributions 

We address the three challenge groups as follows: First, we 

propose a general model to compare different estimation models, 

based on the central limit theorem. This allows us to handle 

different PDFs as well as the approaches from the other groups 

(i.e., linear estimations) in a unified manner and to compare 

intrinsic model accuracy. Second, regarding the query perspective, 

we define error metrics to compare result accuracy for range and 

count queries. For count queries, we employ different filtering 

mechanisms to obtain the respective distributions in a reasonable 

time. Third, we show how to inject privacy into the general mo-

del, for well-known approaches like k-anonymity and spatial ob-

fuscation. Fourth, based on this framework, we conduct a com-

prehensive experimental study considering a real-world road net-

work. Past studies [16, 1, 5] yield probabilistic query results, but 

do not compare them. Our results are insightful. For instance, esti-

mation models based on individual velocity profiles are not ne-

cessarily better than models which estimate the future location of 



objects only based on their direction. This means that objects 

could enjoy some level of privacy with decent query-result quality 

at the same time.    

2. Related Work 
To our knowledge, previous work has not focused on the 

comparison of estimation models. So we only review work on 

estimation models. In all cases, the difference to our work is that 

this comparison does not play a role, and we will not explicitly 

say this another time anywhere in this section.  

Early proposals anticipate the most possible path of the object 

based on linear functions of time [17, 18, 19], or they keep recent 

information on the object [20]. A drawback is that the uncertainty 

area (i.e., the area where an object can be) grows fast with time. 

Other methods [1, 5, 16, 21, 22, 23, 24] rely on the assumption 

that objects maintain their behavior unless there is an explicit 

notification. An object can be in any position within the 

uncertainty area with a probability defined by some probability 

density function (PDF).  One approach is that the PDF is obtained 

from the velocity distribution of the object [5]. We adopt this 

approach in this paper. 

In [1] the authors have  studied time instant queries. In their 

model, there is an uncertainty region of the object 𝑂 at time 𝑡. The 

authors have investigated on two types of queries called 

probabilistic range queries (PRQ) and probabilistic nearest 

neighbor queries (PNNQ).  

Authors in [25] offer a probabilistic model of uncertain 

trajectories. They model the uncertainty of trajectories at each 

time instant using uniform distributions. Furthermore they 

consider the motions constrained by road networks.  They have 

focused on a specific class of spatio-temporal queries called 

“Universal Range Queries”. These queries aim at finding objects 

which stay inside a region throughout the whole time interval.  

[3] considers object movements without uncertainty. Obviously, 

the comparisons envisioned are trivial in this specific case 

because the uncertainty coming from different sources has not 

been covered by their model. [26] proposes a new operator called 

Transformed Minkowsky Sum (TMS), to determine whether a 

moving rectangle collides with a moving circular query region. 

With this new operator and traditional tree-traversal algorithms 

they have investigated on range queries and KNN queries.   

Finally, [4] proposes a Gaussian kernel-based local regression 

model to smoothen GPS feeds. The core contribution is a hybrid 

model for developing a semantic overlay, analyzing and 

transforming raw mobility data (GPS) to meaningful abstractions, 

e.g., semantic trajectories. 

3. Abstract Estimation Model 
In the following, we introduce our abstract model that allows us to 

systematically investigate the challenge groups and compare 

approaches and assumptions. We first give an intuition of the 

model and then introduce some foundations. Most assumptions 

are in line with related work. The primary difference is that we 

generalize existing approaches by using the central limit theorem 

to model moving objects.  

3.1 Intuition 
For moving objects, our key objective is to have a good estimation 

of their position at any time. This needs to hold also if the last 

reported position is rather old, or the position reporting is 

(intentionally) perturbed. Core assumptions in the literature [1, 2, 

5, 16] are that (1) each dimension is independent, i.e., 

conceptually an object can move in any direction, and that (2) the 

velocities in different dimensions are independent, identically 

distributed (i.i.d.) random variables. We follow these assumptions 

throughout this paper. 

To have a unified notation and to allow sampling the speed vector 

from any distribution, we now introduce our abstraction using a 

version of the central limit theorem. To our knowledge, it sub-

sumes all estimation models from the literature we are aware of. 

The abstract model is based on computing one probability density 

function (PDF) based on the velocity profile. 

Definition 1 (Velocity Profile). The velocity profile of a moving 

object is the pair (𝐯𝐱, 𝐯𝐲). 𝐯𝐱 and 𝐯𝐲 are two PDFs which are the 

velocity distributions in the 𝑿 and 𝒀 direction respectively. 

Example 5. We assume that 𝒗𝒙 obeys a beta distribution with 

𝒂 = 𝟐 and 𝒃 = 𝟐. 𝒗𝒚 in turn follows a beta distribution with 

𝒂 = 𝟐 and 𝒃 = 𝟓. Figure 4 shows both distributions, where a 

value of 0 indicates the minimum speed of the object (stationary) 

and 1 is the maximum speed possible. The 𝒚 dimension in each 

figure shows the probability distribution of respective velocities in 

different directions.  

 

Figure 4. Velocity Profiles in X and Y Direction  

3.2 Abstraction Using Central Limit Theorem 
We now estimate the position of some object 𝑆𝑛 at time t 

independently of the PDF of the components of the speed vector 

using an extension of the central limit theorem [27]. 

Let 𝑆𝑛 be the position of a moving object after sampling the posi-

tion in one dimension n times. That is, if the sampling rate is 10 

seconds and n = 10, then t = 100. With the x-dimension as an 

illustration we have: 

𝑆𝑛 =  ∆𝑥 = 𝑣1𝑥 ∗ ∆𝑡 +  𝑣2𝑥 ∗  ∆𝑡 + ⋯ + 𝑣𝑛𝑥 ∗ ∆𝑡 

But a sampling rate of one time unit (∆𝑡 = 1) yields: 

𝑆𝑛 =  ∆𝑥 = 𝑣1𝑥 +  𝑣2𝑥 + ⋯ + 𝑣𝑛𝑥 

Then, according to the central limit theorem (CTL) [28], 

𝑺𝒏 ~𝑵(𝒏 ∗  𝝁 , 𝒏 ∗ 𝝈𝟐) holds. 

The CLT does not impose any restriction that the random variab-

les must follow a specific distributions, e.g., be uniform, only that 

they refer to the same distribution. When using the CTL, a fixed 

sampling rate for the data is required, a common assumption. 

So all that is needed is to abstract the motion of each object to the 

mean and standard deviation of the velocity-probability distribu-

tion to get a random variable that corresponds to the estimated 

location. According to the CLT, this estimate follows a normal 

distribution. Consequently, we only need the velocity profiles 



with i.i.d. components per dimension. In this way we can also 

model 2D and 3D movements, since we consider each dimension 

separately. Finally, the central limit theorem has a small error 

when 𝑛 is large (𝑛 ≥ 25). In our experiments, 𝑛 is much larger 

than this threshold (𝑛 is about 600) because we look at the traffic 

of Berlin of one working day, with 10 minutes for an average trip. 

3.3 Query Evaluation under Abstract Model 
We now say how to answer range queries.  

Definition 2 (RangeQuery). A range query is a query that returns 

the probability of a moving object to be inside a given query 

rectangle at some point in time. We use the notation 

range_query(query rectangle, time instant). More formally, 

𝐴𝑛𝑠𝑤𝑒𝑟𝑆𝑒𝑡 = {(𝑜𝑖 , 𝑝𝑖)|0 < 𝑝𝑖 ≤ 1}. 

In this formula, 𝑜𝑖 refers to object 𝑖, and 𝑝𝑖 is the probability of 𝑜𝑖 

being in the range. So we generally have to compute the overlap 

of the query rectangle with the PDF, i.e., compute a bounded 

integral of the cumulative PDF (CDF). For ease of exposition, we 

first consider only one dimension and then the general case. Using 

the CLT, if query range is [𝑎, 𝑏], then the cumulative PDF of the 

standard normal distribution is calculated as follows: 

Corollary 1 (Query Overlap in one dimension): For a large 

number of samples n 𝒂𝒏𝒅 for query area [𝒂, 𝒃] with 𝒂 < 𝒃, 

𝑃(𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑜𝑏𝑗𝑒𝑐𝑡 𝑎𝑓𝑡𝑒𝑟 𝑛 𝑡𝑖𝑚𝑒 𝑢𝑛𝑖𝑡𝑠) =  ∫ 𝑺𝒏

𝑏

𝑎

𝑑𝑥 

3.4 Two-Dimensional Abstract Model 
For the two-dimensional case, we first need to obtain an esti-

mation of the location of the object in 2D space. The second step 

is the processing of queries with respect to this estimation model.  

3.4.1 Obtaining a Two-Dimensional Estimation 

Model Using the Velocity Profile 
Think of an object starting to announce its location from 𝑡 =  0. 

We want to see if the object is inside a query rectangle at some 

time 𝑡 >= 0. The object samples at 𝑡𝑖𝑚𝑒𝑠  =  0 , 1 , 2, … , 𝑡 from 

its corresponding velocity profile. Because we are talking about 

the future time, the exact velocity for each instant of time is 

unknown. However, each future velocity sample could be 

represented as a probability random variable.  So the movement 

vector is as follows: 

𝑑 = (∆𝑥 , ∆𝑦) 

But we have assumed that the object samples from its velocity 

profile every time unit. So we will have:  

∆𝑥 = 𝑣1𝑥 +  𝑣2𝑥 + ⋯ 𝑣𝑡𝑥 

∆𝑦 =  𝑣1𝑦 +  𝑣2𝑦 + ⋯ + 𝑣𝑡𝑦 

For simplicity we refer to  ∆𝒙 as 𝑿 and ∆𝒚 as 𝒀 from now on. 

As stated, the sum of arbitrary identically distributed random 

variables tends to a normal distribution. Therefore, in our case, 

according to CLT, 𝑋 and 𝑌 random variables could be 

approximated by Gaussian random variables.  Suppose that the 

expected value and variance of two velocity variables are as 

follows:  

𝑣𝑖𝑥: µ𝑥 𝑎𝑛𝑑 𝑣𝑎𝑟𝑥 

𝑣𝑖𝑦: µ𝑦 𝑎𝑛𝑑 𝑣𝑎𝑟𝑦 

To estimate the location of the object after 𝑡 time units for 𝑋 and 

𝑌 we derive the following: 

𝑋~𝑁(𝑡 ∙ µ𝑥  , 𝑡 ∙ 𝑣𝑎𝑟𝑥)  

𝑌~𝑁(𝑡 ∙  µ𝑦 , 𝑡 ∙ 𝑣𝑎𝑟𝑦) 

3.4.2 Two Dimensional Query Evaluation  
In 2D space we have two variables. So for the joint distribution 

we need to define: 

𝑃(𝑋 = 𝑥, 𝑌 = 𝑦) 

The two variables are independent. So we have the following: 

𝑃(𝑋 = 𝑥, 𝑌 = 𝑦) = 𝑃(𝑋 = 𝑥) ∙ 𝑃(𝑌 = 𝑦) 

To compute the probability of being inside the query rectangle, 

we take the integral over all points x and y inside the rectangle. 

𝐴 =  𝑏𝑒𝑖𝑛𝑔 𝑖𝑛𝑠𝑖𝑑𝑒 𝑞𝑢𝑒𝑟𝑦 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑙𝑒 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡  

𝑃𝑟(𝐴) =  ∬ 𝑃(𝑋 = 𝑥 , 𝑌 = 𝑦)𝑑𝑦𝑑𝑥 

(𝑥,𝑦)∈𝑄𝑅

 

=  ∫ 𝑃(𝑋 = 𝑥)𝑑𝑥
𝑥∈𝑄𝑅𝑥

. ∫ 𝑃(𝑌 = 𝑦)𝑑𝑦
𝑦∈𝑄𝑅𝑦

 

We know that 𝑋 and 𝑌 are normal random variables. If we name 

their respective cumulative density function (CDF) 𝐹 and 𝐺, we 

have the following:  

𝑃𝑟(𝐴) = (𝐹(𝑟𝑖𝑔ℎ𝑡) − 𝐹(𝑙𝑒𝑓𝑡)) ∗ (𝐺(𝑢𝑝) − 𝐺(𝑑𝑜𝑤𝑛)) 

With the help of above formula, one can evaluate the uncertainty 

degree of each object with respect to query boundaries in two 

dimensional space.  

4. Model Extensions 
So far we have derived a general two-dimensional estimation 

model and have described the corresponding query processing. 

But we have not yet addressed location privacy for the initial 

location announcement, a topic of this section. Next, while we 

have discussed range queries for a single point of time. we now 

also cover range queries over a time period, i.e., objects will be 

within a specific range during the entire time interval. After this, 

we will indeed compare different estimation models, the main 

concern of this paper. 

4.1 Range Queries over Time Periods 
We compute the probability that an object always is in the 

rectangle during a time interval [𝑡1, 𝑡2]. To do so, we need to take 

the integral over all points x and y which are inside the query 

rectangle over the entire time period ∆𝑡 = 𝑡2 − 𝑡1.  

𝐴 
=  𝑏𝑒𝑖𝑛𝑔 𝑖𝑛𝑠𝑖𝑑𝑒 𝑞𝑢𝑒𝑟𝑦 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑙𝑒 𝑑𝑢𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 [𝑡1, 𝑡2] 

𝑃𝑟(𝐴) =  
1

∆𝑡
∫ ∬ 𝑃(𝑋 = 𝑥 , 𝑌 = 𝑦 , 𝑇 = 𝑡)𝑑𝑦𝑑𝑥 

(𝑥,𝑦)∈𝑄𝑅

𝑑𝑡
𝑡2

𝑡1

  

4.2 Adding Privacy Mechanisms  
We now extend the model so that, instead of reporting the exact 

location, a moving object might report an area it is in. One very 

common privacy mechanism is spatial cloaking [7, 6, 29, 30, 31], 

which we will use as well. Spatial cloaking hides the true location 

of the user in a region contingent on different policies like saving 

k-anonymity in the spatial region (i.e., the cloaked spatial region 

contains at least 𝑘 users) or the minimum region area privacy 

requirements [6, 7, 8]. One way to fulfil these privacy policies is 

to have some user-defined r. Then the moving object reports some 

sphere (𝑥𝑐 , 𝑦𝑐 , 𝑟), so that its real position (inside the sphere) and 

all points inside the sphere have the same probability to be the real 

position. For good privacy protection, the actual position of the 

object is not necessarily the center of the sphere. We have the fol-



lowing theorem which allows one to inject privacy protection 

mechanism into the estimation model in a unified manner. Also 

note that the user announces her initial location as a sphere around 

her instead of revealing her exact location. To allow for reporting 

a sphere of radius 𝑅 instead of a point as location, we extend the 

estimation model so that we compute the bounded integral for all 

points inside the sphere and the query rectangle using polar 

coordinates, as follows:  

 Theorem 1 Let Event A be defined as follows:  

𝐴 =  𝑏𝑒𝑖𝑛𝑔 𝑖𝑛𝑠𝑖𝑑𝑒 𝑞𝑢𝑒𝑟𝑦 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑙𝑒 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 

 𝑠𝑡𝑎𝑟𝑡𝑖𝑛𝑔 𝑓𝑟𝑜𝑚 𝑎𝑛𝑦 𝑝𝑜𝑖𝑛𝑡 𝑖𝑛𝑠𝑖𝑑𝑒 𝑡ℎ𝑒 𝑐𝑖𝑟𝑐𝑙𝑒 (𝑥𝑐 , 𝑦𝑐) 𝑤𝑖𝑡ℎ 𝑟𝑎𝑑𝑖𝑢𝑠 𝑟 

Then the probability of Event Pr (𝐴) is as follows: 

𝑃𝑟(𝐴)

=  
1

𝜋 ∗ 𝑅2 ∫ ∫ [ (𝐹 (
𝑥2 − 𝑚𝑥 − 𝑅 ∗ 𝑐𝑜𝑠𝜃 − 𝑥𝑐

√2 ∗ 𝑣𝑎𝑟𝑥

)
2𝜋

0

𝑅

0

−  𝐹 (
𝑥1 − 𝑚𝑥 − 𝑅 ∗ 𝑐𝑜𝑠𝜃 − 𝑥𝑐

√2 ∗ 𝑣𝑎𝑟𝑥

)) . (𝐺 (
𝑦2 −  𝑚𝑦 − 𝑅 ∗ 𝑠𝑖𝑛𝜃 − 𝑦𝑐

√2 ∗ 𝑣𝑎𝑟𝑦

)

−  𝐺 (
𝑦2 − 𝑚𝑦 − 𝑅 ∗ 𝑠𝑖𝑛𝜃 −  𝑦𝑐

√2 ∗ 𝑣𝑎𝑟𝑦

))] 𝑑𝜃𝑑𝑟 

Here, F and G are cumulative distribution functions (CDF) for 𝑥 

and 𝑦 respectively.■ 

Proof. To prove this, we can assume the movement has the ability 

to be started from any point within the circle. But because no 

distribution has been defined on the points inside the circle, the 

weight will be the same value for all the points. It means that the 

starting point of the movement is uniformly distributed among all 

points inside the circle. To overcome the infinite number of the 

points, we need to use differential calculus. We need two new 

random variables which are defined as below:  

𝑋′ = 𝑋 +  𝐼𝑛𝑖𝑡𝐷𝑒𝑣𝑋 +  𝑥𝑐  

𝑌′ = 𝑌 +  𝐼𝑛𝑖𝑡𝐷𝑒𝑣𝑌 +  𝑦𝑐  

𝐼𝑛𝑖𝑡𝐷𝑒𝑣𝑋 𝑎𝑛𝑑  𝐼𝑛𝑖𝑡𝐷𝑒𝑣𝑌 are two variables which show the 

deviation of the selected point inside the circle from its center.  

The calculations will be as follow:  

𝐴 =  𝑏𝑒𝑖𝑛𝑔 𝑖𝑛𝑠𝑖𝑑𝑒 𝑞𝑢𝑒𝑟𝑦 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑙𝑒 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 
=  𝑡1 𝑠𝑡𝑎𝑟𝑡𝑖𝑛𝑔 𝑓𝑟𝑜𝑚 𝑎𝑛𝑦 𝑝𝑜𝑖𝑛𝑡 𝑖𝑛𝑠𝑖𝑑𝑒 𝑡ℎ𝑒 𝑐𝑖𝑟𝑐𝑙𝑒 (𝑥𝑐 , 𝑦𝑐)  

𝑤𝑖𝑡ℎ 𝑟𝑎𝑑𝑖𝑢𝑠 𝑅   

𝑃𝑟(𝐴) =  
1

𝜋 ∗ 𝑅2 ∫ ∫ ∬ 𝑃(𝑋′ = 𝑥 , 𝑌′

(𝑥,𝑦)∈𝑄𝑅

2𝜋

0

𝑅

0

= 𝑦)𝑑𝑦𝑑𝑥  𝑑𝜃 𝑑𝑟 

=   
1

𝜋 ∗ 𝑅2 ∫ ∫ ∬ 𝑃(𝑋′ = 𝑥) ∗ 𝑃( 𝑌′ = 𝑦)𝑑𝑦𝑑𝑥 

(𝑥,𝑦)∈𝑄𝑅

 𝑑𝜃 𝑑𝑟
2𝜋

0

𝑅

0

 

=   
1

𝜋 ∗ 𝑅2  ∫ ∫  (∫ 𝑃(𝑋′ = 𝑥)𝑑𝑥
𝑥∈𝑄𝑅𝑥

2𝜋

0

𝑅

0

∗ ∫ 𝑃( 𝑌′ = 𝑦)𝑑𝑦
𝑦∈𝑄𝑅𝑦

) 𝑑𝜃 𝑑𝑟  

To continue the calculations we need to find out the probability 

distribution over random variables 𝑋′ and  𝑌′ with respect to their 

definition.  

We know that normal distribution is closed under linear 

operations. So we can calculate the expected value and variance 

for the new variables as follow:  

𝑚𝑥′
=  𝑚𝑥 + 𝐶1 

𝑣𝑎𝑟𝑥′
=  𝑣𝑎𝑟𝑥 

𝑚𝑦′
=  𝑚𝑦 + 𝐶2 

𝑣𝑎𝑟𝑦′
=  𝑣𝑎𝑟𝑦 

 

So 𝑋′ and  𝑌′ are normal variables with above characteristics.  

∫ 𝑃(𝑋′ = 𝑥)𝑑𝑥
𝑥∈𝑄𝑅𝑥

 =  (𝐹 (
𝑥2 −  𝑚𝑥′

√2 ∗ 𝑣𝑎𝑟𝑥′

) −  𝐹 (
𝑥1 − 𝑚𝑥′

√2 ∗ 𝑣𝑎𝑟𝑥′

))

=  (𝐹 (
𝑥2 −  𝑚𝑥 − 𝑅 ∗ 𝑐𝑜𝑠𝜃 − 𝑥𝑐

√2 ∗ 𝑣𝑎𝑟𝑥

)

−  𝐹 (
𝑥1 − 𝑚𝑥 − 𝑅 ∗ 𝑐𝑜𝑠𝜃 −  𝑥𝑐

√2 ∗ 𝑣𝑎𝑟𝑥

)) 

The same procedure is applicable to second integral part as 

follow: 

∫ 𝑃(𝑌′ = 𝑦)𝑑𝑦
𝑦∈𝑄𝑅𝑦

=  (𝐺 (
𝑦2 −  𝑚𝑦′

√2 ∗ 𝑣𝑎𝑟𝑦′

) −  𝐺 (
𝑦1 −  𝑚𝑦′

√2 ∗ 𝑣𝑎𝑟𝑦′

))

=  (𝐺 (
𝑦2 − 𝑚𝑦 − 𝑅 ∗ 𝑠𝑖𝑛𝜃 − 𝑦𝑐

√2 ∗ 𝑣𝑎𝑟𝑦

)

−  𝐺 (
𝑦2 −  𝑚𝑦 − 𝑅 ∗ 𝑠𝑖𝑛𝜃 −  𝑦𝑐

√2 ∗ 𝑣𝑎𝑟𝑦

)) 

Hence we will have the following formula:  

𝑃𝑟(𝐴) =

 
1

𝜋∗𝑅2 ∫ ∫ [ (𝐹 (
𝑥2− 𝑚𝑥−𝑅∗𝑐𝑜𝑠𝜃−𝑥𝑐

√2∗𝑣𝑎𝑟𝑥
) −  𝐹 (

𝑥1− 𝑚𝑥−𝑅∗𝑐𝑜𝑠𝜃− 𝑥𝑐

√2∗𝑣𝑎𝑟𝑥
)) ∗

2𝜋

0

𝑅

0

 (𝐺 (
𝑦2− 𝑚𝑦−𝑅∗𝑠𝑖𝑛𝜃− 𝑦𝑐

√2∗𝑣𝑎𝑟𝑦
) −  𝐺 (

𝑦2− 𝑚𝑦−𝑅∗𝑠𝑖𝑛𝜃− 𝑦𝑐

√2∗𝑣𝑎𝑟𝑦
))] 𝑑𝜃𝑑𝑟■ 

The theorem lets us compute the probability of an object being 

inside a query rectangle in the presence of spatial noise. So we 

can now quantify the effect of noise on accuracy. In our 

experiments, we use this formula to obtain the uncertainty degrees 

of objects which hide their initial location.  

5. Evaluation Criteria 
As discussed before, the evaluation of estimation models depends 

on the perspective. In this section we define measures for the 

inherent accuracy of estimation models. Next, an important issue 

in comparing estimation models is the problem of heavy 

computations. We will show in the following that under some 

mild conditions we can decrease these heavy calculations 

significantly.  

A common way to compare the effectiveness of models is to com-

pute the deviation of the estimated path from the corresponding 

real one. To do so, we calculate the distance of the exact location 

of an object to an object which is obeying the velocity distribu-

tion. To this end, we calculate the weighted distance between the 

point and every point in the distribution: 



𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑃𝑜𝑖𝑛𝑡(𝑥0, 𝑦0), 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)

=  ∬ 𝑓𝑋𝑌(𝑥, 𝑦)

(𝑥,𝑦)∈𝑅2

∙ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦, 𝑃𝑜𝑖𝑛𝑡(𝑥0, 𝑦0))𝑑𝑥𝑑𝑦  

We will use this metric in our experiments.  

Calculating the integral may be time consuming. If 𝑚 is the 

number of intervals for the first integral and 𝑛 the number for the 

second integral, the calculation is in 𝑂(𝑚 ∙ 𝑛). In some cases like 

when 𝑣𝑎𝑟𝑥 =  𝑣𝑎𝑟𝑦 we can resort to the following theorem. It 

reduces the problem from a two-dimensional integral to a one-

dimensional integral calculation.  

Theorem 2 If 𝒗𝒂𝒓𝒙 =  𝒗𝒂𝒓𝒚 = 𝝈 then we have the following: 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑃𝑜𝑖𝑛𝑡(𝑥0, 𝑦0), 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)

=  2𝜋 ∙  𝑑2 ∙  ∫ 𝑟 ∙  𝑒
−

𝑟2

2𝜎2

𝑟[0,∞)

𝑑𝑟 +  2𝜋

∙  ∫ 𝑟3 ∙  𝑒
−

𝑟2

2𝜎2

𝑟[0,∞)

𝑑𝑟 

d is the Euclidean distance between 𝑃𝑜𝑖𝑛𝑡(𝑥0, 𝑦0) and the center 

of the distribution.■ 

Proof. We use polar coordinates to calculate the distance between 

a point and a distribution as shown in Figure 5. 

 

Figure 5. Distance between Point and Distribution 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑃𝑜𝑖𝑛𝑡 , 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)

=  ∬ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑟, 𝜃)2

𝑟[0,∞),𝜃[0,2𝜋]

∗ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑟, 𝜃)𝑑𝜃𝑑𝑟 

=  ∬ (𝑘2 + 𝑟2 − 2 ∗ 𝑟 ∗ 𝑑 ∗ cos 𝜃) ∗ ( 𝑟 ∗  𝑒
−

𝑟2

2𝜎2) 𝑑𝜃𝑑𝑟

𝑟[0,∞),𝜃[0,2𝜋]

 

=  ∬ [(𝑑2 ∗  𝑟 ∗  𝑒
−

𝑟2

2𝜎2) + (𝑟3 ∗ 𝑒
−

𝑟2

2𝜎2)

𝑟[0,∞),𝜃[0,2𝜋]

− (2 ∗ 𝑟2 ∗ 𝑑 ∗ 𝑒
−

𝑟2

2𝜎2 ∗ cos 𝜃)]𝑑𝜃𝑑𝑟 

= ∫ [(𝑑2 ∗  𝑟 ∗  𝑒−
𝑟2

2𝜎2) ∗ 2𝜋 + (𝑟3 ∗  𝑒−
𝑟2

2𝜎2) ∗ 2𝜋 ]  𝑑𝑟
𝑟[0,∞)

 

 = 2𝜋 ∗  𝑑2 ∗  ∫ 𝑟 ∗  𝑒−
𝑟2

2𝜎2

𝑟[0,∞)
𝑑𝑟 +  2𝜋 ∗  ∫ 𝑟3 ∗ 𝑒−

𝑟2

2𝜎2

𝑟[0,∞)
𝑑𝑟■ 

An immediate consequence of Theorem 2 is: 

Corollary 2 (Complexity Order). If 𝒗𝒂𝒓𝒙 =  𝒗𝒂𝒓𝒚, calculating 

𝑫𝒊𝒔𝒕𝒂𝒏𝒄𝒆(𝑷𝒐𝒊𝒏𝒕(𝒙𝟎, 𝒚𝟎), 𝑫𝒊𝒔𝒕𝒓𝒊𝒃𝒖𝒕𝒊𝒐𝒏) is in 𝑶(𝒎) where 𝒎 

is the number of intervals for 𝒓 variable. 

We also need a distance metric which takes into account estimated 

model of spatial noise discussed before.  

If there is spatial noise caused by a privacy-protection mechanism, 

any point inside the sphere could be the starting location of the 

moving object. This leads to the following definition: 

Definition 3 (Circular Distribution). The estimated uncertainty 

area with its corresponding PDF for an object with a circular 

initial location is called circular distribution.  

As before, we need a metric to compare models with different 

parameters. Because circular distribution is a distribution the same 

distance metric proposed before remains unchanged. However, in 

some special cases like when 𝑣𝑎𝑟𝑥 =  𝑣𝑎𝑟𝑦 we can prove the 

following theorem which helps to compare models with different 

parameters in the presence of spatial noise. 

Theorem 3 If 𝒗𝒂𝒓𝒙 =  𝒗𝒂𝒓𝒚 = 𝝈 with spatial noise due to a 

sphere with radius 𝑹 we have the following: 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑃𝑜𝑖𝑛𝑡(𝑥0, 𝑦0), 𝐶𝑖𝑟𝑐𝑢𝑙𝑎𝑟𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)

= 2𝜋 ∙ 𝐴 ∙  
𝑅3

3
+ 2𝜋𝑅 ∙  (𝐴 ∙ 𝑑2 + 𝐵) 

d is the Euclidean distance between 𝑃𝑜𝑖𝑛𝑡(𝑥0, 𝑦0) and the center 

of the circular distribution, and 𝐴 and 𝐵 are as follow:  

𝐴 =  2𝜋 ∫ 𝑟 ∗  𝑒
−

𝑟2

2𝜎2

𝑟[0,∞)

 

𝐵 =  2𝜋 ∗ ∫ 𝑟3 ∗  𝑒
−

𝑟2

2𝜎2

𝑟[0,∞)

 

■ 

Proof. As shown in Figure 6 an arbitrary point is chosen in the 

plane. The center of circular distribution and an arbitrary Gaussian 

distribution from this circular distribution are marked. The 

distance between point and Gaussian distribution (𝑘′) is a function 

of 𝑟′ 𝑎𝑛𝑑 𝛼. Therefore we have the following:  

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑃𝑜𝑖𝑛𝑡 , 𝐶𝑖𝑟𝑐𝑢𝑙𝑎𝑟𝐷𝑖𝑠𝑡) = 

=  ∫ ∫ ( 𝐴 ∗ 𝑘′(𝒓′, 𝛼)2 +  𝐵)𝑑𝛼𝑑𝒓′ 
2𝜋

0

𝑅

0

 

= 2𝜋 ∗ 𝐴 ∗ 
𝑅3

3
+ 2𝜋𝑅 ∗ (𝐴 ∗ 𝑑2 + 𝐵) 

 

Figure 6. Distance between Point and Circular Distribution 

6. Count Queries 
In this section, we apply our approach described so far to queries 

that yield aggregate values; we focus on count queries as a special 

case of range queries.  



6.1 Difficulties 
As mentioned before, uncertainty regarding object movements 

causes uncertain query results. The result of a count query is a 

number; the result structure so far however is a set of objects with 

a degree of uncertainty assigned to each of them. In order to 

compare the query result in the current case with the real situation, 

the result will again be a probability distribution, and we come up 

with an appropriate error metric.  

6.2 Computing Count Query Results 
Think of a count query proposed to count the number of cars 

inside some region 𝑅 at time instant 𝑡. First, a set of pairs (𝑜𝑖 , 𝑝𝑖), 

where oi refers to i-th object and pi indicates the corresponding 

uncertainty degree,  is calculated like the result of a range query 

and looks as follows:  

𝐴𝑛𝑠𝑤𝑒𝑟𝑆𝑒𝑡 = {(𝑜1, 𝑝1), (𝑜2, 𝑝2), … , (𝑜𝑛, 𝑝𝑛)} 

To generate a probability distribution, we first fix the minimum 

zero and maximum n , e.g., number of cars in the database, for the 

interval. We model this as a Poisson binomial distribution. 

This  distribution is the discrete probability distribution of a sum 

of independent Bernoulli trials that are not necessarily identically 

distributed. In the real scenario of moving objects, the existence of 

a certain object is independent of the one of other objects.  

To obtain the corresponding Poisson distribution, we consider 𝑝𝑖 

as  probability of object 𝑜𝑖. The probability of having k moving 

objects out of a total of n in the query result is the sum 

Pr(𝐶𝑜𝑢𝑛𝑡 = 𝑘) =  ∑ ∏ 𝑝𝑖

𝑖∈𝐴

∏(1 − 𝑝𝑖)

𝑖∉𝐴𝐴∈𝐹𝑘

 

𝐹𝑘 is the set of all subsets of k objects out of n objects.  

𝐹𝑘 contains  
𝑛!

𝑘!(𝑛−𝑘)!
 elements, therefore calculating the sum over 

the set 𝐹𝑘  is impossible in practice unless the total number 𝑛 of 

objects is small. To overcome this problem, we employ two dif-

ferent filtering mechanisms to prune irrelevant objects. By irrele-

vant object, we mean the objects which should not be part of the 

query result; however their estimated location falls into query 

region. This is because we deal with uncertainty area of the ob-

jects and therefore always there is a possibility for the uncertainty 

area of the objects to overlap with query area. 

With the minimum threshold filtering mechanism, there is a prede-

fined threshold th for the uncertainty degree of objects. Any 

object whose uncertainty degree is less than th is left aside. 

With the maximum number of objects filtering mechanism, an 

exogenous parameter specifies the maximum number of objects 

participating in the query result. In this filtering mechanism, we 

only let n objects with highest probability to remain in the answer 

set and the other objects with less probability will be pruned out.   

6.3 Evaluation of Results of Count Queries  
To compare the effectiveness of estimation models, the solution is 

to define error metrics which quantify the difference between 

reality and the estimated number of objects. We use the mean 

value of the derived distribution to represent it. Based on this, we 

have the following error metric: 

𝐸𝑟𝑟𝑀𝑒𝑡𝑟𝑖𝑐1 = |𝑅𝑒𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑂𝑏𝑗𝑒𝑐𝑡𝑠
− 𝐸(𝑅𝑒𝑠𝑢𝑙𝑡𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)| 

𝑅𝑒𝑠𝑢𝑙𝑡𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 represents the query result, a discrete distri-

bution over the estimated number of objects.  

The mean value does not include the effect of individual elements 

of the distribution, in some contrast to the following error metric, 

which computes a weighted average.  

𝐸𝑟𝑟𝑀𝑒𝑡𝑟𝑖𝑐2 =  ∑|𝑖 − 𝑅𝑒𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑂𝑏𝑗𝑒𝑐𝑡𝑠| ∙  𝑝𝑖

𝑛

𝑖=1

 

We will use these metrics to compare estimation models. 

7. Experimental Studies 
Our general model allows comparing models from different 

groups as well as models within a group. Using our general 

model, different models are represented by different parameters of 

a velocity profile. In the following, we investigate how different 

parameters, representing different models, affect inherent model 

accuracy and query result accuracy. In addition, we study the 

tradeoff between uncertainty in data and quality of query results. 

In summary, the results show that our general model is well-suited 

to investigate questions like whether one model is better than 

another one, and how injection of privacy affects accuracy of 

query results. 

7.1 Experiment Setup 
As data set we employ the BerlinMOD [32] data generator to 

simulate one working day in the city of Berlin, serving as ground 

truth. The generated data contains 100,000 Home-Work-Home 

trips between 8:00h and 9:00h a.m. – the time with most trips. 

Each moving object updates its location at least every 2 seconds, 

and average trip time in Berlin is about 10 minutes. The data con-

tains 500,000 location updates. Therefore, we choose the trips 

made during this time interval as the target of our experiments. 

This choice is crucial, since response time for queries is a major 

issue due to numerous (two-dimensional) integral computations 

per moving object. Thus, performance mainly depends on the 

number of moving objects. If we can handle times when this 

number is maximal, we can handle so many objects in any other 

time period as well.  

Uncertainty Model Selection. We examine three different models 

during our experiments, one model from each of the three groups 

of approaches. See Table 1. The general model will result in a 

Gaussian distribution, which employs one velocity profile per 

moving object to estimate its future location. The velocity profiles 

for each object, i.e., the respective expected value and variance, 

are learned initially by sampling the movement of an object. The 

first basic model considers a uniform distribution over an area 

bounded by maximum velocity of the objects. The second basic 

model assumes the total direction of movement is available, and 

based on this, it defines a uniform distribution over the velocity of 

the object to estimate its future movement.  

Table 1. Uncertainty Models 

Group Uncertainty Model Velocity PDF Direction 

3 General Model 

(Prop) 
Any PDF Known 

1 First Basic Model 

(Basic1) 

None, region 

bounded 
Unknown 

2 Second Basic Model 

(Basic2) 

Uniform, 

maximum speed 

bounded 

Known 

 

Experiments at a Glance. We conduct a series of four experiments 

with different objectives. The first experiment quantifies inherent 



model accuracy. The second one examines query result accuracy. 

Experiment 3 and 4 quantify how the results of the second experi-

ment change in case one injects different forms of privacy.  

All the experiments have been implemented in Java, and we have 

run them on a Linux server with 16 Processors (each one 1400 

MHz) and 132 GB main memory.  

7.2 Experiment 1: Inherent Model Accuracy  
Experiment Objective. We examine the inherent model accuracy 

for each of the three models in the absence of queries. To this end, 

for each model, we calculate the deviation of the predicted loca-

tion and the real location of every moving object and compare 

them by using the distance metric introduced in Section  5. Gene-

rally, the results are relevant as one would expect that more inhe-

rently accurate models also deliver higher query-result accuracy – 

the actual target of the models. However, one must keep in mind 

that higher inherent accuracy also means less privacy.  

Parameters and Procedure. We select 1,000 of the 100,000 ob-

jects randomly from the dataset. We assume these objects to an-

nounce their initial location and then estimate their location for 

the next 10 minutes using either model. Then we calculate for 

each model the average and maximum deviation for each point in 

time.  

Observations. As shown in Figure 7, the average deviation for 

three models is increasing almost linearly with time, and after 10 

minutes the proposed model shows an average deviation of about 

4.5 km. Interestingly, the second basic model shows less deviation 

(about 3.5 km) from the actual path of the object. By contrast, the 

first basic model shows the largest deviation (about 5.5 km), and 

hence it is not a good model to estimate the position of the object.  

By looking at maximum deviation errors in Figure 8, we see that 

there is little difference between the proposed model and the se-

cond basic model. In our case, the maximum deviation for the 

proposed model and the second basic model grows linearly with 

time, and it does not exceed 10 km.  

Interpretation. The results indicate that the second basic model 

features the least deviation from the actual path. So this model is 

inherently more accurate than the other two models.  

 

Figure 7. Average Deviation 

7.3 Experiment 2: Query-Result Accuracy 
Experiment Objective. We are interested whether one can general-

ly expect good query-result accuracy using either model. To this 

end, we analyze query-result accuracy for all models employing 

the metrics from Section  6.3. In addition, we study how perfor-

mance improvements i.e., pruning of very unlikely objects, affects 

performance and accuracy of the queries. Ultimately, we target at 

a model which is able to deliver good quality accuracy in short 

time. In addition, the results from this section are the baseline to 

study the effects of injecting different forms of privacy in 

Experiments 3 and 4. 

Parameters and Procedure. This experiment consists of 2 sub-

experiments. The first one named Experiment 2.1 examines how  

 

Figure 8. Maximum Deviation 

the ratio of objects not reporting their motion data, but only their 

initial location and start of movement, named inactive objects, 

affects result accuracy. The parameter of this sub-experiment is 

the percentage of inactive objects. This is important as we deem it 

implausible that all objects, e.g., all cars, are willing to participate 

in a monitoring system collecting fine-grained motion data. So the 

question examined here is: How many objects need to participate 

so that one can expect good accuracy. To better understand these 

numbers, we also investigate how many of the inactive objects 

would have been part of the query result.  

The second sub-experiment, Experiment 2.2, investigates how 

different filtering mechanisms affect query-response time (perfor-

mance) and accuracy considering different ratios of inactive ob-

jects. The filter thresholds are selected such that interactive query-

response times, a major concern in moving object databases, are 

achieved. That is, all response times are below one second, and 

the largest response time is close to one second. To this end, we 

select the minimum threshold to be 10%. Thus, all objects having 

a probability of less than 10% of being inside the query are 

eliminated. Our intention is to study what accuracy drop is to be 

expected compared to Experiment 2.1. 

There are additional parameters for both sub-experiments: 

 Query Rectangle. The width and length are chosen 

according to the following normal distribution 𝑁((𝑚𝑎𝑥 +
 𝑚𝑖𝑛) / 2, (𝑚𝑎𝑥 +  𝑚𝑖𝑛) / 4). The rationale is that the ob-

jects in a city mostly tend to move towards the center of 

city. 

 Number of Queries. We pose one query per minute locating 

the query rectangle as defined above.  

 Ratio of Inactive Objects: In each experiment, we start by 

setting this parameter to 10% of the objects, and we increase 

it by steps of 10% until covering all objects. 



Observation Experiment 2.1: Ratio of Inactive Objects. Figure 9 

features the results of this experiment. It graphs the deviation of 

the number of objects from the real one in relation to the ratio of 

inactive objects for each model. For example, a number of 2 on 

the y-axis states that there are, on average, two objects too short 

or too much for a count-query result. Note that we do not depict 

the results of the first basic model, in order to ease the 

presentation. The model has the worst results far away from the 

other two. It yields about 52 with respect to error metric 1 and 57 

with respect to the error metric 2 only when 10% of objects are 

inactive. To put this into perspective, the other models have a 

deviation of 2. The deviation grows to 417 and 437 respectively 

when all objects are inactive. These poor results are because of 

the number of objects that could be in the area when we have no 

information regarding their direction and only an upper bound on 

the velocity. So the resulting uniform distribution covers a wide 

range of the entire Berlin area for each object. 

In contrast, the other two models give almost similar estimations 

of the number of objects located inside the query in all cases. This 

shows that the velocity-profile quality of the objects, and the re-

sulting inherent model accuracy, is not the decisive factor. Gene-

rally, even when only having access to the direction information 

of the object, query results can be good. As shown in Figure 9, the 

deviation from the real value is less than 15 for all cases. In ad-

dition, the results of the two error metrics are quite close to each 

other in our experiments. This similarity is due to the settings in 

our experiments. Hence, from now on we only consider the aver-

age query-result accuracy ratio, (cf. Figure 10) for the remaining 

experiments, for better readability. 

  

Figure 9. Average Deviation for Count Queries 

In order to better understand the numbers presented above, Figure 

11 tells us the real number of objects for each experiment. For 

example, with 10% inactive objects, with private routes there are 

on average 5 objects inside the query result. It is interesting to 

observe that the query accuracy in Figure 10 almost has an 

inverted behavior. This indicates that indeed the inactive objects 

cause the query inaccuracy. Moreover, even with, say, 60% 

inactive objects, the result accuracy is almost 80% for the 

proposed model and the second basic model. We find this 

remarkable. This indicates that one can generally expect good 

query accuracy for these two models. 

Observation Experiment 2.2: Trade-off between accuracy and 

performance. Our objective is to achieve interactive query re-

sponse times, i.e., response time below one second. To achieve 

this, we use filters which prune very unlikely objects. However, 

the filters may filter out relevant objects as well. In order to be 

able to evaluate the filters, we evaluate the ratio of relevant ob-

jects that are not filtered out. Obviously, the higher this parameter 

value, the better is the performance of the filtering mechanism. 

We have illustrated the results for the first and the second filtering 

in Figure 12 and Figure 13. Figure 12 indicates the percentage of 

the relevant objects passing Filter 1. Figure 13 shows the  

 

Figure 10. Average Query-Result Accuracy  

percentage of the relevant objects remaining after additionally 

applying Filter 2. The resulting expected accuracy is the product 

of the share of remaining objects and the average query result 

ratio. This ratio is the share of the estimated number of objects 

over the total number of objects in the query result from Figure 

10. As shown in Figure 12, 47% of the relevant objects remain in 

the best case. In the worst case, only 15% of the relevant objects 

remain. The resulting accuracy (multiplication of the accuracy 

with the share of remaining objects) therefore decreases signifi-

cantly. Still, having an approximate number in short time that 

gives an intuition is an important use case. 

 

Figure 11. Average Number of Objects in Query Result 

Interpretation. The main insight is that, regardless of the fact that 

the inherent model accuracy (cf. Figure 10. Average Query-Result 

Accuracy ) of the proposed model and the second basic model are 

different, query-result accuracy is not. The takeaway is that one 

might want to select the proposed model as it has better privacy, 



i.e., less inherent model accuracy. Moreover, even for high shares 

of inactive objects, result accuracy is good, and one can compute 

results with decent accuracy almost in real time. 

 

Figure 12. Filter 1 Performance 

 

Figure 13. Combined Filter Performance 

7.4 Experiment 3: Query Result Accuracy 

with Spatial Privacy  
Experiment Objective. In this experiment, we investigate how the 

two parameters (1) the ratio of private objects (i.e., objects not 

reporting their motion data, but only their initial location as a 

spatial area/a sphere) and (2) the size of the radius used to hide the 

real position affect the query results. We proceed similarly to 

Experiment 2. This allows quantifying the effect on query-result 

accuracy. The only difference is that we now have location 

privacy in instead of inactive objects. To highlight the difference, 

we now speak of private objects instead of inactive objects. 

Procedure. To study the effect of location privacy, we differen-

tiate between two cases. First, we add a fixed radius to the private 

objects and vary the ratio of the private objects in Sec.  7.4.1. 

Second, we keep the ratio of private objects fixed and change the 

radius (Sec.  7.4.2). Based on the results from Experiment 2, we 

restrict results to the proposed model and the second basic model 

to stay within the page limit. One can also interpret these poor 

results of the first basic model from the perspective of inherent 

accuracy so that, based on the results from Experiments 1 and 2, 

one can already decide not to use the first basic model. A clear 

distinction between the other models in turn is not yet possible. 

Hence, in the remaining experiments we continue comparing the 

general model and the second basic model. 

7.4.1 Query Result Accuracy Contingent on Spatial 

Noise with Cloaked Areas of Fixed Size 
Parameters. In the previous experiments the private objects have 

only reported their exact initial locations. Now however, each ob-

ject announces its initial location as a sphere with a radius of 

300 m and continues its movement without any location update 

afterwards. We examine the ratio of objects following this pattern 

to see how they affect the analysis conducted in Sec.  7.3.  

Observations. Ratio of Private Objects. We have compared the 

proposed model and the second basic model. As for Experiment 2 

(cf. Figure 10), Figure 14 plots the query-accuracy ratio. For 

example, for 10% of the private objects in the city of Berlin, query 

accuracy is about 70% for both models. In contrast, if all objects 

are private, the models drop to zero percent accuracy respectively. 

The results reveal that both models give almost the same results 

for the number of objects located inside the query in all cases. 

Generally, even with objects hiding themselves inside a sphere 

with a radius of 300 m, queries have a decent accuracy.  

 

Figure 14. Average Query-Result Accuracy for Fixed Spatial 

Noise (300 m) 

Observation. Trade-off between accuracy and performance. Like 

in Section  7.3, we deploy a filter to sort out irrelevant objects. In 

the presence of spatial noise, uncertainty degrees tend to be even 

less than before. Therefore, employing a minimum threshold 

filtering mechanism causes a large number of relevant objects to 

be filtered out. So we only apply Filter 2 in this case. Figure 15 

shows its performance.  

In some cases, we even see that all relevant objects are filtered 

out. In the best case, only 28% of the relevant objects are part of 

the final result. So filtering, in order to speed up query evaluation, 

is not a valid choice in the presence of fixed spatial noise. 

This result is particularly relevant as the query-response times ge-

nerally increase. Recall that we have selected the filter thresholds 

so that all response times are under 1 s in Experiment 2. Figure 16 

graphs the response times for different shares of private objects. 



We observe that the response time increases linearly with the ratio 

of private objects. Generally, the time increases from the 

millisecond order to the order of seconds. This is because of 

heavy integral computations over the spatial region of the object. 

However, even if all objects are private objects, the time does not 

exceed 21 s. But query accuracy drops significantly.  

 

Figure 15. Combined Filter Performance with Spatial Noise 

 

Figure 16. Average Response Time 

Interpretation. By introducing this spatial noise, query-result 

accuracy drops drastically compared to the previous setup. In this 

scenario (private objects with cloaked areas of fixed size), the 

additional noise added by the privacy mechanism reduces the 

effectiveness of filtering mechanism even more than in the 

scenario where the objects announce their exact initial location.  

7.4.2 Query Result Accuracy Analysis Contingent on 

Spatial Noise of Cloaked Areas of Varying Size 
Parameters. In this subsection, we keep the ratio of private ob-

jects fixed at 10%, and we change the radius of the covering 

sphere from 100 m to 1km in steps of 100 m, to study the effect of 

spatial noise on query-result accuracy.  

Observation: Ratio of Private Objects. The results in Figure 17. 

Average Query-Result Accuracy  indicate that accuracy is 

fluctuating between 60 and 70%. In contrast to the results with a 

fixed radius, accuracy is not monotonically decreasing and does 

not reach a value of zero. This indicates that accuracy does not 

primarily depend on the radius, but on the ratio of private objects. 

Observation: Trade-off between accuracy and performance. As 

we can see, the general performance of the filtering mechanism 

decreases significantly, but is better than using a fixed radius to 

hide objects. In the best case, 31% of the relevant objects are part 

of the final result. Interestingly, the average response time is also 

independent of the radius, having values between 3.6 and 3.8 s. 

The graph (which we do not explicitly show here) is nearly the 

same as in Section ‎7.4.1 for the 10% ratio. 

Interpretation. Both estimation models do not deviate too much 

from reality, and therefore both models can be employed. Com-

paring the results of this section to the ones of Section  7.4.1 shows 

that the deviation from the real values using variable noise and a 

fixed share of inactive objects is much less. So variable noise 

yields better results compared to a variable ratio of inactive ob-

jects. Even when increasing this variable noise, the accuracy re-

mains almost in a fixed range. The average response time also 

drops drastically in comparison with the previous setup. So one 

can achieve higher query accuracy if fewer objects are inactive, 

and they hide in a large area.  

 

Figure 17. Average Query-Result Accuracy  

7.5 Experiment 4: Comparing Spatial  

and Temporal Privacy  
Finally, we compare the effect of temporal and spatial privacy 

mechanisms. Recall that temporal privacy means decreasing the 

rate when to report the exact location. To compare both mecha-

nisms, we exploit that temporal privacy also defines a spatial area 

where the object is located in. So we focus on the size of the area 

where temporal and spatial privacy mechanisms hide the object. 

The bigger this area, the better is the privacy. So our results will 

help the user in selecting an appropriate privacy-protection me-

chanism.  

Parameters and Procedure. We study the effect of temporal 

privacy by increasing the time period when objects provide 

location information. The smallest value is 60s. We increase this 

value by 60s until reaching the average trip length. To compare 

the results to spatial privacy, we compute the radius of spheres 

objects are located in. This radius is equivalent to the radius in 

Experiment 3. For example, if 10% of the objects ”hide” within a 

radius of 200m, the query accuracy is the same. This is 



independent of whether one explicitly announces the radius, or it 

is a result of temporal privacy. 

Observation: Coverage Radius Size. Figure 18 shows the average, 

minimum and maximum hiding radius. As expected, the hiding 

radius increases when the object does not update its location for a 

longer time period. To give an intuition on the numbers: The area 

covered by the average sphere becomes larger than 300km² if 

none of the objects updates its location for 9 minutes. This is 

approximately one third of the Berlin area. By taking a closer look 

at the results, one can see that all three parameters are almost the 

same for location-reporting intervals of 6 minutes or less. For 

larger intervals, the minimum and maximum radii start to deviate 

from the average radius. Nevertheless, since the extent of this 

deviation from the average is rather small, the method seems to be 

robust.   

Interpretation. The results show that for a time of up to 6 minutes, 

the average coverage area grows linearly even when the number 

of private objects increases. In addition, even for small location-

reporting intervals such as 60 s, the radius of almost 2 km is large. 

Thus, any user depending on her privacy preferences could use 

spatial or temporal privacy according to the results of this 

experiment, while query-result accuracy remains good. For 

example, a user who hides her location in a sphere with 4 km 

radius enjoys the same privacy level as another user who does not 

update her location for 4 minutes. 

 

Figure 18. Coverage Radius 

7.6 Experiment Summary 
Our experiments indicate that for the second basic and the 

proposed model, good query-result accuracy can be expected in 

general. This shows the overall validity of our general model. 

Interestingly, the inherent model accuracy of the proposed model 

is worse than the inherent accuracy of the second basic model, but 

query-result accuracy is not. This indicates that one can design 

models respecting the privacy of the user, in terms of inherent 

inaccuracy, which nevertheless have good query-result accuracy. 

Finally, we have shown what accuracy loss due to different forms 

of injected privacy is to expect. All in all, our approach allows 

comparing approaches that have not been compared before and, 

second, gives way to the design of models with the privacy-

accuracy challenge resolved. 

8. Conclusions and Future Work 
In this paper, we have studied how to compare different models 

estimating the movements of objects, from different perspectives. 

The location estimations of different models generally are not 

comparable. We have proposed a general model which captures 

the notions of time and privacy in a unified manner and allows the 

comparison of estimation models. Next, we differentiate between 

two different types of accuracy when comparing models, namely 

inherent model accuracy and query accuracy. The former 

considers the deviation of the estimation model from the real path 

without considering a specific query, in contrast to the latter one. 

We have shown that an estimation model with higher inherent 

accuracy may have less accuracy from a query perspective.  We 

have carried out a comprehensive experimental study to study the 

applicability of the general model and the effectiveness of the 

error metrics in use. Our results indicate that one can design 

estimation models respecting privacy, in terms of inherent 

inaccuracy, which nevertheless have good query-result accuracy.   
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