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Abstract

Cosmic rays (E > 1014 eV) have been known for more than 70 years, and yet their origin
remains elusive. Similarly, the possibility of a very-high energy photon component of the cosmic
radiation is one of the open problems in Astroparticle Physics. The search for high energy
photons complements measurements of cosmic rays and neutrinos towards a multi-messenger
understanding of the most energetic astrophysical phenomena. In particular, the discovery of
photons with energies between 1016.5 eV and 1018 eV in the cosmic rays flux could be of particular
interest not only for the field of Astroparticle Physics, but also for Astrophysics and fundamental
Physics, since they are tracers of the highest-energy processes in the Universe.

In the search for ultra-high energy photons, it is crucial to define composition-sensitive param-
eters capable of adequately rejecting the hadronic cosmic-ray background. The muon content of
the extensive air showers produced by primary cosmic rays as they enter the atmosphere is one of
the most promising aspects that could lead to the best possible discrimination between photons
and hadronic cosmic rays. The AMIGA underground muon detector, as a part of the upcoming
AugerPrime upgrade for the Pierre Auger Observatory, offers a unique and straight-forward op-
portunity to directly measure high-energy muons of extensive air showers, and thus, enhance the
sensibility of the Observatory to a primary photon signal.

The Pierre Auger Collaboration has proposed several parameters in order to study a possi-
ble ultra-high energy photon component in the hadronic cosmic-ray flux. However, the non-
observation of photon candidates resulted in upper limits for energies above 1018 eV. On the other
hand, the energywindowbetween 1016.5 eV and 1018 eV has only been explored by the KASCADE-
Grande and the EAS-MSU experiments which impose upper limits to the photon flux. Currently,
this energy domain is not explored by the Pierre Auger Observatory.

The main objective of this thesis is the extension of the ultra-high energy photon search down
to ∼ 1016.5 eV. The stringent theoretical and experimental upper limits to the photon flux at these
energies make the search of a weak photon signal in the vast hadronic cosmic-ray background
a challenging task. Therefore, parameters sensitive to the predominantly electromagnetic signal
from photon primaries are of paramount importance. In this framework, we define and describe
two new composition-sensitive observables designed for the photon/hadron discrimination quest
in order to either detect photon primaries in the 1016 eV energy domain or improve the upper
limits established by previous experiments.

The observable Mb combines the muon densities measured by the AMIGA underground
muon stations and their distance to the shower axis, similarly to the well-known Sb parameter
used previously in photon searches by the Pierre Auger Collaboration. On the other hand, the
observable Q exploits the difference in the slope of the lateral distribution of particles between
photon- and hadron-initiated showers. In the latter case, the showers are expected to develop
higher in the atmosphere and thus they arrive to the groundwith a flatter distribution of particles.
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In this work, we tune both observables to be applied in the surface and muon detector of
the Auger Observatory for energies above Erec = 1016.4 eV and θ < 45°. A multiparametric
method, baptizedMb+Q, is extensively studied and its performance is addressed under numerous
conditions. The background rejection and the signal efficiency for the compoundmethod is proved
to be suitable to impose the best upper limits of all the cosmic-ray experimentswith only a fewyears
of data, and particularly improve them by one order of magnitude by the end of Auger planned
operation at December 31st 2025. Considering the high exposure of the Auger experiment in the
direction of the Galactic center, the method described in this thesis represents a valuable tool
with an unprecedented discovery potential in the detection of a minuscule photon signal in the
cosmic-ray flux. Although a blind estimation of the sensitivity to a photon flux is presented in
this research, the application to data is foreseen to be carried out in the near future for a dedicated
full-author list paper of the Pierre Auger Collaboration.

Keywords: Pierre Auger Observatory, AMIGA, ultra-high energy photons, muon detector.



Resumen

Los rayos cósmicos (E > 1014 eV) son conocidos desde hace más de 70 años y, sin embargo,
su origen sigue siendo un misterio. Del mismo modo, la posibilidad de una componente fotónica
de muy alta energía en el flujo de radiación cósmica es uno de los problemas abiertos en la Física
de Astropartículas. La búsqueda de fotones de alta energía complementa las mediciones de los
rayos cósmicos y neutrinos hacia una comprensión multi-canal de los fenómenos astrofísicos más
energéticos. En particular, el descubrimiento de fotones con energías entre 1016.5 eV y 1018 eV en
el flujo de los rayos cósmicos podría ser de particular interés no sólo para el campo de la Física de
Astroparticulas, sino también para la Astrofísica y la Física fundamental, ya que son rastreadores
de los procesos de mayor energía en el Universo.

En la búsqueda de fotones de ultra-alta energía, es crucial definir parámetros sensibles a
la composición capaces de rechazar adecuadamente el fondo hadrónico de los rayos cósmicos.
El contenido muónico de las lluvias atmosféricas extensas producidas por los rayos cósmicos
primarios al entrar en la atmósfera es uno de los aspectos más prometedores que podría conducir
a la mejor discriminación posible entre los fotones y los rayos cósmicos hadrónicos. El detector
de muones subterráneo AMIGA, como parte de la próxima mejora AugerPrime del Observatorio
Pierre Auger, ofrece una oportunidad única y directa para medir muones de alta energía de
lluvias atmosféricas extensas, y así, aumentar la sensibilidad del Observatorio a una señal fotónica
primaria.

La Colaboración Pierre Auger ha propuesto varios parámetros para estudiar una posible com-
ponente fotónica de ultra-alta energía en el flujo hadrónico de rayos cósmicos. Sin embargo, su
no-observación resultó en límites superiores para energías por encima de 1018 eV. Por otra parte,
la ventana energética entre 1016.5 eV y 1018 eV sólo ha sido explorada por los experimentos de
KASCADE-Grande y EAS-MSU, que imponen límites superiores al flujo fotónico. Actualmente,
este dominio energético no es explorado por el Observatorio Pierre Auger.

El objetivo principal de esta tesis es la extensión de la búsqueda de fotones de ultra alta energía
hasta ∼ 1016.5 eV. Los estrictos límites superiores teóricos y experimentales al flujo fotónico en
estas energías hacen que la búsqueda de una débil señal fotónica en el vasto fondo de los rayos
cósmicos hadrónicos sea una tarea desafiante. Por lo tanto, los parámetros sensibles a la señal
predominantemente electromagnética de los fotones primarios son de suma importancia. En este
marco, definimos y describimos dos nuevos observables sensibles a la composición diseñados
para la discriminación fotón/hadrón con el fin de detectar fotones primarios a energías del orden
de 1016 eV o mejorar los límites superiores establecidos por experimentos anteriores.

El observable Mb combina las densidades de muón medidas por las estaciones de muón
subterráneas AMIGA y su distancia al eje de la lluvia, de manera similar al conocido parámetro
Sb utilizado anteriormente en las búsquedas fotónicas por la Colaboración Pierre Auger. Por otra
parte, el observable Q explota la diferencia en la pendiente de la distribución lateral de partículas
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entre las lluvias iniciadas por fotones y hadrones. En este último caso, se espera que las lluvias se
desarrollen a mayores alturas en la atmósfera y lleguen al suelo con una distribución más plana
de partículas.

En este trabajo, afinamos ambos observables para ser aplicados en el detector de superficie y
detector demuones delObservatorioAuger para energías por encimadeErec = 1016.4 eVy θ < 45°.
Un método multiparamétrico, bautizado Mb + Q, es extensamente estudiado y su ejecución se
aborda bajo numerosas condiciones. Se demuestra que el rechazo de fondo y la eficiencia de la
señal para el método compuesto son adecuados para imponer los mejores límites superiores de
todos los experimentos de rayos cósmicos con tan sólo unos pocos años de datos, y en particular
mejorarlos por un orden demagnitud al final actualmente planificado de operación de Auger el 31
de diciembre 2025. Considerando la alta exposición del experimento Auger en dirección al centro
galáctico, el método descrito en esta tesis representa una herramienta valiosa con un potencial
de descubrimiento sin precedentes en la detección de una señal fotónica minúscula en el flujo de
rayos cósmicos. Aunque en esta investigación se presenta una estimación ciega de la sensibilidad
a un flujo fotónico, está previsto que la aplicación a los datos se lleve a cabo en un futuro próximo
para una publicación oficial de la Colaboración Pierre Auger.

Palabras clave: Observatorio Pierre Auger, AMIGA, fotones de ultra-alta energía, detector de
muones.



Zusammenfassung

Kosmische Strahlung (E > 1014 eV) ist seit mehr als 70 Jahren bekannt, jedoch bleiben ihrenUr-
sprung unerklärt. Ebenso ist das Vorhandensein einer hochenergetischen Photonenkomponente
der kosmischen Strahlung weiterhin eine offene Frage der Astroteilchenphysik. Die Ergänzung
vonMessungen kosmischer Strahlung undNeutrinos durch hochenergetische Photonen verfeinert
unsere Multi-Messenger-Suche von energetischsten astrophysikalischen Phänomenen. Insbeson-
dere die Entdeckung von Photonen mit Energien zwischen 1016.5 eV und 1018 eV im Fluss der
kosmischen Strahlung könnte nicht nur für die Astroteilchenphysik relevant sein, sondern auch
für die Astrophysik und die Grundlagenphysik, da sie Indikatoren der energiereichsten Prozesse
im Universum sind.

Bei der Suche nach ultrahochenergetischen Photonen ist es entscheidend, kompositionssen-
sitive Parameter zu definieren, die in der Lage sind, den Untergrund der hadronischen kosmis-
chen Strahlung adäquat zu eliminieren. Der Myonengehalt der Sekundarteilchen ausgedehnter
Luftschauer gehört zu den vielversprechendsten Aspekten bei der Unterscheidung zwischen Pho-
tonen und hadronischer kosmische Strahlung. AMIGA, ein sich in 2.5m Bodentiefe befindlicher
Myondetektor, ist Teil des AugerPrime-Upgrades für das Pierre-Auger-Observatorium. Es bietet
eine einzigartige Lösung, wobei hochenergetischeMyonen von ausgedehnten Luftschauern direkt
gemessen werden. Damit wird die Sensivilität des Observatoriums zum Nachweis von Photonen
als Primärteilchen drastisch verbessert.

Es gab bereits mehrere Ansätze der Pierre-Auger-Kollaboration, um eine mögliche ultrahoch-
energetische Photonenkomponente in der kosmischen Strahlung zu untersuchen. Die Nicht-
beobachtung von Photonenkandidaten führte jedoch zu Obergrenzen für Energien über 1018 eV.
Andererseits wurde das Energiefenster zwischen 1016.5 eV und 1018 eV nur von der KASCADE-
Grande und den EAS-MSU-Experimenten untersucht, strikte Obergrenzen des Photonenflusses
bestimmten. Derzeit wird dieser Energiebereich im Rahmen des Pierre-Auger-Observatoriums
nicht erforscht.

Das Hauptziel dieser Arbeit ist die Erweiterung der ultrahochenergetischen Photonensuche
bis zu Energien von ∼ 1016.5 eV. Die strengen theoretischen und experimentellen Obergrenzen
des Photonenflusses bei diesen Energien macht die Suche nach einem schwachen Photonensignal
bei hohem hadronischen Strahlungsuntergrund zu einer herausfordernden Aufgabe. Daher sind
Parameter, die auf das überwiegend elektromagnetische Signal empfindlich sind, wie im Falle
von Photonen, von äußerster Wichtigkeit. In diesem Rahmen werden zwei neue photonsen-
sitive Parameter definiert und beschrieben, die für die Suche nach der Photonen-/Hadronen-
Diskriminierung entwickelt wurden, um entweder Photonen im Energiebereich 1016 eV zu detek-
tieren oder die Obergrenzen zu verbessern, die durch bisherige Experimente ermittelt wurden.

SowiemitdemSb Parameter,welcher zuvorbeiderPhotonensuchederPierre-Auger-Kollabora-
tion verwendet wurde, wird beiMb dieMyondichte der AMIGA-Stationen und derenAbstand zur
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Schauerachse kombiniert. Die Observable Q nutzt den Unterschied in der Steilheit der lateralen
Verteilung der Teilchen zwischen photon- und hadroninduzierten Luftschauern. Im letzteren Fall
wird erwartet, dass sich die Luftschauer in der Atmosphäre höher entwickeln und deshalb mit
einer flacheren Teilchenverteilung auf den Boden gelangen.

In dieser Arbeit werden die Observablen der Oberflächen- und AMIGA-Detektoren so op-
timiert, dass sie im Energiebereich über Erec = 1016.4 eV und θ < 45° verwendet werden kön-
nen. Eine multiparametrische Methode, Mb + Q genannt, wird ausführlich untersucht und
ihre Leistungfähigkeit wird unter zahlreichen Bedingungen untersucht. Die Untergrundunter-
drückung und der Photonnachweis für das multivariate Verfahren sind geeignet zur Bestimmung
der striktesten Obergrenzen aller Experimente in diesem Energiebereich innerhalb nur weniger
Jahre Messzeit. Bis zum Ende der geplannt Laufzeit des Observatoriums wird eine um eine
Größenornung verbesserte Obergrenze erwartet. In Anbetracht der hohen Exposition des Auger-
Experiments in Richtung des galaktischen Zentrums, stellt die in dieser Arbeit beschriebeneMeth-
ode einwertvollesWerkzeug dar einewinziges Photonensignal imgalaktischen Strahlungsfluss zu
finden. Obwohl im wesentlichen nur eine Blindstudie zur Empfindlichkeit eines Photonenflusses
in dieser Studie vorgestellt wird, ist die Anwendung auf Daten in naher Zukunft im Rahmen einer
Auger-Publikation in Arbeit. Erst dann dürfen die bisher unbenutzen Daten untersucht werden.

Keywords: Pierre Auger Observatorium, AMIGA, ultrahochenergetische Photonen, Myonde-
tektor.
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Chapter 1

Cosmic Rays

A mind stretched by a new idea can never
go back to its original dimensions.

Oliver W. Holmes, Jr.

1.1 The History of the Cosmic Rays

Cosmic rays are relativistic particles originated in outer space that impinge the planet per-
manently. This source of inexhaustible ionizing radiation consists mainly of protons and ionized
atomic nuclei (mostly hydrogen), with a small fraction of heavier nuclei and photons. It is a
phenomenon that extends over a wide range of energies: from 109 eV to 1020 eV. Although the
nomenclature Cosmic Rays can be deceiving, since these particles are mainly ionized nuclei, is the
one that the community has adopted to talk about this phenomenon.

Following the discovery of radioactivity by Henry Becquerel in 1896, the ionization of atmo-
spheric molecules was believed to be caused only by terrestrial radioactive elements. Subsequent
studies by Marie and Pierre Curie indicated that radioactive material emits charged particles that
would discharge an electroscope1. Its discharge rate was then used as ameasure of the air radioac-
tivity. It was observed that electroscopes spontaneously discharged even in isolated environment.
Therefore, the existence of background radiation was postulated, whose terrestrial origin was
taken for granted.

At the beginning of the 20th century, numerous experiments were carried out to discover the
origin and nature of this radiation. In 1909, Theodor Wulf developed the first electrometer2, a
device thatwasused tomeasure theproductionof ions inside ahermetic chamber. His experiments
in the Eiffel tower resulted in higher levels of radiation at the top of the tower than at its base.
However, the publication of his results was not widely accepted. In 1911, Domenico Pacini
compared the discharge velocity of an electroscope on a lake and 3mbelow its surface. His results
indicated a sharp decrease in the discharge rate of the electroscope when it was placed under
water, so that Pacini concluded that much of the ionizing radiation came from the atmosphere [1].

1The electroscope was the first instrument designed to qualitatively detect electrical charges.
2 An electrometer is an electroscope that can be used to quantify the electric charge of an object.

1
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Figure 1.1: Between1911 and1912, Victor FranzHessmade tenballoon trips carrying electroscopes
to determine the source of the atmospheric radiation. This photograph shows him in the ascent
to nearly 4900m realized in August of 1912. Credits to ’Victor Franz Hess Society’, Schloss Pöllau,
Austria.

Parallel to Pacini, Victor Hess performed experiments on hot air balloons to explain why
radiation was detected in ionization chambers even though they were heavily shielded. The Fig.
1.1 showsHess in one of these ascents. He found that the radiation level at 5000m from the surface
was almost 4 times greater than that detected on Earth. Hess ruled out the possibility that this
effect was due to solar radiation since he made this ascension during a total solar eclipse. These
results together with the reports of Wulf and Pacini led to the conclusion that the radiation came
from outer space. In this way, Hess is credited with the discovery of what would later be known
as Cosmic Rays, for which he received the Nobel Prize in Physics in 1936.

In the next 20 years, experiments were carried out in order to unravel the composition of this
ionizing radiation. In 1925, Robert Millikan confirmed the extraterrestrial nature and baptized
this radiation as cosmic rays. Millikan believed that cosmic rays were ultra-energetic photons with
some secondary electrons produced during their propagation [2]. Consequently, cosmic radiation
had to be mostly neutral and could not interact with the geomagnetic field. A worldwide study
by Arthur Compton in 1932 [3] showed that cosmic radiation depended on geomagnetic latitude3,
and thus it had to be predominantly composed by charged particles4. During the 1930s, a large
variety of experiments supported this conclusion and further indicated that the particles observed
on the groundwere composed of an electromagnetic component and a component of "penetrating
particles".

3The geomagnetic latitude is a parameter analogous to geographical latitude, except that it is measured with respect to
the magnetic poles.

4Nowadays, it is known that this effect is efficient for particles with energies up to 109 eV to 1011 eV (in vertical
incidence). In particular, the deflection angle is inversely proportional to the magnetic rigidity R defined as R = pc/Ze,
where pc is the relativistic kinetic energy of the particle and Ze its electric charge.
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Figure 1.2: Carl Anderson (left) and Seth Neddermeyer (right) with the magnet cloud chamber
Anderson used to discover the positron in 1932, and together, discover the muon in 1937. Photo
from Caltech Archives, Office of Public Relations.

While the secondary particles of the cosmic rays were studied, new subatomic particles were
discovered. In 1932, Carl Anderson discovered the first antimatter particle in the form of antielec-
tron using a cloud chamber that he surrounded with an electromagnet which caused the ionized
particles to move on circular trajectories [4]. He received the Nobel Prize in Physics in 1936 for
this discovery. In 1937, together with Seth Neddermeyer and using the same cloud chamber as
shown in Fig. 1.2, they discovered the muon [5]. These findings encouraged the use of cosmic
rays to develop Particle Physics until the advent of particle accelerators in the 1950s. In 1937,
Homi J. Bhabha and Walter Heitler described how primary cosmic rays interact with the upper
atmosphere to produce electromagnetic particles. The Heitler model predicts many of the main
characteristics of these type of processes and it is described in Sec. 2.3.

In 1938, PierreAuger andRobertMaze showed that secondary particles arrived simultaneously
at surface detectors separated by distances of up to 20m [6]. This temporal correlation indicated
that the particles came from the same physical event which was suggested to be a high-energy
cosmic ray that interacted with themolecules of the atmosphere. The process would be as follows:
after the initial interaction, a cascade of electrons, photons andmuons would develop and some of
them would eventually reach the ground to simultaneously fire the surface detectors. Auger and
Maze named this phenomenon of particle multiplication from a primary agent as Extensive Air
Showers (EAS). This phenomenon is described in detail in Chapter 2. Further experiments at the
Jungfraujoch region in the Swiss Alps showed that coincidences continued to be observed even at
distances of 300m above the surface. Pierre Auger and his group estimated the primary energy
to be around 1015 eV. This estimate was based on the number of particles in the shower [7]. It is
worth quoting the final remarks of Auger at the 1939 Symposium held in Chicago:

One of the consequences of the extension of the energy spectrum of cosmic rays up to 1015 eV
is that it is actually impossible to imagine a single process able to give to a particle such an
energy. It seemsmuchmore likely that the charged particles which constitute the primary cosmic
radiation acquire their energy along electric fields of a very great extension [6].
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Auger and his colleagues had discovered particles with energies of 1015 eV at a time when the
highest observed energies were of a few MeV in radioactive phenomena. In 1949, Enrico Fermi
proposed a mechanism of acceleration based on the interaction with the interstellar magnetic
fields to explain how these particles acquired such energy [8]. According to this mechanism,
particles would gain energy by colliding with a moving magnetized plasma cloud. The original
Fermi theory was modified in 1954 [9], proposing a more efficient acceleration process in which
particles would be accelerated in successive encounters with large astrophysical shock waves,
reaching energies up to 1015 eV. In Sec. 1.2 both models are described.

In 1948, Melvin B. Gottlieb and James Van Allen observed through photographic plates carried
in aerostatic balloons to the upper atmosphere that the primary cosmic rays are mostly protons
and helium nuclei with a small fraction of heavy nuclei. In the 1950s, the use of group of detectors
for the study of EAS was popularized and larger and more complex arrays were built, replacing
the Geiger-Müller tubes with scintillation detectors. The first measurements of energy and arrival
direction of cosmic rays above 1015 eV were carried out in 1954 by the Rossi Cosmic Ray Group of
the University of Massachusetts using an array of 11 scintillation detectors arranged in a circle of
230m radius. Between 1954 and 1957, the cosmic-ray energy spectrum was extended to 1018 eV
withdata providedby theAgassiz Station atHarvard [10]. In 1962, VolcanoRanch inAlbuquerque,
New Mexico, would be the first of these giant arrangements to detect an ultra-energetic event of
1.4×1020 eV [11]. From these and similar works, it was concluded that the energy spectrum of the
primary cosmic rays extended beyond 1020 eV. The energy spectrum and its features are described
in Sec. 1.4.

After the discovery of the cosmicmicrowave background (CMB) byArnoA. Penzias andRobert
W.Wilson in 1964 [12], Kenneth Greisen, Georgiy Zatsepin and Vadim Kuzmin demonstrated that
at energies above 5 × 1019 eV protons traveling through outer space begin to interact with the
CMB photons, producing secondary pions [13]. This interaction degrades the proton energy,
preventing particles with energies greater than ∼ 5 × 1019 eV to be observed at distances greater
than∼ 100Mpc5. The suppression of cosmic rays with higher energies is known as theGZK cut-off
and it is discussed in Sec. 1.3.2.

Since that Volcano Ranch event, more events with energies higher than the GZK cut-off were
detected by various experiments, including the "Oh My God" particle (3 × 1020 eV) detected by
Fly’s Eye6 in 1991. The inconclusive experimental proof about the existence of the GZK cut-offwas
amain reason for the design of a newObservatory that would be able to gather enough statistics at
the highest energies where the cosmic-ray flux is∼ 1km−2 century−1. This piece of the cosmic-ray
puzzle led, among other factors, to the construction of the Pierre Auger Observatory.

Nowadays, more than a century after the discovery of cosmic rays, the most energetic end of
this phenomenon remains a subject of study and debate because the astrophysical mechanisms
that accelerate particles at energies ∼ 1020 eV have not been fully explained, nor the details of the
observed spectrum that would be generated in its propagation, nor the mass composition and the
arrival direction of this form of radiation have been established.

1.2 Acceleration of Cosmic Rays

Ever since the reports of the detection of two cosmic-ray showers of energies well above 1020 eV

5One parsec (pc) is equivalent to 3.2616 light years or 3.0857× 1016 m.
6Fly’s Eye was a fluorescence detector that operated from 1981 to 1993 in Utah. It was later replaced by the High

Resolution Fly’s Eye (HiRes) detector.
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[14], the origin and the nature of the highest energies known in nature have been the subject of
strong interest and intense discussion. The possible explanations range from conventional shock
acceleration to particle physics beyond the Standard Model. The motivation for some of the more
exotic scenarios may have diminished by newest data. On the contrary, conventional shock have
been favored by the large-scale anisotropy in the cosmic-ray arrival directions above 8 × 1018 eV
reported by the Pierre Auger Collaboration [15]. Although such acceleration mechanisms in as-
trophysical objects pushes the present theoretical ideas to their extreme, two classes of processes
can be distinguished: the so called bottom-up and top-down scenarios. The origin of the particles
remains unknown.

1.2.1 Bottom-up scenarios

The conventional or bottom-up astrophysical models focus the explanation on the existence of
active objects to accelerate particles and thus, generating the cosmic rays. Within these models,
a distinction can be made depending on whether it is a direct acceleration or a diffusive process.
In the first case, the process takes place in intense electric fields, such as those found in compact
objects like neutron stars or black hole accretion discs. In the second case, nuclei are accelerated
in magnetized plasma, such as shock wave systems in supernova remnants (SNRs).

Direct acceleration The idea behind the direct or "non-stochastic" accelerationmechanism can be
traced back to the early 1930s whenWillam F. G. Swann pointed out that particle acceleration may
take place in the increasing magnetic field of a sunspot [16] . More recently, similar “one-shot”
mechanisms have been extended to astrophysical objects such as the rapidly-rotating highly-
magnetized neutron stars (pulsars), active Galactic nuclei (AGNs) or radio-active galaxies.

Pulsars are formed when the core of a massive star collapses to a neutron star during a
supernova. Young pulsars, such as the Crab or the Vela [17], with surface magnetic field in the
range 1012 − 1014 G could accelerate iron nuclei through relativistic hydrodynamical winds up to
∼ 1020 eV [18]. The electric fields are located in regions of high energy densities, and thus the cross
section for synchrotron radiation is high. Therefore, the accelerated particles would interact and
subsequent formation of cascades of electron-positron pairs would reduce the efficiency of such
acceleration processes. The maximum attainable energy for charged particles in this environment
is in the order of 1015 eV [19]. It has also been proposed that supermassive black holes (with
mass ∼ 108 − 1010 M�, where M� = 1.98 × 1030 kg is the mass of the Sun) with magnetic fields
B ∼ 104 − 106 G in the AGNs might also be accelerators up to ∼ 1020 eV [20].

The direct acceleration mechanisms are, however, not widely favored these days as the cosmic-
ray accelerationmechanism. Amajor disadvantage of the mechanism is that it is difficult to obtain
the characteristic power-law spectrum of the cosmic rays in any natural way [21].

Stochastic acceleration The diffusive or "stochastic" processes are based on the Fermi accelera-
tion theory. In 1949, Enrico Fermi proposed a first model by which particles are accelerated by
the interaction with moving magnetized plasma inside the Galaxy. The particles would acquire
energy due to collisionless scatterings with randomly moving inhomogeneities of the turbulent
magnetic field [8], a processwhich resembles the acceleration of a ball bouncing elastically between
two rigid walls that approach each other. In this case, although in each individual encounter the
particle may either gain or lose energy, there is on average a net gain of energy 4E after many
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encounters, which depends on the velocity of the cloud v through:

∆E

E
=

4

3
β2 (1.1)

where β = v/c� 1. Then, the time scale of this process can be calculated as:
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being τcol = c/λcol the mean time between collisions (see the full calculation in [22]). Due to the
quadratic dependence on β, this model is known as second-order Fermi mechanism. Even though
the average magnetic field may vanish, there can still be a net transfer of the macroscopic kinetic
energy from themoving cloud to theparticle. Considering typical cloudvelocities v ' 10kmseg−1

and λcol ' 1pc, the time scale results to be τ ∼ 2× 109 yr, which makes the process inefficient. In
addition, although the resulting spectrum of particles happens to be a power-law in energy, the
power-law index depends on the cloud velocity, and so the superimposed spectrum due to many
different sources with widely different cloud velocities would not in general have a power-law
shape. It should be noted that for a given acceleration site, there is a maximum achievable energy,
Emax, which is defined by the size of the shock and by the time scale of the acceleration process
(see Sec. 1.2).

A more efficient version of Fermi acceleration was proposed in the late 1970s [23]. In this
model (now called first-order) particles can be accelerated by a shock wave front propagating
through interstellar space [9]. In this case, the average fractional energy gain of a particle per
encounter (defined as a cycle of one crossing and then a re-crossing of the shock after the particle
is turned back by the magnetic field) is proportional to the relative velocity between the shock
front and the isotropic cosmic-ray frame:

∆E

E
=

4

3

(
ζ − 1

ζ

)
β (1.3)

where β corresponds to the shock wave speed and ζ is the compression factor that relates the
velocity of the collision front to the velocity of the plasma in the post-shock region. Themechanism
is more efficient for greater confinements of the particles, which can be easily achieved if the
magnetic fields are increasingly intense. In particular, this situation is favored when the direction
of the magnetic field is parallel to the front of the shock wave. The complementary situation,
where the magnetic field is perpendicular to the front of the collision, allows the particles to
diffuse away from the region thus reducing confinement and decreasing the efficiency of the
acceleration mechanism.

Assuming a typical value for the shock wave speed of β = 0.1 and particles with energies
∼ 1018 eV, the acceleration time is ∼ 106 yr. Consequently, this process of acceleration by shock
waves is several orders of magnitude faster than the second-order model7. An important feature
of the first-order Fermi acceleration is that particles emerge out of the acceleration site with a
characteristic power-law spectrum with an index that depends only on the shock compression
ratio ζ, and not on the shock velocity v.

In any Fermi acceleration mechanism, the net energy gain of a particle is proportional to
its energy. Therefore, when considering n interactions with the accelerator object, the acquired

7The basic ideas of the first-order Fermi acceleration have received impressive confirmation from in-situ observations in
the Solar System, in particular, from observations of high energy particles accelerated at the Earth’s bow shock generated
by collision of the solar wind with the Earth’s magnetosphere [24].
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energy is:

E = E0(1 + α)n (1.4)

where α verifies that 4E = αE. The particles must escape from this acceleration region to
begin their propagation. Assuming that a particle has an escape probability ε, the number of
particles N escaping after n interactions is:

N = N0(1− ε)n (1.5)

Combining Eqs. 1.4 and 1.5, it can be seen that the flux of particles follows a power-lawwith the
energy (see Eq. 1.6). However, it should be noted that a power-law spectrum does not necessarily
point to Fermi acceleration, but results whenever a fractional gain in energy of a few particles is
accompanied by a significantly larger fractional loss in the number of remaining particles [25].

N

N0
=

(
E

E0

)ln(1−ε)/ln(1+α)

(1.6)

Possible regions of acceleration The cosmic rays must be accelerated to ultra-high energies
by electromagnetic processes at extragalactic sites, both because there are no known sites in our
Galaxywhich can accelerate andmagnetically contain them and also becausemost of the observed
cosmic rays arrive from directions outside of the Galactic plane. So far, no astrophysical object has
been unambiguously identified as a source for ultra-high energy cosmic rays. Despite the exact
acceleration mechanism, there is an argument proposed by Anthony M. Hillas [26] that limits
the source candidates. Hillas noted that any object that accelerates charged particles must have
a magnetic field intense enough to confine them for a minimum amount of time, similar to the
situation inman-made accelerators such as at CERN. Sometimes the acceleration region itself only
exists for a limited period of time; for example, supernovae shock waves dissipate after about
104 yr [27]. Otherwise, if the plasma disturbances persist for much longer periods, the maximum
energy may be limited by an increased likelihood of escape from the region. If the gyroradius
of the particle is required to be less than the characteristic dimension of the object, it is possible
to relate the maximum energy Emax that the particle could gain with the characteristics of the
accelerator object. For the case of shock waves and relativistic particles, it can be obtained that
[28]:

Emax = βcZeBL ≈ βZ
(
B

µG

)
×
(
L

pc

)
× 1015 eV (1.7)

where β = v/c is the shockwave speed or the efficiency of the accelerationmechanism, eZ is the
electric charge of the particle, B is the magnetic field inside the acceleration volume and L is the
characteristic size of the object. The dimensional argument expressed by Eq. 1.7 is often presented
in the form of the famous “Hillas diagram” in Fig. 1.3, which shows candidates for possible
accelerator objects depending on the strength of their magnetic field and their characteristic size.
It can be seen in the diagram that there are few astrophysical objects capable of transferring an
energy of the order of 1020 eV to a charged particle, such as pulsars (B∼ 1013 G, L∼ 10km), AGNs
(B ∼ 104 G, L ∼ 10 au) and giant radiogalactic lobes (B ∼ 0.1µG, L ∼ 10kpc).

The remnants associatedwithGalactic supernovae have sizes up toL ∼ pcwithmagnetic fields
up to the µG range. According to Eq. 1.7 they should thus be able to accelerate cosmic rays at least
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Figure 1.3: The Hillas diagram shows the size and intensity of magnetic field of possible accelera-
tors of ultra-high energy cosmic rays [21]. The objects below the diagonal lines (shown for proton
and iron primaries) cannot accelerate particles above 1020 eV. βc is the charateristic velocity of the
magnetic scattering centers.

up to the 1015 eV, although more recent calculations show that iron nuclei can be accelerated up to
∼ 1018 eV by interacting with multiple SNRs as they propagate through the interstellar medium.
This and the fact that the power required to maintain the cosmic-ray density in the Galaxy is
comparable to the kinetic energy output rate of Galactic supernovae suggests that they are the
predominant sources of cosmic rays below ∼ 1015 eV [29]. Until recently, a direct evidence for the
acceleration of protons in SNRs was lacking. In 2013, the Fermi Large Area Telescope (Fermi LAT)
Collaboration identified a characteristic feature in the gamma-ray spectra of two different SNRs,
which can be related to the decay of neutral pions produced in interactions of the accelerated
protons with interstellar matter, thus providing evidence for the acceleration of protons in SNRs
[30]. As an example of an SNR, the Crab Nebula is shown in Fig. 1.4. The observations provided
by Fermi-LAT strongly support the assumption that SNRs are sources of Galactic cosmic rays.
Additionally, evidence has been recently reported for a source in the Galactic center capable of
accelerating particles to ∼ 1015 eV [31].

Extremely powerful radio galaxies, such as Fanaroff-Riley class II (FR II) objects, are likely
astrophysical accelerators [32]. The Cygnus A radio Galaxy (3C 405), situated at 232Mpc with a
supermassive black hole of ∼ 25 × 108 M� at its center [33], is shown in Fig. 1.5. Jets from the
central black hole of the active Galaxy and perpendicular to the accretion disk end at a termination
shock where the interaction of the jet with the intergalactic medium forms radio lobes and "hot
spots". There, chargedparticlesmayalsobe acceleratedviafirst-order Fermimechanisms, reaching
energies around ∼ 1019 eV [34]. In contrast to particles accelerated in the inner region of an AGN,
particles accelerated at the end of the jets can leave the acceleration region without large energy
losses, since the radiation field is much less dense than in the inner region of the AGN. However,
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Figure 1.4: The Crab Nebula and pulsar. This SNR is particularly interesting since it is one of the
brightest persistent sources of gamma-rays in the sky. This image is the largest image ever taken
with Hubble’s WFPC2 camera. Credits to NASA, ESA and Allison Loll/Jeff Hester (Arizona State
University).

there is considerable debate as to what values have to be considered for B and L. The magnetic
field within the hot spots of the lobes varies from source to source. Additionally, the observed
energy spectrum of the cosmic rays (discussed in Sec. 1.4) can be obtained assuming a magnetic
field intensity in the local supercluster of about 0.1µG [35]. Whereas Galactic magnetic fields are
reasonably well studied, extragalactic fields are still poorly understood [36].

In general, when these sites are considered more carefully, great difficulties are found due
to either energy losses in the acceleration region or the great distances of known sources from
our Galaxy (discussed in Sec. 1.3). The mechanisms of energy loss and gain compete in any
acceleration site. With Fermi shock acceleration, the acceleration time is proportional to the mean
free path for scattering in the shock wave (see Eq. 1.2), which is itself approximately inversely
proportional to the magnetic field strength. Therefore, a certain magnitude of B is required, not
only to confine the particles within the site, but also to accelerate them quickly. However, if the
magnetic field is too strong it can cause charged particles to lose their energy via synchrotron
radiation. Other strong energy losses are caused by collisions with photons and/or matter at the
acceleration site. This leads to the additional requirement that the site must have sufficiently low
densities of radiation and matter. For example, the core regions of AGNs are ruled out because
of this reason. On the other hand, in the regions of space where the magnetic fields are weak
the main mechanism that produces energy loss is the interaction with the CMB. This last process
is manifested essentially through the photoproduction of pions and pair-production, which are
feasible due to the high energy of the protons8. As a consequence, a fraction of the energy gained
by the acceleration is lost through synchrotron emission and CMB interactions, further limiting
the possible candidates for ultra-high energy cosmic-ray sources.

8In the case of heavier composition, nuclei can first interact with infrared background fields that dissociate it, breaking
it into lighter particles.
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Figure 1.5: The Cygnus A radio-active AGN. Each color represents a frequency band in the
electromagnetic spectrum: X-ray in blue, radio in red and visible in yellow. Radio emission
extends to either side along the same axis for nearly ∼ 3 × 105 light-years powered by jets of
relativistic particles emanating from the AGN. Hot spots likely mark the ends of the jets impacting
surrounding cool, dense material [37].

The FR II hot spotsmodels avoid the energy losses faced by accelerationmodels in AGN central
regions. However, the location of possible sources is problematic for both types of mechanisms.
Extremely powerful AGNswith radio lobes and hot spots are rare and far apart. The closest known
object isM87 in the Virgo cluster (∼ 18Mpc away) and could be amain source of ultra-high energy
cosmic rays. Although a single nearby source may be able to fit the spectrum for a given strength
and structure of the intergalactic magnetic field [38], it is unlikely to match the observed arrival
direction distribution. After M87, the next known nearby source is NGC315 which is already too
far at a distance of ∼ 80Mpc.

There is one possible accelerator object not included in Fig. 1.3. The Gamma-Ray Bursts (GRBs)
are transient high-energy phenomena that last from 30ms to hundreds of seconds and may act
as ultra-high energy accelerators. The bursts present an amazing variety of temporal profiles,
spectra, and timescales that have puzzled astrophysicists for more than four decades [39]. The
angular distribution of these bursts is isotropic within the statistical limits [40]. The average rate
of gamma-ray energy emitted by GRBs is ∼ 1044 ergMpc−3 yr−1, which is comparable to the
integrated cosmic-ray energy above 1019 eV in a redshift independent cosmological distribution
of sources [41].

The most popular interpretation of the GRB phenomenology is that the observable effects are
due to the dissipation of the kinetic energy of a relativistic expanding plasma wind, a “fireball”,
whose primal cause is not yet known [42]. Cosmological fireballs may generate ultra-high energy
cosmic rays through Fermi acceleration by internal shocks. In this model, the generation spectrum
is estimated to be dN/dE ∝ E−2 which is consistent with observations provided the efficiency with
which the kinetic energy is converted to gamma-rays and ultra-high energy cosmic rays are similar.
There are a several problems with the “GRB - cosmic rays” common origin proposal (see [42] for
details). One of the problems is that the origin of the highest energy end of the cosmic-ray spec-
trum has to be explained with GRBs closer than ∼ 50Mpc. However, only one GRB is expected
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to have occurred within this region over a period of 100yr. Therefore, a very large dispersion
of& 100yr in the arrival time of protons produced in a single burstwould be a necessary condition.

1.2.2 Top-down scenarios

The basic idea of a top-down origin of cosmic rays can be traced back to Georges Lemaître
[43] and his theory of the Primeval Atom, the precursor to the Big Bang model of the expanding
Universe. The entire material content of the Universe and its expansion, according to Lemaître,
originated from the "super radioactive disintegration" of a single atom of extremely large atomic
weight, the Primeval Atom. The cosmic rays were envisaged as the energetic particles produced in
intermediate stages of its decay. Theywere thus "glimpses of the primeval fireworks" [43]. Indeed,
Lemaître regarded cosmic rays as the main evidential relics of the Primeval Atom in the present
Universe.

In modern versions of the Primeval Atom, some cosmologists have related the origin of ultra-
high energy cosmic rays to other basic ideas beyond the Standard Model. Most top-down models
were formulated to avoid the energy loss of cosmic rays due to the interaction with the CMB, the
so-called GZK effect (see Sec. 1.3.2), after the AGASACollaboration claimed to have measured the
cosmic-ray spectrum without a sharp suppression at the highest energies [44] (see Sec. 1.4). Even
more exotic models were proposed to that end. For example, some theories predict a Lorentz
invariance violation that suppresses the cross section for inelastic collision between nucleons and
CMB photons [45].

These models avoid the problems of particle acceleration by postulating supermassive X par-
ticles with an energy of ∼ 1024 eV. The spontaneous rupture of symmetry between fermionic and
bosonic matter in the early stages of the Universe would have generated the X particles. Other
models that explain the X production include the annihilation of ultra-energetic neutrinos with
a background of neutrinos inherited from the early Universe almost as dense as the CMB or the
decay of "topological defects", i.e. regions of space-time where the density of matter and energy
remains as high as at the origin of the Universe.

The decay of any of these relics produces leptons and quarks. The leptons rapidly cascade
down to photons and electrons. The quarks decay into jets of ∼ 104 − 105 hadrons (pions and a
small fraction of baryons). In turn, the charged pions would decay in electrons and neutrinos and
the neutral pions into photons [28, 46]. In order for the decay products of the X particles to be
observed as cosmic rays today, they must decay in a recent cosmological epoch, or equivalently
at non-cosmological distances ( . 100Mpc) from Earth. Otherwise the decay products of the X
particles lose all energy by interacting with the background radiation fields9 (see Sec. 1.3).

Typical features of these scenarios are a predominant contribution of photons to the cosmic-
ray flux at sufficiently high energies (from ∼ 10% at 1019 eV up to 50% at 1020 eV [47]) as shown
in Fig. 1.6 and a notorious presence of neutrinos in the observed spectrum above ? 1019 eV
[21]. However, these predictions strongly depend on theUniversal Radio Background (URB), whose
strength is poorly determined in the relevant MHz regime [48], and extragalactic magnetic fields.
Although a variety of physical parameters, e.g., the mass of the supermassive X particles, are

9A possible exception is the case of neutrinos of sufficiently high energy originated by the decay of an X particle at large
cosmological distances � 100Mpc. These neutrinos may then produce high-energy nucleons and/or photons within
100Mpc from Earth [21].
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Figure 1.6: The predicted spectra of nucleons (black line) and photons (red line) from a top-
down model involving the decay of X particles of mass 1025 eV into two quarks, released from
homogeneously distributed topological defects, with an extragalactic magnetic field � 10−11 G.
Also shown are piecewise power-law fits to the observed cosmic-ray flux below 1019 eV (blue
line), the measurement of the diffuse gamma-ray flux between 30MeV and 100GeV by the EGRET
instrument [52] (red straight line) as well as upper limits on the diffuse gamma-ray flux from
various experiments at higher energies (see [21] for more details). The points with 1σ error bars
show the combined data from the Haverah Park, the Fly’s Eye, and AGASA above 1019 eV. Figure
modified from [53].

loosely subject to observational and theoretical constraints, they are bounded by the current non-
observation of photons above 1018 eV (see Sec. 1.5.3). However, recent models concerning Super
Heavy Dark Matter (SHDM) particles have been re-proposed to accommodate the existing photon
limits and constrain the SHDM particles lifetime [49, 50].

In addition, top-down models predict an energy spectrum which is considerably harder than
the case of shock acceleration, dN/dE ∝ E−1.9 above ∼ 7× 1019 eV [51] and without a cut-off at the
highest energies. Some top-downmodels may also produce distinctive features on the cosmic-ray
spectrum at lower energies. The secondary particles produced in the decay of the X particle
may induce electromagnetic cascades by interactions with the low-energy photon backgrounds,
contributing to the diffuse gamma-ray flux between 30MeV and 100GeV. This contribution is close
to the flux measured by the EGRET detector on board the Compton Gamma-ray Observatory
satellite [52]. These features are summarized in Fig. 1.6 for a specific top-down model based on
the decay of topological defects.

In summary, these models are disfavoured by recent experimental observations whereas they
can not be completely ruled out. There are also hybrid models that include elements from both
bottom-up and top-down models. The most successful one is the Z-burst model [54] which is
based on the idea that somewhere in the Universe neutrinos of ultra-high energy are generated.
These neutrinos annihilate with cosmological neutrinos and generate Z0 bosons which decay
and generate a local flux of nucleons, pions, photons and neutrinos. In any case, the accurate
knowledge of the mass composition and shape of the observed energy spectrum would serve to
distinguish between different acceleration and decay scenarios.
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Figure 1.7: A schematic representation of magnetized regions intervening in ultra-high energy
cosmic rays propagation. Their approximative characteristic length scales are indicated in grey
[55].

1.3 Propagation of Cosmic Rays

While propagating from their sources to the observer, cosmic rays interact with background
radiation fields. These interactions may affect their energy, composition and their propagation di-
rection. Each process may leave a variety of signatures on the observables and generate secondary
neutrinos and photons.

1.3.1 Magnetic deflection

The absence of powerful astrophysical counterparts in the arrival directions of ultra-high
energy cosmic rays is probably related to the effect of cosmic magnetic fields that deflect and delay
particles during their propagation. Charged particles are subject to the influence of magnetic
fields in the source environment, in the intergalactic medium, and in the Galaxy, as depicted in
Fig. 1.7. Since very little is known about cosmic magnetic fields, the parameter space for an
accurate description is quite large.

It is known that lower energy cosmic rays, those which are thought to originate from within
the Galaxy, must propagate an average distance of∼ 1Mpc. This implies that Galactic cosmic rays
diffuse through the Galaxy and so arrive isotropically at the Earth. On the other hand, at ultra-
high energies, cosmic rays are most likely extragalactic in origin since they cannot be effectively
contained within the Galaxy. For example, the gyroradius for a proton at 1018 eV in a field of
∼ 3µG is about 300pc, as thick as the Galactic disc.

The angular deflection from the incoming cosmic-raypath, as a function of the traveleddistance
and primary energy, is given by the Larmor radius rL:

rL ∼
E

Z ·B⊥
(1.8)

where Z is the charge of the particle and B⊥ is the magnetic field component perpendicular
to the particle momentum. If the magnetic field is constant over the traveled distance d:
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Figure 1.8: Examples of possible trajectories of nuclei with E/Z = 1018 eV (solid lines) and E/Z =
1019 eV (dotted lines) in the Galactic magnetic fields. Dashed lines indicate the Galactic spiral
arms [57].

dθ(E, d) ∼ d

rL
∝ Z ·

(
E

1020 eV

)
·
(
B⊥
nG

)
·
(

d

Mpc

)
(1.9)

This means a deviation of less than 1° for a proton of energy 1020 eV in a magnetic field of µG
and on a distance of few kpc, or equivalently in a field of nG over a distance of the order of the
Mpc10. In Fig. 1.8 the trajectories of nuclei with E/Z = 1018 eV (solid lines) and E/Z = 1019 eV
(dotted lines) in the Galactic magnetic field model are drawn. Therefore, the existence of a light
component in the cosmic rays flux at the highest energies is crucial for Astronomy with charged
particles to be feasible. In this case, the information on the incoming direction is conserved and the
correlation with sources may be established. In particular, the regular component of the Galactic
magnetic field can distort the angular images of cosmic-ray sources: the fluxmay appear dispersed
around the source or globally translated in the sky with a small dispersion. Since Galactic mag-
netic fields are not uniform in the sky, angular deflections also depend on the observed direction
[56].

1.3.2 GZK effect

In the intergalacticmedium, cosmic rays primarily interactwith theCMBphotons at the highest
energies, and with infrared (IRB) and radio background photons at slightly lower energies [58].
According to the GZK effect, cosmic rays would interact with the CMB during their propagation
via photopion production. The process for protons, which involves an intermediate4-resonance,
is:

p + γcmb →4+ →n + π+

p + γcmb →4+ →p + π0 (1.10)

The energy threshold for this process given a background photon with energy ε is:

10Employing a more realistic model, the dependence of the distance d is found to be weaker and the coherence length
of interaction must be taken into account [21]. However, the dependence of dθ with the energy and the magnetic field is
correctly described by this simple model.
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Figure 1.9: (Left) Proton energy loss lengths in terms of its energy. The black solid line represents
the energy loss length for photopion production on CMB and IRB photons; red solid line for pair
production on CMB photons. Dashed lines represent the interaction length (or mean free path to
interaction) for photopion production on CMB photons (thick) and IRB photons (thin). The dotted
line indicates the losses due to cosmological expansion [55]. (Right) The mean energy of protons
interacting with the CMB as a function of the traveled distance. The curves correspond to three
different initial energies [59].

Eth =
mπ

4ε
· (2mp +mπ) ∼ 2× 1020

(εCMB

ε

)
eV (1.11)

with εCMB ' 2.7kBTCMB ' 6 × 10−4 eV, the mean energy of a CMB photon, leading to Ethr ∼
1020 eV. The energy loss length xloss ≡ |E−1dE/cdt|−1 is shown in Fig. 1.9, left. Above E ∼
6×1019 eV the distance that particles can travel without losing their energy shortens considerably.
If cosmic rays originate from cosmological distances, their flux above this energy should be
consequently suppressed, producing thewell-knownGZK feature in the cosmic rays spectrum (see
Sec. 1.4). This property further imposes that the sources of the observed ultra-high energy cosmic
rays at a given energy should be located in our local Universe, within a distance l . xloss(E). The
energy loss per interaction with the CMB is ∼ 20%. Due to the mean free path of this interaction,
extragalactic protons traveling farther than distances on the order of 100Mpc, and with energies
above the threshold, will never be observed on Earth. This defines the GZK horizon, as shown in
Fig. 1.9, right.

At energies below E ∼ 7× 1019 eV cosmic-ray protons are affected mainly by the Bethe-Heitler
pair production mechanism (see Eq. 1.12). The same interactions can occur with IR, optical, and
UV backgrounds in intergalactic space, but this contribution is almost irrelevant over the entire
energy range. The threshold energy for this process is shown in Eq. 1.13. Since its inelasticity is
only 0.1%, it is not dominant at higher energies compared to the energy loss for the photopion
production, as it can be seen in Fig. 1.9, left.

p + γcmb → p + e+ + e− (1.12)

Eth =
me(mp +me)

ε
' 8× 1017

(εCMB

ε

)
eV (1.13)
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Figure 1.10: The fraction of cosmic rays that survives propagation over a distance larger than D,
for protons above 4 × 1019 eV, 6 × 1019 eV, and 1020 eV and for He, the CNO group and Fe above
6× 1019 eV. The black solid line shows where 50 of a given species can originate for a given atomic
mass and energy. At trans-GZK energies (E > 6 × 1019 eV), only protons and iron survive the
propagation over D > 50Mpc [55].

1.3.3 Energy losses for nuclei

For primary cosmic rays with mass number A > 1, the photo-disintegration processes come
into play, both with the CMB and IRB, according to the following relations:

A+ γcmb,irb → (A− 1) +N

A+ γcmb,irb → (A− 2) + 2N

A+ γcmb,irb → A+ e+ + e−
(1.14)

Given that the energy of the primary nuclei is shared between nucleons, the threshold energy
for these processes is typically higher than for proton. The photo-disintegration process leads to
the ejection of one or several nucleons N from the nucleus. At ultra-high energies, nuclei photo-
disintegrate on CMB and IR-UV photons through three main types of processes that contribute
at increasing energy ranges: the Giant Dipolar Resonance, the Quasi Deuteron process and the
Baryonic Resonance. In a first approximation, the Lorentz factor of the primary nucleus can be
considered unchanged through these interactions. Nuclei also experience photopair production
that decreases the Lorentz factor without affecting the number of nucleons. At larger energies
(above 1021 eV for iron) the photo-pion production starts to become relevant and dominates on
the photo-disintegration processes for energies larger than 3 × 1021 eV. The photo-disintegration
processes with CMB dominate through most of the energy range, while the pair production, as
well as the interaction on IRB, Optical and UV backgrounds are negligible.

One remarkable effect of the propagation of nuclei is that nuclei with mass number A < 20

cannot travel farther than few tens of Mpc without disintegrating (see Fig. 1.10). In particular,
heavy nuclei could be found in abundance at trans-GZK energies only if the composition were
essentially dominated by the iron nuclei group.
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Figure 1.11: The abundance of elements in cosmic rays as a function of their nuclear charge
number Z at energies around 1GeV per nucleon, normalized to Si = 100 [61]. The abundance for
light nuclei is shown in black dots [62], while heavy nuclei, as measured by several experiments,
are shown with the quoted marker styles [63]. In addition, the abundance of elements in the Solar
System is represented by gray triangles [64].

1.4 Energy spectrum of Cosmic Rays

The energy spectrum of the cosmic rays spans more than 12 orders of magnitude in energy,
between 109 eV to more than 1020 eV, and more than 30 orders of magnitude in flux. The ob-
served differential flux follows a power law E−γ above 1015 eV with γ ' 3, implying that the
number of cosmic rays decreases by a factor ∼ 103 for each decade increase in energy, being
∼ 1particlem−2 yr−1 above 1015 eV and only ∼ 1particle km−2 century−1 at 1020 eV.

The solar wind prevents charged particles from the interstellar medium from entering the
Solar System below ∼ 108 eV. The Sun itself is a sporadic source of nuclei and electrons that are
accelerated by shock waves at its corona or by magnetic energy released during solar eruptions.
In the latter case, the flux of particles impiging the Earth increases by a factor between 102 and
106 over a period of hours to days11. The maximum energy that solar cosmic rays can possess
is typically between 107 eV and 108 eV, reaching a maximum value of 109 eV (once per year) and
1010 eV (once per decade) [60]. Above ∼ 1010 eV, the effect of the solar wind becomes negligible
and the cosmic rays of the Galactic medium begin to enter the Solar System.

Between 1011 eV and 1014 eV, the cosmic-ray composition can be measured directly from bal-
loons or with detectors carried on satellites. These measurements point towards a predominantly
light composion, mainly protons and α particles [60]. A more detailed comparison with the
relative abundances of the components of the Solar System, as shown in Fig. 1.11, shows that
the presence of H and He in the cosmic rays is smaller than in the Solar System, which is not
completely understood. It could indicate that the heavier elements are more easily accelerated or
could be a consequence of the mass composition at the sources. On the other hand, some nuclei
such as Li, Be, Ti and Cr have higher abundances than in the Solar System, which is a direct
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Figure 1.12: The cosmic-ray spectrum multiplied by E2.5 measured by several experiments [65].
The breaks in the energy spectrum denote changes of the mass composition or acceleration mech-
anisms and origins of the primary particles (see text for details).

consequence of the nuclear spallation of C, O and Fe nuclei.
Above 1014 eV, the flux becomes so low that only ground-based experiments with large aper-

tures and long exposure times can hope to acquire a significant number of events. Such experi-
ments exploit the atmosphere as a giant calorimeter. The incident cosmic radiation interacts with
the atomic nuclei of air molecules and produces air showers which spread out over large areas (see
Chapter 2). There is a general consensus about the Galactic nature of cosmic rays up to 1015 eV,
since the shock waves asociated with the SNRs are efficient accelerators up to these energies (see
Sec. 1.2).

From 1014 eV up to the highest energies, the energy spectrum follows a power lawwith spectral
index γ ' 3. The features of the spectrum are best described as small changes in the spectral slope
or breaks. The ultra-high energy cosmic-ray spectrum is shown, multiplied by a factor of E2.5, in
Fig. 1.12. The equivalent LHC energy in proton-proton collisions with a fixed target is ∼ 1017 eV.
Above this energy, particle physics is no longer directly constrained by data from accelerator ex-
periments. Because of differences between the energy calibration of different experiments, it is
often difficult to compare the absolute energy of the various features. It is much easier to compare
the spectral slopes. The breaks in the spectrum could be explained in terms of changes in the
propagation, the location of the sources (fundamentally inside or outside our Galaxy) or the mass
composition of the primary flux.

1.4.1 Features of the energy spectrum

The Knee The first of these breaks, known as the knee, occurs at ∼ 1015.5 eV where the energy
dependence changes fromE−2.7 toE−3.0 [66]. Above the knee, the light particles are not confined

11 These events are more frequent during the phases of greater activity of the solar cycle.
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in the regions of acceleration since their Larmor radius is similar to the characteristic length of the
shock waves and, therefore, they escape before being accelerated. Accordingly, the composition
would tend to become heavier. At energies around the knee, the results of the KASCADE Col-
laboration show that there is a gradual change in the composition from light to heavy elements
[67]. The cosmic rays flux in this region could also be explained by a superposition of power
laws (corresponding to the different types of primaries) with dedicated breaks (knees) at different
energies12.

The Second Knee The next change, less clear than the first and still under discussion, has been
observed at∼ 1017.6 eV by detectors like HiRes [72] and Akeno [73], but has not been seen at these
energies by more recent experiments like Auger and KASCADE-Grande. Moreover, KASCADE
has reported the indication of this inflection at ∼ 1016.9 eV assuming a heavier mass composition
[74]. The break would correspond to a further softening to an index of ∼ −3.3. It receives the
name of second knee. If confirmed, the second knee could represent a limit for the acceleration
of Galactic heavy elements since between 1017 eV and 1018 eV the Galactic SNRs would cease
to be effective accelerators. Otherwise it could indicate the energy above which the extragalac-
tic cosmic-ray component becomes dominant. In any case, the mass composition of the primary
cosmic rays is the key to describe this transition and rule out acceleration and propagationmodels.

The Ankle and the suppression Around ∼ 1018.5 eV, the spectrum retreats by retaking the
exponent −2.7 in a break that the community baptized as the ankle of the spectrum. Beyond the
second knee, the particles have enough energy to travel from extragalactic sources in less than
the Hubble time [75] and the Galactic magnetic fields would not be able to confine heavy nuclei.
Therefore, the extragalactic component should begin to dominate somewhere in the spectrum
between the second knee and the ankle.

Above the ankle, the cosmic rayswould necessarily be extragalactic. At∼ 5×1019 eV, an abrupt
suppression of the flux is observed. The cutoff interpretation is still unclear. If the particles were
protons, their interaction with the CMB would induce energy losses, as already explained in Sec.
1.3.2. On the other hand, if the flux was composed by heavy nuclei a suppression at such high
energies could be due to the limit of acceleration in the extragalactic sources.

The energy spectrum at the highest energies is measured with an unprecedented precision
at the Pierre Auger Observatory with an exposure exceeding 50000km2 sr yr [76]. The spectrum
is obtained from the data of the 3000km2 surface detector array, the hybrid events detected
simultaneously by the fluorescence telescopes and the surface array, and the data from a denser
array. All the detectors of the Pierre Auger Observatory are extensively described in Chapter 3.
The individual spectra are shown in the top panel of Fig. 1.13, while the energy spectrum obtained
combining all measurements is shown in the bottom panel.

In summary, the cosmic-ray flux and its spectral distribution show the astrophysical richness
and complexity of the region from ∼ 1017 eV onwards. The different changes in the spectrum are
mainly related to changes in the nature of the arriving particles and the energy spectrum in, and
the type of, the sources.

12The energy spectrum manifests a flattening at about 1016 eV, a feature often called low energy ankle, firstly reported by
the KASCADE-Grande Collaboration [68], and recently confirmed independently by the Yakutsk [69], IceCube [70] and
Telescope Array [71] Collaborations. Its interpretation is still unclear.



20 CHAPTER 1. COSMIC RAYS

Figure 1.13: The energy spectra measured with individual detectors (top) and combining all
detectors (bottom) by the Pierre Auger Collaboration [77].

1.5 Ultra-high energy photons

The ultra-high energy cosmic rays have been known for more than 70 years, and yet their
origin remains elusive. Similarly, the possibility of an ultra-high energy photon component of the
cosmic radiation is one of the open problems of Astroparticle Physics. The most energetic and
violent, but also less understood, astrophysical objects in the Universe are expected to produce
cosmic rays, with an accompanied flux of ultra-high energy photons and neutrinos. The simul-
taneous observation of these particles, the so-called multi-messenger approach, is a key ingredient
for discovering the sources themselves and for better understanding the underlying mechanisms
responsible for their violent activity.

1.5.1 Sources and generation mechanisms

Ultra-high energy photons and neutrinos are expected from the decay of π0 and π±, which
are produced by any primary process. One possible generation channel is the GZK effect, which
involves the CMB, as discussed in Sec. 1.3.2. In this case, the photons and neutrinos are usually
called cosmogenic. Since they are produced during the propagation of the hadronic cosmic rays,
they may conform a diffuse isotropic flux. Another possible generation channel involves direct in-
teraction between matter and radiation at the cosmic-ray sources. In this second case, the photons
and neutrinos are usually called astrophysical. Since they point back to their sources (photons and
neutrinos are not deflected by magnetic fields), they could carry valuable information about the
acceleration regions.
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Figure 1.14: The energy spectrum of the different components of the cosmic photon background:
CMB in green, URB in red [78] and IR in blue [79].

Cosmogenic photons Ultra-high energy particles interact with the cosmic photon background.
This background can be separated into several parts, three of them are relevant for cosmic-ray
interactions. The URB has the largest differential photon density in the range between 10−12 eV to
10−6 eV. The CMB dominates up to about 3meVwhen the IRB andOptical Background effects begin
to be non-negligible until approximately 10 eV. Therefore, the photon background covers about 13

orders of magnitude of the electromagnetic spectrum as shown in Fig. 1.14.
A guaranteed flux of cosmogenic photons is expected from the decay of the neutral pions

produced by the GZK effect. The complete generation channel, extended from Eq. 1.10, is:

p+ γCMB → ∆+ → p+ π0 → p+ γUHE + γUHE (1.15)

If ultra-high energy cosmic rays are mostly nuclei, they would interact with radiation back-
grounds primarily through photo-disintegration, breaking up into lighter nuclei and nucleons [80]
(see Sec. 1.3.3). As these nucleonswould often be below the energy threshold for pion-production,
fewer ultra-high energy photons and neutrinos would be produced [81]. The flux of ultra-high
energy photons in this scenario would be up to two orders of magnitude smaller than the flux
calculated in the pure-proton scenario. Thus, the detection of ultra-high energy photons provides
an additional probe of the composition of ultra-high energy cosmic rays.

Photons emerging from the pion decay carry away ∼ 20% of the original nucleon energy [82].
Since the energy threshold for the GZK process is ∼ 3 × 1019 eV, photons emerging from this
process would have a minimum energy of ∼ 3 × 1018 eV. However, the energy of the photons
observed on Earth would be lower due to farther interactions with radiation fields during their
propagation to Earth (see Sec. 1.5.2). In this scenario, the observed flux would be composed of
secondary photons produced by the cascading of the primary photons.

In the theoretical models that follow the top-down approach, the primary process is directly
related to the decay or the annihilation of the postulated super-massive particles. In the decay
or annihilation processes, typically two or more quarks and gluons are produced, which initiate
QCD cascades [47]. Eventually, the partons in the cascades hadronize, and thus cosmic rays are
produced along with a large number of pions which leads to a predicted flux of photons that is,
for some models, two orders of magnitude larger than in the bottom-up models [82].

While the LHC failed to discover any dark-matter candidate, models of dark matter which are
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Figure 1.15: The number of sources detected over time for various energy domains and different
experiments [87].

beyond the reach of man-made accelerators are becoming more and more popular. In particular,
the SHDM model, originally put forward to explain the apparent excess of E & 1020 eV cosmic
rays (presently disfavoured), has its own cosmological motivation [83]. Its important prediction
is a significant fraction of secondary photons among the decay products of these super-massive
particles. Though this scenario is largely constrained by the upper limits on the photon flux (see
Sec. 1.5.3), it is not completely ruled out [84].

Astrophysical photons Galactic photons may be produced during the propagation of ultra-high
energy cosmic rays through the central region of the Milky Way. In this case, the interaction with
starlight and infrared photons emitted by dust re-radiation, similarly to the GZK process, may
result in production of pions which generate a secondary flux of photons and neutrinos [85].

Ultra-high energy photons may be produced in the vicinity of acceleration regions as well
through cosmic-ray interactions with surrounding radiation and matter [86]. However, it is
presently unknown whether the acceleration of particles up to ∼ 1017 − 1018 eV may happen
in any single object or region in the Galaxy. In any case, these objects are not expected to be
numerous. Therefore a certain degree of clustering of the arrival directions of photons would be
expected in this scenario.

On the other hand, many sources of photons have been identified at lower energies by both
space- and ground-based detection systems. The success of the field can be illustrated by the
number of sources detected at the 109 eV and 1012 eV energy regimes, which are commonly known
as the high-energy and very high-energy domains, as depicted in Fig. 1.15 by blue and red lines
respectively. In the following, a few selected experiments are presented and some of their major
achievements are described.

TheHigh Energy Stereoscopic System (HESS), consisting of four imaging atmospheric Cherenkov
telescopes inNamibia13, has observedmany extragalactic objects in the search for very high-energy
gamma-ray emission [89, 90]. These objects include AGNs, notably blazars and various kinds of
galaxies such as seyfert14, radio and starburst [91].

13An upgrade of this experiment through the installation of a 28m telescope at the centre of the original array in 2012,
marked the onset of the so-called HESS II era [88].

14Seyfert galaxies have quasar-like nuclei (very luminous, distant and bright sources of electromagnetic radiation) with
very high surface brightnesses but unlike single quasars, their host galaxies are clearly detectable.
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Figure 1.16: The gamma-ray spectrum in the direction of the Galactic center measured by HESS
(red dots). The error bars represent the 1σ statistical error and the arrows represent the upper
limits at 90% CL. The shaded areas represent the 1σ confidence bands of the best-fit spectra.
The measured spectrum from the unidentified point source HESS J1745-290 is also shown for
comparison (blue dots) [31].

The HESS Collaboration measured a gamma-ray spectrum at energies around 1012 eV in the
direction of the Galactic center region [31]. The measured diffuse gamma-ray emission follows a
power law according to dN/dE ∝ E−γ with a spectral index γ = 2.32 ± 0.05stat ± 0.11sys without
any observation of a cutoff or a spectral break up to∼ 1013 eV. Since these photons result from the
decay of π0 produced by hadronic interactions, the derivation of such a hard power-law spectrum
implies that the spectrum of the parent protons should extend to energies close to 1015 eV. The
hadronic interactions between 1015 eV protons could also be studied by the observation of emitted
neutrinos or X-rays from the synchrotron emission of secondary electrons andpositrons. However,
the expected fluxes of neutrinos and X-rays are below or at best close to the sensitivities of the
current instruments. This was the first robust detection of a very high-energy cosmic hadronic
accelerator which operates as a source of 1015 eV particles (a PeVatron) [31]. The measurements
from HESS are displayed in Fig. 1.16.

The Major Atmospheric Gamma Imaging Cherenkov (MAGIC) telescope is currently the largest
stand-alone operating telescope of its kind. Located in the Canary Island of La Palma, Spain, it is
based on the samedetection technique as theHESS telescopes. The site has been chosen previously
for the HEGRA experiment, and it also hosts several optical telescopes and solar observatories,
including the 10.4m diameter telescope CANARIAS. MAGIC was designed to achieve an energy
threshold as lowaspossible allowing todetect gamma-rays in anunexplored energy range: the gap
between 1010 eV and∼ 2×1011 eV, where the particle flux is too low to allow significant detections
with the EGRET satellite and the Cherenkov light produced in air showers is insufficient for a
clear detection by the previous generation of ground-based Cherenkov telescopes. A second
17m diameter telescope, named MAGIC-II, has been commissioned at the same site as the first
telescope during 2009. It is located at a distance of 80mfrom the first telescope and can be operated
independently or in stereoscopic mode with its predecessor.

The MAGIC telescopes have been employed to discover several Galactic and extragalactic
sources including AGNs at z > 0.2 [93], a binary system LSI+61 303 [94] and to detect the
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Figure 1.17: The two 17m diameter MAGIC telescope system operating at the “Roque de los
Muchachos” observatory in La Palma. The front telescope is the MAGIC-II [92].

gamma-ray emission at energies above 1011 eV from the SNR IC443 [95]. Perhaps one of the most
important contributions to the field by the MAGIC Collaboration was the detection of pulsed
gamma-ray emission from the Crab pulsar at energies as low as 2.5× 1010 eV [96]. This indicates
that the emission occurs far out in the magnetosphere, hence excluding the polar-cap scenario as
a possible explanation.

The Fermi-Large Area Telescope (Fermi-LAT) experiment, commissioned in 2008, is mainly de-
voted to gamma-ray astronomy in the energy range from 2 × 107 eV to more than 3 × 1011 eV,
over the large background of energetic charged particles at the 565km altitude orbit of the Fermi
satellite. For each gamma-ray, Fermi-LAT measures its arrival time, direction, and energy. The
key improvements of Fermi-LAT from its predecessor, the EGRET experiment, have been obtained
because of the newer technologies, principally in particle detection and in electronics. These im-
provements provide a larger effective area (∼ 8000 cm2 compared to ∼ 1500 cm2 of EGRET) over
a much larger field-of-view [97]. The Fermi-LAT Collaboration has released data on transient
sources and light curves for more than 20 regularly monitored sources, and continuously adds
more sources to the list as they show significant brightening. For example, the 2FGL catalog
contains 1873 sources detected and characterized in the 108 eV - 1011 eV range, some of which
can be seen in Fig. 1.18, thanks to its unprecedented angular resolution. In general, all sources
of gamma-rays at these energies are either locations of high-energy (nonthermal) processes or
indicate locations of new physics in the Universe beyond the Standard Model of particle physics
(see [98] for a review).

The IceCube Collaboration has recently reported evidence for a high-energy neutrino flux.
During two years of operation 28 events with energies between 3× 1013 eV and 1.2× 1015 eV were
observed while only 10.6 events were expected from conventional atmospheric background [100].
The hadronic interactions responsible for this IceCube excess would have also produced a flux
of high-energy photons that can serve as a probe of source direction and distance. The existing
limits for the diffuse photon flux at these energies (see Sec. 1.5.3) support the interpretation that
the IceCube excess is mostly of extragalactic origin.

The measurement of the extragalactic isotropic diffuse gamma-ray background measured by
Fermi-LAT reinforces the extragalactic origin hypothesis for the IceCube neutrinos. In Fig. 1.19,
both spectra are shown after accounting for the cascading of the 1015 eV photons in radiation back-
grounds between source and observation, assuming that the secondary particles are by-products
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Figure 1.18: The Fermi-LAT sky map in Galactic coordinates. Superimposed, the position of the
principal SNRs in the gamma-ray sky [99].

Figure 1.19: The astrophysical neutrino flux (black line) observed by IceCube matching the corre-
sponding cascaded gamma-ray flux (red line) observed by Fermi-LAT [101]. The black data points
are combined IceCube results [104]. Figure extracted from [103].

of proton-proton interactions. The black line in Fig. 1.19 shows an E−2.15 neutrino spectrumwith
an exponential cutoff around 1015 eV. This scenario actuallymatches the extragalactic isotropic dif-
fuse gamma-ray background measured by Fermi-LAT [101]. This indicates that the contribution
of gamma-rays accompanying IceCube neutrinos to the extragalactic fluxmeasured by Fermi-LAT
is significant, suggesting a common origin at some level [102]. Although no definite identification
of the sources of cosmic neutrinos has yet emerged, it is rather clear that a multiwavelength path
to the neutrino sources looks very promising [103].

1.5.2 Propagation

Thepredictions of the ultra-high energyphotonflux at Earth not only rely on theoreticalmodels
at the production sites, but depend as well on the interactions that photons undergo during their
propagation. Although photons are not subjected to magnetic deflections, they interact with the
extragalactic background photons γb inducing electromagnetic cascades. The main interaction
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Figure 1.20: The average interaction length for photons (left) and PP electrons (right) in terms
of their energy for interactions with different background radiation fields [107]. The dashed line
gives the energy loss length for adiabatic energy losses due to the expansion of the Universe [108].

channel is through Pair Production (PP)15 [105]:

γUHE + γb → e+ + e− (1.16)

The threshold energy Ethr for PP with a background photon of energy ε is:

Ethr =
m2
e

ε
' 2.6× 1011

( ε

eV

)−1
eV (1.17)

where me denotes the electron mass [21]. Hence, background photons with an energy
ε .4×10−7 eV are the most efficient targets for primary photons with energies around 1019 eV.
These photons belong to the URB, as seen in Fig. 1.14. Unfortunately, the URB is not very well
known mostly because it is difficult to disentangle the Galactic and extragalactic components
[48, 106].

The absorption of ultra-high energy photons by PP with the low energy photons of the extra-
galactic background radiation, specially the CMB, limits their observability to the local Universe.
The effect is energy-dependent, with photons at energies around 1016 eV having a horizon distance
of order of theMilkyWay size, while photons at 1018 eV are detectable fromdistances of∼ 300kpc.
Typical interaction lengths in terms of the photon energy are shown in Fig. 1.20, left. Photons at
energies between 1016 eV and 1017 eV are thus created in the Galaxy unless some new physics is
assumed.

The energy distribution between the electron and the positron produced in the PP process
according to Eq. 1.16 is not symmetric due to the very high center-of-mass energy. One of the
particles carries away ∼ 90% of the energy of the primary photon. This leading particle can
then undergo Inverse Compton Scattering (ICS)16 or Triplet Pair Production (TPP) with background
photons:

15The Double Pair-Production, in which four electrons and positrons are generated, is also possible but at energies below
1012 eV.

16 In constrast to other types of interactions, the ICS is a well known process occurring without threshold.
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e± + γb → e± + γUHE (1.18)

e± + γb → e± + e− + e+ (1.19)

In the ICS, most of the energy of the electron or positron is transferred to the upscattered
background photon, which can now be considered a secondary ultra-high energy photon [21].
This process is dominant if the electron has an energy below ∼ 1017 eV, as seen in Fig. 1.20, right.
At higher energies, the most probable interaction process is the TPP or the synchrotron emission.
The development of the electromagnetic cascade depends on the strength of the intervening
extragalactic magnetic fields. For sufficiently intense field, electrons in the cascade lose most of
their energy by synchrotron radiation and the cascade development stops when the synchrotron
cooling time scale becomes smaller than the mean ICS interaction path [107]. The energy-loss
lengths corresponding to the average synchrotron radiation emission for e± [46], is also shown in
Fig. 1.20, right, for three different intensities of the magnetic field. Finally, electron and photons
adiabatically lose their energy because of the expansion of the Universe.

Through repeated cycles of PP and ICS17, an electromagnetic cascade develops and thus the
presence of a weak intergalactic magnetic field can propagate photons over significant distances
[109]. This cascade accelerates at lower energies due to the decreasing interaction lengths until
most of the photons fall below the PP threshold (see Eq. 1.17). At this point they pile-up with
a characteristic E−1.5 spectrum [110]. Most of the energy of fully developed electromagnetic cas-
cades ends up below∼ 100GeVwhere it is constrained bymeasurements of the diffuse gamma-ray
flux by the EGRET experiment [111].

1.5.3 Upper limits to the photon flux

Although it is theoretically possible that photons contribute to the flux of ultra-high energy
cosmic rays, no direct observation has been confirmed above 8.1 × 1013 eV [112]. Instead, upper
limits to the photon flux in higher energy domains have been established by several experiments
[113]. The Pierre Auger Observatory has conducted several photon searches for energies above
1018 eV by combining parameters related to the longitudinal development of the EAS and to
the particles arriving to ground (see Chapter 2). No photon candidates have been univoquely
identified and thus upper limits on the integral flux of ultra-high energy photons of 0.027, 0.009,
0.008, 0.008 and 0.007km−2 sr−1 yr−1 at 95% confidence level have been established above 1, 2,
3, 5 and 10 × 1018 eV. These limits bound the fractions of photons in the all-particle integral flux
below 0.1%, 0.15%, 0.33%, 0.85% and 2.7% (see [114] and references therein). The upper limits
established by Auger are compared with results published by previous experiments, as well as
predictions of different cosmic-ray propagation and top-down models, in Fig. 1.21.

The first evidence in favor of the presence of ultra-high energy photons has been found by re-
analysing the data of the EAS-MSU experiment [121]. An estimated ultra-high energy photon flux
of (1.55+0.75

−0.67)×10−16 cm−2 s−1 sr−1 above 5.2×1016 eV and (0.45+0.36
−0.21)×10−16 cm−2 s−1 sr−1 above

9.1 × 1016 eV was reported by searching for an excess in muonless events with a 36.4m2 buried
muon detector [122]. Although photons at these energies are expected to have a Galactic origin, as
discussed before, no significant anisotropy in the arrival directions has been found. Moreover, the
theoretical origin mechanism for photon primaries in this energy domain has not been yet clearly

17In the high energy limit, the total cross sections for PP and ICS are related through σPP ' 2σICS [21].
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Figure 1.21: Theupper limits on the integral photonfluxderived by the PierreAugerCollaboration
(blue arrows) for aphotonfluxE−2. The limits obtainedwhen thedetector systematic uncertainties
are taken into account are shown as horizontal segments (light blue) delimiting a dashed-filled
box at each energy threshold. Previous limits are also reported: for Auger (SD 2015 [115] and
Hy 2011 [116]), Telescope Array (TA [117]), Yakutsk (Y [118]) and Haverah Park (HP [119]). The
shaded regions and the lines give the predictions for the GZK photon flux [82] and for top-down
models (TD, Z-Burst, SHDM I [120] and SHDM II [49]).

established. Nevertheless, a later re-analysis did not confirm this evidence [123]. The existence of
primary photons in the cosmic-ray flux between 1016.5 eV and 1018 eV have only been studied by
this experiment and KASCADE-Grande [124], as shown in Fig. 1.22.

1.5.4 Motivations for the search at ultra-high energies

The search for ultra-high energy (E > 1014 eV) photons complements measurements of cosmic
rays and neutrinos towards a multi-messenger understanding of the most energetic astrophysical
phenomena. In particular, the discovery of photons with energies between 1016 eV and 1018 eV in
the cosmic rays flux could be of particular interest not only for the field of Astroparticle Physics,
but also for Astrophysics and fundamental Physics, since they are tracers of the highest energy
processes in the Universe [127].

Therefore, the detection of a photon flux between 1016.5 eV and 1018 eV or the upper limit
estimation following a non-observation of a clear flux would represent an important tool to
answer many open questions. The detection of ultra-high energy photons in this energy domain
would also open the possibility for exploring the Universe in a novel approach, complementing
recent neutrino and gravitational waves observations. Following the discussion of the previous
sections, a short summary of the motivations for the search of primary photons between 1016.5 eV
and 1018 eV is presented in this section.

Point sources identification Photons point back to their astrophysical sources as they are not de-
flected by magnetic fields. Thus, they could reveal details about the cosmic-ray acceleration
in their sources as well as deliver information about their propagation to Earth. This makes
them suitable candidates to extend astronomical observations to unprecedented energy
ranges. Moreover, if the sources of cosmic rays are transient, typically involving compact
objects (such as GRBs), an observation of photons, neutrinos and gravitational waves could
in fact be the only path that might lead to a full understanding of the underlying processes.
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Figure 1.22: The upper limits to the integral photon flux published by several experiments com-
pared with theoretical curves by an IceCube excess model [100], see Sec. 1.5.1. The lines represent
the unattenuated flux (solid) and the flux from sources at 8.5kpc, 20kpc, and 30kpc (dotted
lines), respectively. The marker colors represent the limits published by different experiments:
EAS-MSU in blue [121, 123, 122], KASCADE and KASCADE-Grande in red [125, 126] and Pierre
Auger in gray [116], among others. Figure taken from [126].

Mass composition of cosmic rays The ultra-high energy cosmic rays are expected to produce
pions by the GZK effect in the conventional models of propagation [13]. These pions in turn
decay in secondary photons that would comprise less than 1% of the observed cosmic-ray
flux depending on the mass on the primary cosmic ray: a light primary composition would
produce a larger flux of secondary photons. Therefore, a hypothetical ultra-high energy
photon flux could serve as a tool to describe the mass composition of cosmic rays near their
sources. Since still today the cosmic rays composition is a controversial subject, the search
for an ultra-high energy photon flux becomes relevant [128].

Dark matter and new physics The ultra-high energy photons coming directly from the sources
are strongly suppressed between 1015 eV to 1017 eV due to pair production with the CMB.
Typical interaction lengths are∼ 20kpc at 1016.5 eV and∼ 300kpc at 1018 eV [107]. Therefore,
a direct photon flux from extragalactic sources is strongly suppressed, while favouring a
Galactic origin. An observation of photons at these energies may be a smoking-gun signal
of new physics, including superheavy dark matter [83, 21], axion-like particles [129], or an
ultimate test of Lorentz-invariance [130]. On the other hand, a non-observation of a photon
flux would allow for the estimation of an upper limit which imposes strong restrictions on
the top-down models (see Sec. 1.2.2).

Particle interactions The identification of ultra-high energy photons with ground-based large-
aperture detectors such as Pierre Auger can serve, through the interactions of the photons
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with lower-energy photons or atmospheric nuclei, as probes of several aspects of Quantum
Electrodynamics and Chromodynamics at energies currently unreachable by man-made
collider experiments.

Relation to IceCube neutrinos The origin of the 28 neutrinos detected by IceCube is still uncer-
tain. Although the preexisting photon limits at ∼ 1015 eV support the extragalactic origin
hypothesis, these photon surveys were conducted by Observatories located in the Northern
Hemisphere whereasmost of the 28 IceCube events are located in the SouthernHemisphere.
This emphasizes the importance of a dedicated photon search around 1015 eV in the Southern
Hemisphere, particularly in the extended region around the Galactic center. Moreover, pos-
sible sub-dominant contributions from Galactic neutrino sources like SNRs are marginally
consistent with present photon limits. Although there is no statistically significant neutrino
event clustering at present [131], diffuse photon surveys around 1015 eV are an important
probe to break the degeneracy between Galactic and extragalactic neutrino contributions.

Acceleration at Galactic center The HESS Collaboration has recently reported strong evidence
for 1015 − 1017 eV protons coming from the Galactic center [31]. The supermassive black
hole Sagittarius A* was proposed as a feasible accelerator up to those energies. In this
scenario, protons may interact with the surrounding matter and radiation fields, leading to
the emission of photons of similar energies. Therefore, a photon signature at these energies
may clarify the feasibility of Sagitarius A* as a source of Galactic cosmic rays, alternatively
to SNRs.

The AMIGAMuon Detector The Pierre Auger Observatory employs several independent detec-
tion techniques, which are thoroughly described in Chapter 3. The direct detection of the
muon content of the air showers is provided by theAMIGAmuon detector, which represents
the base design for the upcomingUndergroundMuon Detector of theAugerPrime upgrade (see
Sec 3.5). This muon detection system grants a unique approach to detect air showers with a
scarse presence of muon content, which could be explained by a primary photon origin.

The unclear photon detection evidence reported by EAS-MSU and the lack of a complete picture
around ∼ 1017 eV are the main motivations for this thesis. The research described throughout the
next chapters extends the Auger photon search to 1016.5 eV, more than one order of magnitude
below the current photon studies [114]. The information from one of the surface detector arrays
of Auger and its dedicated muon detection system are the cornerstones to accomplish this goal.



Chapter 2

Physics of extensive air showers

We can judge our progress by the courage
of our questions and the depth of our
answers, our willingness to embrace what
is true rather than what feels good.

Carl Sagan

Current balloon- and satellite-borne experiments are limited to an effective detection area of
a few m2. The extremely low cosmic rays flux in the energy region above the knee prevents to
collect significant statistics with these types of experiments on reasonable time scales. Fortunately,
cosmic rays entering the atmosphere interact with the atmospheric nuclei and produce cascades
of secondary particles which emit Cherenkov and fluorescence light. These particle cascades are
called Extensive Air Showers. Both its development in the air and the characteristics of the particles
that reach the ground can be analyzed in order to indirectly infer themass composition and arrival
direction of the primary cosmic ray.

2.1 Components of the EAS

The first interactionwith an air nucleus takes place at altitudes between 15 and 35km, depending
on the mass of the particle and angle of incidence [132]. The secondary particles of the first
interaction are mainly pions, kaons, and nucleons1. In turn, each secondary interact again in
the atmosphere, thus generating more particles. The particle multiplication continues either by
interaction or decay processes.

The particles produced in an EAS can be classified in three components. The hadronic com-
ponent is composed by secondary baryons, pions and kaons. The hadronic component feeds the
other two components. High-energy photons from the decay of neutral pions are the dominant
source for the electromagnetic component. On the other hand, the decay of charged pions and kaons
gives rise to the muonic component. In addition, up to 10% of the low-energy muons are produced
by the electromagnetic shower component through photoproduction or muon pair-production.

1In a typical interaction, more than 60% of the produced hadrons are pions (neutral and charged), followed by 10%
kaons. The remaining fraction corresponds to neutrons and protons.

31
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Figure 2.1: The schematic representation of the three components produced in an EAS [133].

Conversely, muon interaction and decay lead again to electromagnetic particles [132]. The relative
weight of each channel depends intimately on the mass composition of the primary cosmic ray. A
simplified scheme of the cascade of secondary particles is shown in Fig. 2.1.

Hadronic component The long-lived secondary hadrons form the hadronic shower core. The
produced hadrons rapidly lose their energy by interacting with air nuclei, mainly by nuclear frag-
mentation, and thus relatively few of them arrive to ground. Secondary hadrons are produced at
a typical, almost energy-independent transverse momentum of p⊥ ∼ 350− 400MeV, leading to a
large angular dispersion of low-energy hadrons relative to the shower axis. Thus, hadrons exhibit
a wider lateral distribution than electromagnetic particles do.

Electromagnetic component The neutral pions from the hadronic component decay almost
immediately into two photons2 since they have a very short decay length (cτ = 25nm) [135].
The electromagnetic (EM) component represents 99.9% of the particles arriving to ground, out of
which only ∼ 10% correspond to electrons and positrons.

For the electromagnetic components in the shower, there are mainly three processes for energy
loss, namely pair-production of photons, and bremsstrahlung and ionization losses of electrons
and positrons. The cross-section for the pair-production is ∼ 60mb, which is 7/9 of the cross-
section for bremsstrahlung. The electrons and positrons lose energy by ionization at the rate
of ∼ 2MeVg−1 cm2 while at the same time radiating photons through bremsstrahlung. Thus,
particle multiplication and ionization energy loss are competing processes in showers.

The EM component of the shower grows almost exponentially as it propagates through the
atmosphere, so the primary energy is divided between an increasing number of particles until
the mean energy per EM particle approaches the critical value of Ec ∼ 86MeV. At this point,
the ionization mechanism, which does not produce new particles, starts to dominate over the

2There are other possible decays for the neutral pion like π0 → γ + e− + e+ and π0 → e− + e+ + e− + e+ but they
are negligible [134].
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bremsstrahlung and pair-production mechanisms. In this way, the number of EM particles of the
shower starts to decrease as it propagates to the ground.

The energy dissipated by the EM channel through air ionization is proportional to the number
of low-energy particles. In consequence, the energy deposit in the atmosphere is proportional
to the primary energy3. Therefore, the measurement of the energy deposit with fluorescence
telescopes4 is the most reliable way to estimate the primary energy (see Sec. 3.2).

Muonic component The charged pions have a longer decay length of cτ ∼ 8m so that they
interact multiple times producing more secondaries before reaching a critical energy of Eπc ∼
20GeV. At this point, the most probable process is the decay into muons and neutrinos. The muon
inherits about 80% of the pion energy, thus its typical energy at the production point is of the same
order as the critical energy Eπc . Since the probability of interaction is inversely proportional to the
medium density, most of the muons are generated in the upper layers of the atmosphere [136].
A similar scenario happens for charged kaons, albeit with a slightly shorter lifetime (cτ = 3.7m).
Consequently, they decay at higher energies.

The pions still have large Lorentz factors at the end of the hadronic cascade, which are in-
herited by the muons. Therefore, the muons form a collimated beam in the forward direction.
Contrarily to hadrons, they do not lose a significant amount of energy by ionization during their
propagation (dE/dX ' 3MeVg−1 cm2). Furthermore, the energy losses due to bremsstrahlung
and pair-production are subdominant5 [137]. Having a small effective cross-section and a decay
length of cτ ∼ 450m, they can easily reach the surface. Themuonic component decays very slowly
through bremsstrahlung and pair-production, feeding the EM component.

2.2 Topology of an EAS

The general structure of an EAS is shown in Fig. 2.2. The shower axis is defined as the extension
of the initial momentum vector of the incident primary in the direction of cascade propagation.
Experimentally its interception with the plane of observation is reconstructed from the measured
lateral density distribution of the shower particles, as explained in Chapter 3. Its direction of
incidence, i.e. its zenith and azimuthal angles, can be determined frommeasurements of the arrival
time of the particles on the plane of observation. The shower front has the form of a disk that
shows a slight curvature depending on the primary energy and direction of incidence. The bulk
of the particles arrives in a narrow time interval, ranging from only a few nanoseconds in the
vicinity of the shower axis to some ∼ 10 ns at larger distances from the shower core6. The particle
disk broadens slightly with increasing radial distance from the shower axis because of larger path
length fluctuations due to increased scattering at lower energies, and because of lower Lorentz
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Figure 2.2: The schematic representation of an EAS [138].

factors of the parent nucleons, responsible for the local sub-cascades.

The features of thedifferent components of theEAS changewith the altitude. As a characteristic
unit of the amount of matter traversed by a particle, the atmospheric depth X from the top of
the atmosphere downwards is preferred since it allows to measure distances independently of
the density of the medium ρ [108]. Considering an impinging particle with a zenith angle θ, the
atmospheric depth, X , can be calculated as:

X(h, θ) =

´∞
h
ρ(h′)dh′

cosθ
(2.1)

Fig. 2.3 shows the lateral (i.e., transverse to the shower axis) and longitudinal particle profiles
of the different shower components, simulated with the CORSIKA7 package [139], for proton-
induced showers of 1019 eV. The lateral distribution of muons is flatter than that of EM particles
because at large lateral distances the latter component is more attenuated than the former one.
Consequently, the muonic component dominantes over the EM component at sufficiently large
distances from the shower axis. Moreover, in showers with very large zenith angles (θ > 65°), the
muonic shower component and the EM particles produced in the decay of muons are the only
particles that can be detected at ground. At these distances, muons are mainly produced in the
decay of low-energy pions [140].

Since the primary particle may interact with an air nucleus at a non-fixed atmospheric depth,
identical primary particles having the same energy and zenith angle have different lateral and
longitudinal profiles8. These intrinsic variations of the shower development are jointly called
shower-to-shower fluctuations. In Fig. 2.4, the fluctuations on the longitudinal profile are illustrated
for different primary particles.
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Figure 2.3: The average (left) lateral and (right) longitudinal shower profiles for vertical, proton-
induced showers at 1019 eV. The lateral distribution of the particles at ground is calculated for
870g cm−2, the depth of the Pierre Auger Observatory [135].

2.3 The Heitler model

In the early years of cosmic-ray physics, shower properties were calculated solving cascade
equations. Nowadays, it is common to simulate air showers in much more detail with complete
Monte Carlo (MC) simulation packages. But there is a simple model developed by Walter H.
Heitler in 1950s that predicts the main characteristics of an EAS created by an electromagnetic
primary [142].

TheHeitler model assumes that photons create electron-positronwhich in turn produce photons
through the bremsstrahlung process after traversing a fixed distance. In addition to radiative
energy losses, electrons are subjected to ionization energy loss. The total energy loss dE/dX of
electrons can be written as:

dE
dX

= − E

XR
− α(E) (2.2)

where α(E) is the ionization energy loss given by the Bethe-Bloch formula [75] which depends
logarithmically on energy and the linear term accounts for the bremsstrahlung radiative energy
loss. The radiation length is XR ∼ 37g cm−2 in air, which defines the exponential loss length of
the energy by bremsstrahlung. Therefore the energy loss due to bremsstrahlung is dominant at

3Around 80% at 1015 eV growing to 90% at 1020 eV of the primary energy is transferred to the EM sector by the
ionization process.

4The remaining fractionof theprimary energy is transferred to themuonic component throughchargedpionproduction.
Since this fraction is notmeasured by the fluorescence technique, it is called invisible energy. The primary energy estimation
contains a correction accounting for this effect (refer to Sec. 3.2.4).

5In particular, these effects start to be dominant in the muon energy losses at energies of the order of 103 GeV.
6The tail of the arrival time distribution which contains almost exclusively low-energy particles, can extend beyond

1µs.
7The CORSIKA software is described in Sec. 4.2.1.
8These fluctuations are also due to the several stochastic processes that compete in the development of air showers, as

a consequence of the low density nature of the atmosphere.
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Figure 2.4: An illustrative example of shower-to-shower fluctuations in the longitudinal profiles
of EAS generated by photons (green), protons (blue), and iron nuclei (red), with the same primary
energy of 1017 eV. Each dashed line corresponds to a simulated air-shower longitudinal profile,
whereas the solid lines represent the average longitudinal profile for each primary [141].

the highest energies.
The cascade development is depicted in Fig. 2.5, left, where each segment can be thought of as a

photon or an electron and each vertex as the interaction point after traversing an atmospheric slant
depth λe. After the shower front has trasversed an atmospheric depthX , the primary energyE0 is
divided equally among all the particles N . Therefore, the energy per particle after n generations,
with n = X/λe, is:

E(X) =
E0

N(X)
=

E0

2X/λe
(2.3)

The particle-multiplication process continues until ionization-energy losses dominate over
radiative losses9. The number of particles in the shower reaches the maximum Nmax at E = Ec.
Finally, two important relations are predicted: the number of particles at the shower maximum is
proportional to E0, as in Eq. 2.4, and the depth of the shower maximum depends logarithmically
on the primary energy E0, as in Eq. 2.5.

Nmax = N(Xmax) =
E0

EC
(2.4)

X (EM)
max (E0) ∼ λeln

(
E0

Ec

)
(2.5)

Although the model is very simple, these predictions are in qualitative agreement with much
more detailed MC simulations of EAS [108]. The model overestimates the number of electrons
Ne = 2

3Nmax at the shower maximum since several photons can be produced by bremsstrahlung
andnot just one as themodel assumes. Moreover, some electronsmay leave the shower to integrate
the medium. Numerically, it is observed that the number of photons exceeds by approximately
an order of magnitude the number of electrons [143].

The longitudinal shower profile of an electromagnetic EAS can be calculated from cascade
theory, and a related parametrization due to Thomas K. Gaisser and Anthony M. Hillas [144] is
often used to fit measured shower profiles:

9After the maximum is reached, the particles can decay, or be absorbed, thus reducing the number of particles, but
these processes are not in the scope of the simplified Heitler model.



2.3. THE HEITLER MODEL 37

Figure 2.5: The schematic representation of the Heitler model describing the electromagnetic
component (left) and the hadronic component (right) of an EAS. Each segment represents a
particle and each vertex represents a process by which several particless are generated. On the
right panel, only one charged hadron interaction is shown for each generation [135].

N(x) = Nmax

(
X −X0

Xmax −X0

)(Xmax−X)/v

exp
(
Xmax −X

v

)
(2.6)

whereX0 and v are shapeparameters. Thedependence of theparticle density ρe on thedistance
to the shower core r, i.e. the lateral distribution, is determined mainly by the multiple Coulomb
scattering of electrons. Detailed calculations of the lateral shower profile by Jun Nishimura and
Koichi Kamata [145] were parametrized by Kenneth Greisen [146] in the so-called NKG function:

ρe(r) = C(s)Ne(X)

(
r

r1

)s−2(
1 +

r

r1

)s−4.5
(2.7)

where s is the shower parameter, often defined as s ' 3X/(X + 2Xmax), C(s) a normalization
constant and r1 the Molière radius which depends on Ec and λe.

2.3.1 Extension to hadronic showers

Although the simplified model describes only the EM component of the shower, some insight
into the features of hadronic showers can be gained by generalizing the Heitler model, as done by
James Matthews [147]. In this extended version, nch charged pions together with 1

2 · nch neutral
pions are produced in each interaction, as depicted in Fig. 2.5, right. Neutral particles decay
immediately into EM particles (π0 → 2γ). After having traveled a distance corresponding to the
mean interaction length λ, charged particles interact again with air nuclei if their energy is greater
than some typical decay energy Eπc . Once the energy of the charged hadrons falls below this
threshold, they decay and produce one muon each.

In each hadronic interaction, one-third of the energy is transferred via π0 decay to the EM
shower component. After n generations, the energies in the hadronic and EM components are
given by, respectively:
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Ehad =

(
2

3

)n
E0 (2.8)

EEM =

(
1−

(
2

3

)n)
E0 (2.9)

With n ∼ 6, approximately 90% of the initial shower energy is finally carried by EM particles
and deposited as ionization energy in the atmosphere, as mentioned before.

The number of muons in an EAS can be estimated considering that the number of charged
pions after n generations is Nch = nnch , while the energy per charged pion is:

Eπ =
E0(

3
2 · nch

)n (2.10)

where also the number of neutral pions has to be taken into account. The particle cascade
stops, when the critical energy Eπc is reached after nc generations:

nc =
ln
(
E0

Eπc

)
ln
(
3
2 · nch

) (2.11)

Assuming that all charged pions at this stage of the cascade decay intomuons, the total number
of muons Nµ can be calculated as:

Nµ = nncch =

(
E0

Eπc

)β
(2.12)

where β ' 0.82...0.94 [132]. Therefore, the number of muons increases with energy almost
linearly and depends on the air density, through Eπc , and the charged pions multiplicity.

While the predictions of the extended Heitler model are in general in good agreement with
detailed MC simulations, it should be noted that it neglects some fundamental aspects of the
hadronic interactions relevant in the development of a hadronic cascade, for example the inelas-
ticity κ of the interactions [147]. Furthermore, the model assumes that the energy of the primary
particle is distributed equally between all secondary particles, although usually a fraction 1−κ of
the energy is transferred to one leading particle.

2.3.2 Superposition model

Because the binding energy of∼ 5MeVper nucleon ismuch smaller than the typical interaction
energies, a nucleus of massA can be considered asA independent nucleons. In this superposition
model, a nucleus with mass A and energy E0 is considered as A independent nucleons with
energy E0/A. This leads to the predictions:

N
(A)
EM,max (E0) = A ·N (P )

EM,max

(
E0

A

)
≈ N

(P )
EM,max (E0) (2.13)

N (A)
µ = A ·

(
E0/A

Eπc

)
= A1−β ·N (P )

µ (E0) (2.14)

X
(A)
max (E0) = X

(P )
max

(
E0

A

)
(2.15)

where the labels (p) and (A) denote proton- and nucleus-induced showers, respectively. The
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Figure 2.6: The tracks of secondary particles of EAS induced by a photon (top) and proton (bottom)
primaries. From left to right, the longitudinal development of muons, EM particles and hadrons
are shown. The distances are measured in meters. The primary energy in each case is 1013 eV
[132].

number of muons and the depth of maximum depend on the mass of the primary particle. The
heavier the shower-initiating particle is, the more muons are expected for a given primary energy
and the shallower the depth of maximum. Iron showers contain approximately 40% more muons
than proton showers of the same energy, and they reach their maximum ∼ 90g cm−2 higher in
the atmosphere.

2.4 Properties of EAS produced by primary photons

The basic features of showers generated by primary photons are fairly well described by
the simplified Heitler model, since their development is governed by the bremsstrahlung and
pair production mechanisms. Therefore, the photon-initiated showers almost lack of hadronic
and muonic components, as oppossed to the proton- and nucleus-initiated EAS. The tracks of
the secondary particles from the muonic, EM and hadronic shower components are shown for
photon-initiated and a proton-initated EAS in Fig. 2.6.

Although the muon pair-production is possible in a photon-initiated EAS, the process is
suppressed by a factorm2

e/m
2
µ = 2.3×10−5 with respect to the electron pair-production. Similarly,

the photonuclear interactions of high-energy photons with nuclei from the medium, responsible
for the generation of secondary charged pions and kaons, are suppressed by almost ∼ 10−2 with
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Figure 2.7: The expected number of muons and electrons in vertical showers at sea level. The
curves show the full-width half-maximum of the distributions for different primary particles and
energies, as obtained with the quoted hadronic interaction models [63].

respect to pair-production in the Coulomb fields of the nuclei [148]. In this way, the scarce muonic
content is one of the most notorious signatures of the EAS initiated by photons.

As muons are mainly produced in hadronic interactions, their number and lateral distribution
can be used as composition-sensitive observables. The predicted muon distributions depend
on the assumptions on hadron production in air showers. On the contrary, since the air showers
induced byphotons are almost purely electromagnetic, the choice of a specific hadronic-interaction
model has a negligible impact10. This is demonstrated in Fig. 2.7 where the expected number
of muons and electrons is shown for showers initiated by proton, iron, and photon primaries, as
calculated with different interaction models.

The pure electromagnetic behaviour of photon showers also alters their longitudinal develop-
ment. It is expected that showers initiated by primary photons develop, on average, deeper in
the atmosphere. This is due to the small multiplicity of the EM interactions, in contrast to the
large number of secondaries produced in inelastic interactions of high-energy hadrons [149]. The
average atmospheric depth of the shower maximum for EAS induced by photon, proton and iron
primaries as a function of the primary energy is shown in Fig. 2.8. Different hadronic interaction
models, used in CORSIKA, are shown as well11. The difference in the average Xmax between
photon and proton primaries is about 80g cm−2 at 1017 eV and increases with the primary energy.

The delayed longitudinal development leaves also a clear signature on ground. Since less
atmospheric mass is traversed by a photon-initiated compared to hadronic-initiated shower, the
particles arriving at ground are more focussed near the shower core. In addition, the hadronic
EAS have a prominent muonic component arriving at ground, which dominates over the EM
component at large distances from the shower core, as mentioned in Sec. 2.2. Since the muonic
component is almost absent in photon-initiated EAS, the lateral profile of particles on ground is
expected to be steeper in the case of photon primaries than in their hadronic counterparts.

2.4.1 LPM and Preshower effects

As it is already seen in Fig. 2.8, there are certain phenomena affecting the longitudinal
development that are unique to EAS initiated by photons.

10For example, the differences in the average Xmax between different hadronic-interaction models are usually less than
5 g cm−2 for such showers [127].

11The CORSIKA software is described in Sec. 4.2.1.
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Figure 2.8: The average atmospheric depth of the shower maximum in terms of the primary
energy for photon (brown dotted lines), proton (solid lines) and iron (dotted lines) primaries.
Three hadronic interaction models used by the simulation software are shown. Measurements
are represented with different marker styles [149].

Above ∼ 1018 eV, subsequent interactions of photons or electrons with air can no longer be
considered as independent and the scattering amplitudes have to be added coherently. This is the
Landau-Pomeranchuk-Migdal (LPM) effect, which farther delays the shower development, leading
to an even larger average Xmax. This effect reduces the cross-section for pair-production and
bremsstrahlung at high energies or high matter densities [150].

Above ∼ 3 × 1019 eV, an ultra-high energy photon may convert into an electron-positron pair
in the geomagnetic field above the atmosphere, initiating a preshower cascade [151]. When the
preshower enters the atmosphere, a multitude of electromagnetic air showers is initiated, where
the individual primary particles have a lower energy than the initial photon, thus reducing the
average Xmax. Due to the superposition of many showers with lower energy, shower-to-shower
fluctuations of converted primary photons are significantly reduced.

In summary, the high-energy muons that reach the surface carry valuable information regard-
ing the shower development. On one hand, the study of the muon production profile could serve
as a test bench for the hadronic interaction models which are employed in the EAS simulation.
Indeed, since muons do not suffer greatly from energy losses, they provide a suitable imaging of
the hadronic cascade that led to their production. On the other hand, the muon content, char-
acterized by the muon density directly measured with the AMIGA muon detector, is sensitive to
the mass composition of the primary particle, as deduced from Eq. 2.14, and particularly, offers a
unique tool to discriminate between photon and hadronic primaries.



42 CHAPTER 2. PHYSICS OF EXTENSIVE AIR SHOWERS



Chapter 3

The Pierre Auger Observatory

It is difficult to say what is impossible, for
the dream of yesterday is the hope of today
and the reality of tomorrow.

Robert H. Goddard

The discovery of the CMB in 1965 led to the prediction of the suppression of the energy
spectrum of the cosmic rays above 5× 1019 eV, provided that the mass composition at the sources
is essentially light. This feature is known as the GZK cut-off (see Sec. 1.4). In 1990, there were
already a fewdozens of eventswith estimated energies above theGZK cut-off. Their interpretation
was not clear at all: on one hand, the spectrum measured by the AGASA Collaboration did not
present a suppression [44], but at the same time the HiRes Collaboration claimed the opposite
[152]. The rather small sample of events was not enough to unveil the source of this discrepancy.
Moreover, the different detection techniques (hence, different systematic uncertainties acting in
the measurements) employed in each Observatory may had produced a wide variety of biases in
an event-by-event basis.

A series of workshops, starting in Paris in 1992 and culminating in a 6-month study at Fermi
National Accelerator Laboratory in 1995, gave birth to the design of the Pierre Auger Observatory
(Auger) that would give a definite answer to the matter of the high energy end of the cosmic
rays spectrum, make an effort to individualize sources, study other primaries rather than nuclei
(photons and neutrinos), delucidate chemical composition of primaries, and study hadronic mod-
els at the highest energies. The design was sustained over the hybrid detection idea: a large-scale
Observatory that could combine the surface detection technique employed by Haverah Park and
the fluorescence technique employed by HiRes.

3.1 Site location and base design

Several aspects were taken into account in the choice of the Auger location, both related to
the scientific goals and the construction feasibility [153]. These included the need for a location
at ∼1400m above sea level to optimize the detection of cosmic rays at 1019 eV. In addition, the
communications and deployment requirements made a relatively flat site with scarse vegetation

43
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desirable. The need to detect the faint fluorescence signals produced by the EAS required a
location with optical characteristics close to those sought by astronomical telescopes. The preex-
isting infrastructure and human resources had to guarantee a smooth construction, operation and
maintenance of the Observatory for at least 20 years but without creating anthropogenic pollution.

A broad sky coverage at the chosen location was one of the important considerations in
the selection of water Cherenkov detectors (WCDs) for the surface detector array. WCDs were
relatively deep (e.g. 1.2 m at Haverah Park), while scintillators commonly used in arrays were
much thinner (9 cm at Volcano Ranch). As such, a WCD array would have approximately twice as
much sky coverage as would have a scintillator array. According to simulations, a nearly uniform
exposure of the sky could be accomplished at a latitude close to 35◦ [154]. After evaluating several
sites in Argentina, Australia and South Africa, the Pampa Amarilla site (35.1◦ – 35.5◦ S, 69.0◦ –
69.6◦ W and 1300 − 1400m above sea level) in the south of the Province of Mendoza, Argentina,
close to the town of Malargüe, was selected [155].

Above 1020 eV, the rate of events is about 1km−2 sr−1 century−1 so that vast areas must be
monitored to collect a large statistical sample. The Auger Observatory has been planned as a
pair of arrays, each of 3000km2, in both hemispheres though only the Southern hemisphere
Observatory was finally built. The base design comprises more than 1600 WCDs arranged on a
triangular grid, with the sides of the triangles being 1.5km, overlooked from four sites by optical
stations, each containing six telescopes. The WCDs respond to the particles of the EAS (mainly
muons and electromagnetic particles) and the fluorescence telescopes measure the emission from
atmospheric nitrogen, which is excited by the charged particles of the shower as they traverse
the atmosphere. Both techniques were brought together, for the first time, in a hybrid detector to
observe showers simultaneously with complementary detection techniques. The array ofWCDs is
known as the surface detector (SD) and its base design is often called “standard array” or SD-1500.
The optical stations form the fluorescence detector (FD).

The combination of information from the two detection systems enhances the reconstruction
capability with respect to the individual detector reconstruction [156]. A hybrid event is an EAS
that is simultaneously detected by the FD and the SD. If an EAS independently triggers both
detectors the event is tagged as a golden hybrid and these events can be fully reconstructed in both
detection modes.

The construction of Auger began in 2001 with an Engineering Array (EA) consisting of two
fluorescence telescopes and 40 WCDs deployed within the fields of view of the two telescopes.
The construction and operation of the EA allowed to optimize the techniques related to the pro-
duction and deployment of the detector components, the trigger algorithms, the data acquisition,
monitoring software and telecommunications for both detection systems [157]. In 2004, the project
entered into the production phase and in 2008 the construction of the base design was concluded.

Subsequently, two significant enhancements have been incorporated into the baseline detectors
that significantly extended the Observatory science capability.

The Auger Muons and Infill for the Ground Array (AMIGA) enhancement, which is one of the
cornerstones of this thesis, constitutes a hybrid upgrade to the Auger Observatory. On one hand,
it included the deployment of an additional SD array of 61 WCDs separated by 750m (SD-750) to
lower the energy threshold of the SD-1500 to ∼ 1017.5 eV. The original proposal also encompassed
the installation of a denser triangular grid of WCDs separated by 433 m (SD-433) among several
positions of the SD-750. On the other hand, the AMIGA upgrade includes the deployment of a
Muon Detector (MD) associated with the SD-750. Currently, an EA of MD stations is coupled to
sevenWCDs from the SD-750. Both aspects of the AMIGA enhancement are extensively described
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Figure 3.1: The layout of the Pierre Auger Observatory, where more than 1600 WCDs were
deployed within the dotted area. The four FD sites are located at Los Leones, Coihueco, Los
Morados and Loma Amarilla. The blue lines encompass 30◦ angles and define the azimuth
acceptance of each fluorescence telescope [158].

in Sec. 3.3.5, 3.3.6 and 3.4.
The High Elevation Auger Telescopes (HEAT) consisted in the installation of three additional

telescopes at the Coihueco FD site, near the SD-750. The telescopes are tilted upwards compared
to the FD base design so that the faint fluorescence light from low-energy EAS can be measured.
In analogy to the SD-750, HEAT allows to lower the energy threshold of the FD base design. This
enhancement is described in Sec. 3.5.1. The base design and the aforementioned enhancements
are shown in Fig. 3.1. A more detailed view of the SD-750 is shown in Fig. 3.2.

3.2 The Fluorescence Detector

The secondary electromagnetic particles in the EAS excite nitrogen molecules in the atmo-
sphere. A fraction of the energy deposited in the air is then re-emitted during the de-excitation of
the nitrogen molecules. Typically, for each MeV of energy deposited, five photons are emitted in
the wavelength range between 300 and 400nm in dry air [160]. These fluorescence photons can be
measured with the FD telescopes to estimate various parameters of the EAS, especially the energy
of the primary particle.

3.2.1 Telescope hardware

The base design of the FD consists of 24 telescopes at four sites surrounding the SD: Los
Leones, Los Morados, Loma Amarilla and Coihueco. At each site, there is a FD building housing
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Figure 3.2: The schematic overview of the SD-750 array. TheWCDs that are part of the base design
(SD-1500) are symbolized with full triangles, the 49 additional WCDs of the SD-750 with empty
circles and the six additional WCDs of the SD-433 with blue filled circles. The blue hexagons
represent the current status of the SD-433 (modified from [159]).

Figure 3.3: (Left) Los Leones, one of the FD sites of the Pierre Auger Observatory. (Right) The
inside structure of a FD telescope [162].

six telescopes, like the one shown in Fig. 3.3, left. Each telescope has a field of view (FoV) of
30°× 30° with a minimum elevation of 1.5◦ above horizon. The shutters are usually closed during
day.

The FD operation is limited to clear, moonless nights, resulting in a duty cycle of around 15%.
Whenever the weather conditions are sound, the shutters can be opened remotely and the data
acquisition may be initialized. If a FD telescope is close enough to observe an EAS, the potentially
scattered fluorescence photons will enter through a circular diaphragm with a diameter of 1.1m.
All telescopes are built with a Schmidt optics and equipped with an UV filter so that only photons
withwavelength between 300 and 410nm can pass through. The filter is proven to be important for
avoiding noise from other light sources and also helps prevent dust going into the camera system1.
The light is focused on the camera by a 13m2 segmented mirror. The reflectivity of the mirror is
above 90% in the UV range of interest. The camera is composed by 440 pixels arranged into 22

rows and 20 columns of photomultiplier tubes (PMTs). Each one gives a signal that is digitised with
a 100MHz Flash Analog to Digital Converter (FADC). All these elements are shown in Fig. 3.3, right.
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3.2.2 Atmospheric monitoring

The FD operation and the post-processing of the measured signals require the knowledge of
several atmospheric parameters [163]. The temperature, humidity and air pressure influence the
longitudinal development of the EAS and the amount of emitted fluorescence light. Also clouds
and aerosols may scatter and attenuate the fluorescence light during its propagation. By blocking
the line of sight, cloud layers can bias the showers observation towards deeper penetrating events.
Therefore, an extensive array of instruments were designed and are deployed to monitor these
parameters [164].

Aerosol monitoring is performed using the Central and eXtreme Laser Facilities (CLF/XLF) and
four elastic scattering Lidar stations, among other smaller facilities. During FDdata taking, aerosol
optical depth profiles are measured hourly by the CLF and the XLF [165], located at sites towards
the centre of the SD-1500 array (see Fig. 3.1, top). The laser wavelength is fixed at 355nm and the
mean energy per pulse is around 7mJ, similar to the amount of fluorescence light produced by
an EAS with an energy of 1020 eV. The laser beam is observed by all the FD sites2. The number
of photons reaching the telescopes depends on the atmospheric conditions between the laser and
the detector. The aerosol transmission and the presence of clouds within the laser site and FD can
then be estimated.

Four elastic back-scatter Lidar stations located near each FD building are equipped with a UV
laser and 3 PMTs for the detection of the elastic back-scattered light. During the data taking, a set
of scans of the sky is performed hourly to record local aerosol and clouds coverage3.

Although these atmospheric monitors are sensitive to the presence of clouds, they do not
provide a detailed all-sky map of cloud distributions. Thus an infrared camera is mounted on the
roof of each FD site (7µm to 14µmwavelength range). It is sensitive to the temperature differences
between clouds and clear sky (see Fig. 3.4). The cameras scan the FoV of the FD telescopes every
5 minutes, and also generate a full sky scan every 15 minutes. Information from the CLF, Lidars
and clouds cameras are store in a database for crossing all the available information.

In addition to measurements with local weather stations, the density profiles of the atmo-
sphere are estimated using the Global Data Assimilation System (GDAS) [167]. The day-to-day
fluctuations of the pressure, temperature and humidity are estimated using meteorological radio-
sondes launched locally.

3.2.3 FD trigger

The camera of each FD telescope may register an EAS as a straight track in the 20 × 22 pixel
matrix above the sky light background. These tracks are identified by the hardware trigger system
using a pattern recognition algorithm. The trigger logic has two hardware levels and one software
level and it is optimized to have maximum efficiency at energies above 1019 eV.

The first level trigger (FLT) decides the pixel status. The pixel response is a current pulse of
100ns to about 2.5µs width [168], which is digitized at 40MHz. The logic of the FLT consists of a

1Ongoing studies show that dust on the various parts of the system has a major impact on the level of 10% on the final
energy scale of Auger [161].

2The light is collected with separate mirrors and PMTs at each FD site. Thus, this monitoring does not usually interfere
with FD data acquisition.

3When a very high energy event is detected by FD and SD, the Lidar provides an additional monitoring of the aerosol
and clouds content (“Shoot the Shower”) by inspecting the region of the expected arrival direction of the shower [164].
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Figure 3.4: Clouds observed by the infrared cloud camera: (top) the raw image and (bottom) the
pixel mask. Lighter value of the gray scale denotes the presence of clouds [166].

Figure 3.5: The basic patterns used by FD trigger algorithm [169].

running sum over the last n ADC bins (each one of 25ns), with 5 ≤ n ≤ 16, which is compared
to an adjustable threshold. A pixel trigger is generated if this sum exceeds the threshold, which
is dynamically adjusted to keep the trigger rate close to 100MHz4. The low statistics of the sky
background (2.7 photoelectrons) is what dominates the threshold definition. The second level
trigger (SLT) identifies track segments. A trigger is generated if there is a pattern of at least four
triggered pixels that looks like a straight track produced by an EAS. In Fig. 3.5, five topological
pattern types are shown. Finally, the third level trigger (TLT) rejects tracks conformed by pixels
with a wrong time ordering and merges track segments by software. Events passing the TLT are
sent to the Central Data Adquisition System (CDAS), where they are checked for coincidences with
other telescopes triggers and the SD triggers to search for hybrid events.

The TLT may then act as an external trigger for the SD, allowing to record events below the
SD full efficiency threshold. At these low energies, only one or two SD stations survive the trig-
ger conditions, but this information together with the FD measurement is enough to ensure a
high-quality hybrid reconstruction. The hybrid approach supplements the traditional FD direc-
tion fitting method with the arrival time of the shower at the ground measured by a single SD
station. Accurate knowledge of the shower arrival time at ground level removes a degeneracy in
the traditional FD monocular approach that uses pixel timing to reconstruct the shower axis. In
hybrid mode, the resolution of the direction and of the position of the impact point at the ground
are better than 0.6◦ and 50m respectively [170, 171].

3.2.4 FD reconstruction

The start time of each pixel is used to determine the arrival direction of the EAS by treating
the shower development as a series of point sources travelling along the shower axis (see Fig. 3.6,

4When the running sum is smaller than the threshold, the pixel trigger is extended for 5 to 30µs, which increases the
probability of coincident pixel triggers.
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Figure 3.6: (Left) The light track on the camera with the color scale representing the time ordering
of the pixel triggers. The crossed pixels are rejected during the reconstructing process. (Right)
The illustration of the shower geometry with the SDP in yellow [172].

left). The geometrical features considered in the FD reconstruction are shown in Fig. 3.6, right.
The plane that contains both the shower axis and the telescope is named the shower detector plane
(SDP). Rp represents the distance between the telescope and the shower axis. The angle between
the shower axis and the ground is χ0. For each photon travelling from position Si on the shower
axis to the telescope, the angle between the shower axis and the telescope on the SDP is χ0–χi.
The arrival time of the light at the pixel i, ti, is then:

ti = t0 +
Rp
c
· tan

(χ0–χi
2

)
(3.1)

where χi is the angle of the pointing direction of the pixel i with respect to the ground, and
t0 the time at which the shower axis crosses the point at distance Rp from the telescope. The
parameters Rp and χ0 are obtained by a χ2 minimization, in which the predicted values of ti are
compared to the data timing information. This procedure, that is solely based on FD signals, is
namedmono reconstruction. In addition, it is possible to combine SD and FD for the reconstruction,
which is called the hybrid reconstruction.

Knowing the shower geometry, the FD absolute calibration5 and the attenuation of the light
flux in the atmosphere, the light collected by the FD telescopes as a function of the atmospheric
depth X can be converted to the longitudinal profile of the energy deposit (dE/dX) of the EAS,
such as the example shown in Fig. 3.7.

The shower profile is fitted with the Gaisser-Hillas function (see Sec. 2.3, eq. 2.6). The
calorimetric energy Ecal representing the electromagnetic component of the shower is obtained
by integrating the curve. However, the energy carried by neutrinos, neutrons and high-energy
muons cannot be measured by the FD. This fraction of energy is known as the invisible energy and
has to be added to the calorimetric energy measured by the FD [173].

The invisible energy (Einv) can be calculated for each shower using the FDmeasurement of the
longitudinal profile and the SD signal at 1000m from the axis, S(1000), which is introduced in
Sec. 3.3.4. Einv can be reliably estimated only above 1018.5 eV (the energy above which the SD-1500
is fully efficient) as below this energy S(1000) is biased by upward fluctuations of the shower
signals. Einv is parameterised with an analytical function above that threshold, with the function

5An end-to-end calibration of all elements of each telescope is periodically performed with a drum-shaped light source
placed in front of the diaphragm [169].
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Figure 3.7: The energy deposit of the shower with respect to the slant depth of the atmosphere.
The calorimetric energy of the shower is calculated by integrating the area under the profile [169].

being extrapolated to 1017 eV. A set of hybrid showers was used to find the relation between Einv

and the calorimetric energy Ecal:

Einv = a0 ·
(
Ecal

EeV

)a1
(3.2)

The fit was performed by minimising a χ2 function which takes into account the fluctuations of
both FD and SD measurements, yielding the parameters [174]:

a0 = (0.174± 0.001)× 1018 eV
a1 = (0.914± 0.008)

(3.3)

This contribution to the measured energy Ecal ranges between 15% at 1018 eV and 11% at the
highest energies. Due to the stochastic nature of air showers, the invisible energy is also affected
by shower-to-shower fluctuations. These are parameterised and account for an uncorrelated un-
certainty of about 1.5% [175].

3.3 The Surface Detector

The surface detector of the Auger Observatory consists of an array of more than 1600 stations
separated by a distance of 1.5km and arranged in a triangular grid, as mentioned before. Each
WCD is a rotomolded polyethylene cylindrical tank of 1.6m height and 3.6m diameter filled with
12000 lt of ultra pure water (8 to 10MΩ cm [176]). A sealed laminated liner with a reflective inner
surface provides an interface between the water volume and the light sensors. The purpose of
this liner is double: as a water-tight container to seal out external light, and to isotropically reflect
Cherenkov light produced within the detector by traversing particles6 independent of the their
arrival direction, given its high reflectivity (about 98% depending onwavelength). The Cherenkov
light is collected by three 230mm PMTs that look through windows of clear polyethylene into the
purified water.

Access to the liner and the PMTs is through three hatches located on the top of the tank.
An electronics box containing front-end charge amplifiers, shapers, trigger logic, signal buffers,
power control, radio transmitter and receivers is located on the top roof of the tank on one of the

6Although only charged particles produce Cherenkov light, theWCDs are sensitive to photons since they cascade down
through pair production in the water.
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Figure 3.8: A picture of a water Cherenkov detector in the field, showing its main components
[162].

hatch-covers and is protected by a dome. All the cables connecting the electronics and the light
sensors run inside the tank and connect to the electronics via feed-throughs in the hatch covers.
The different elements that compose an operating WCD are depicted in Fig. 3.8.

Each PMT provides two signals, which are digitized by 40MHz 10-bit FADCs (bins of 25ns).
One signal is directly taken from the anode of the PMT and the other signal is provided by the
last dynode, amplified 32 times and inverted within the PMT base electronics. The two kinds
of signals are used to provide sufficient dynamic range to cover with good precision detection
scenarios near the shower core (∼ 1000particle/µs) and those produced far from the shower core
(∼ 1particle/µs) [157].

The WCDs are calibrated locally as discussed in Sec. 3.3.1. A hierarchical trigger system at the
station level (see Sec. 3.3.2) is used to discriminate physical from spurious and accidental events.
Once a physical event is detected, the traces are sent through a radio transmiter to the closest FD
site, where a communication tower sends the data to the CDAS, where higher trigger conditions
are applied.

Each set of traces is tagged with a timestamp provided by a Global Positioning System (GPS)
receptor attached to theWCDwith a resolution of 7.2ns. The GPS receptor is also used to monitor
the position and altitute of each WCD with a ∼ 1m precision. Each station has its power supply
running autonomously with two 53Wp solar panels and two 12V batteries connected in series7.
The hardware of the surface detector is extensively described in [162, 157].

3.3.1 Calibration of the WCD

With a large number of stations on the field, scattered over a very large area and often difficult
to reach, it is important to be able to routinely calibrate and monitor each station remotely, with
stable and robust procedures, and ensure a uniform response of the array in terms of trigger rates
and performance.

The goal of the calibration procedure is to determine with good accuracy the reference signal

7A station with fully charged batteries can operate 7-10 days without further charging during a cloudy period. During
all the operation of the observatory there has not been any general loss of operation due to extended cloudiness [177].
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Figure 3.9: The charge spectrum obtainedwhen aWCD is triggered by a 3-fold coincidence among
its PMTs (open histogram). The hatched histogram shows the spectrumwhen triggered on central
vertically aligned plastic scintillators. The bin containing the peak of the scintillator triggered
spectrum is defined as a vertical equivalent muon. The leftmost peak in the open histogram is due
to low energy and corner-clipping muons convolved with the 3-fold low-threshold coincidence
[162].

unit for each PMT in terms of electronic units [178]. Because the total detected signal at eachWCD
depends on several parameters like the water quality, the liner reflectivity, the coupling between
PMT and water and the PMT amplification factor, it is necessary to perform the calibration for
each PMT of each station separately. Moreover, the calibration procedure has to be systematically
repeated every 60 seconds to correct for temporal changes of the mentioned factors. The calibra-
tion is performed locally because of the limited bandwidth for data transmission to the CDAS
(1200 bits/s).

The WCD calibration is inferred from atmospheric muons. The charge deposit of muons is
proportional to their track length, as muons are not stopped in the tank. The reference signal is
induced by a vertical and central through-going muon. Therefore, signals are measured in units
of vertical equivalent muons (VEM). Since inclined muons cannot be distinguished from vertical
ones in aWCD, the charge distribution of vertical and central muons (QVEM) and the photocurrent
they produce in the PMTs (IVEM) have been measured at a test WCD equipped with additional
scintillators [179]. The corresponding charge histogram is shown in Fig. 3.9.

In order to determine the value of 1VEM in integrated FADC channels, the following three
steps are required:

1. The end-to-endgain of each of the threePMTshas to be chosen so that the current distribution
has its peak IVEM at ADC channel 50 above the baseline. Therefore, the sum of the three
PMTs has a peak at channel 150. The choice of 50 ch/IVEM results in a mean gain of∼ 3.4×105.

2. After setting the gain of the three PMTs, the peak IVEM is constantly adjusted, in order to
compensate for drifts.

3. The corresponding charge QVEM is determined using charge histograms, in order to convert
the integrated signals of the PMTs to VEM units.

Due to atmospheric muons, the charge distributions of the PMTs always exhibit a clear muon
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peak. The charge distribution for each individual PMT has a peak at (1.03 ± 0.02)VEM. For the
sum of the three PMTs of a WCD, the charge distribution peaks at (1.09± 0.02)VEM. This shift is
the result of the asymmetry in the distribution of the track length of muons, as well as of defects
in collecting the Cherenkov light.

The calibration constants QVEM and IVEM are obtained with a 2% resolution and sent to the
CDAS together with every triggering event.

3.3.2 WCD local triggers

The SDdata acquisition trigger hierarchymust fulfill both physical and technical requirements.
Themain limitation to the rate of recordable events comes from thewireless communication system
which connects the SD stations to the Central Campus. The latter must serve continuously 1600

stations spread over 3000km2, each using an emitter consuming < 1W power to transmit to
collectors as far as 40km away. The maximum sustainable rate of events per detector is < 1 per
hour, to be compared to the 3kHz counting rate per station, due to atmospheric muons. Thus, the
SD trigger system must reduce the single station rate, without inducing loss of physics events. At
the same time, it must allow the data acquisition down to the lowest possible energy and should
distinguish between real events and background. To satisfy these requirements, a hierarchical
trigger system has been developed, where at each level the single station rate becomes smaller by
means of stricter discrimination against background.

The first two trigger levels, namely T1 and T2, operate at the WCD electronics level. Their aim
is to separate possible events from backgound noise. The T1 trigger contains two trigger modes
conceived to detect, in a complementary way, the electromagnetic and muonic components of an
EAS: the Threshold (Thr) trigger and the Time over Threshold (ToT) trigger.

In the first case, a coincidence in the three PMTs crossing the threshold of 1.75 IVEM in a single
time bin is required8. This trigger is used to select large signals that are not necessarily spread in
time. Thus, it is particularly effective for the detection of very inclined showers that have crossed
a large amount of atmosphere and are consequently dominantly muonic. The rate of this trigger
is about 100Hz, in comparison to the rate due to atmospheric muons of ∼ 3kHz.

The ToT condition asks for a coincidence of two PMTs with more than 12 ADC bins (> 325ns)
above 0.2 IVEM within a window of 120 ADC bins of a sliding window of 3µs9. This trigger criteria
is very efficient in choosing small but spread signals, caused by low energy showers near the core
or high energy showers at large distances from the shower core. The rate of the ToT trigger is
< 2Hz. Single muon signals are ignored by this trigger since they are too short (∼ 150ns).

Signals passing the ToT trigger are automatically promoted to the second triggel level T2. In
contrast, a software selection of theT1-Thr triggerwith ahigher threshold at 3.2 IVEM in coincidence
of the three PMTs is performed10 (referred as to T2-Thr). The T2-Thr trigger rate is about 20Hz.
The T2 triggered events are used to calculate the exposure of the array and tomonitor the SD array
performance. The station controller attaches GPS timestamps to the T2 signals and sends them to
the CDAS for global (T3) trigger determination (see Sec. 3.3.3).

An improved version of the ToT trigger, the ToTd, was proposed as an optimisation especially
suited for lower energy events [180, 181] and to improve the sensitivity to photon and neutrino

8For detectors with only two (one) operating PMTs the threshold is 2 (2.8) IVEM.
9For detectors with only two (one) operating PMTs, the algorithm is applied to two (one) PMTs.

10For WCD with only two (one) operating PMTs the threshold is set to 3.8 (4.5) IVEM.
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Figure 3.10: Schematic representation of four hexagons of an ideal array containing SD stations.
For a 3-fold coincidence, a T3 is issued if the 3 T2s are ToT, and if one of them is found in the first
hexagon of the central station, and the other one no further than the second hexagon. A 4-fold
coincidence applies to any kind of T2 and the additional station may be as distant as in the fourth
hexagon. Two examples of the topology of triggers are shown: a 4-fold coincidence in which the
triggered stations are identified by open blue squares, and a 3-fold coincidence identified by open
red circles [162] .

initiated showers. The underlying idea of this trigger is the deconvolution of the traces using the
average response to single peaks. Due to multiple reflections, diffuse light and the decay time
of the electronics, single peaks appear in the traces with an exponential tail. As a consequence,
a deconvolved background trace would be reduced to a single peak, which would not survive
the ToT condition, while a real signal would present several peaks, easily distinguishable from
background. To account for some instabilities in the electronics, a revised version of the ToTd, the
MoPS, was also introduced [182]. These new triggers are oficially working since June 2013.

3.3.3 SD array triggers

T3 trigger The aim of the T3 trigger level is to select the posible physical events from the trans-
ferred data by looking for spatial and time coincidences between the T2 signals, and associating
them to an EAS. Two kind of patterns are taken into account: 3-fold and 4-fold.

In the 3-fold scenario, T3 requires a coincidence of three neighbour stations with ToT trigger,
such that two stations have to be in the first two crowns around the first one considered (see
Fig. 3.10, empty circles). If this criteria is fulfilled, the pattern is tagged as T3-3ToT. As the ToT
triggered events have a very low background, in comparison to Thr, the 3ToT trigger selects 90%

of the physical events that are mainly vertical showers. The rate of T3-ToT with the full array in
operation is around 1600 events per day, meaning that each detector participates in an event about
three times per day.

For the 4-fold case, four stations with T2 (T2-Thr or ToT) have to be in coincidence. In this case,
the distance requirement is looser, the fourth station being accepted if it is within four crowns
around the reference station (see Fig. 3.10, empty squares). This condition is only relevant for
showers of large zenith angle with triggered stations spread over larger areas, as nearly all vertical
showers fulfil the T3-3ToT condition. This trigger selects about 1200 events per day.

However, an event fulfilling any of the T3 conditions may not necessarily be a real EAS. The
T3 trigger was designed as a compromise between selection efficiency and purity. The trigger
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Figure 3.11: The block diagram of the SD trigger hierarchy before the T3 algorithm [183].

hierarchy up to the T3 level is summarised in Fig. 3.11. The T3 triggered events are stored and
then processed off-line at the CDAS.

T4 physics trigger To select only real physical events from the stored T3 data, the T4 trigger
algorithm is applied. This physical trigger also consists of two different trigger conditions, the
T4-3ToT and the T4-4C1 trigger. The T4-ToT is a stricter version of the T3-ToT that asks for a
non-aligned compact 3ToT trigger (see Fig. 3.12b). The number of accidental coincidences passing
the T4-3ToT condition over the full array is < 1 per day, thanks to the very low rate of the T2-ToT.
Due to their compactness, less than 2% of real EAS with zenith angles θ < 60° are discarded by
this trigger11.

The T4-4C1 trigger chooses events with four stations with any T2 trigger aligned in a such a
way that there are four stations in the first four crowns (see Fig. 3.12a). This trigger ensures the
selection of nearly-horizontal shower events, discarded by the T4-3ToT trigger, bringing to∼100%
the efficiency for showers below 60°. For both trigger methods, the difference in their trace start
time has to be smaller than d/c, being d the distance between two stations and c the speed of light
in vacuum. In Fig. 3.13, the zenith angle and energy distributions of both trigger conditions are
illustrated.

Stations that are triggered within the time window of an EAS, but originate from atmospheric
muons or background radiation, are called accidental. In order to remove those WCDs from the
event, a triangle conformed by the three WCDs with the highest signals, called the seed, is used
to define the shower front of the event. Subsequently, all other stations are examined, and are
defined as accidental if their time delay with respect to the front plane is outside a time window
of [−2µs; +1µs]12.

T5 fiducial trigger The main purpose of the last trigger level is to select only events for which
an accurate energy and geometry reconstruction can be achieved. Events located close to an array
border are often wrongly reconstructed because they span an incomplete footprint. These events

11The air showers with an inclination above 60° have different properties and require specific selection criteria described
elsewhere [184].

12In addition, a triggered station with no other triggered WCD in 1800m, or only one in 5000m, around it is discarded.
Stations with lightning-like signals (oscillations in the ADC traces of all three PMTs), those belonging to doublets (i.e.
pairs of stations located very close that are used to study signal and timing accuracy) or those used for testing purposes
are also discarded.



56 CHAPTER 3. THE PIERRE AUGER OBSERVATORY

Figure 3.12: T4 and T5 configurations. (a) The three minimal compact configurations for the
T4-4C1 trigger. (b) The two minimal compact configurations for the T4-3ToT configuration. (c)
Example of the 6T5 hexagon (shadow) and the 5T5 hexagon (dark shadow) [185].

Figure 3.13: The zenith angle (left) and the energy (right) distribution of T4 triggered events.
The events fulfilling the T4-3ToT (T4-4C1) condition triggered events are represented by the red
shaded (blue) histogram. The events passing both T4 triggers are counted as T4-3ToT events [186].

should be rejected by the quality trigger T5. The most common T5 triggers are the 6T5 and 5T5
triggers. The 6T5 trigger requires an active unitary cell, i.e. the station with the highest signal
(hottest) has to be surrounded by six active stations (not necessarily triggered). On the other hand,
the 5T5 is a loose version of 6T5 requiring that the hottest station has to be surrounded by five
active stations and the core has to be located within an active triangle of stations. Both trigger
methods are shown in Fig. 3.12c. It has to be noted that this criterion also discards events that,
though contained in an area of active WCDs, fall close to a non-working station13.

13Even with constant maintenance over the whole SD array, about 1% of the stations are expected to be not functioning
at any given moment.
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Figure 3.14: The schematic illustration of the planar-front approximation used for a first estimate
of the incoming direction of the primary particle [188].

3.3.4 SD reconstruction

After the trigger hierarchy selection and the accidental stations removal, more than 99% of the
events can be successfully reconstructed, i.e. the arrival direction described by the zenith angle
θ and the azimuth angle ϕ, core position ~x0 and energy Erec can be determined. General details
on the SD-only reconstruction procedure, without specifying a particular SD array, are given in
this section. In Sec. 3.3.6, details about the geometrical and energy reconstruction in the case of
SD-433 are discussed.

The reconstruction procedure uses the signals and the traces start time of the triggered WCDs
as the main ingredients [187]. The objective is to determine the lateral distribution function (LDF),
the incoming direction of the primary and the impact point on ground of the EAS. Afterwards,
the primary energy estimator Sopt is found by evaluating the obtained LDF at a pre-defined dis-
tance from the shower axis ropt, which depends on the particular spacing of the detector grid.
Although the reconstruction is performed by using an iterative maximum likelihood process, it
can be broken down into three steps, which are discussed in the following.

Plane fit to the shower front The seed for the geometry reconstruction is produced during the
T4 trigger stage. In a simplified description, the geometry of the shower can be reconstructed
by fitting the time and space information of the triggered WCDs. A first estimate of the arrival
direction of the cosmic ray consists in approximating the shower front to a plane front moving at
the speed of light c with a normal direction â = (u, v, w) pointing towards the primary particle.
The first estimate of the core position ~x0 (i.e. the shower impact point on the ground) is a signal-
weighted barycenter

(
~b
)
of the stations involved in the event (see Fig. 3.14) while the shower

arrival time to ground t0 is the weighted bary-time.

To infer the time t (~x) when the shower plane passes the point ~x = (x, y, z), the point has
to be projected to the shower coordinate system (Eq. 3.4). Specifying the generic point (t, ~x) as
the signal start time ti and the WCD position ~xi (which is supposed to be given with absolute
precision), the unknown variables are the three coordinates of the shower axis â.
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Figure 3.15: The dependence of signal start times (relative to the timing of a plane shower front)
on perpendicular distance to the shower axis. The shaded line is the resulting fit of the evolution
model and its uncertainty [162].

ct (~x) = ct0 −
(
~x−~b

)
â (3.4)

Therefore, the function to minimize is the square of the time differences between the measured
start of each signal ti and the predicted start time t (~xi):

χ2 =
∑
i

|(ti − t (~xi) |2

σ2
ti

=
∑
i

|c (ti − t0) + ~xi · â|2

c2σ2
ti

(3.5)

with σti as the time uncertainty of the signal start of the station i at position ~xi ≡ ~xi −~b [189].
â is a unitary vector by construction so this problem is non-linear. An approximate solution could
be obtained if it is supposed that all stations lie close to a plane, so zi � xi, yi and thus the z
component is neglected (more details in [187]).

This approximation serves as a starting point to a more elaborate model which takes into
account the varying altitude of the stations and is based on a curved front fit. It extends the plane
fit method with a parabolic term that describes the curvature of the shower front near the impact
point (see Fig. 3.15). In this model, the time propagation of the shower front is described as a
speed-of-light inflating sphere:

c (ti − t0) = |~xsh − ~xi| (3.6)

where ~xshand t0 are a virtual origin and start time of the shower development. From this
4-parameter fit the radius of curvature of the inflating sphere is determined from the time at
which the core of the shower is inferred to hit the ground. The difference between this 3D fit and
the first approximation (zi � xi, yi) is of few tens of meters in the core position and 0.1° in the
shower axis direction.

The lateral distribution function The lateral dependence of the signal measured in the WCDs
is modeled as:
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S (r) = Sopt × fLDF (r) (3.7)

where fLDF (r) is a particular shape parametrization normalized such that fLDF
(
ropt
)

= 1holds.
Several functional forms of the LDF have been investigated [190, 191], and it was found that the
best description of data is given by a modified Nishimura–Kamata–Greisen function [145]:

fLDF (r) =

(
r

ropt

)β
×
(

r + rscale
ropt + rscale

)β
(3.8)

Similarly to the fit of the shower front, the initial guess for Sopt is solely determined on the
signal of the station closest to the distance ropt from the shower axis. The optimal distance ropt is
defined as the distance on the shower plane where the LDF slope fluctuations minimally affects
the signal model. In other words, it is the point where changes in the slope (induced by shower-
to-shower fluctuations and statistical fluctuations in the number of particles) have the minimum
influence on the LDF. This parameter depends on the array geometry, in particular on the mutual
distance between the stations. This parameter has been fixed to 250m for the SD-433 array [141],
450m for the SD-750 array [159] and 1000m for the SD-1500 array [192]. The scale parameter rscale
plays a role only at larger distances from the shower axis, and in addition it is strongly correlated
to β, hence it has been kept fixed to its hard-coded value of 700m.

The shape parameter β defines the steepness of the LDF. It can be included in the reconstruction
procedure as a free parameter estimated by the global fit. However, a good reconstruction is
achieved only if specific conditions regarding the spatial distribution of triggered stations (i.e.
information about the footprint of the EAS) aremet. The official choice is to fix the slope according
to the following model:

β(log10Sopt, θ) = a+ b log10Sopt + (c+ d log10Sopt) · secθ + (e+ f log10Sopt) · sec2θ (3.9)

where the six parameters are obtained through simulations of the particular array geometry.
Lastly, a maximum likelihood method is performed to find Sopt, −→x0, θ and ϕ. An example of a

fitted LDF and the event footprint is displayed in Fig. 3.16. This procedure allows the inclusion of
zero-signal stations, stations of small signals (i.e. small particle densities) by means of Poissonian
statistics and the signal of saturated stations as (so far) lower signal limit. In all cases, the uncer-
tainty on the measured signal Si in the WCDs depends linearly on secθ and

√
Si [193].

Treatment of the saturated stations In order to have a linear PMT response in a large dynamic
range, each PMT provides two outputs, as mentioned before. One signal is directly taken from
the anode of the PMT (low gain channel), while the other is provided by the last dynode (high
gain channel). Thus, when the dynode signal saturates, the anode signals are used to generate the
signal trace.

But eventually, the anode signal may saturate when the detector measures a large number of
particles. Different methods which take into account the ADC channel overflow as well as the
PMT non-linearity have been tested in order to estimate a lower limit to the saturated signal. The
recovered signal is used only when the second derivative of the normalized LDF is smaller than
1 in order to avoid the rapid increase of the LDF approaching the shower core. In the standard
reconstruction, the saturation recovery is not activated by default, while the user could switch it
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Figure 3.16: (Left) The footprint of an EAS at ground. The color code represents the arrival times,
the red WCDs triggered later than the yellow ones. (Right) The reconstructed LDF. The saturated
WCD close to the core (red) is recovered (blue) and used in the fit of the measured signals. The
reconstructed energy is Erec = 4× 1018 eV and the zenith angle is θrec = 57° [194].

on [195, 196].
The study on how to recover the saturated signals is relevant since even saturated station intro-

duces a systematic uncertainty in the LDF determination that gets propagated into the estimation
of the primary energy, as it is described in Sec. 4.4.

Primary energy determination The primary energy is estimated mainly through the LDF nor-
malization Sopt (see Eqs. 3.7 and 3.8). However, this parameter decreases with increasing zenith
angle because of the atmospheric attenuation of the shower particles and geometrical effects [197].
This dependency can be disentangled by means of the Constant Intensity Cut (CIC) method [198].
Assuming that the high-energy cosmic-ray flux is isotropic, Sopt is converted into a reference signal
size Sref by means of the attenuation curve CIC (θ) as:

Sref =
Sopt

CIC (x)
(3.10)

with x := cos2θ − cos2θref and CIC (x) a second-order polynomial determined by the method.
An energy estimator Sref for each event, independent of θ, is the Sopt that a shower would have had
if it had comewith a zenith angle of θ = θref. The reference angle θref represents the median zenith
angle, so the impact of the correction factor is minimized. In the case of the SD-1500, θref = 38°.

The energy density of shower particles at ground level is used to determine the cosmic-ray
energy if the corresponding EAS is detected solely by the SD. On the other hand, the observation
of the longitudinal profile of the shower with the FD allows the measurement of the calorimetric
energy Ecal of the event. The sample of events reconstructed by both detectors, though small with
respect to the whole SD sample, is very important since it constitutes the base data set for the
energy calibration of the SD events [197]. Using the information provided by the FD, it is possible
to obtain the energy corresponding to each S38 almost entirely from data, except for assumptions
about the missing energy. Only data with a successful hybrid geometry reconstruction were
selected to parametrize the CIC method [199]. Data is fitted with a power law [200]:

EFD = a · Sb38 (3.11)

For example, the constants a = (1.68± 0.05) × 1017 eV and b = (1.035± 0.009) have been
obtained through a comparison of the measured S38 and the energy reconstructed from FD data
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(EFD) for a set of well-measured hybrid events above 1018.5 eV with the SD-1500 [197].

3.3.5 The SD-750 array

The SD-1500 has a full efficiency threshold at 1018.5 eV [183]. In order to study the energy
spectrum window between 1017.5 eV and 1018 eV, where it was supposed that the transition from
Galactic to extragalactic cosmic rays should lie (see Sec. 1.4), the SD-750 was built. Completed in
September 2012, the SD-750 comprises an area of 23.5km2. This denser array benefits from the
preexisting infrastructure, communication system and data adquisition tools. The extra 42 WCDs
needed to complete the grid have the same design as the WCDs employed in the SD-1500.

Such an extension permitted a thorough study of the cosmic-ray energy spectrum down to
∼ 1017.5 eV. Four other experiments have shown evidences for a second knee feature (i.e. change in
the slope) in spectrum in the 1017 eV decade that could be related to a change in the sources or the
composition of the primary particles: Akeno [201], Haverah Park [193], Fly’s Eye [202] and HiRes
[203]. However, analyses performed with the SD-750 showed no clear indication of such break in
the energy spectrum [159]. This pointed out the need to pursue the second knee at lower energies,
motivating further spectrum studies with an even denser SD array.

3.3.6 The SD-433 array

The KASCADE-Grande Collaboration has observed a second knee structure in the cosmic-ray
spectrum at ∼ 1016.9 eV [204]. Since SD-750 is not fully efficient at such low energies, a denser
array would confirm the existence of this feature.

The original proposal for the AMIGA enhancement included, not only a graded infill of
750m separation, but also a denser infill with a separation of 433m. The SD-433 array has been
operational since January 2013. Although the base design was composed of 43 WCDs, it currently
consists on 13 WCDs14. Six WCDs were arranged in an hexagonal shape around the Kathy Turner
(station Id 1764) position, which is already part of the SD-750. Six more WCDs, also originally
from the SD-750, surround this hexagon in an incomplete second crown, as illustrated in Fig. 3.17.

To get a better idea of the capabilities of the radio technique in determining the energy, or
any other shower parameter, the SD-433 was also meant to be used as an indepedent way to
establish the primary energy of events detected in coincidence with the Auger radio-detection
extension (see Sec. 3.5.1). Analyses on the geometrical reconstruction of the SD-433, such as the
uncertainty of the reconstructed core position and angular resolution, were carried out using data
reconstructed simultaneously by the SD-750 and SD-433 [205]. A dedicated energy calibration
andLDFparameterizationwere obtained and incorporated in the official reconstruction procedure
[206]. A brief summary of the main features regarding the reconstruction procedure is given in
this section.

The LDF parameters are essential to estimate the primary energy of a detected event, as
explained in Sec. 3.3.4. An optimization of the values of ropt, Sopt and β was performed. It was
found that for SD-433 events the distance where the slope fluctuations are minimal is 250m [207].
Therefore, it is considered that ropt = 250m and thus Sopt ≡ S250. The β parameterization was

14In July 2017, three more WCDs were added to the second crown of the SD-433. However, as it will be discussed in Sec.
7.1.1, the considered data for the present analysis was taken without this extension.
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Figure 3.17: The schematic map of the SD-433 array. The green (gray) icons represent the location
ofWCDswith (without) an associatedMD station. The Id 1764WCDand its associatedMD station
are located in the center of the SD-433 hexagon.

Parameter a b c d e f

Value -4.5 1.2 3.4 -1.9 -0.9 0.7
Errors 1.2 0.8 1.9 1.3 0.8 0.5

Table 3.1: The parameters of the β model specified in Eq. 3.9 for the SD-433 reconstruction with
their asociated uncertainties [205].

done adopting a multi-event fit approach, rather than an event-by-event approach, in order to
increase the number of data points for the selected sample of events [205]. By minimizing the
difference between the measured signal in the WCDs and the model given by Eq. 3.7, the set of
parameters that determine the β dependence on the Sopt and θwere determined (see Eq. 3.9). The
results are shown in Tab. 3.1.

The CIC method was used to obtain a zenith-independent energy estimator. In this case, a
reference zenith angle of θref = 35° was chosen. Contrarily to the CIC method applied to the
standard SD-1500 array, a third-order polynomial was adopted for the function CIC (x), which is
is shown in Fig. 3.18 for a constant intensity cut at 250 events [206]. The energy calibration of the
SD-433 was performed exploiting a sample of events that had been detected both by the SD-750
and the SD-433. This unusual approach (“SD-SD”) calibrationwas preferred due to the very scarse
number of events detected by the SD-433 in coincidence with the FD. Thus, the reference energy
used in Eq. 3.11 was the energy reconstructed by the SD-750, namely Einfill. Fig. 3.19, left, shows
the relation between S35 and the reference energy Einfill with a least-square fit of Eq. 3.11. The
resolution of the energy conversion is shown in Fig. 3.19, right. By means of a Gaussian fit to
this histogram, the energy resolution for the SD-433 array was found to be 18% [206]. The final
conversion formula is given by:

EAERAlet = a · Sb35 = (3.39± 0.83) · S0.94±0.05
35 × 1015 eV (3.12)

This conversion formula was obtained by using events above 1017.2 eV and optimized for es-
timated energies above 1016.9 eV below which trigger efficiency effects of the SD-433 have to be
taken into account [206]. However, as it will be shown in Chapter 4, it has a suitable performance
at even lower primary energies depending on the primary zenith angle.
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Figure 3.18: The fitted CIC (x) correction function as a function of secθ compared to the data
extracted by performing a CIC at 250 events. The shaded area represents the 1σ region obtained
from the parameters uncertainties [206].

Figure 3.19: (Left) The conversion between the SD-433 energy estimator S35 and the reference en-
ergy given by the SD-750. The cyan-solid line represents the energy-calibration function obtained
by a least-squares fit of 193 events detected both by the SD-750 and SD-433 [206]. (Right) The
relative differences between the converted energy EAERAlet by Eq. 3.12 and the reference energy
Einfill [206].

3.4 The AMIGAMuon Detector

Asmentioned before, theAMIGAenhancement comprised the deployment of denser SDarrays
and the deployment of a dedicatedmuon detector. The engineering array of the MD (calledUnitary
Cell or UC) was finished at the end of 2014. It consists on a hexagonal cell of seven MD stations,
each one paired with a WCD from SD-750 from which it receives the trigger condition.

In this section, the elements composing aMD station are described. The order reflects the steps
involved in the detection of a muon, starting with the spatial distribution of modules in the site
and finishing with the off-line muon counting strategy and calculation of themuonic LDF (MLDF).

3.4.1 Layout of the MD Unitary Cell

The MD was designed to measure the muon content of the EAS by employing an already
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Figure 3.20: (Left) The deployment of the first MDmodule of the UC. The electronics kit, which is
contained in a PVC casing, is shown in the inset [209]. (Right) Installation of an access tube during
module deployment. The access tube is sealed to the module for water tightness [210].

Figure 3.21: The layout of the UC, the engineering array of the MD, showing the locations of the
MD stations and corresponding WCDs. The size of the modules represents their nominal area
(10m2 or 5m2) [210].

well-proven technique: a collection of buried scintillation plastic bars [208]. 64 scintillation bars
with optical fibers are lodged within a Polyvinyl Chloride (PVC) casing and together with the optic
system and electronics, both contained in a dome, form a MD module. Each module is deployed
separately as shown in Fig. 3.20, left. Both the optic detection system and the electronics are
located in the center of the MD module and can be reached from the ground through an access
pipe, which can be seen in Fig. 3.20, right.

With a height of ∼ 1 cm and a width of 4 cm, the scintillation bars can have a length of 4m or
2m. In the first case, the resulting module would have a nominal area of ∼ 10m2 while in the
second case∼ 5m2. EachMD station can be composed of three or four modules, depending on its
position in the UC. In Fig. 3.21, the layout of the UC is shownwith the corresponding distribution
of modules. Twin MD stations of ∼ 60m2 (4 × 10m2 and 4 × 5m2) at two locations in the UC
permitted thorough analyses regarding the systematic uncertainties of the detector [211].

The MD stations lie a few meters next to the SD station to prevent any possible shadowing of
particles by theWCD[212]. The scintillators are buried at adepthof∼ 2.3mcorresponding to aver-
tical overburden of∼ 540g cm−2 (considering an average local soil density of (2.38± 0.05) g cm−2

[210]). The soil shields nearly all the electromagnetic particles from the EAS, and thus, only en-
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Figure 3.22: A schematic view of the scintillation process when a muon impinges a plastic bar.
The WLS fiber collects the blue photons and re-emits them with a larger wavelength [209].

ergetic and penetrating particles (mostly muons) are capable of reaching the scintillation bars15.
At the same time, the distance between the MD and its associated WCD is small enough to rep-
resent the same physical point in the shower front and to be able to share GPS time signals and
telecommunications.

The modules are deployed in each position in an “L” shape. This allowed to study the clip-
ping corners effect, which is produced by a muon transvering two scintillation bars and leaving
a detectable signal at each one. In this scenario, a systematic overcounting may be produced
depending on the temporal structure of the signal produced at each bar. A correction based on
a parameterized model depending on the primary energy and zenith angle has been developed
and is already included in the official MD event reconstruction chain [214]. Nevertheless, it is
customary to impose a constrain on themaximumzenith angle of θ = 45° that an event can possess
in order to reduce the impact of the clipping corners effect.

3.4.2 Scintillation bar - fiber tandem of a MDmodule

The scintillation bars have a middle groove which lodges a wavelength shifter (WLS) fiber glued
into it and covered with reflective foil. The strips are co-extruded with a TiO2 reflective coating
which prevents the light from leaving the scintillator. The fibers absorbe the fluorescence photons
emitted by the scintillation bar and re-emit them with a larger wavelength. Since the wavelength
is shifted, most of these photons are not absorbed. Thus, they are transmitted towards the optic
detection system. The scintillation process is illustrated in Fig. 3.22.

The 64 scintillation bars are arranged in two halves of 32 each. The corresponding fibers are
grouped in a manifold in the middle of the MD module, as shown in Fig. 3.23, left. The endpoint
of the fibers are glued into a PVC adapter or cookie which acts as an interface between them and
the optic system, as seen in Fig. 3.23, right.

3.4.3 Optic system of the MD

The optic system employed in the UC is a multi-anode PMT. Although the PMT has a single
photocathode, it is divided in 64 pixels. Each pixel is aligned to an optic fiber through the
cookie. A special optic grease is employed in the interface to avoid possible air bubbles. Photons
coming through an optic fiber imping on the photocathode and may strip an electron from

15 The energy cut-off in the energy spectrum of vertical muons is close to 1GeV [213].



66 CHAPTER 3. THE PIERRE AUGER OBSERVATORY

Figure 3.23: (Left) A 5m2 MD module after the mechanical assembly of scintillation bars and
fibers. (Right) The PVC adapter or cookie that mediates between the optic fibers and the optic
detection system [215].

Figure 3.24: The typical shape of a pulse at the PMT anode generated by a single photoelectron
(left) and a muon impinging on a scintillation bar (right) [209].

the photocathode atoms. Since these electrons emerge by the photoelectric effect, they are called
photoelectrons (PE). In this sense, another advantage of using a specificWLS fiber is that its emission
spectrum can be coupled to the absorption spectrum of the photocathode of the PMT so that its
quantum efficiency is maximized16.

One PE may start an avalanche process through the internal multiplication stages of the
correspongind pixel producing a detectable current at the end of the chain, i.e. at a PMT anode.
This multiplication stage is fed by a voltage difference between successive dynodes. The tandem
conformed by a single pixel, its multiplication chain and its corresponding readout anode is called
channel. In Fig. 3.24, left, an output signal produced by a single PE is shown. The typical signal
produced by a muon is a superposition of many PE distributed in time and amplitude, so that
it has a more complex shape, as it can be seen in Fig. 3.24, right. Therefore, a counting strategy
taking into account the possible structure of the signal was needed (see Sec. 3.4.5).

The main sources of systematic effects at this stage are the dark current and the cross-talk. The
dark current is spurious noise generated in the absence of impinging photons on the photocathode.
In this case, the avalance is initiated at some point of the multiplication stage by thermal electrons.
The cross-talk consists on a signal generated in a channel at some point of the multiplication
stage of a neightbour channel. It can be classified into optical and electronic cross-talk. The optical
cross-talk is produced at the very beginning of the avalanche process, i.e. an impinging photon
on a neighbour pixel which strips a PE with high transverse momentum. The electronic cross-talk

16The quantum efficiency is the number of photoelectrons emitted from the photocathode divided by the number of
incident photons. It depends on the wavelength of the incident radiation.
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Figure 3.25: The discrimination and digital sampling of the pulse after the amplification phase by
the front-end electronics. The input (output) signal to (from) the discriminator is represented in
solid black (dotted blue). The threshold level is represented by the dotted black line. The FPGA
digital samples are represented by red squares [209].

is produced at an intermediate point of the avalanche by a single electron that trespasses to a
neighbour channel. In both cases, a channel which did not receive any photon on its pixel would
be activated. These systematic effects have been quantified and introduced as correction factors in
the MD reconstruction chain [209, 216]. A cross-talk signal does not necessarily leads to a muon
counting in the corresponding channel. Indeed, as it is discussed in Sec. 3.4.5, the muon counting
is performed by a suitable strategy that takes into account the structure of the digital signal. In this
way, the impact of the cross-talk signals in themeasurement of themuon density is then negligible.

3.4.4 Electronics and data adquisition of the MD

The digitalization of the analog signal from each PMT channel is performed by the front-end
electronics in three steps. In the first step, the signal coming from the PMT anode is amplified and
inverted. Also, the high-frequency Fourier components (& 300MHz) are attenuated by means of
a low-pass filter. Afterwards, the signals are broader and devoid of spurious noise. These signals
are compared to a tunable threshold that would produce a positive (negative) digital sample if
the signal is above (below) it. The threshold is chosen as the 30% of the typical signal amplitude
produced by a single PE and it can be monitored and set manually or through a calibration
algorithm for each PMT channel [217].

After the discrimination step, the output signal is a rectangular pulse with only two possible
values, depending on the boolean result of the mentioned comparison. This signal is the input
of a Field Programmable Gate Array (FPGA) which converts it to a collection of digital samples at
320MHz (∼ 3.125ns). Thus, the output of the front-end electronics is a digital trace composed by
0s and 1s [218]. The three stages of the digitalization of the analog signal are summarized in Fig.
3.25.

This 1-bit electronics method is very robust since it does not rely on deconvoluting the number
of muons from an integrated signal17. Thus, it does not strongly depend on the characteristics of
the PMT, such as its gain, stability or quantum efficiency. Nor the muon impact position on the

17Additionally to the digital procedure provided by the current electronics, an upgrade that allows for the integration of
the total detected signal in a module is being developed. This independent electronic channel will be particularly useful
for measurements close to the EAS core.
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scintillation bar and neither the corresponding light attenuation along the fiber length neither have
a large systematic impact if appropiate adjustments of the PMT gain factor and discrimination
thresholds are performed. However, the 1-bit electronics does rely on a fine module segmentation
to prevent under counting due to simultaneous impinging muons.

Each PMT channel uses a 2048 bits (6.4µs) buffer to store digital traces. The first 512 bits are
used in a loop until a T1 trigger is received from the associatedWCD. At that moment, the circular
buffer is frozen and the subsequent 1536 bits are used for data adquisition of the event. Once the
complete buffer is filled, it is copied to an external memory18. The external memory receives the
buffers from the 64 PMT channels of anMDmodule. It can store up to 6ms of data, or equivalently
1024 events. If the associated WCD participates in a T3, the memory transmits the traces to the
CDAS. If no T3 is found, the data is overwritten by new traces.

3.4.5 Muon counting strategy

Although the electronics of the MD facilitate the identification of pulses and thus allow for the
counting of muons without detailed knowledge of signal structure and peak intensity, a certain
counting strategy had to be implemented in order to translate the digital trace to the number of
muons in a given channel.

Since an analog signal of a muon pulse is composed by several single PE, the digital trace may
have a sucession of positive digital samples interluded by negative samples (see Fig. 3.25). In
order to prevent the digital trace produced by onemuon to be counted as two ormore, an inhibition
time window, over which the searching process for a muon identification pattern is stopped, has to
be applied starting from the first identified pattern on the binary string. As a consequence of the
amplitudediscrimination, once this inhibition timewindow is triggered by apattern identification,
it is not possible to identify whether another muon arrives at the same scintillation bar over the
time interval spanned by the window. This effect is called muon pile-up and may produce a
systematical undercounting.

The muon counting strategy and the inhibition windowmust be jointly chosen as to minimize
systematic effects such as over- and undercounting. Since the muon counting strategy is applied
during off-line analysis, several approaches have been investigated [216]. The gap counting strategy
is the most commonly used. It is based on the recognition of the pattern 1X1, being X a logical 0 or
1, in the digital trace of the channel. The composite concept of the gap strategy with an inhibition
window is depicted in Fig. 3.26.

The gap strategy is particularly effective in supressing false positives originating from cross-
talk, since it generates “1” or “11”patterns19 (see Sec. 4.2.3). The over-countingdue to the electronic
cross-talk has been measured to be ∼ 4% in the case of the gap strategy [209]. In general, the
more stringent a strategy is with respect to overcounting, the more real muons from the far end of
the scintillators are not registered correctly. An optimality criterion is not obvious because under-
and overcounting have different impacts. While the latter mainly introduces systematic effects,
the first discards part of the information irretrievably. The effects depending on the veto window
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Figure 3.26: The illustration of pattern identification considering an inhibition window (veto) and
the gap counting strategy. The solid (dashed) ovals indicate a valid (invalid) pattern. The times t1
and t2 are associated to positive matches. The horizontal lines span the inhbition window [219].

Figure 3.27: The influence of the inhibition window on the miscounting of several muons per
channel using the gap strategy. (Left) Systematic muon miscounting classified between under-
and overcounting in terms of the inhibition time window for the quoted zenith angles. (Right)
Undercounting probability due to pile-up in terms of the inhibition time window for MD stations
at the quoted distances to the shower axis. In both cases, the simulated showers were initiated by
proton primaries at EMC = 1018 eV [219].

are summarised in Fig. 3.27, left, for the gap strategy.
A large time window limits the dynamic range of an MD station because saturation occurs for

highmuon densities. The undercounting in Fig. 3.27, left, do not affect all MD stations in the same
way. Indeed, the MD stations that are mostly affected by the systematic undercounting are those
closer to the shower axis, as seen in Fig. 3.27, right. Motivated by the fact that a muon digital trace
spans at most 30ns (only ∼ 8% of the measured traces are longer [216]), an inhibition window of
25ns has been found to be a good trade-off between the overcounting probability due to broad
muon pulses and undercounting probability due to the arrival time distribution of high-density
muons in the EAS [210]. In this case, the systematic undercounting is expected to be between 10%

and 15%, as shown in Fig. 3.27, left.

18While the trace is being copied to the external memory, an auxiliary buffer is used in order to continue with the
adquisition of the event.

19 Most cross-talk pulses originate from one SPE, which extends on average 3.5 ns in time. Given the FPGA sampling of
3.125 ns, the expected pattern would be “1” or, at most, “11”.
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Figure 3.28: The fitted MLDF for a simulated proton event with EMC = 1018 eV and θ = 30°. The
MD stations considered in this event have a nominal area of 30m2. The red arrows correspond to
the MD station that registered less than two muons [221].

3.4.6 Muon LDF reconstruction

TheMD relies on the SD for the event reconstruction, i.e., for triggering and for both geometry
and energy reconstruction. Therefore, the information from the MD stations may be summarized
in a single observable reflecting the composition of the primary particle. If an event has enough
MD information (i.e. triggered MD stations), a LDF ansatz according to Eq. 3.13 may be fitted to
the data points, with rscale = 120m, α = 1, β = 2.8− secθ and γ = 1.85. It was first used to analyze
muon data in the KASCADE-Grande experiment [220] and then applied to the MD [221].

S(r) = Nµ

(
r

rscale

)−α(
1 +

r

rscale

)−β (
1 +

(
r

10 · rscale

)2
)−γ

(3.13)

The parameterswere found empirically and reflect the typical shape of aMLDF above 1017.5 eV.
The shower sizeNµ is always fitted to data using a profile likelihood approach [222]. An example
of a fitted MLDF for a simulated event is shown in Fig. 3.28.

In analogy to the SD, an expected signal at a reference distance can be used as a composition-
dependent observable. However, as it is explained in Chapter 5, a different approach is developed
throughout this thesis in order to discriminate photon and hadronic primaries.

3.5 Upgrades of the Pierre Auger Observatory

3.5.1 Current enhancements

AERA The FD detects ultraviolet light emitted by nitrogen molecules that are excited by EAS
in the Earth’s atmosphere. Another channel that can be exploited for the cosmic-ray detection is
based on geomagnetic separation of electrons and positrons of an EAS. As a result, an EAS emits
coherent radio pulses which can be measured by a radio-antenna array. It was proven some years
ago that it is experimentally feasible and promising to study the emission of air showers in the
MHz-regime [223]. Recently, it was shown by the LOFAR Collaboration that the measurement
of the radio footprint allows the reconstruction of the energy of the primary particle as well as
quantities that are related to its mass, like the depth of shower maximum or the shower curvature
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Figure 3.29: A radio station prototype. The log-periodic dipole antenna and solar panels are
visible. The electronics and digitizer are placed in the aluminum box beneath it [225].

[224].

The Auger Engineering Radio Array (AERA) is built within the SD-750 array and covers an area
of 20km2. 150 radio stations arranged in grids with different spacings enable a study of the radio
emission of EAS together with measurements from SD, FD and MD in a multi-hybrid approach.
One prototype radio station is shown in Fig. 3.29. Some first multi-hybrid events exist and are cur-
rently studied. With a duty cycle of nearly 100%, low costs and definite possibilities to reconstruct
primary properties, the radio emission is a very promising candidate for the future composition
measurements at ultra-high energies.

HEAT The field of view of the base design of the FD is limited to 30◦ above the horizon (see
Sec. 3.2). At close distances only the lowest few kilometres of the atmosphere are within the field
of view. However, low energy showers reach their maximum of development at higher altitudes.
Thus, the crucial region around the shower maximum is generally not observed by the original
FD telescopes.

In order to observe these faint low-energy showers, the FDwas upgraded by the installation of
three high-elevation telescopes. These telescopes are located 180m north-east of the Coihueco FD
site and work independently of the other FD sites. The HEAT telescopes were designed similarly
as the original FD system, except for the possibility to tilt the telescopes upwards by 29◦, covering
the elevation range from 30◦ to 58◦. The building housing the HEAT telescopes is shown in Fig.
3.30.

In combination with the information from the SD-750 close to the HEAT site, the energy range
of high-quality hybridEASmeasurements has been extendeddown to 1017 eV sinceMay2010 [227].

3.5.2 AugerPrime

The Pierre Auger Observatory is planned to be operated until the end of 2025. AugerPrime is a
major upgrade to many aspects of the current design of the Observatory. Its main motivation is
to provide additional measurements in order to address the following important questions [228]:
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Figure 3.30: A photo of the HEAT telescopes tilted upwards. In the background, the telecommu-
nication tower of Coihueco is visible [226].

• Elucidate themass composition and the origin of the flux suppression at the highest energies,
i.e. the differentiation between the energy loss effects due to propagation of the cosmic
rays through the intergalactic medium, and the maximum energy of particles injected by
astrophysical sources.

• Search for a flux contribution of protons up to the highest energies with a sensitivity to a
contribution as small as 10% in the flux suppression region. Themeasurement of the fraction
of protons is the decisive ingredient for estimating the physics potential of existing and future
cosmic ray, neutrino, and gamma-ray detectors; thus prospects for proton Astronomy with
future detectorswill be clarified. Moreover, the flux of secondary gamma-rays and neutrinos
due to proton energy loss processes will be predicted.

• Study of EAS and hadronic multiparticle production. This will include the exploration of
fundamental particle physics at energies beyond those accessible at man-made accelerators,
and the derivation of constraints on new physics phenomena, such as Lorentz invariance
violation or extra dimensions.

The addition of new detectors and the enhancement of existing ones will provide additional
composition sensitive information that will help to better reconstruct the properties of the primary
particles at the highest energies and improve themeasurements in the important energy range just
above the ankle. The improved knowledgewill likely then also allow a re-analysis of existing data,
for better energy assignments, mass composition studies, and for photon and neutrino searches.

The AugerPrime upgrade consists of four main improvements shortly described in the follow-
ing.

Scintillator Surface Detector A complementary measurement of the shower particles will be
provided by a plastic scintillator plane above the existing WCDs. This allows the shower particles
with two detectors having different responses to muons and electromagnetic particles to be sam-
pled. The design of the Scintillator Surface Detector (SSD) is simple, reliable and they can be easily
deployed over the full 3000km2 area of the SD.

The SSD stations consist in one module of ∼ 4m2 extruded plastic scintillators which are
read out by WLS fibers coupled to a single photo detector. The active part of the scintillator is a
plane made by 12 extruded polystyrene scintillation bars. Each bar is 1.5m long, 1 cm thick and
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Figure 3.31: One SSD module already installed in the Pierre Auger Observatory [228].

10 cm wide. The fibers are positioned following the grooves of the routers at both ends, in a ’U’
configuration thatmaximizes light yield andallows theuse of a single photomultiplier. Adeployed
SSD station is shown in Fig. 3.31. The external detector enclosure is made from aluminum to
guarantee light tightness, robustness for 10 years of operation in the field and enough rigidity for
transportation.

Surface Detector Electronics Upgrade The current SD electronics was designed 15 years ago
using the technology available at that time. Evolution in processors, power consumption of
electronics components, and timing systems make it possible to design and implement a higher
performance electronics system for the SD arrays. Use of the new electronics also aims to increase
the data quality (with faster sampling of ADC traces, better timing accuracy, increased dynamic
range), to enhance the local trigger and processing capabilities (with a more powerful local station
processor and FPGA) and to improve calibration and monitoring capabilities of the SD stations.
Furthermore, the proposed electronics provides an interface to allow the SSD stations co-located
with the WCDs to make use of the data processing and communications infrastructure of the
stations. The Surface Detector Electronics Upgrade (SDEU) can be easily deployed, and will have
only minimal impact on the continuous data taking of the SD.

UndegroundMuonDetector In light of the Auger upgrade, the plan is to finish the deployment
of AMIGA MD stations in the whole SD-750. The Undeground Muon Detector (UMD) will provide
important direct measurements of the shower muon content and its time structure, while serving
as verification and fine-tuning of the methods used to extract muon information with the SSD and
WCD measurements. The performance and characteristics of the EA of AMIGA MD match these
requirements, and thus the completed AMIGA array will serve as the UMD.

The UC served as test bench to analyze the performance of the whole detection system in
several aspects: mechanics, casing and deployment; electronics and communication; front-end
and monitoring software; and data acquisition. The EA data over the past years have motivated
several improvements and upgrades to the original MD design:

• The central dome where the electronics is housed has been re-designed. The PVC casing of
the scintillation modules will be folded at the edge of the modules, instead of glueing extra
pieces of PVC as in the base design. The original 1.3mdiameter access tube will be replaced
by a 30 cm diameter PVC tube, so that the electronics would be replaced with a specialized
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probe.

• One MD station from the UC is currently equipped with silicon photo-multipliers (SiPMs).
These solid state devices show both a much cheaper price compared to PMTs and better
photon detection efficiency around 450nm, the maximum light emission wavelength of the
fibres used in theUC. Other advantages are the lower power consumption and the avoidance
of cross-talk. Therefore, it is foreseen that the PMTswill be replacedwith SiPMs in the UMD
design.

• The MD stations will have a dedicated integrator channel, in addition to the standard 64

electronic channels from the base design. This integratorwas designed tomeasure themuon
content of the EAS near the shower axis, where the high muon density does not permit to
obtain an unbiased estimation of the muon number according to the standard counting
procedure from the base design.

• The monitoring system of AMIGA has been fully integrated within the Observatory system
since May 2014. It delivers graphical as well as exportable data of several parameters of the
scintillator modules both from the real-time monitoring in the field and from the laboratory
tests.

Low-gain mode for the FD In parallel with the SDEU, the FD operation will be extended to
times at which a larger fraction of the moon is present in the sky. In such conditions, the PMTs
gain must be reduced by lowering the supplied high voltage to avoid high anode current and,
therefore, an irreversible deterioration of the PMTs sensitivity. This will allow an increase of about
50% in the current duty cycle of the FD.

The scientific goals of AugerPrime imply the thorough study of the mass composition of
the cosmic rays and the hadronic interactions intervening in the EAS development, which are
intimately interwoven. One of the most promising ways to solve these open problems is the
measurement and characterization of the muonic component of the air showers.



Chapter 4

Simulation of the detector responses

I had rather be Mercury, the smallest
among seven [planets], revolving round
the Sun, than the first among five [moons]
revolving round Saturn.

Johann W. von Goethe

The longitudinal development and the footprint on ground of the EAS can be registered with
thefluorescence and surface detectors of thePierreAugerObservatory. The features of the primary
cosmic ray, such as its energy and arrival direction, are reconstructed from the raw data gathered
in CDAS (see Sec. 3.3.3). Aditionally, the muon content of an EAS may be characterized with the
MD, given that its impact point is sufficiently close to a MD station (see Sec. 3.4).

The procedures developed to reconstruct raw data were described in Sec. 3.2.4, Sec. 3.3.4
and Sec. 3.4.5. They are implemented within an evolving C++ collaborative framework called
AugerOffline (Offline). In a similar way, procedures to simulate the responses of the different
elements of the detectors have been programmed and are continuously upgraded. Therefore, the
response of the detectors to an EAS with known characteristics can be also studied from a full
Monte Carlo approach.

Several calibrations and parametrizations intervening in the reconstruction procedure are
already included in Offline, they are particularly tuned to accurately describe data, which are
known to be hadronic cosmic rays. The same code machinery can be used to reconstruct photon-
initiated EAS, but the low muon content in these events produce several side effects and artifacts
in the reconstructed observables.

In this chapter, the performance of the reconstruction procedure to photon primaries, com-
pared to the case of proton primaries, is extensively described, both from the point of view of the
SD and the MD.

4.1 AugerOffline framework

The Offline Framework comprises three principal parts: a collection of processing modules which
can be assembled and sequenced through instructions provided in an XML file, an event data
model throughwhichmodules can relay data to one another andwhich accumulates all simulation

75



76 CHAPTER 4. SIMULATION OF THE DETECTOR RESPONSES

Figure 4.1: The general structure of the Offline framework. Simulation and reconstruction tasks
are broken down intomodules. Eachmodule is able to read information from the detector description
and/or the event, process the information, and write the results back into the event. Image taken
from [229].

Figure 4.2: The hierarchy of the event interface. The top level Event encapsulates objects rep-
resenting each detection system (here, only FD and SD are represented by FEvent and SEvent,
respectively), as well as reconstructed and simulated shower data (ShowerRecData and Show-
erSimData, respectively). These components are further subdivided into objects representing
simulated, reconstructed and triggering data at the level of individual detector stations, and
further into electronics elements. Image taken from [229].

and reconstruction information, and a detector description that contains static or relatively slowly
varying information such as detector geometry, calibration constants and atmospheric conditions
[229]. These ingredients are depicted in Fig. 4.1. These components are complemented by a set of
foundation classes and utilities for error logging, physics and mathematical manipulation.

The event data model contains all raw, calibrated, reconstructed and MC data and acts as
the principal backbone for communication between modules. The overall structure comprises
a collection of classes organized following the hierarchy normally associated with the detection
systems, with further subdivisions for accessing such information as reconstructed quantities,
calibration information and raw data. A simplified illustration of this hierarchy is given in Fig.
4.2.
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Primary Energies (eV) Energy distribution Zenith angles (°) Zenith distribution

1000x Photon 1016.5 − 1017 ∼ E−1 0°, 30°,40° Fixed angles
1000x Photon 1017 − 1018 ∼ E−1 0°, 30°,40° Fixed angles
2000x Photon 1016 − 1018 Uniform in E 0°-45° sinθ cosθ
1000x Proton 1016.5 − 1017.5 ∼ E−1 0°, 30°,40° Fixed angles
3000x Proton 1016 − 1018 Uniform in E 0°-45° sinθ cosθ

Table 4.1: The simulated shower libraries based on QGSJetII-04 that are used for this thesis.

4.2 Event simulation within AugerOffline

4.2.1 Production of EAS

An event simulation starts with an EAS with known characteristics, such as the primary particle
type, its energy and zenith angle. These are referred throughout this thesis as simulated or
MC characteristics. In order to have a wide variety of primary energies and zenith angles at
disposal1, libraries of EAS initiated by photons and protons were produced. No other primary
was simulated, since the EAS initiated by protons are the most similar to the electromagnetic-
dominated EAS produced by ultra-high energy photons. Thus, the discrimination procedures are
developed in this thesis in the most disfavourable scenario, at least from the point of view of the
type of the primary cosmic ray.

Also, depending on the specific analysis, the primary energy and/or zenith angle may be fixed
or following a continuous distribution. The energies of interest for this thesis, asmentioned before,
rangebetween 1016.5 eV to 1018 eV.The lower limit is chosen in agreementwith the estimated trigger
capabilities of the SD-433 in previous studies [212], whereas the upper limit is the lowest primary
energy that current Auger photon searches can reach. The zenith angles range between 0° and
45°, the upper limit being imposed by the technical design of the MD stations (see Sec. 3.4.1). The
shower libraries available for this study are specified in Tab. 4.1.

As already uttered before, the most popular software package to simulate EAS is the COsmic
Ray SImulations for KAscade (CORSIKA) [230]. In particular, the version 7.4950 was employed
to produce all the showers used in this thesis. The particle interactions are simulated with a
high- and low-energy hadronic-interaction models2, depending if the energy in the center-of-
mass frame is below or above 100GeV. Several alternatives for hadronic models are available at
compilation time. Each model makes different assumptions about the particle interactions or
employs different techniques to perform it. As already seen in Fig. 2.7 and Fig. 2.8, the choice
of the hadronic-interaction model (specially in the high-energy regime) introduces an intrinsic
systematic uncertainties [232]. In Sec. 6.5, the impact of the choice of hadronic-interaction models
on the muon content of simulated EAS, specially in the framework of this photon search, is
discussed. Throughout this thesis, QGSJetII-04 [233] and FLUKA [234] are chosen as the hadronic
interactions models for the high- and low-energy regimes, respectively.

The number of particles of an EAS increases with the energy of the primary cosmic ray.
Therefore, at energies above∼ 1016 eV, a thinningmethod is employed to reduce both computation
time and disk space. After each hadronic interaction, only one of the secondary particles that
fall below the energy threshold of εth × E0 continues in the shower development3 and the rest of

1The azimuth angle is randomly selected between 0◦ and 360◦. Thus, processes affecting the particles trajectories, such
as the geomagnetic field, are averaged through several realizations of showers with the same primary features.

2The electromagnetic interactions are described by the EGS4 package [231].
3A particle has a probability of surviving the thinning method proportional to its energy.
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them are discarded. εth is the thinning level and E0 is the primary energy, both included as input
parameters of a CORSIKA run. The surviving particle is given a statistical weight such that the
total energy is conserved. The showers used in this thesis share a thinning level of 10−6, which is
the most common choice.

A large variety of information is available from CORSIKA, ranging from the longitudinal de-
velopment of the shower (i.e. number of particles, energy per EAS component, energy deposit in
the atmosphere, etc) to the list of particles arriving at a given observation level. By setting it to
1452m (878g cm−2 vertical depth), corresponding to the mean altitude of the Auger location, a
reliable simulation of the SD and MD responses can be performed4.

4.2.2 Monte Carlo procedure

The detector response is simulated in Offline v3r3p3 revision 31269. The WCDs are arranged in a
hexagonal grid with a spacing of 433m as the SD-433 array. 61WCDs are considered for the event
simulation. The events are reconstructed using only the 13 WCDs reflecting the real positioning
of the SD-433 on the field, as shown in Fig. 3.17.

Similar to the SD array, an array of 61 MD stations, each one with the same module layout, is
simulated. The 60m2 MD station with Id 1764 (named Kathy Turner or KT), which is located at the
center of the SD-433 hexagon, is taken as the reference layout since it is one of the cornerstones of
the photon search of this thesis, as it is explained in Chapter 5. However, only the fourMD stations
located in the positions corresponding to the ones deployed in the field, i.e. one at the central
position of the SD-433 hexagon and three in the second-crown (see Fig. 3.17), are considered for
the reconstruction5. In Fig. 4.3, the ideal SD+MD layout used for the simulation and the realistic
layout for the reconstruction are depicted.

The flexible detector layout used at the reconstruction phase is offered by a dedicated Offline
module called PositionRejector (see Appendix A) written specifically for this thesis6. It is suited
to take into account certain WCD positions, MD modules or even channels chosen by the user
to perform the event reconstruction and the muon counting. The added flexibility is desired
in order to study specific systematic effects due to low number of available stations, to estimate
observables at a single station level with high statistics or to design parameterizations in ideal
scenarios without introducing artifacts from the array incompleteness.

At the time of writing, this thesis is one of the fewMC studies related to the SD-433. Therefore,
a functionality regarding the array spacing has been added to theCentralTriggerSimulatorXbOffline
module, which is responsible for the arrangement of the T4 configuration in an event. Themodule
itself has been minimally changed and the extra features have been included via optional XML
configuration. The change has been committed to the official Offline repository in revision 30941.

The standardOffline simulation/reconstruction pipeline for SD+MD is employed for the event
production [235]. In Appendix A the Offline module sequences for both phases are shown. The
SD andMD stations are simulated outside a region of 50m radius around the shower core to avoid

4Although the Pampa Amarilla location is not perfectly flat, the maximum altitude difference between any pair ofWCD
in Auger is in the order of a few tens of meters and its systematic impact is negligible.

5Two of the four MD stations have a detection area of 30m2. This is also considered in the reconstruction.
6This Offline module is foreseen to be make public soon.
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Figure 4.3: Schematic view of the detector layout for the event simulation (black dots) and for the
realistic event reconstruction (cyan dots). The central hexagon represents the SD-433 array and
thus the MD stations (red stars) resemble the field configuration respective to their positions and
quoted sensitive areas.

long usage of computational resources due to the large particle densities7.
Each shower is used ten times to generate an event well-contained in the central hexagon of the

SD array. The shower cores are placed randomly in the elemental hexagon (i.e. the first Brillouin
zone of the hexagonal lattice) around the central WCD8.

4.2.3 Tuning the MD simulation

The foundations of the MD simulation pipeline are well-established [216]. However, some impor-
tant contributions have been done in order to carry out the analyses presented in this thesis. A
thorough study on the characteristics of SPE pulses at the PMT anode and after the front-end elec-
tronics of the MD module have been performed [236]. This is particularly important since these
parameters, measured under laboratory conditions, are then implemented in the MD simulation
to model the SPE pulses as Gaussian functions. A brief summary of the main results of that study
is presented in this section.

The width9 and the amplitude of the SPE pulses at the output of six PMTs10 have been in-
vestigated in a dedicated testing facility [236]. In Fig. 4.4, top, the width of SPE pulses for a
single pixel are shown. The first bin corresponds to the baseline of the signals (measurements
with low signal-to-noise ratio) and have not been considered in the analysis. Approximately 104

measurements for each pixel were obtained. In Fig. 4.4, bottom, peak measurements for the same
pixel are displayed.

The distributions from each pixel are used to calculate the average and sample variance for

7In any case, hadronic models are currently not capable of describing the EAS phenomena in the shower core in an
accurate manner and also the core reconstruction uncertainty is within 30− 40m.

8For some specific analyses, the shower cores are placed in a greater area, for example in a rectangle containing the
whole central hexagon. Nevertheless, whenever the core distribution is changed, it is explictly mentioned.

9The width of the SPE pulses is defined by the full-width half-maximum criterium.
10The models of the PMTs as well as the electronics board used in this analyses resemble the ones installed in the MD

Engineering Array.
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Figure 4.4: The width (top) and peak amplitude (bottom) of SPE pulses at the output of a single
channel of a PMT.

each observable (width and amplitude of the SPE pulses). The 64 mean values and their variances
are presented in Fig. 4.5 for a single PMT are shown. There are intrinsic fluctuations in the width
among different pixels mainly due to variations in the gain factor. Lastly, the mean SPE width and
amplitude are calculated by averaging over the six PMTs. The results are summarized in Tab. 4.2.

The SPE pulses are modelled by Gaussian functions in the MD simulation chain, since the SPE
pulses have a qualitative resemblance to it (see Fig. 3.24, left). Having found the characteristic
values which describe the distributions of widths and amplitudes of SPE pulses at the output of
the PMT, a set of∼ 104 pulses have been simulated11. On the other hand, an independent set of 104

SPE signals have been measured in the laboratory. Both sets are then processed according to the
MD electronics simulation sequence [235]. Therefore, the responses of the front-end electronics

11For each SPE pulse, a random width and amplitude is chosen according to the parameters of Tab. 4.2.

Mean width (ns) Std. dev. of width (ns) Mean peak amplitude (mV) Std. dev. of peak (mV)

(1.53± 0.01) (0.28± 0.01) (35.1± 0.8) (16.4± 0.3)

Table 4.2: The width and peak amplitude (mean and standard deviation) of SPE pulses at the
output of a PMT. The values are obtained by averaging over 64 channels of six PMTs as used in
the MD Engineering Array.
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Figure 4.5: Top row: The average width (left) and its variance (right) for the 64 pixels of a single
PMT. Themeans of the histograms are (1.47±0.01)ns and (0.078±0.002)ns2 respectively. Bottom
row: the mean peak amplitude (left) and its variance (right) for 64 pixels of a single PMT. The
means of the histograms are (16.24± 0.44)mV and (96.95± 6.26)mV2 respectively.

to the modelled and real SPE pulses can be compared.
The time-over-threshold (ToT) is defined, for the sake of this particular analysis, as the elapsed

time while the pulse exceeds the discriminating threshold. In Fig. 4.6, top, the mean ToT values
and their standard deviations are shown for each discrimination threshold, defined as a certain
fraction of the mean SPE amplitude after the amplification stage of the front-end electronics
〈VSPE〉12. Both sets are in good agreement through the entire range of thresholds. The ToT
obtained from simulated pulses is lower than for the measured set. The difference ranges between
7% to 13% in the entire range which is compatible with the expected fluctuations between PMTs
[236].

For the set of simulated SPEs, the mean ToT equals the FPGA sampling rate (3.125ns) at
∼ 50%〈VSPE〉, while for themeasured set this happens at∼ 65%〈VSPE〉. The probability of obtaining
at least a digital 1 from the FPGA is defined as detection efficiency. As it is shown in Fig. 4.6,
bottom, the difference in ToT is translated in different detection efficiencies depending on the

12Note that this value is calculated separately for the simulated and real SPE pulses sample.
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Figure 4.6: (Top) The Time-over-Threshold for different discrimination levels. The shaded areas
correspond to the 1σ region. (Bottom) The detection probability, defined as the ratio of SPEs
producing at least a positive FPGA sample to the total number of SPEs considered. The blue (red)
areas and markers correspond to measured (simulated) SPE pulses.

threshold. The lower ToT of the simulated SPEs produces a lower detection probability than for
the measured set. This relative difference is . 10% up to 50%〈VSPE〉. The current discrimination
threshold for the MD stations is set at 30%〈VSPE〉. Therefore, the Gaussian model constitute a very
good approximation to the real SPEs shape. The disagreement starts to be significant at higher
threshold (& 20% at discrimination thresholds above 70%〈VSPE〉) since the measured SPEs are
wider than the simulated set.

The detection probability rises the question of how many FPGA positive samples can a SPE
pulse generate. When setting a threshold at 30%〈VSPE〉 the number of positive FPGA samples is
shown in Fig. 4.7 for the measured and simulated sets. The probability of getting one or two
digital samples is & 92% for both sets. It is worth mentioning that all the cases with two digital
samples correspond to the pattern 11, i.e. the samples are always consecutive both in real and
simulated pulses. The probability of getting three or more digital samples, and thus counting an
SPE pulse as a muon (see Sec. 3.4.5) is < 0.1%.

In summary, this study permitted an accurate estimation of the parameters describing the SPE
as Gaussian pulses and used to define the gap counting strategy, which have been incorporated
in the MD simulation chain and used for all the MC studies of this thesis.

4.3 WCD and array triggers

Following the rationale behind the data acquisition, the first aspect to be analysed is the WCD
triggers followed by the array trigger efficiency.

As mentioned before, the ToTd and MoPS trigger algorithms are included in this analysis.
They provide a substancial improvement to the WCD trigger probability in the case of photon
showers due to their high sensitivity to electromagnetic-dominated traces and they were specially
designed for E > 1017.5 eV [237]. Nearly half of the triggered stations are recovered with these
algorithms independent on the primary energy, as it can be seen in Fig. 4.8 for the case of vertical
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Figure 4.7: The number of FPGA positive samples at a threshold of 30%〈VSPE〉 for measured (blue
circles) and simulated (red squares) SPEs.

incidence. The dependence does not change remarkably with the zenith angle. The WCDs
triggered exclusively with the ToTd and MoPS triggers, jointly called new triggers for historical
reasons, are effective at larger distances, as seen in Fig. 4.9, left. On the contrary, the stations close
to the core usually trigger with the ToT and Th algorithms, as shown in Fig. 4.9, right. The same
behaviour is seen for photon primaries.

As it is discussed in the next sections, the triggeredWCDs at the energies of interest are located
mainly in the central hexagon. Thus, events satisfying the 6T5 condition would have most of the
triggered stations located within a radius of ∼ 800m from the shower core. Therefore, the new
triggers are not particularly useful for the energies of interest, since most of the stations close
enough to the shower core are triggered with the Th or ToT algorithms.

4.3.1 Array trigger efficiency

The size of the footprint of particles that anEAS imprints on the grounddecreaseswith the primary
energy. Therefore, if the stations are deployed sufficiently close, a suitable number of triggered
WCDs may be obtained to perform the event reconstruction. However, there is a certain primary
energy threshold below which the number of triggered WCDs falls below 3, i.e. the minimum
required number to build the first array trigger T3 (see Sec. 3.3.2). This intrinsic limitation is
referred, from now on, as trigger efficiency and it is described in this section.

The trigger efficiency is defined as:

ε (E, θ) =
N trig (E, θ)

N tot (E, θ)
(4.1)

where N trig is the number of events generating an array trigger in a sample of N tot events at a
fixed energy E and zenith angle θ. By construction, ε takes values between 0 and 1. Customarily
an array is considered as “fully efficient” if ε ≥ 0.95.
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Figure 4.8: The ratio of WCDs triggered with the quoted algorithms to the total number of
triggeredWCDs in an event-by-event basis. The subsets corresponding to the ToTd (red dots) and
MoPS (blue dots) algorithms include only WCD triggered with the corresponding algorithm and
not with Th or ToT (black dots). The events are generated by primary protons impinging with
θMC = 0°.
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Figure 4.9: (Left) The average number of triggered stations per event with the ToTd and MoPS
algorithms in terms of the distance to shower axis for three different energy ranges (marker
styles). (Right) The average number of triggered stations per event with Th or ToT algorithms and
exclusively with the ToTd or MoPS algorithms forEMC = 1017.5 eV. Stations satisfying both trigger
conditions are included only in the old triggers subset. In both panels, the events are generated
by primary protons with θMC = 30°.
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The trigger efficiency depends not only on the primary energy and zenithal incidence, but on
its mass composition. Although there is not a large diffence in the number of electromagnetic
particles of EAS initiated by photons and protons, the lack of muons in the former case tends to
increase the minimum required energy for an array to be fully efficient. Therefore, it is instructive
to study the trigger efficiency in the case of photon and proton primaries separately.

Photon primaries The vertical photon showers with energies above EMC = 1016.5 eV trigger
the SD array and verify the T5 selection criterion with a probability above 98.9%. The showers
responsible for the eventswithout aT5 triggerhave energies betweenEMC = 1016.5 eVand 1016.6 eV.
This can be partially inferred from the number of triggered stations in Fig. 4.10. The events with
the lowest MC energies have an average of ∼ 7 triggered stations with a standard deviation of
1.36. The mean number of triggered stations increases with the primary energy, as expected.
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Figure 4.10: The number of triggered SD stations in terms of the primary energy for vertical
photon primaries. The beige crosses represent the single events while the empty black markers
represent the mean values with the 1σ deviation. The outlier events with EMC & 1017.8 eV
and less than 10 triggered stations are different realisations of deeply penetrating showers with
Xmax > 1200g cm−2 (see text for details).

However, there is a small populationof eventswith anunusual lownumberof triggered stations
at thehighest energies. For example,∼ 2%of thephotoneventswithEMC > 1017.8 eVhave less than
10 triggered stations, while an average of ∼ 28 stations are expected to trigger at these energies.
This is understood in terms of the shower development: since vertical showers transverse less
matter, they reach the observation level (878g cm−2) at an earlier stage of development. Therefore,
their particles are stronglyboosted around the shower axis,which in turnmay trigger a lownumber
of stations. In particular, nearly a third of the showers arrive at ground without reaching the
maximumdevelopment atEMC & 1017.8 eV, qualitatively in agreementwith previous studies [238].
This behaviour is depicted in Fig. 4.11. In particular, the events withEMC & 1017.8 eV and less than
10 triggered stations are different realizations of two unique showers with Xmax = 1242 g cm−2

and Xmax = 1296g cm−2.
The presence of photon showers with a hadronic-like development is also seen in the top

left of Fig 4.11. These shallow showers have a copious production of charged hadrons in the
first interaction. In these particular cases, the interaction between the primary photon and the
atmosphere have amultiplicity larger than 200, producing hundreds of pions and kaons, while the
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Figure 4.11: The number of triggered SD stations in terms of the depth of the shower maximum.
The observation level depth is represented as a red line. The beige crosses represent the single
events while the empty black markers represent the mean values with the 1σ deviation.

expected multiplicity is hardly larger than 20 with a rather poor production of pions and kaons.
This extraordinary behaviour appears once and again in several studies throughout this thesis
and it is a direct consequence of the photonuclear process mentioned in Sec. 2.4.

When a primary particle impinges the atmosphere with an inclined incidence, the subsequent
EAS would arrive at the observation level in a more mature stage of development. This is
translated in a flatter lateral distribution of particles, as discussed in Sec. 2.2. This does not
necessarily indicate that more particles would arrive to the ground. As the zenith angle increases,
the number of particles arriving to the grounddecreases due to the strong atmospheric attenuation
if the primary energy is not high enough, and thus the footprint gets smaller. On the other hand,
the array spacing is reduced in the coordinate system co-moving with the shower front as the
zenith angle increases, thus favoring the proliferation of triggered stations.

This two effects compete in the number of triggered stations, as shown in Fig. 4.12. Indeed,
the non-vertical showers tend to fire a larger number of stations given a large enough primary
energy. On the contrary, at lower energies they suffer a stronger atmospheric attenuation and thus
the number of triggered stations is smaller than in the vertical case. The primary energy at which
the transition occurs is∼ 1017.2 eV. Therefore, for the energies of interest of this photon search less
triggered SD stations are expected as the zenith angle increases.

In consequence, the trigger efficiency strongly depends on the zenith angle, as it can be seen
in Fig. 4.13. The vertical events populate the lower energies and the SD array is fully efficient at
1016.3 eV. Air showers with θ ∼ 40° trigger the SD array with a probability higher than 0.95 when
the primary energy is E ? 1016.7 eV.

The energy threshold for full efficiency is not affected by the usage of the ideal or realistic
array, since at sufficiently low energies the only triggered stations are located in the first hexagon,
which is complete in both scenarios (see Fig. 4.3). The trigger efficiency integrated in zenith angles
θ < 45°, together with the probability of generating a more stringent T4 and T5 array trigger, is
shown in Fig. 4.14. It can be seen that all triggered events are at least T4, imposing a zenith-
integrated energy threshold of 1016.6 eV. The probability of generating a T5 condition is hampered
due to the presence of silent stations13, leading to a higher energy threshold of ∼ 1016.8 eV.

13The silent stations are those without any T1 or T2.
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Figure 4.12: The average number of triggered SD stations in terms of the primary energy for
photon-initiated showers for different zenith intervals. The most vertical (less vertical) showers
are distinguished with blue (red) markers.
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Figure 4.13: The trigger efficiency of the SD array in terms of the primary photon energy for
different zenith intervals. The most (less) vertical events are represented with blue (red) markers,
while intermediate zenith bins are represented with different black markers. The error bars
represent the binomial confidence interval according to the Clopper-Pearson method [239].

Proton primaries As mentioned before, the trigger efficiency generally depends on the type of
primary particle. However, the number of triggered stations does not show a strong dependencen
on the primary particle, since the averages for proton primaries in Fig. 4.15 are barely distinguish-
able from the expected means for photon-initated showers shown before in Fig. 4.12. The average
number of triggered stations for vertical events is 9 at 1016.6 eV in both cases, increasing to 14

and 17 at 1017 eV for photon and proton primaries. Thus, the increase in the number of triggered
WCDs starts to be noticeable at the latter energies. Therefore, the systematic effect produced by
the primary composition is negligible considering that the realistic array is composed by only 13

WCDs.

For completeness, the trigger efficiency in terms of primary energy for proton primaries is
shown in Fig. 4.16, top. In the same fashion as before, the integrated trigger efficiency is shown
in Fig. 4.16, bottom. As expected from the previous discussion, there is not any remarkable
difference in the trigger efficiency for proton primaries with respect to the discussed results in the
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Figure 4.14: The trigger efficiency ε (black markers) integrated in zenith angles between 0° and
45° following a sinθcosθ distribution. The ratio between the events with a T5 trigger and all events
is shown with blue markers.
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Figure 4.15: The average number of triggered stations in terms of the primary energy for different
zenith intervals. The showers are produced by primary protons. The more (less) vertical showers
are distinguished with blue (red) markers.
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Figure 4.16: (Top) The trigger efficiency of the SDarray for protonprimaries in termsof theprimary
energy for different zenith intervals. The more (less) vertical events are represented with blue
(red) markers, while intermediate zenith bins are represented with different black markers. The
error bars represent the binomial confidence interval according to the Clopper-Pearson method
[239]. (Bottom) The trigger efficiency (black markers) integrated in zenith angles between 0° and
45° following a sinθcosθ distribution. The ratio between events with a T5 trigger and the total
number of events is shown with blue markers.

case of photon primaries. A full efficiency threshold of 1016.3 eV and 1016.7 eV for θ < 18° and
39° < θ < 45° respectively is found for proton primaries, while the integrated trigger efficiency is
at ∼ 0.95 for energies above 1016.9 eV.

4.4 Features of the SD reconstructed events

The reconstruction of the simulated events is performedwith the standard Offline sequence [187],
but with the suitable configuration files to account for the 433m spacing [205], such as the en-
ergy calibration discussed in Sec. 3.3.6. Since it is fine-tunned to describe events generated by
hadron-initiated EAS, the set of reconstructed photon events exhibit some distinctive features that
are addressed in this section.
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Figure 4.17: The absolute difference between the reconstructed and simulated core position in
terms of the simulated energy for photon (left) andproton (right) primaries. Themarkers represent
the quoted zenith intervals.

4.4.1 Geometry reconstruction

The quality of the geometrical reconstruction of an event can be assessed through several aspects.
It is customary to compare the reconstructed core position ~rrec with the simulated core position
~rMC, both measured from the origin of a local coordinate system14. The absolute difference is
shown in Fig. 4.17 for photon and proton primaries. In average, the reconstructed core position
deviates at most 30m (40m) from the simulated values for θ < 35° (35° < θ < 45°). The difference
increases with decreasing primary energies which is due to the diminishing number of particles
in the EAS.

Another aspect to take into account is the precision of the angular reconstruction, in particular
the zenith angle. The absolute difference between the reconstructed and simulated zenith angle,
θrec and θMC respectively, is shown in Fig. 4.18. The average difference in both cases is less than 1◦,
independently of the features of the primary particle. The angular reconstruction of non-vertical
events (blue stars in Fig. 4.18) show a particular trend at EMC < 1017 eV, independently of the
primary particle type. Indeed, the number of triggered WCDs in this energy domain is tightly
connected with the zenith angle, as discussed on Fig. 4.15. In particular, events with a θ > 35° are
composed, in average, by a smaller number of triggered WCDs than in the case of vertical events.
Hence, the reconstructed zenith angle starts to depart from the simulated value as the number
of available stations decreases. This behaviour is represented in Fig. 4.19, where the angular
difference is shown in terms of the primary energy for events with, at least, 7 triggered stations
(i.e. with the complete first crown). The trend for the non-vertical events is erased due to the
multiplicity contraint.

The angular reconstruction of non-vertical events shows a slight dependence on the position
of the shower core at energies below ∼ 1016.9 eV. Indeed, if the shower core is close to the central
WCD, the stations from the first crown are located at nearly the same distances from it. This
degeneracy affects mostly the non-vertical events because of the smaller number of available trig-
gered stations (see Sec. 4.3.1). In any case, this effect is notorious for energies far below the full
efficiency threshold.

14The origin of the coordinate system is situated in the center of the SD-1500. This point belongs to the zone 19H of the
Universal Mercator System (UTM) [240].
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Figure 4.18: Theabsolutedifferencebetween the reconstructedand simulatedzenith angle in terms
of the simulated energy for photon (left) and proton (right) primaries. The markers represent the
quoted zenith intervals.
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terms of the simulated energy for proton events with at least 7 triggered WCDs. The markers
represent the quoted zenith intervals.

4.4.2 LDF reconstruction

The LDF is fitted with an NKG-like function, as explained in Sec. 3.3.4. The mathematical
expression is repeated here for clarity:

S(r) = Sopt

(
r

ropt

)β (
r + rscale
ropt + rscale

)β
(4.2)

The parameter ropt is fixed to 250m, where slope fluctuations were found to be minimal [207].
The parameter rscale is fixed to 700m.

While a dedicated LDF slope parameterization for the SD-433 was investigated previously
[206], it was obtained directly from data, i.e. hadronic events. Thus, that model does not describe
photon events well enough because of the fundamental differences in the shower development.
Therefore, a dedicated β parameterization has to be obtained a priori in the case of photon
primaries. The features of the LDF produced by a photon-initiated EAS are described in this
section by fitting the LDF slope in an event-by-event basis.

The fitted slope has a fairlyweak dependence on the zenith angle and nearly no dependence on
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of photon events with EMC < 1017 eV and θMC = 0°. The black markers (red stars) represent the
unsaturated (saturated) events.

the simulated energy, as can be seen in Fig. 4.20. As the primary energy decreases, the fluctuations
of the fitted slope are enhanced. This is interpreted in terms of the smaller number of triggered
stations, which is translated into less degrees of freedom for the LDF fit. On the other hand, there
is a population of events which is visibly departed from the expected average at EMC > 1017.6 eV.
These events have a saturated SD station whose signal is understimated and thus it acts as a lever
arm to finally produce a flatter LDF than expected.

The impact of the presence of a saturated station is even greater at low energies, where the
spatial distribution of the few triggered stations is not enough to fairly probe the shower front,
as can be seen in Fig. 4.21 for the particular subset of vertical events with EMC < 1017 eV. In
this scenario, the fitted LDF is strongly dependant on the core position, which in turn causes an
increase in the fluctuations of β. On the contrary, there is not any dependence on the distance to
the nearest station in the subset of unsaturated events.

The second fitted parameter is the shower size Sopt, which is shown in terms of the primary
energy in Fig. 4.22. The value of Sopt increases in average with the primary energy, as expected,
but in the case of vertical events its fluctuations also increase. This is due to the presence of
high-energy events that, being deeply penetrating, could generate lower signals in the SD stations
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Figure 4.22: The energy estimator Sopt in terms of the primary energy for photon events with
θMC = 0° (left) and θMC = 40° (right). The beige crosses represent the single events while the
empty black markers represent the mean values with the 1σ deviation. The red profiles are the
average energy estimator for proton primaries.

and also more concentrated around the shower axis. Note that these outliers are also seen in Fig.
4.11. The presence of this kind of outliers is suppressed in the case of non-vertical events because
the EAS arrive to the observation level after trasversing more matter. In fact, the observation level
at θMC = 40° is located at a depth of ∼ 1146g cm−2. The relation between the shower size and the
depth of the shower maximum between vertical and non-vertical events is depicted in Fig. 4.23.

On the other hand, upward fluctuations on Sopt are visible at lower energies. These are the
same steeper saturated events explained before. They are reconstructed with an energy much
larger than the Monte Carlo value based on the value of Sopt. They can be distinguished from
valid high-energy events by their the footprint size (i.e. the number of triggered stations) which
remains small. This kind of outliers are not present in non-vertical events due to the smaller
saturation probability, as seen in Fig. 4.24. As the zenith angle increases, the EAS suffer a stronger
atmospheric attenuation, as explained before, and thus the expected signal in a WCD near the
shower axis is smaller. Therefore, the number of saturated events (i.e. events with at least one sat-
urated WCD) decreases for non-vertical showers. However, as the primary energy also increases,
the opposite behaviour is seen. Since the photon-initiated EAS have a deep development (deeper
as the energy increases), the shower front arrives to the observation level less developed as the
zenith angle decreases. Therefore, inclined EAS tend to produce higher signals in the WCDs at
larger zenithal incidence. Similarly to the discussion around Fig. 4.12, there is a certain energy at
which the atmospheric attenuation starts to give in to the delayed shower development, which in
view of Fig. 4.24, is around EMC = 1017.2 eV.

4.4.3 Energy reconstruction

The energy calibration implemented in Offline for the SD-433 was previously obtained through
data analysis (see Sec. 3.3.6). In the general case, the photon energy measured by means of a
WCD array is usually understimated due to their smaller muon content. Several methods have
been used to overcome this difficulty in the past years (see [148] for details). The fluorescence
technique offers an unbiased estimation of the photon energy due to the near-calorimetric nature
of the measurement and the small impact of the missing energy [241].

The late development and, mainly, the lack of muons produce a discrepancy between the
reconstructed and MC primary energy named energy bias, which is displayed in Fig. 4.25 for
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Figure 4.23: The fitted parameter Sopt in terms of the depth of the shower maximum Xmax for
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crosses represent the single events while the empty black markers represent the mean values with
the 1σ deviation. The green lines represent the depth of the observation level at each θMC.

Figure 4.24: The ratio between the number of saturated events (i.e. events with at least one
saturated WCD) and the number of reconstructed events in terms of the simulated primary
energy for EAS produced by photons with the quoted zenith angles (represented by different
markers).

vertical events. The energy offset from the MC value grows from 9% at EMC = 1016.5 eV to 45% at
EMC = 1018 eV for vertical showers. Due to the delayed development of EAS generated by primary
photons, the particles tend to be more collimated around the shower axis in the case of vertical
incidence. In turn, this behaviour is responsible for steep LDFs with underestimated values for
Sopt (with respect to the hadronic EAS expectation). This effect is accentuated as the primary
energy increases because the first interaction occurs at larger atmospheric depth (i.e. closer to the
ground). Therefore, the discrepancy between the reconstructed energy, by means of a calibration
suited for hadronic events, and the MC primary energy increases with the energy. This can also
be deduced from Fig. 4.25, right, where it can be seen that as the shower reaches the observation
level at earlier stages of its development, this discrepancy increases on average, independently of
the zenith angle.

The upward fluctuations of Sopt below EMC = 1016.9 eV produce negative energy offsets as
explained before, leading to an increase in the energy offset fluctuations. Since these events with
large offsets (. −0.4) are caused by the reconstruction procedure, they exhibit a flat distribution
in Xmax. For the same reason, the fluctuations of the energy offset do not follow any particular
trend with Xmax.
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Figure 4.25: The relative energy bias in terms of the MC energy (left) and the shower maximum
(right) for photon primaries with θMC = 0°. The beige crosses represent the single events while the
empty blackmarkers represent themean valueswith the 1σ deviation. The green line corresponds
to the depth of the observation level.

Figure 4.26: The relative energy bias in terms of the simulated energy for photon primaries with
the quoted zenith angles. The green line represents the SD-433 energy resolution, as found in
[206].

The impact of the late development is reduced if the shower trasverses sufficient matter, and
thus reaching the observation level in a more advanced stage. In Fig. 4.26, the relative energy
bias for different zenith angles is shown. The showers with θMC = 30° are reconstructed with an
energy offset growing from ∼ 9% at EMC = 1016.5 eV to ∼ 18% at EMC = 1018 eV, thus following
the same trend as the vertical ones but with a much weaker energy dependence. For θMC = 40°,
the atmospheric attenuation starts to be relevant, specially at low energies, and it is the dominant
effect at EMC < 1016.8 eV producing a worsening of the energy estimation with respect to the
vertical case.

The energy resolution of the SD-433 was calculated as ∼ 18% between E = 1016.6 eV and
1018 eV [242] and it is given by the green line in Fig. 4.26. Therefore, the energy offset is fairly well
containedwithin this resolution forEMC < 1017 eV.At higher energies, the SD array is already fully
efficient for non-vertical events, which compose the vast majority of the events in data because of
geometrical reasons15.

The largest absolute energy offsets are caused, at lower energies, mainly by artifacts of the LDF

15The median of the θ distribution in data is∼ 35°, as it was mentioned in Sec. 3.3.6. The arrival directions of the events
in data for the present analysis is discussed in Sec. 7.1.1.
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fitting procedure with the slope β as a free parameter. The saturated events at EMC < 1017 eV,
though not statistically frequent, show fitted parameters that deviate from the expected averages.
In particular, steeper slopes and overestimated Sopt, even though several stations are expected
to trigger at these energies. As the primary energy increases, the impact of these outliers is
less important, as shown in Fig. 4.27. The non-saturation condition successfully reduces the
fluctuations on the energy estimation for low energies, while not affecting the expected averages.
At higher energies, the energy offset has a physical origin, being caused by deeply-penetrating
showers which produce a smaller signal footprint and Sopt than expected. In this regime, the
non-saturation condition does not change the average energy offsets nor their fluctuations.

It is worth mentioning that this discrepancy is also present in hadron-initiated showers due to
a mismatch between the predicted muon content by the shower simulations and the Auger data,
specially for energies above 1018 eV [243]. In the case of the SD-433, the mismatch for proton pri-
maries grows in average from< 3% at 1016.5 eV to< 17% at 1017.5 eV, well contained by the SD-433
energy resolution. The mean energy offset for proton primaries is shown in Fig. 4.28. The energy
bias for events with θMC = 40° is not as stable as in the other studied cases. Indeed, the number of
triggered WCDs tends to be smaller in comparison to the vertical events, which in turn produces
an increased discrepancy in the energy reconstruction, as displayed in Fig. 4.29. Since the relation
between the energy bias and the number of triggered stations in the case of non-vertical events
is stronger than for vertical events, the intrinsic variance of the stations multiplicity produces a
larger fluctuations for θMC = 40° than in the other cases.

In summary, the geometrical reconstruction of photon-initiated EAS is suitable at the energies
of interest even though the procedure has been specially tunned to describe hadronic events.
The saturated events present several issues related to the event reconstruction and, as it is later
described in Sec. 5.4, are particularly problematic in terms of the photon-hadron discrimination as
well. The standard energy reconstruction shows an intrinsic bias in the case of photon primaries,
albeit its effect is, in average, well contained within the energy resolution of the SD-433 for the
energies and zenith angles of interest.
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4.5 Features of the MD reconstructed events

Once a simulated event is reconstructed by the SD, the muonic content of the EAS as measured
by the MD can be inspected in order to develop criteria sensitive to the mass composition of the
primary cosmic ray. Although a detailed fitting procedure has been designed to obtain the MLDF
from data, the photon search presented in this thesis uses the muon counting at the single MD
station level as the main ingredient, which is performed using a veto of 25ns and the gap counting
strategy (recall Sec. 3.4.5).

The number ofmuons at the observation level is expected to be around one order ofmagnitude
smaller for photon than proton initiated EAS. Although the soil shielding above the MD stations
filter out around half of the muons arriving to the ground, this difference persists. Moreover,
depending on the primary energy and zenith, the gap can be even larger. As an example, the
muon density measured by the MD stations is shown in Fig. 4.30 in terms of the distance to the
shower axis for photon and proton primaries in a large selection of events betweenErec = 1016.5 eV
and 1016.7 eV. When evaluating the muon signature from the MD stations, the muon density is
the preferred magnitude instead of the number of counted muons because it takes into account
the different possible detection areas that an MD station can possess and automatically considers



98 CHAPTER 4. SIMULATION OF THE DETECTOR RESPONSES

Distance to axis (m)
60 80 100 120 140 160 180 200 220 240

)
­2

 (
m

µ
ρ

3−10

2−10

1−10

1

10

° = 0
MC

θPhoton ­ 

° = 0
MC

θProton ­ 

° = 30
MC

θPhoton ­ 

° = 30
MC

θProton ­ 

° = 40
MC

θPhoton ­ 

° = 40
MC

θProton ­ 

Figure 4.30: The average muon density measured with the MD stations in terms of the distance
to the shower axis for events at 1016.5 eV < Erec < 1016.7 eV. The primary particles are photon or
protons with zenith angles as quoted.

the reduction of the sensitive areas in the case of non-vertical showers. The scarse muon content
present in EAS produced by primary photons in comparison to the ones produced by primary
protons is clearly visible: the average muon density for proton primaries is at least one order of
magnitude higher than for photon primaries, independently of the zenith angle.

Given the distribution of shower cores in the elemental hexagon, it is not possible to probe
the entire shower front from the MD point of view (recall that three MD stations are located
750m from Id 1764 MD station). Thus, distances up to ∼ 300m are shown in Fig. 4.30. In any
case, given the energies of interest for this thesis, the expected muon density at larger distances is
lower than the resolution of the MD stations, thus imposing a technical limitation for this study.
The minimum non-zero muon density that can be measured with a 60m2 MD station is between
1.7× 10−2 m−2 and 2.2× 10−2 m−2, depending on the zenith incidence of the EAS.

The photon showers, though leaving a muon-poor signature at the observation level, do not
always produce a zero reading in the MD stations, i.e. zero counted muons in all the modules of a
MD station. On the other hand, a positive number of muons is always detected, even at the lowest
energies, in the case of a proton primary. These two aspects, depicted in Fig. 4.31 and Fig. 4.32,
indicate that a zero reading at a distance shorter than 300m from the shower axis is clear signature
for a photon primary. However, the selection efficiency for photon showers is rather low, reaching
between 30% and 50% at distances around 250m. This criterium can be loosened to include cases
in which the number of muons is positive, but small enough. This simple concept is the starting
point of the next chapter and led to the development of the observable Mb, which is possibly,
alongside using the MD stations for photon identification, the most important contribution from
this thesis to the Auger community.

In Fig. 4.33 the muon density measured in a MD station in terms of the signal measured in
the associated WCD is shown for the same events as before. In light of Fig. 4.30 and Fig. 4.33, the
difference in muon content is fairly constant in terms of the distance to the shower axis but also
in terms of the signal measured in individual WCD. The latter magnitude is stripped from any
geometrical reconstruction systematics, in contrast to the former one.

The signal detected by the WCD adds complementary information to the muon density mea-
sured by the MD, as shown in Fig. 4.34, particularly at intermediate muon densities (between
∼ 0.1m−2 and ∼ 0.5m−2). Indeed, for a given measured signal in the WCD, the measured muon
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Figure 4.32: The measured muon density in terms of the distance to the shower axis for proton
primaries with energies ranging between Erec = 1016.5 eV and 1016.7 eV and the quoted zenith
angles.

density in the case of photon primaries may be one order of magnitude smaller than for proton
primaries, since the lack of muons in the former case may be balanced by the dominant electro-
magnetic component. This behaviour motivates a combined SD-MD analysis, which is developed
in Chapter 6.
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Figure 4.33: The average muon density measured with the MD stations in terms of the signal in
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Chapter 5

Photon-hadron discrimination with
the observable Mb

Simplicity is the ultimate sophistication.

Leonardo Da Vinci

In the search for ultra-high energy photons, it is crucial to define composition-sensitive param-
eters capable of adequately rejecting the hugely dominant hadronic cosmic-ray flux. As discussed
in the previous chapter, the muon density measured by the MD stations can be employed in order
to separate photon- from proton-initiated EAS, which are the most photon-like of the possible
hadronic primaries in terms of the muon content and the longitudinal development. Thus, a
discrimination procedure can be elaborated in the most conservative case by postulating that the
cosmic-ray flux has a pure-proton composition. In this context, the EAS initiated by primary
protons are considered as the background, while the exiguous possible photon component of the
flux is thought of as the signal.

The silentMDstations located at. 300mfrom the shower axiswould represent a clear evidence
for a photon primary. Still, photonic EAS usually have a low but non-null muonic component,
so the silent station criterium might be too stringent. Also, the scarce muonic component at
larger distances from the shower axis in background events, due to the finite MD area, might
cause no-muon detection (i.e. events might be tagged as photon primaries even though they are
proton-initiated EAS).

One possible way to quantify the muonic footprint in an event-by-event basis is through the
MLDF, since it may provide all the required information to distinguish between photon and
hadronic primaries in an event-by-event basis, as shown in Sec. 4.5. While this is the most usual
approach inmass-composition studies above∼ 1017.5 eV, theMLDF cannot be reconstructed in the
energy domain of interest for this photon searchwithout depending on several parameterizations,
since only one or two MD stations may be available in any event reconstructed with the SD-433.

Despite the fact that an average difference of one order of magnitude is observed in the muon
density between photon and proton primaries, the distance to the shower axis must be taken into
account in the discrimination criterium. Without appealing to a cumbersome MLDF procedure,
an alternative approach was needed.

The observable Mb is introduced and described in this chapter as a suitable composition-
sensitive observable which makes use of the signals detected in individual MD stations, without

101
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Figure 5.1: The ratio between the reconstructed muon density for EAS initiated by photons and
protons for events at 1016.5 eV < Erec < 1016.7 eV and three zenith angles, represented by different
markers.

needing any MLDF fit.

5.1 The observable Mb

The ratio between the expected muon density for photon and proton primaries is barely constant
with the distance to the shower axis, as deduced from Fig. 4.30. However, the fluctuations of the
ratio, as seen in Fig. 5.1, bring some details into consideration. On one hand, the fluctuations are
larger closer to the core because of the inherent variations of the point of first interaction between
the primary particle and the atmosphere, which mostly affect the hadronic core of the EAS.
Thus, different realizations of the same primary would necessarily produce different footprints
on ground. This phenomenon is usually referred as to shower-to-shower fluctuations (see Sec.
2.2). On the other hand, the fluctuations on the ratio increase at large distances due to a decrease
of the individual muon densities below the resolution of the MD stations (accentuated in the
case of photon primaries). In this scenario, the Poissonian uncertainty is the dominant effect
on the muonic signature characterization. Therefore, the ratio presents minimal fluctuations at
intermediate distances.

These two phenomena rise the necessity of taking into consideration the distance to the shower
axis in thephoton-hadrondiscriminationquest. The observableMb combines thedensity ofmuons
and their topological distribution as defined in Eq. 5.1. It is based on the composition-sensitive
observable Sb introduced to exploit the difference in terms of the WCD signal amplitude for dif-
ferent primaries [244], which was successfully used in previous photon studies in Auger [245],
specially above 1018 eV [114]. Mb is calculated through the sum of themean density ofmuons ρiµ in
each MD station iweighted by its distance to the shower axis ri. The muon density is normalized
by the expected density for a proton primary ρrefµ at the corresponding energy, zenith angle and
hadronic model. The reference distance rref is chosen as 250m, as for the energy estimation of
the SD-433. The index b is a free parameter that must be selected as to maximize the separation
between primaries.
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Mb (E, θ) = log10

(
1 +

∑
i

(
ρiµ

ρrefµ (E, θ)

)
×
(
ri
rref

)b)
(5.1)

5.2 Modelling the ρrefµ (E, θ) for Mb

One of the ingredients needed to calculate the observable Mb is the expected muon density for
proton primaries at rref = 250m. The reference muon density is parametrized in this secion for
Erec > 1016.4 eV and θrec < 45°.

The list of ground particles provided by CORSIKA can be scrutinized in order to have a
first insight on the zenithal dependence without introducing the detector and reconstruction
systematic effects. A simple model of propagation through the soil is employed to obtain the
number of muons at the depth corresponding to a MD station. Each muon is propagated linearly
following its original trajectory described by the zenith angle α. If its kinetic energy on ground
E is greater than the threshold Eth given by Eq. (5.2) the muon arrives to the underground level
[246]. This threshold depends on the mean muon energy loss dE/dX during its propagation. Since
muons can be considered as minimum ionizing particles [247], the Bethe-Bloch equation can be
used to obtain that dE/dX = 1.6− 1.8MeVg cm−2 [75]. On the other hand, the soil density ρsoil
in the MD Engineering Array location ranges between 2.28g cm−2 and 2.45g cm−2 [247]. The
underground depth d at which anMD station is buried usually ranges between 2.25m and 2.50m.

Eth =
dE

dX
× ρsoil ×

d

cosα
(5.2)

For each shower, random values for these three parameters are chosen from uniform distri-
butions according to the corresponding limits. Thus, the typical values for Eth are ∼ 0.9GeV, in
agreement with full detector simulations [213]. The muons that survive this kinetic energy cut
conform the muon content at the underground level.

Employing this procedure, the muon density can be estimated at ∼ 2.25m below the surface
using the output files from CORSIKA. In Fig. 5.2 the estimated muon density is shown in terms
of the distance to the shower axis for proton-initiated EAS with different zenith intervals and
a primary energy ranging between EMC = 1016.6 eV and 1016.8 eV. The showers arrive to the
observation level at a more mature stage of development as the zenith angle increases, causing a
flattening of the shower front and an average increase of the muon density at large distances with
respect to the vertical case. However, in the regions near the shower core the vertical showers
possess more muons than the more inclined ones because of the diminished attenuation. The
transition occurs at ∼ 200m from the shower axis. In consequence, the vertical showers have
overall more muons that the non-vertical ones.

The muon density shows a weak dependence on the zenith angle at all distances as shown in
Fig. 5.3, particularly at 250m where the shower-to-shower fluctuations are known to be minimal.
The linear dependence in log-log scale between ρrefµ and the primary energy, which is discussed
in the context of the Heitler-Matthews model in Sec. 2.3.1, is verified. In this ideal scenario, the
resolution of a 60m2 nominal detection area is enough to sample the muon density at all primary
energies of interest.

The reconstruction effects need to be incorporated to obtain a full parameterization of ρrefµ .
The detector layout for this particular study was changed in order to account for the azimuthal
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normalized to ρ0 = ρµ (200). The EAS are generated by proton primaries with energies between
EMC = 1016.6 eV and 1016.8 eV andwith different zenith angles as quoted. The error bars represent
the 1σ interval. TheMLDFs are obtained from the raw showers, without introducing detector and
reconstruction effects.
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Figure 5.3: The muon density at 250m from the shower axis in terms of the primary energy for
showers initiated by protons. Nearly vertical (inclined) showers are represented by blue squares
(red dots), while intermediate zenith angles are represented by black markers.

dependence of the muon content and gather high statistics. A ring of 12 60m2 MD station,
accompanied by a corresponding WCD, at the fixed distance from the shower axis of 250m was
added to the usual detector layout described in Sec. 4.2.2. The addition is performed through
the Offline reconstruction machinery after performing the event geometry reconstruction. A
quality cut based on the trigger efficiency of the SD array is considered in order to avoid upward
fluctuations, i.e. low energy showers with an unusual high muon content. Only showers that
trigger the SD more than 90% of the times are considered. The minimum MC energy at which
a shower fulfills this requirement in terms of its zenith angle is shown in Fig. 5.4. A linear fit is
performed to obtain the parameterized quality cut:

log10

(
E90%

MC
eV

)
= (15.1± 0.32) + (1.15± 0.27)× secθ (5.3)

After applying the quality cut, the remaining events are shown in Fig. 5.5. The detector
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showers.

effects do not change the linear dependence found before, although the fluctuations in the muon
content are increased, specially at low energies. The muon densities corresponding to one and
two muons in the MD station are clearly visible as points concentrated at ρrefµ = 10−1.8 m−2 and
ρrefµ = 10−1.45 m−2. It is worth mentioning that∼ 0.03% of the events have a MD station out of the
12 with a null measured muon density, happening at EMC < 1016.5 eV and θMC > 30° which is at
the verge of the full efficiency threshold. Since the proposed parametrization naturally considers
only non-null muon density samples, the existence of null readings could lead to a systematic
overestimation of the reference muon density in non-vertical events, which in turn may cause a
background event to have an underestimated Mb and thus being tagged as a photon candidate.
This aspect is discussed in Sec. 6.5.

Motivated by the linear dependence in double logarithmic scale, the model of Eq. 5.4 is fitted
to the event samples in seven different intervals of zenith angles. The parameters a (θ) and b (θ)

are slowly varying functions of the secant of the zenith angle as shown in Fig. 5.6 which are
fitted by a linear ansatz. The results of these fits are shown in Eq. 5.5 and Eq. 5.6 leading to
the completion of the ρrefµ parameterization. Following the discussion on the Heitler-Matthews
model in Sec. 2.3.1, the total number of muons arriving to the ground is expected to depend on
the primary energy through a power-law with an index between 0.82 and 0.94 [132]. Indeed, the
index b (θ) takes values between 0.89 and 0.97 for the zenith angles of interest.

log10
(
ρrefµ ·m−2

)
= a (θ) + b (θ)× log10

(
Erec

eV

)
(5.4)

a (θ) = (−19.3± 0.7) + (2.56± 0.55)× secθ (5.5)

b (θ) = (1.13± 0.04)− (0.16± 0.03)× secθ (5.6)

An independent set of events was produced to test the ρrefµ parameterization. The number of
muons predicted by the model of Eq. 5.4 is compared to the number of muons measured in a
60m2 MD station at 250m from the shower axis. This is shown in Fig. 5.7. The parameterization
is fairly accurate, having an average offset of ∼ 22% from the measured number of muons at
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Figure 5.5: The simulated reference muon density measured by the MD stations in terms of
the reconstructed energy. Proton primaries are considered following a sinθ cosθ distribution for
θMC < 45°. The error bars represent the 1σ interval.

Figure 5.6: The parameters of Eq. 5.4 in terms of the zenith angle. Linear dependences are fitted
with χ2

red = 1.06 and χ2
red = 1.04, respectively, both represented with red lines.

Erec = 1016.4 eV decreasing to negligible average values above Erec = 1017.2 eV. The resolution of
the model is 9% at Erec = 1016.4 eV increasing to 2% at Erec = 1017.8 eV.

The model fails to describe the muon-poor events that were also mentioned in relation with
Fig. 5.5. As it was pointed out before, if the shower core is too far from a MD station, the
measurement of the number of muons would have large Poissonian fluctuations, indicating that
in this scenario, a discrimination between photon and proton primaries is less likely to be effective.

5.3 Separation power of Mb

The observable Mb reflects the muon content of an EAS. Provided that discrete positions of the
shower front can beprobed, it is expected that the separation betweenphoton andprotonprimaries
decreases with the information availability. However, some features of the EAS are retained in the
Mb distributions.

The total number of muons at 2.25m below ground in vertical EAS between EMC = 1016.6 eV
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and 1017 eV are shown in Fig. 5.8, where the same procedure as described in Sec. 5.2 is summoned
in order to obtain this magnitude from the CORSIKA output. The energy intervals for photon
EAS are chosen in accordance to the discussion of the energy offset in Sec. 4.4.3, i.e. higher MC
energies are considered to balance the expected energy underestimation. There is a small fraction
of the photon showers composing the long tail towards the muon-rich (i.e. proton-like) regime,
which can be understood as an effect of the early stages of the shower development: if one of the
first interactions is photonuclear, the subsequent development would be more similar to a proton
shower1. This effect is also responsible for the skewness towards the proton regime. On the
other hand, the EAS produced by protons have a also skewness towards the photon distribution,
although much less pronounced. In particular, the showers with less muons have several features
identical to a photon-initiated EAS, such as the longitudinal profile or the lateral distribution of
particles on ground. These extraordinary cases comprehend the hadronic events that could con-
taminate any primary photon detection. Thus, most of the efforts of the discrimination procedure
are aimed at rejecting them, as it is largely discussed in Chapter 6.

The features of the muon content at the underground level obtained from CORSIKA are seen
in the distributions ofMb as well. In Fig. 5.9, theM2 distributions for photon and proton events
between Erec = 1016.9 eV and 1017.1 eV are shown for different zenith angles. Note that Mb is
calculated with signals measured by the four MD stations. The distributions reflect the features
described before: a sharp photon distribution close to M2 = 0 with a long tail towards positive
values and a wider proton distribution extending above M2 ' 0.2. These are the distinctive
features of the signal and background distributions of Mb that are seen throughout this thesis,
with blends produced by selection and quality cuts.

Several improvements can be made in order to minimize the presence of background events
with values of Mb compatible with a photon origin, as seen in Fig. 5.9 in the region below
M2 = 0.2. An indirectway tomeasure the overlap between the distributions of a certain observable
in different scenarios (or, in this case, different primary particles) is by means of themerit factor. A
modified version of the merit factor is used to take into account theMb distributions asymmetries,

1This occurs with a larger probability for higher primary energies, being ∼ 0.5% (∼ 2%) at 1017 eV (1017.8 eV).
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Figure 5.9: TheMb distributions for b = 2 according to Eq. 5.1 for photon (blue histograms) and
proton (red histograms) events with energies between Erec = 1016.9 eV and 1017.1 eV . The zenith
angles are θMC = 0° (left) and θMC = 40° (right). Note thatMb is calculated with signals measured
by the four MD stations.

like in previous Sb studies [248]. Medians are used instead of the means and quantiles at 84% and
16% define the dispersion of the distribution ofMb as seen in Eq. 5.7. The merit factor η is then
defined by Eq. 5.8.

σ2
68 [Mb] ≡

(
M84
b −M16

b

2

)2

(5.7)

η =
|Med (Mγ

b )−Med (Mp
b )|√

σ2
68 (Mγ

b ) + σ2
68 (Mp

b )
(5.8)

The separation power can be assessed in a variety of scenarios depending on the topological
distribution of the MD stations providing the signals for the Mb calculation. Thus, for this
particular analysis a dedicated event production with EAS cores distributed in a rectangular
area containing the whole central hexagon has been done. Also, the MC zenith angle is fixed to
θMC = 0° to decouple this dependence from the topological analysis. The extension of this analysis
to non-vertical events is discussed in Sec. 5.6.

The optimal value of b should be chosen according to the degree of separation between photon
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Figure 5.10: Themerit factor η of the observableMb in terms of b. The events are selected according
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and proton showers quantizied by η in terms of the primary energy and zenith. A sweep with
steps of 0.01 in the value of b between −2 and 6 is performed. The corresponding values of η
are then averaged in bins of 0.5. The evolution of η with the value of b is shown in Fig. 5.10 in
different scenarios for energies between Erec = 1016.9 eV and 1017.1 eV. It is important to note that
in view of the particular layout used in this study (see Fig. 4.3), where not every WCD is paired
with a corresponding MD station, the hottest WCD (i.e. nearest to shower core) may not coincide
with the hottest MD station. Therefore the three considered scenarios are: i) the case in which the
signals from the four available MD stations are used (black markers), ii) the case where only the
hottest MD station is used irrespective if it coincides with the hottest WCD (red empty markers),
and iii) the case where the hottest MD station and the hottest WCD are in the same position (red
filled markers). This last condition is fulfilled if the core is inside the elemental hexagon around
the central position of the array, resembling a T5 condition. Therefore, this latter case would be
recreated in the SD-433 for the KT MD station with Id 1764.

When using only the nearest MD station the separation is increased both if the hottest MD
station coincides or not with the hottest SD station. This can be understood in view of the inherent
Poissonian fluctuations in the number ofmuons. Due to the finite sampling size of the detector the
number of muons is dominated by Poissonian uncertainties for large distances (i.e. low number of
muons). The shower-to-shower fluctuations produced by the shower development dominate over
the Poissonian fluctuations of the number of muons at distances shorter than approximately half
of the spacing2, as it can be seen in Fig. 5.11. Thus, MD stations nearer than this distance threshold
provide the most valuable information in terms of discrimination, while the further MD stations
mainly add noise3. The consequence of using the nearest MD station is an increase of the merit
factor ofM2 from 2.60 to 3.38. When using only one MD station close enough to the core (full red
markers in Fig. 5.10), the merit factor ofM2 reaches a value of 4.93, representing an improvement
of ∼ 90% with respect to the scenario in which all MD stations are used for theM2 calculation.

The best separation from the point of view of the topological distribution of accepted events is
attained if they are located in the elemental hexagon around the central MD station (i.e. around

2In this context, the Poissonian fluctuations are defined as the square root of the average number ofmuons in a sampling
area of 60m2× cosθ, whereas the shower-to-shower fluctuations in the number of muons is matemathically obtained from
the RMS of the average muon density at a given distance from the shower axis.

3This is strictly true for the energies studied in this section. For a higher primary energy, the Poissonian fluctuations
are expected to dominate at larger distances [249]. Then, this quality cut might be relaxed to contain further MD stations
as well, although the reduced area of some of the other MD stations might also play a negative role.
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proton showers of EMC = 1017 eV. The inherent Poissonian fluctuations due to the finite sampling
area are represented by filled markers. The shower-to-shower fluctuations are represented by
empty markers.

Figure 5.12: The evolution of the numerator (full markers) and denominator (empty markers) of
the merit factor in terms of b for two different scenarios: (left) when using only the nearest MD
stationwithout any distance constraints and (right) when considering only events with the nearest
MD station in the elemental hexagon.

the KT position). This is the main reason for the choice of the area to toss the shower cores, back
in Chapter 4.

Focussing on the calculation ofMb by using only the nearest MD station, the b = 2 is selected
by a minimum of the deviation term (denominator of Eq. 5.8). On the other hand, the difference
of the medians (numerator of Eq. 5.8) has a monotonic tendency with b. If no distance cut is
placed on the nearest MD station, there is a higher probability for it to be at r > 250m and hence
the ratio r/rref > 1 for most of the cases. On the contrary, if the nearest MD station is allowed to
be only in the elemental hexagon, then r/rref < 1 for all events. This is represented in Fig. 5.12 for
these two possible scenarios.

The MLDF depends on the distance in a non-linear way (see the ansatz of Eq. 3.13). However,
it can be approximated by a power-law as seen before in Fig. 4.30. For example, the slope of a
power-law fit between 100m and 500m for vertical photon and proton showers at EMC = 1017 eV
are (−1.98 ± 0.18) and (−1.96 ± 0.06) respectively. On the other hand, the maximum separation
is attained for values of b ∼ 2 in all the considered scenarios. Remarkably, his value reflects



5.4. SATURATION EFFECTS ONMB 111

Distance constraint (m)
100 200 300 400 500

η

2

3

4

5

6

min
r > r

maxr < r

Figure 5.13: Themerit factor ofM2 calculatedwithMD stations satisfying aminimum (maximum)
required distance to the shower axis with red (blue) markers. The events have energies between
Erec = 1016.9 eV and Erec = 1017.1 eV and θMC = 0°.

qualitatively the power-law slope of the MLDF at the relevant distances of the SD-433.
The separation power obtained by pure muon counting without introducing information from

the position of the MD stations is reflected by b = 0. In this case, the merit factor is less than half
of the maximum possible, enforcing the importance of a compound parameter that considers the
muon radial dependance.

A similar merit factor can be obtained by placing a constraint of r > 200m to the nearest
MD station as deduced from Fig. 5.13. A more stringent maximum allowed distance leads to
an errant behaviour due to the low statistics and a looser requirement suffers from the same
limitations as explained before. In a complementary fashion, a minimum required distance does
not lead to a significant improvement of the separation. On the contrary, as rmin increases,
the separation decreases monotonically, indicating that the valuable information lies in regions
closer to the core, as mentioned before. In summary, by asking for the shower core to lie in the
elemental hexagon,which is a usual requirement formass-composition studies, the best separation
is obtained. Therefore, this condition is imposed from now on.

It is worth noting that this high merit factor comes at the price of a reduced acceptance for
Mb, which is the elemental hexagon of the SD-433. Although a composition-sensitive parame-
ter from a MLDF, for example ρµ(250), gives a smaller merit factor of 2.76 at this fixed energy
and zenith angle, it could beused in amore general scenario inwhich a larger acceptance is desired.

5.4 Saturation effects on Mb

By calculatingMb with only the nearest MD station (hence, converting the sum into a single term
in Eq. 5.1) and requiring the coincidence of the hottest SD and MD station, thus verifying a T5
condition in the central hexagon of the SD array, the maximum separation possible is attained.

The distributions forM2 for vertical eventswith energies betweenErec = 1016.9 eV and 1017.1 eV,
calculated under the aforementioned conditions, for proton and photon primaries are shown in
Fig. 5.14. It can be seen that∼ 1% of proton events are contained by the photon distribution. These
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Figure 5.15: M2 in terms of the distance to the nearest MD station for vertical photon (black stars)
and proton (red circles) primaries in an event-by-event basis (left) and in mean values with 1σ
deviation (right). The energies range between Erec = 1016.9 eV and Erec = 1017.1 eV.

events have their cores extremely close to theMD station, as it is seen in Fig. 5.15. Thus its distance
to the shower axis, which in turn defines the value ofM2, is comparable to the reconstructed core
position uncertainty (see Sec. 4.4.1). For example, the proton event with the lowest M2 (seen in
the bottom left corner of Fig. 5.15, left), has an M2 = 0.08. If the distance to the simulated core
position is used instead,MMC

2 = 0.183, which is similar to the expected values for proton events.
Since the hottest WCD is low-gain saturated in all these events, a quality cut on this condition

can be imposed. In this case, 80% of the events survive the cut independently of the primary type.
The M2 distributions before and after this cut are shown in Fig. 5.16. Although this quality cut
leads to a small increase in the merit factor (leading to a final value of 5.06), all the proton events
that could be clearly misclassified as photon events (entries of the red dotted histogram with
M2 < 0.14) are rejected without changing the overall shape of the distributions. A few photon
events can be promptly identified inside the proton distribution. These events are caused by
muon-rich EAS and are not accessible for discrimination by the current analysis. The proton-like
signature of the shower development is not only seen in the muon footprint, but also in the LDF
features and the longitudinal profile, conforming an upper limit to the signal efficiency of the
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including events with a low-gain saturated SD station (dotted style) and excluding them (filled
line). The events are selected according to their reconstructed energy between Erec = 1016.9 eV
and 1017.1 eV. The distributions are normalized to the number of entries.

discrimination procedure.
This quality cut may be too stringent for higher primary energies. For example, ∼ 40% of

the proton events at Erec = 1017.5 eV are low-gain saturated, as seen in Fig. 5.17. Nevertheless,
the event saturation probability is less than ∼ 20% for energies below Erec = 1017 eV that would
compose the bulk of the data, as it described in Chapter 7. Note that this estimation is based
on events located inside the elemental hexagon around the central MD station. If the events are
distributed along larger areas, and in particular at farther distances from the nearest WCD, the
event saturation probability decreases.

The quality cut on the event saturation status is equivalent to a distance cut, since the mean
distance to the saturated SD station is ∼ 85m. Another possible quality cut could be based on a
constant minimum allowed distance to the shower axis. The requirement of rnearest > 50m, which
is the inner radius cut used in the simulation procedure, filters out only the most problematic

Figure 5.17: The ratio between the number of saturated events (i.e. events with a low-gain
saturated WCD) and the number of reconstructed events in terms of the reconstructed energy for
events produced by primary protons with the quoted zenith angles.
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events, while leaving ∼ 98% of events. In terms of the merit factor, this approach does not lead
to a significant improvement with respect to the saturation quality cut if rnearest < 120m, while
for larger distances the separation decreases abruptly as shown in Fig. 5.13. As it was described
before, the inclusion of saturated events in the analysis may also introduce artificial fluctuations in
several reconstructed observables at the energies of interest for this thesis. Therefore, the standard
saturation cut is adopted for the rest of the analysis.

5.5 Systematic effect of the reconstructed energy

The events considered in the previous sections have a fixed MC energy and zenith angle and
were used for the sole purpose of describing the features of the observable Mb and the impact
of the different selection and quality cuts. A thorough background rejection estimation must
include the systematic effects from the primary energy reconstruction. The distributions of Mb

can be obtained for both primaries under the assumptions that led to the best separation power,
as described in Sec. 5.3 and 5.4.

The evolution of η with the value of the index b is shown for different Erec intervals in Fig.
5.18, left. The merit factor exhibits a plateau between b = 1.5 and b = 2. In particular, the merit
factor ofM2 is at most below 11% of the maximum possible. This maximum deviation is reached
in the first Erec bin. Since the depth of the shower maximum decreases with the primary energy
(i.e. the shower reaches its maximum development at higher altitudes), the shower front is flatter
when it arrives to the observation level for lower primary energies. Therefore, considering that
the value of b reflects qualitatevely the slope of the MLDF (see Sec. 5.3), it is expected that the
best separation is attained, in average, for smaller values of b as the primary energy decreases. In
the case of vertical events, this behaviour has a relatively low impact on the separation, so thatMb

with b = 2 permits a suitable discrimination, even at Erec = 1016.5 eV.
The average merit factor ofM2 in terms of the primary energy is shown in Fig. 5.18, right. The

separation power (solid black markers) grows with the primary energy due to an average decreas-
ing behaviour of the parameter fluctuations (star blue markers) and a rather stable difference of
the parameter medians (empty red markers) in terms of the primary energy4. The trend of these
two parameters are actually determined by the proton events alone. This can be deduced from the
shape of theMb distributions: both themedian and the dispersion is larger for proton than photon
events. As an example, the median of the M2 distributions for photon and proton primaries in
terms of the reconstructed energy is shown in Fig. 5.19. Remarkably, the ratio between themedian
for proton and photon primaries is around ∼ 12% above Erec = 1016.5 eV, reflecting the one order
of magnitude difference in themuon content expected between photon- and proton-initiated EAS.

5.5.1 Background rejection and signal efficiency

Although the merit factor is a feasible measurement of the discrimination power of an observable,
the most important aspect that must be studied is its background rejection capabilities, since in

4This is a direct consequence of the energy-sensitive normalization of the muon density ρrefµ used in the calculation of
M2. In this way, the observable exhibits a weak dependence on the reconstructed energy.
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primaries in terms of the reconstructed energy.

practice the hadronic background will be hugely dominant over any photon component in the
cosmic-ray flux. For this reason, virtually a full background rejection is needed in order to detect
a hypothetical tiny ultra-high energy photon flux. The benchmark background rejection employed in
photon searches is 99.90%, which means that a straigh-forward cut in the observable phase space,
such as in Fig. 5.16, can be placed in order to reject 99.90% of the proton events (and thus, any
heavier primaries). In a realistic scenario, some photon events would also get rejected. The ratio
between the photon events surviving this cut (and thus, being tagged as photon candidates by the
detection procedure) and the total number of photon events is defined as signal efficiency.

An adequate background rejection estimation is achievable given sufficient event statistics (i.e.
at least> 104 events in each energy and zenith bin) which is usually a technical and computational
challenge. One possible way to circumvent this issue is by describing the M2 distributions with
a tailor-made phenomenological model. While this could be done for vertical events at a fixed
energy (see Appendix B), that proposedmodel suffers from severe problems in different scenarios.
Therefore, the bootstrapping technique is employed to assess thebackground rejection and the signal
efficiency for different primary energies [250]. In this way, the originalM2 distributions play the
role of probability density functions. Thus, for each energy bin, a certain number of samples
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Figure 5.20: The background rejection in terms of the signal efficiency for different energy bins
and θMC = 0°. The error bars correspond to the binomial confidence intervals according to the
Clopper-Pearson method [239]. Interpolating lines are added to guide the eye.

(the same for each primary to avoid a bias due to different statistics) is extracted randomly from
the original distributions. Then, a sweep in values of M cut

2 is done between 0 and 0.7 in steps of
10−3. Consequently, the number of proton events verifying Mp

2 > M cut
2 define the background

rejection and the number of photon events verifyingMγ
2 < M cut

2 define the signal efficiency. When
M cut

2 = 0.7, the bootstrapping realization ends and a another one starts with a new random selection
of samples from the original distributions.

The average background rejection after 105 realizations is shown in termsof the signal efficiency
in Fig. 5.20 for different reconstructed energy intervals. The error bars correspond to the binomial
confidence intervals according to theClopper-Pearsonmethod [239]. The benchmark rejection and
a signal efficiency above 95% (99%) can be achieved with relative ease at reconstructed energies
between 1016.5 eV and 1016.9 eV (between 1016.9 eV and 1017.3 eV).

The step structure of the background rejection profiles in the first and second energy bin is
generated by the presence of one proton event close to the photon M2 distribution in each bin.
In both cases, the events have cores at the edge of the acceptance region (i.e. of the elemental
hexagon area) at around 200m. Moreover, it can be seen that the inherent Poissonian fluctuations
on the number of muons for proton showers betweenEMC = 1016.5 eV and 1016.9 eV dominate over
the intrinsic shower-to-shower fluctuations for distances larger than 200m. In the case of vertical
events, this effect has aminor impact, in the light of the extraordinary discrimination power shown
in Fig. 5.20.

In the case of the first event at Erec = 1016.65 eV, it shows distinctive hadronic features, such as
a shallow Xmax = 666 g cm−2 and a flat LDF slope of −2.33. Thus, a complementary LDF-related
observable may be enough to reject it. On the contrary, the second event at Erec = 1016.84 eV is
produced by a shower with an extremely poor muon content. Its muon density at 200m and the
total number of high energymuons5 is at 2.97σ and 5.33σ respectively from the expected averages,
which is correlated to the deep photon-like Xmax = 814 g cm−2. The existence of muon-poor
showers originated by primary protons, that could contribute to an irreducible background to the
photon searches, were previously studied [251]. These showers exhibit a strong electromagnetic
behaviour due to a high-energy leading π0 in the first interaction of the development, in particular
carrying more than ∼ 60% of the primary energy.

5In this context, the high energy muons are those capable of reaching the MD, typically with kinetic energy on ground
larger than ∼ 1 GeV, as explained in Sec. 5.2.
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Figure 5.21: The background rejection in terms of M cut
2 for different energy bins and θMC = 0°.

The error bars correspond to the binomial confidence intervals according to the Clopper-Pearson
method [239]. Interpolating lines are added to guide the eye.

The background rejection is represented in terms of M cut
2 in Fig. 5.20. It can be seen that a

background rejection of at least 99.90% can be reachedwith a constant cut onM2 = 0.1 for energies
between Erec = 1016.5 eV and 1016.9 eV, while a more relaxed cut on M2 = 0.14 can be placed at
higher energies.

In order to estimate a realistic background rejection (and its corresponding cut on M2) inte-
grated over an energy range, the energy spectrum of cosmic rays must be taken into account.
The rationale behind the bootstrapping procedure previously described can be applied again, but
to two M2 distributions conformed by events with different energies. Prior to a bootstrapping
realization, these distributions are built by selecting events with a probability proportional to
E−γrec , i.e. following a power-law spectrum as measured in data. The spectral index γ assuming a
predominantly light primary composition was found to be γ = (3.06 ± 0.13) for energies above
Erec = 1016.6 eV in [141]. The index γ is selected in each realization according to a Gaussian distri-
bution with µ = 3.06 and σ = 0.13. The process of selecting a sample of events with a probability
E−γrec from a pool of events with different energies is referred as to spectral shuffling. In this way,
each bootstrapping realization is performed with twoM2 distributions conformed mainly by low
energy events and produced by a spectral shuffling realization.

This dual procedure is repeated 5× 104 times. The background rejection in terms of the signal
efficiency is shown in Fig. 5.22, where it can be seen that a signal efficiency of ∼ 96% is achieved
at the benchmark rejection, which can be thought of as a weighted average of the estimations for
low and high energy regime estimated from Fig. 5.20. The two outlier events produce again a
step structure in the background rejection. The average background rejection and signal efficiency
in terms of the corresponding M cut

2 are shown in Fig. 5.23. The benchmark can be reached at
M cut

2 = 0.105 in the spectral region between Erec = 1016.5 eV and 1017.3 eV.

5.6 Application of Mb to non-vertical events

The atmospheric attenuation is stronger in EASwith an inclined incidence, which produces several
features in the event trigger efficiency and the reconstructed observables. The shower front gets
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flatter as the zenith angle increases, provided that the EAS arrives to the observation level after
reaching its maximum development. In the same way, the MLDF slope decreases slowly with the
zenith angle (recall Fig. 5.2). Another effect to take into account is the decrease of the number
of expected muons detected in the MD stations when comparing non-vertical to vertical events
(recall Fig. 4.30), at least for distances close enough to the shower axis.

The foundations of the discrimination with the Mb procedure remain untouched even in the
case of inclined incidence. The nearest MD stations is the only one used for the Mb calculation.
Only events without any low-gain saturated WCD and with its reconstructed core located in the
elemental hexagon around the centralMD station are considered for the discrimination procedure.
The evolution of the merit factor ofMb with the value of b for non-vertical events is shown in Fig.
5.24. The maximum separation is reached, in average, for slightly smaller values of b as the zenith
angle increases or the primary energy decreases, in accordance to theMLDF slope trend described
before.

In view of this behaviour, an index dependent on both the energy and the zenith angle would
be an efficient addition to the method. However, the first energy bin in Fig. 5.24 is affected by
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Figure 5.24: The merit factor of the observable Mb between photon and proton primaries in
terms of b for θMC = 30° (left) and θMC = 40° (right), where the line colors represent intervals of
reconstructed energies ordered according to increasing energy.

Figure 5.25: The merit factor of M1.5 between proton and photon primaries in terms of the
reconstructed energy for different zenith angles, represented by marker styles.

upward fluctuations because the SD array is not fully efficient, specially at θMC = 40°. Therefore, a
choice of b < 2 is more suitable for extending the discrimination procedure to non-vertical events.
For the sake of simplicity, a value of b = 1.5 is adopted for the rest of the analysis.

In Fig. 5.25 the merit factor of M1.5 is shown at different energies and zenith angles. By
choosing a fixed value of b = 1.5, the merit factor ofMb is ∼ 25% less than the maximum possible
at the first energy bin, as seen qualitatively in Fig. 5.24. However, the events in the SD-433
data below 1016.6 eV are mainly vertical events (see Sec. 7.1.1), reducing in practice the impact
of this discrepancy at higher zenith. At energies above Erec = 1017.2 eV, the difference between
the merit factor ofM1.5 and the maximum possible decreases to ∼ 15%. From the point of view
of the angular dependence, the separation decreases steadily with the zenith angle. This is the
consequence of a two-fold effect: the decreasing difference of muon content between protons and
photons and, mainly, the increasing fluctuations of the observable, as displayed in Fig. 5.26. The
width of theM1.5 for proton primaries (which dominate the fluctuations term in the merit factor
calculation) grows asymmetrically as the zenith angle increases, due to the enhanced presence
of events with a lower muon content. This is translated in a decrease of the 16% quantile of the
M1.5 distribution as seen in Fig. 5.27, which in turn impacts on the increase of the observable
fluctuations (see Eq. 5.7).

The second aspect to take into account, linked with the previous discussion, is the impact of
the Poissonian fluctuations on the separation power. Because of the reduced number of muons
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Figure 5.26: (Left) The absolute difference between the median of M1.5 for photon and proton
primaries in terms of the reconstructed energy. (Right) The sum of the fluctuations of M1.5 for
photon and proton primaries in terms of the reconstructed energy. The differentMC zenith angles
are represented by marker styles.

Figure 5.27: The evolution of the 16% quantile of the M1.5 distribution for proton primaries in
terms of the reconstructed energy. The different MC zenith angles are represented by marker
styles.

that reach the observation level in the case of inclined incidence, the distance constraint needs to
be reviewed. This is displayed in Fig. 5.28 for θMC = 30° and θMC = 40°. Two kinds of outliers
can be found in these plots. The first kind is exclusively due to the Poisson uncertainty in the low
number of muons and it is present at large distances. As an example, it can be seen in Fig. 5.29
that a threshold of ∼ 200m can be imposed in order to avoid a large impact from this systematic
effect. Therefore, an additional quality cut, which imposes a more stringent distance requirement,
comes out from this discussion: the nearest MD station needs to be at most 200m away from
the shower axis. It is worth mentioning that this is not a replacement of the original elemental
hexagon condition, but a refinement of it that can be thought of as pruning the vertexes of the
elemental hexagon. Therefore, this requirement is imposed from now on.

After applying this extra condition, the second kind of outlier can be addressed. They have
a physical origin and, as in the vertical case, impose a limitation to the sensitivity of the Mb

discrimination method. These proton outliers have several features similar to the photon events,
as it is seen in Fig. 5.30 for both θMC = 30° and θMC = 40° together. Most of the proton outliers are
compatible with a deep photon-like shower development. Another remarkable detail is that most
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Figure 5.28: M1.5 in terms of the distance between the nearest MD station (used for its calculation)
and the shower axis. Photon and proton events are symbolized by blue stars and red circumfer-
ences, respectively. The selected events have reconstructed energies between Erec = 1016.4 eV and
1017.4 eV and (left) θMC = 30° or (right) θMC = 40°.

Figure 5.29: The uncertainty contributions in the number of muons per 60m2 at 2.25m depth for
proton showers with MC energy between EMC = 1016.6 eV and 1016.7 eV. The inherent Poissonian
fluctuations due to the finite sampling area are represented by black dots. The shower-to-shower
fluctuations are represented by red dots.

of the separation between the two samples comes from theM1.5, considering that Xmax is one of
the most powerful observable in terms of separation in all current photon searches [114].

At the same time, these outlier events present a LDF slope that may serve as a hint to distin-
guish them from real photon events, as it can be seen in Fig. 5.31. However, a few difficulties are
readily spotted. The minimum reconstructed energy at which a truthful LDF reconstruction can
be achieved is higher. Morever, the events showed in Fig. 5.31 have Erec > 1016.6 eV, a higher limit
than in Fig. 5.30. Even in this case, the photon events around a value of β ∼ −1.9 are actually
fitted with the usual fixed slope model since the number of triggered stations is not large enough.
Apart from these issues, the LDF may add some valuable information to complement Mb. This
approach is discussed in the next chapter.

5.6.1 Background rejection and signal efficiency

After extending the Mb procedure to non-vertical events, the background rejection and signal
efficiency in this scenario can be addressed. It is worth noting that the usage of b = 1.5 instead of
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requirement for the MD station to be nearer than 200m from the shower axis. The events are
selected according to their reconstructed energy between Erec = 1016.4 eV and 1017.4 eV. Events
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Figure 5.31: M1.5 in terms of the β, after impossing the requirement for the MD station to be
nearer than 200m from the shower axis. The events are selected according to their reconstructed
energy between Erec = 1016.6 eV and 1017.4 eV. Events with θMC = 30° and θMC = 40° are shown
together.

b = 2 and the additional quality cut of rnearest < 200m does not change the overall picture of the
studies presented in the vertical case in Sec. 5.5.1. As a matter of fact, one of the proton outliers
in that analysis corresponded to an event landing at ∼ 210m from the shower axis.

For completeness, and following the same procedure as explained before in Sec. 5.5.1, the
background rejection in terms of the signal efficiency for θMC = 30° and θMC = 40° are shown in
Fig. 5.32. In the first (second) case, a signal efficiency of at least 95% (93%) can be reached at the
benchmark rejection. Just as in the vertical case, the step structure is caused by single outliers in
the samples. In particular, the early drop of the background rejection for the second energy bin
(cyan line) for θMC = 40° is produced by an event which already appeared in Fig. 5.30 and Fig.
5.31: M1.5 = 0.056, β ' −2.3 and Xmax = 772g cm−2. The background rejection is represented in
terms ofM cut

1.5 in Fig. 5.33 for both zenith angles, where it can be seen that the benchmark is reached
with an energy-independent cut onM1.5 = 0.1 for energies between Erec = 1016.5 eV and 1017.3 eV
in the case of θMC = 30°. However, due to the outlier mentioned before, a cut on M1.5 = 0.08 is
needed in the case of θMC = 40°. The more stringent cut on the observableMb needed for events
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Figure 5.32: The background rejection in terms of the signal efficiency for different energy bins
and (left) θMC = 30° or (right) θMC = 40°. The error bars correspond to the binomial confidence
intervals according to the Clopper-Pearson method [239]. Interpolating lines are added to guide
the eye.
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Figure 5.33: The background rejection in terms of M cut
1.5 for different energy bins and with MC

zenith angles of (left) θMC = 30° or (right) θMC = 40°. The error bars correspond to the binomial
confidence intervals according to theClopper-Pearsonmethod [239]. Interpolating lines are added
to guide the eye.

at θMC = 40°, and thus a smaller signal efficiency at the benchmark, is a systematic behaviour that
appears once and again in several analyses, pointing out the impact of the decreasing number of
average muons in the MD stations at the energies and distances of interest for this photon search.

As it is clearly deduced from Fig. 5.33 , the signal efficiency provided by a constant cut in the
observable M1.5 at all energies can be enhanced by including an energy and zenith dependence
in the calculation, i.e. designing a M cut

1.5 (E, θ). This sophisticated approach is developed within
the framework of the multivariate analysis, which is vastly discussed in Chapter 6.

The spectral shuffling is again summoned to merge events with different primary energies in
a realistic way. After 5 × 104 realizations with events between Erec = 1016.4 eV and 1017.4 eV, a
signal efficiency of 97%, 95% and 91% can be attained at the benchmark rejection for the fixed
zenith angles of θMC = 0°, θMC = 30° and θMC = 40°, as shown in Fig. 5.34. As mentioned before,
the change of the index b and the additional distance constraint in the case of vertical events do
not lead to any significant change in the background rejection capabilities of theMb reflecting the
robustness of the observable. The values forM cut

1.5 to reach the benchmark for energies following a
spectral distribution are, in each case, 0.14, 0.11 and 0.09. The relevant quantities of the discrimi-
nation withMb at fixed zenith angles are summarized in Tab. 5.1.
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Figure 5.34: The background rejection in terms of the signal efficiency integrated in an energy
range between Erec = 1016.4 eV and 1017.4 eV. The events are selected according to the measured
cosmic-ray spectrum with an index γ = (3.06 ± 0.13), as found in a previous study [141]. The
events have the fixed MC zenith angles as quoted.

θMC (°) Efficiency @ 99.90% rejection M cut
1.5

0 97% 0.14
30 95% 0.11
40 91% 0.09

Table 5.1: The signal efficiency at the benchmark rejection and the corresponding value of M cut
1.5

for events with the quoted zenith angles. The events are selected according to the reconstructed
energy between Erec = 1016.4 eV and 1017.4 eV following the measured cosmic-ray spectrum, as
found in a previous study [141]. Only unsaturated events with a reconstructed core position lying
within the elemental hexagon are considered.



Chapter 6

Multivariate analysis combining SD
and MD

Genius is one percent inspiration,
ninety-nine percent perspiration.

Thomas A. Edison

Themuon content of the EAS, quantified by the observableMb, successfully discriminates between
photon and proton primaries with an unprecedented efficiency at the benchmark background
rejection of 99.90%. Complementary information can be extracted from the electromagnetic
component of the EAS as well, that in turn defines the shape of the LDF, at least close to the
shower axis. As discussed in Sec. 5.6, some background events that are compatible with a photon
primary from the point of view of M1.5 may be exposed by a hadronic-like LDF. Although the
bulk of the separation power actually comes from M1.5, this approach may lead to a valuable
complementary tool to reject, at least, a part of the background contamination.

The event reconstruction procedure is responsible for the estimation of the core position, the
arrival direction, the event energy and, optionally, the LDF slope. While the official choice is to
perform the event reconstruction with a fixed LDF slope (i.e. using an a priori parametrization of
the slope in terms of the other reconstructed parameters, see Sec. 3.3.4), if an event has enough
triggered WCDs it is possible to add the LDF slope in the fitting procedure. This requirement is
easily fullfilled for energies above Erec = 1016.7 eV, as inferred from Fig. 6.1 for proton primaries
(the same behaviour is seen for photon primaries). However, the event footprint may not be large
enough to perform a LDF slope reconstruction in an event-by-event basis at lower energies and
higher zenith angles.

In principle, the restriction imposed by the fitted LDF slope requirement may be included in
the discrimination procedure as a quality cut like the non-saturation condition described before.
However, even for events below Erec = 1016.7 eV, the LDF slope is fitted with an increasing
uncertainty, as seen in Fig. 6.2, left, for proton primaries (similar results are obtained for photon
primaries). Unfortunately, the uncertainty at these energies is similar to the expected average
separation between photon and proton events, as displayed in Fig. 6.2, right, for the specific case
of θMC = 30°.

Nevertheless, the LDF shape has attractedmuch attention in the context of the photon/hadron
discrimination quest during the last years. Particularly, a quantity arising from the expected
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Figure 6.1: The ratio between the number of events for which it is possible to fit the LDF slope
and the total reconstructed events. The events are initiated by proton primaries.
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Figure 6.2: (Left) The relative uncertainty of the fitted LDF slope for proton-initiated events in
terms of the reconstructed energy. Events with different MC zenith angles are represented by
marker styles. (Right) The average fitted LDF slope in terms of the reconstructed energy for
photon (black) and proton (red) primaries at a fixed MC zenith angle of θMC = 30°.

energy offset in the case of photon events with respect to hadronic events has been extensively
explored. This observable, calledFγ , compares the SD signal at a fixed distance of 1000mexpected
for a photon primary, S1000|γ , with the energy estimator coming from the standard reconstruction
procedure, 〈S1000〉 (Eγ , θ) [252]. Fγ has been applied in the data analysis of hybrid events above
1018 eV, since it requires an unbiased estimation of the primary energy Eγ (i.e. a calorimetric
measurement provided by the FD) [114]. The parameter S1000|γ is obtained by fitting the events
with a dedicated parametrization of the LDF slope for photon primaries above 1018 eV.

The underlying idea the observable Fγ is that of a comparison between two different models:
one specially designed to describe photon-initiated EAS and an equivalent one for hadronic pri-
maries. In this sense, amodel describing the LDF slope in photon events is expected towork better
for photon- than proton-initiated EAS. On the contrary, the standard LDF slope parametrization is
thus expected to fit better hadronic events than photon events. In the first part of this chapter, the
observable Q is defined and developed around this principle. In the second part, a multivariate
analysis combiningMb with Q is presented, which leads to the completion of the discrimination
procedure developed in this thesis.
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6.1 Extracting information from the LDF

The fitting of the LDF is accomplished by maximizing a likelihood function. Given a set of
triggered WCDs represented by an index i, the signals Si measured by each of them at a distance
ri are the main ingredients in this maximization. The likelihood function can be written as

L =
∏
i

fP (ni, µi)×
∏
i

fG (ni, µi)×
∏
i

Fsat (ni, µi)×
∏
i

Fzero (ni, µi) (6.1)

and thus, the log likelihood function can be written as

l =
∑
i

lnfP (ni, µi) +
∑
i

lnfG (ni, µi) +
∑
i

lnFsat (ni, µi) +
∑
i

lnFzero (ni, µi) (6.2)

with ni the effective number of particles detected in the WCD i and µi the corresponding
theoretical expectation. Each term of Eq. 6.2 describes the contributions fromWCDs with specific
statuses: fP is the Poissonian probability density function describing small signals, fG is the
Gaussian probability function describing large signals, Fsat describes the saturated signals by
means of a complementary error function and Fzero describes the expectation from silent WCDs
through a sum of Poisson probability functions [187]. The theoretical expectation µi is calculated
by means of the LDF slope model provided through the Offline configuration files.

By itself, the value of the likelihood function at its maximum, Lmax, does not have any physical
meaning. However, the ratio of Lmax obtained in two different scenarios is a feasible way to
quantify how much the observed data ni is compatible with the model prediction µi in each
scenario. In other words, this ratio is a measure of the goodness-of-fit of the models to the data.
In the context of the photon search, and following the discussion on Fγ , the fixed LDF slope
model for photons and hadronic events would be the contending models in the aforementioned
comparison. If the maximum value of the likelihood function in each case is, respectively, Lγ and
Lh, the observable Q defined as:

Q = log10

(
Lγ
Lh

)
(6.3)

measures how much an event is compatible with a photon origin hypothesis with respect to
the hadronic origin. An event yielding a negative value for Q is then interpreted as to be more
compatible with a hadronic LDF model than with a photon dedicated one. In this scenario, the
null hypothesis (being “the observed event has a hadronic origin”) can not be rejected.

6.1.1 Parameterization of the photon LDF slope

The first step towards the implementation of the observable Q in the discrimination problem is
the determination of the photon-dedicated LDF model. The hadronic LDF model dependence, as
explained in Sec. 3.3.4, is also assumed for photon primaries:

β
(
Sopt, θ

)
= a0 (θ) + a1 (θ)× log10

(
Sopt

)
(6.4)

The events considered for this study have their shower cores randomly tossed in the central
hexagon of the SD array in order to accomplish an unbiased sampling of the shower footprint.
On the contrary, if the events considered for the parametrization were tossed exclusively in the
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Figure 6.3: The fitted LDF slope in terms of the energy estimator Sopt for photon events with MC
energies between EMC = 1016 and 1018 eV and zenith angles in the quoted intervals, represented
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Figure 6.4: The fitted LDF slope in terms of the depth of the shower maximum for photon events
with MC energies between EMC = 1016 and 1018 eV and zenith angles in the quoted intervals,
represented by different markers.

elemental hexagon, as required by the Mb discrimination procedure, certain types of footprints
(i.e. collections of (ri, Si)) would be favored. Additionally, saturated events are not considered for
the analysis, not only due to theMb requirement, but also due to the artifacts of the reconstruction
in this case (see Sec. 4.4). Lastly, the reconstruction is made with an ideal SD array as used
for the simulation (recall Sec. 4.2.2) to avoid any artifacts, specially at high energies, from the
incompleteness of the second crown of WCDs.

The parameter β is shown in terms of Sopt in Fig. 6.3 for events with MC energies between
EMC = 1016 eV and 1018 eV, with MC zenith angles following a sinθ cosθ distribution. A small
fraction of events are visibly departed from the mean behaviour (e.g., the vertical events at
log10

(
Sopt

)
' 1.9 and β ' −2.2). This kind of events are produced by EAS with an unusual

high muon content, thus having a proton-like development. In turn, they can be spotted by
looking at the depth of the maximum development in Fig. 6.4. The first two bins are populated
by these shallow showers. As the shower maximum is reached at larger depths, the LDF slope
increases in absolute value.

It can be seen that β shows a weak dependence on Sopt, at least for the considered angles
θMC<45°. At low energies, the fluctuations of β are increased due to the compound effect from the
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Figure 6.5: The average Sopt in terms of the MC energy for photon events at the quoted MC zenith
intervals.

trigger efficiency and the high uncertainty of the fit, as mentioned before. On the other hand, the
constraint on the event saturation status may bring a bias at high energies. Indeed, the saturated
events tend to have a flatter LDF than unsaturated events due to the lever arm effect imposed by
the underestimation of the signal at the nearest WCD to the shower axis. Therefore, when these
events are filtered out, the steeper LDFs are favoured.

Although afit of the functional form inEq. 6.4may seemstraight-forward, a selection of theSopt

interval with some criteria must be made in order to reduce the impact of the two aforementioned
bias sources. To reduce the trigger efficiency effect at low energies, the same condition as in the
ρrefµ calculation is imposed (this time, for photon primaries). Events with a MC energy for which
the SD array has a trigger probability less than 90% are discarded. Qualitatevely, this can be
translated in a minimum required Sopt as displayed in Fig. 6.5. Considering the trigger efficiency
studies presented in Sec. 4.3.1, a constraint of log10

(
Sopt

)
= 1 is a fair choice.

On the other hand, the upper boundary of the interval of Sopt to perform the parametrization is
defined by the absence of saturated events, asmentioned before. The bias between the average LDF
slope for unsaturated events and all events is shown in Fig. 6.6. Indeed, the saturation effect kicks
in at log10

(
Sopt

)
' 1.8 and is responsible for the increase of the bias above 1% at log10

(
Sopt

)
'2.1.

Thus, this value is imposed as the upper boundary of the slope parametrization, which in practical
terms means that it is optimized for energies up to Erec ' 1017.4 eV and Erec ' 1017.7 eV in events
with θMC < 18° and 39° < θMC < 45°, respectively.

Having set the interval of Sopt for the parametrization, the linear fits presented in Eq. 6.4 can
be performed, as shown in Fig. 6.7. The values for the coefficients of the linear dependence are
shown in Tab. 6.1 with the associated χ2

red in each zenith interval. Finally, the angular dependence
of the coefficients is fitted in Fig. 6.8, leading to:

α0 (secθ) = (−3.79± 0.08) + (1.18± 0.07)× secθ (6.5)

α1 (secθ) = (0.258± 0.042)− (0.299± 0.036)× secθ (6.6)



130 CHAPTER 6. MULTIVARIATE ANALYSIS

/VEM)
opt

(S
10

log
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6

a
ll

β/
u

n
s
a

t.
β

1
­

0.97

0.98

0.99

1

1.01

1.02

1.03

Figure 6.6: The bias between the average LDF slope in unsaturated events against that obtained
fromall events in terms ofSopt. The events haveMCzenith angles between θMC = 0° and θMC = 45°
following a sinθcosθ distribution.

/VEM)
opt

(S
10

log
1 1.2 1.4 1.6 1.8 2

β

2.8−

2.6−

2.4−

2.2−

2−

 = 0 ­ 18
o

/θ

 = 18 ­ 27
o

/θ

 = 27 ­ 33
o

/θ

 = 33 ­ 39
o

/θ

 = 39 ­ 45
o

/θ

Figure 6.7: The average β in terms of Sopt and the corresponding linear fits according to Eq. 6.4.

6.1.2 Testing the photon LDF model

The predicted slope from the parametrization, βmodel, can be compared with the fitted LDF
slope from the reconstruction procedure βMC. In particular, consistency checks can be done
by comparing both parameters for the same set of events used to obtain the parametrization. Fig.
6.9, left, shows the bias between βmodel and βMC in terms of the reconstructed energy for θMC < 45°.
Overall, the bias is well contained within a 1% band. The average bias along all the energies of
interest is ∼ 0.1%. There is a slight increase of the bias at low energies, which is conformed
by non-vertical events, as deduced from Fig. 6.9, right. Indeed, those events present biases up
to ∼ 2%. However, events at θ > 40° and Erec < 1016.6 eV are statistically uncommon, as it is
described in Sec. 7.1.1.

The events considered for the parametrization and for the consistency checks discussed be-
fore were tossed in a rectangular area containing the central hexagon of the SD array. However,
the discrimination procedure requires a smaller area, particularly the elemental hexagon around
the central position. Therefore, an independent set of events with fixed MC zenith angles were
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Zenith interval (°) α0 α1 × 102 χ2
red

0− 18 −2.58± 0.02 −4.37± 0.82 2.01
18− 27 −2.49± 0.02 −7.61± 0.80 1.14
27− 33 −2.41± 0.01 −9.89± 0.77 1.96
33− 39 −2.33± 0.02 −11.9± 0.92 2.10
39− 45 −2.20± 0.02 −13.9± 0.94 2.38

Table 6.1: The fitted values for the linear coefficients of Eq. 6.4 in each zenith interval.

Figure 6.8: The linear coefficients of Eq. 6.4 in terms of the secθ. The superimposed dotted lines
represent linear fits with χ2

red = 0.71 and χ2
red = 1.28 respectively.

produced to test the parametrization in this scenario. The corresponding biases are shown in Fig.
6.10. The results are consistent with the previous discussion. In the vertical case, the presence of
the shallow proton-like showers mentioned before appear as a bias of∼ 2% in the first energy bin.
A similar bias is seen at the last energy bin due to the opposite case of deeply-penetrating showers.
It is worth noting that, even in these extreme cases, the average bias is one order of magnitude
less than the expected difference in the LDF slope between photon and proton events. Thus, the
bias of the presented parametrization has a negligible impact on the separation power.
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Figure 6.9: The bias between the predicted LDF slope, βmodel, and the fitted LDF slope, βMC, in
terms of the reconstructed energy (left) and the zenith angle (right). The red lines represent the
average between all bins.
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Figure 6.10: The bias between the predicted LDF slope, βmodel, and the fitted LDF slope, βMC,
in terms of the reconstructed energy for different fixed MC zenith angles, as quoted. The events
produced by EAS impinging on the elemental hexagon, as required by the Mb discrimination
procedure.

6.1.3 Performance of the observable Q

The event reconstruction is nowperformed thrice for each event, regardless of the primary particle
type: with β as a free parameter, with a fixed β from the (standard) hadronic model and with a
fixed β from the dedicated photon model. However, the most suitable reconstruction is the only
one taken into account to extract parameters such as the reconstructed energy, the geometry or
impose the necessary quality cuts. In other words, the reconstruction with the fixed LDF slope by
the photon (hadron) model is taken as the reference when analysing signal (background) events.

The quality cuts coming from theMb discrimination procedure, namely the elemental hexagon
with rmax < 200m requirement plus the non-saturation event condition, are also applied to
the analysis with the observable Q for consistency. The Q distributions for photon and proton
primaries with a fixed θMC = 0° and energies between Erec = 1016.4 eV and 1017.5 eV are shown
in Fig. 6.11, left. Both the photon-initiated EAS with a high muon content and the proton-
initiated EAS with an early electromagnetic-dominated development are clearly seen as outliers.
In general, negative values of Q are expected for hadronic primaries and viceversa. In Fig. 6.11,
right, the average Q for both types of primaries are shown in terms of the energy for θMC = 0°.
While Q is considered in this photon search as a secondary observable (i.e. empowering the
discrimination of Mb in a complementary fashion), the separation offered by Q itself increases
with the reconstructed energy, meaning that Q may be a feasible observable to greatly enhance
the photon search at energies above 1017 eV. The observable Q is dependent on the zenith angle,
as displayed in Fig. 6.12 for photon events. A similar behaviour is seen for the case of proton
primaries, albeit with the opposite sign. However, for the energies of interest for this photon
search, the dependence is rather weak.

The additional information provided by the observable Q can be combined with the observ-
able Mb resulting in a nobel combined analysis between the SD and the MD, as shown in Fig.
6.13 for events with θMC = 30°. The background events withM1.5 ∼ 0.1 may well be rejected by
considering the value of Q. This can be represented by a diagonal cut in the M1.5 ∪ Q space. It
can be seen qualitatively that this kind of multidimensional cut may not enhance in a notorious
way the background rejection. Nevertheless, the signal efficiency could be increased for a fixed
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Figure 6.11: (Left) TheQ distributions for photon and proton events withErec > 1016.4 eV, normal-
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Figure 6.12: The mean values of Q in terms of the reconstructed energy for photon events and
fixed MC zenith angles, represented by different markers.

background rejection with respect to theM1.5 criterium alone. In other words, the observable Q
adds stability and robustness to the observable M1.5. These features are better described in the
framework of the multivariate analysis, as explained in the next section.

6.2 Linear discriminant analysis

As it is already clear from the previous discussions, all the photon search studies have one element
in common: the search for tiny signals in huge data sets. Therefore, the efforts are put in the design
of observables, just asMb andQ, that may effectively isolate signal events while rejecting as many
background events as possible.

The discrimination between signal and background events with only one observable may be
carried out with a tailor-made procedure as explained in Chapter 5. Even in that simple case,
the two meta-parameters, namely the primary energy and zenith angle, were considered in the
procedure in different ways: the primary energy was given a realistic spectrum-like distribution
and the zenith angle was discretized. When adding a second observable, this kind of tailor-made
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Figure 6.13: M1.5 vsQ for photon (blue stars) and proton events (red circles) for a fixedMC zenith
angle of θMC = 30°. The events have a reconstructed energy betweenErec = 1016.4 eV and 1016.9 eV
(left) or between Erec = 1016.9 eV and 1017.4 eV (right).

procedure would be extremely cumbersome and prone to biases.
In the photon search analyses, the problem is that of two classes of events (background and

signal), in which the maximum of the available information needs to be extracted from each event
in order to classify it as an element of either class. Themisclassification chance needs to beminimal
as to avoid, as much as possible, background tagged as signal events. This statistical problem
is tackled by the multivariate classification methods [253]. Based on machine learning techniques,
they have become a fundamental ingredient tomost analyses, specially in the field of High-Energy
Physics.

There is a wide variety of multivariate analysis (MVA) methods that are based in linear or
non-liner combination of the input observables. In all cases, the output from these methods is a
single classifier parameter. While the non-linear methods are the most powerful, the events lose
their identity in the process (i.e. the output events are entangled combinations of the input events).
In the case of linear methods, the output events are linear combinations (with known coefficients)
of the input events, giving the possibility to interprete the results in terms of the known input
observables.

Within the linearMVA, the Fisher discriminant analysis is one of themost popularmethods [254].
Its base concept is quite intuitive: given an event i, in which

{
xk
}
observables are measured, the

“Fisher coefficients”
{
F k
}
that define the output parameter Fi as in Eq. 6.7 are obtained. The

Fisher coefficients are calculated as to maximize the distance between these distributions while
minimizing the variance within each of them. Therefore, maximizing the separation between the
two classes by employing all the available information. The output of the method is composed by
two distributions on the parameter F , corresponding to signal and background.

Fi = F 0+

m∑
k=1

F k · xki (6.7)

If only two observables are used in the analysis (i.e. if m = 2),
{
F k
}
can be obtained analyti-

cally. At higher dimensions (i.e. a larger number of observables or classes), the problem should be
numerically solved. There is a broad variety of software to performMVA. The TMVA toolkit [255]
is the one chosen for this thesis, since it hosts a large variety of multivariate classification algo-
rithms and is integrated into the ROOT analysis framework, which is also the basis of the Offline
development.



6.2. LINEAR DISCRIMINANT ANALYSIS 135

Figure 6.14: (Left) Thedistributions of the Fisher response (Fi in Eq. 6.7) for the training and testing
sub-sets of events. (Right) The spline of elemental functions that approximates the probability
density function for background and signal events. In both panels, red (blue) lines and markers
represent the background (signal) events.

6.2.1 Performance of the Fisher discriminant

The photon search presented in this thesis uses two discrimination observables, Mb and Q. It is
customary to include the meta-parameters in the Fisher analysis as well, although they do not
add separation power. Applying the same criterium as before, the Fisher coefficients are first
calculated for a set of signal and background events following a spectrum and with a fixed MC
zenith angle.

The background and signal events surviving the selection and quality cuts are re-sampled by
applying the bootstrap method and the spectral shuffling in the same way as described in Sec. 5.5.
Contrarily to that case, the re-sampled events are accumulated until, at least, 105 background and
signal events are obtained. 200 repetitions of the dual procedure are normally taken to accomplish
this condition. Both sets of 105 events are then used as the input ingredients for the Fisher analysis.

A single MVA run is splitted in two parts: the training and the testing phase. During the
training, a fraction of the input events is selected randomly in order to find the coefficients

{
F k
}
.

In this thesis, this fraction is chosen as 10% (i.e. the training is performed with 104 background
and signal events) to avoid memory consumption problems. It is worth noting that exactly the
same number of events for background and signal is used for the training phase. In the testing
phase, the rest of the data is projected into the Fisher space (i.e. the xki are transformed into Fi).
As an example, some of the outputs from a single run in TMVA are displayed in Fig. 6.14. In the
left panel, the distributions of F are shown for signal and background events, where it can be seen
that the distributions for both phases do not have significant differences. In the right panel, the
underlying probability density function is estimated by the toolkit as a spline of polynomial and
exponential functions. While the background events are fairly well described, the signal events
distribution is too peaked for this simple approach. In any case, it can be noted that the Fisher
distributions have a striking resemblance to theMb ones: a wide background and a sharp signal
distributions.

Independent TMVA runs do not necessarily produce the same output, since in each run the
training is performedwith randomly selected events. Therefore, 200 runs are done in order to find
the average transformation defined by

{
F k
}
. As an example, the distributions for each coefficients

are displayed in Fig. 6.15 for the case of θMC = 30°. It is interesting to note that the coefficient
associated with the observable with the most separation power, Mb, has the smallest relative
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Figure 6.15: The distributions of the four Fisher coefficients as obtained in 200 runs of the Fisher
discriminant analysis for events with energies between Erec = 1016.4 eV and 1017.4 eV following a
spectrum E−(3.06±0.13). The MC zenith angle is fixed at θMC = 30°.

fluctuations, with a mean value of −24.1 and a relative dispersion of ∼ 1.9%. The coefficient
related to the observable Q has a mean value of 0.157 with a relative dispersion of ∼ 7%. The
other two coefficients, which actually do not add any separation, have larger relative dispersions.

The original sample of background and signal events with θMC = 30° after the quality cuts,
projected into the Fisher space, are shown in Fig. 6.16. Note that all events are included in Fig.
6.16, i.e. without applying the spectral correction. The outstanding separation is clear. The photon
events that present a hadronic shower development are visible at negative values of the Fisher
response. On the other hand, there is one clear proton outlier at F ∼ 2.8, as displayed in Fig. 6.17.
This outlier corresponds to an event with M1.5 = 0.07 and Q = −0.04 with Erec = 1016.6 eV. The
depth of the shower maximum is Xmax = 712 g cm−2 which is compatible with the expectation
for a photon primary (see Fig. 5.30). Moreover, the measured muon density at the MD station,
located at r = 117m from the shower axis, is 0.125m−2 which is more than seven times smaller
than the average of 0.926m−2 at this distance, energy and zenith.

From the evolution of the Fisher responsewith the reconstructed energy, it can be deduced that
an energy-dependent cut can be applied. Indeed, the separation gets larger for higher energies.
However, the simplest approach of a constant cut for all energies is considered for this thesis,
while an exhaustive examination of more elaborated algorithms are left for future studies.

6.2.2 Background rejection and signal efficiency

The Fisher transformation is tested by a second spectral shuffle of the original events (i.e., the
events showed in both Fig. 6.16 and 6.17). The background rejection in terms of the signal
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Figure 6.16: The Fisher response of the set of events passing the quality cutswith energies between
Erec = 1016.4 eV and 1017.4 eV and θMC = 30°, without any spectral re-sampling.
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Figure 6.17: The Fisher response in terms of the reconstructed energy for the events passing the
quality cuts, without any spectral re-sampling. The zenith angle is fixed at θMC = 30°.

efficiency may then be addressed employing the same procedure as described in Sec. 5.5.1, with
the only difference that here the sweep is done in values of Fcut. The results are shown in Fig. 6.18
at a fixed zenith angle of θMC = 30°, compared to the same curve obtained by the discrimination
method using onlyMb. Note that in both scenarios the same events are used and the same number
of spectral shuffling realizations are done in each case. Also, note that the events used for the
Mb-only scenario are reconstructed with the fixed hadronic LDF slope, which explains the small
differences in the curve compared to the one presented in Fig. 5.34.

The addition of the observable Q, through the Fisher machinery, leads to a small increase
in the signal efficiency at a fixed background rejection. Particularly, the signal efficiency at the
benchmark is 95.4% compared to 94.8% with the case of using onlyMb. Nevertheless, the biggest
improvement, as foreseen at the beginning of this chapter, is on the stability of the discrimination
procedure. Indeed, the fluctuations of the curve are notoriously smaller than in the case of Mb-
only. Although the combination of two independent observables, moreover, coming fromdifferent
detectors, leads to a more robust discrimination method, it must be noted that the background
outlierswith electromagnetic-dominated shower developmentwould still be present in theMb+Q

scenario. This denotes the physical origin of these outliers and excludes the hypothesis of outliers
being created by artifacts in the presented method. Neverthless, as deduced from Fig. 5.34, the
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Figure 6.18: The background rejection in terms of the signal efficiency for events with energies
between Erec = 1016.4 eV and 1017.4 eV after applying the spectral shuffling. The blue (dotted
black) line represents the results withMb+Q in a Fisher analysis (onlyMb) is used. The same base
events are used in both scenarios. The zenith angle is fixed at θMC = 30°.

increase of the information availability leads to a decrease of the impact of these outliers. Hence,
the background rejection drops from 1 to 0.9996 at a higher signal efficiency than when using only
the observableMb.

Lastly, the background rejection in termsof the signal efficiency for threefixedMCzenith angles
are shown in Fig. 6.19 after performing 2 × 104 spectral shuffling realizations. The benchmark
rejection is reached at a 96.9%, 95.4% and 87.5% signal efficiency for θMC = 0°, θMC = 30° and
θMC = 40°, respectively. The corresponding values of Fcut are 1.5, 2.1 and 1.9.

On the other hand, the signal efficiencies at the benchmark rejection when using onlyMb are
96.8%, 94.8% and 87.0%. The addition of Q mainly impacts non-vertical events, meaning that in
the vertical case, the observableMbmay be already enough to reject most of the backgroundwhile
keeping the available (i.e. not muon-rich) photons. In average, an improvement of ∼ 0.5% signal
efficiency is obtained in theMb +Q scenario. Also, as seen in Fig. 6.18, the combined procedure
leads to a decrease in the fluctuations in all cases. It is worth noting that the fluctuations aremostly
of artificial origin since they reflect the limited available statistics, both in terms of the number of
unique events and the number of spectrum shuffling realizations.

6.3 Parameterization of the Fisher coefficients

The three sets of background and signal events employed in the last section have a fixedMC zenith
angle. For each of them, the background rejectionwas analyzedwith dedicated Fisher coefficients,
i.e. calculated on-the-run specially for each set of events. In this fashion, the separation power is
addressed despite of the angular dependence. However, in a more realistic scenario, the events
present a∼ sinθ cosθ zenith distribution. Therefore, a parametrization of the Fisher coefficients in
terms of the zenith angle is mandatory.

The Fisher coefficients for each fixed MC zenith angle averaged over 200 MVA realizations
are displayed in Tab. 6.2, where standard deviations are shown as uncertainties. The relative
dispersion is < 10% in almost all cases.
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Figure 6.19: The background rejection in terms of the signal efficiency for events with energies
between Erec = 1016.4 eV and 1017.4 eV after applying the spectral shuffling. The colors represent
different MC zenith angles as quoted.

θMC(°) F 0 FMb FQ FE

0 (8.97± 0.96) (−27.7± 0.6) (0.235± 0.010) (−0.209± 0.057)
30 (9.63± 0.84) (−24.3± 0.4) (0.159± 0.010) (−0.308± 0.049)
40 (11.5± 0.70) (−18.6± 0.3) (0.110± 0.010) (−0.494± 0.042)

Table 6.2: The Fisher coefficients averaged over 200 MVA runs for background and signal events
between Erec = 1016.4 eV and 1017.4 eV after applying the spectral shuffling and corresponding
to three fixed MC zenith angles. The presented uncertainties are the standard deviations of each
parameter.

As shown in Tab. 6.2, F 0 and FMb increase with the zenith angle, while FQ and FE show a
decreasing trend. The quoted MC zenith angles are actually equidistant in secθ and thus a linear
dependence can be imposed as a first approximation:

F k (θ) = ak + bk × secθ (6.8)

where the index k represents the observables and the offset. The coefficients calculated by
series of MVA runs at fixed zenith angles seem compatible with this simple linear dependence.
Moreover, no drastic change in any of the coefficients is observed in the zenith interval spanned
by these fixed MC zenith angle libraries, which actually compose more than 80% of the field of
view in θ < 45°. The linear fits are shown in Fig. 6.20 and the fitted parameters, ak and bk, are
displayed in Tab. 6.3. Since for F 0 the uncertainties are similar to the rate of change in terms of
the secθ, the mean value between the three estimations is taken.

The background rejection when calculating the Fisher coefficients in a dedicated way (i.e.
performing the 200 MVA realizations during runtime) can be compared to the case in which the

F 0 FMb FQ FE

a (9.72± 0.04) (−59.3± 0.5) (0.630± 0.005) (0.832± 0.022)
b − (30.7± 0.5) (−0.400± 0.005) (−1.01± 0.02)

Table 6.3: The fit parameters of the linear dependence between the Fisher coefficients and secθ
calculated for events between Erec = 1016.4 eV and 1017.4 eV after applying the spectral correction.
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Figure 6.20: The Fisher coefficients in terms of the MC zenith angle with linear fits superimposed.
The coefficients have been grouped in pairs for better visualization.

Signal efficiency
0.92 0.93 0.94 0.95 0.96 0.97 0.98

B
a
c
k
g
ro

u
n
d
 r

e
je

c
ti
o
n

0.997

0.9975

0.998

0.9985

0.999

0.9995

1

kParametrized F

No parametrization

Figure 6.21: The background rejection in terms of the signal efficiency for the set of events at
θMC = 0°. The red curve represents the case in which the Fisher coefficients are calculated on-the-
run (i.e. the values from the first row of Tab. 6.2). The blue curve represents the results obtained
by employing the Fisher coefficients as calculated from Eq. 6.8.

Fisher coefficients are parametrized by Eq. 6.8. A consistency check can be seen in Fig. 6.21 for the
particular case of θMC = 0°. Since these sets of events are used to design the parametrization, it is
not surprising that the discrepancy is less than∼ 0.5% in the signal efficiency for a fixed rejection,
and in particular, that no change is found at the benchmark.

Theparametrizationmust be testedwith an independent set of eventswith a continuous energy
and angular distribution. For this purpose, a set of background and signal events with energies
between Erec = 1016.4 eV and 1017.4 eV and θ < 45°, distributed as sinθcosθ, is introduced into
the Fisher analysis. The average Fisher transformation is obtained and, as before, the background
rejection in the Fisher space is addressed. It must be noted that, since the zenith angle in this
case is variable, it is included as a second meta-parameter in the Fisher machinery. On the other
hand, the background rejection can be also studied by using the parametrized transformation
obtained before. The comparison between these two scenarios is displayed in Fig. 6.22. Indeed,
the parametrization does not lead to a full rejection as in the case of a dedicated Fisher calculation.
Moreover, the background rejection drawback of using the parametrized coefficients could be
as large as 0.1%. In particular, at the fixed benchmark rejection, the signal efficiency falls from
89% to 84%, meaning that the parametrization is not sensitive enough to the signal at such high
background rejection. The cut on the parameter F that is needed to achieve the benchmark can
be extracted from Fig. 6.23, left. Indeed, a value of Fcut = 2 is enough to reject, at least, 99.90% of



6.3. PARAMETERIZATION OF THE FISHER COEFFICIENTS 141

Signal efficiency
0.7 0.75 0.8 0.85 0.9 0.95

B
a
c
k
g
ro

u
n
d
 r

e
je

c
ti
o
n

0.997

0.9975

0.998

0.9985

0.999

0.9995

1

kParametrized F

No parametrization

Figure 6.22: The background rejection in terms of the signal efficiency for eventswith a distributed
as sinθ cosθ for θ < 45°. The red curve represents the case in which the Fisher coefficients are
calculated on-the-run. The blue curve represents the results obtained by employing the Fisher
coefficients as calculated from Eq. 6.8.
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Figure 6.23: The background rejection (left) and signal efficiency (right) in terms of the cut on the
parameter F , calculated with the parametrization of Eq. 6.8. The selected events have energies
betweenErec = 1016.4 eVand 1017.4 eVafter the spectral shuffling. The zenith angles are distributed
as sinθ cosθ with θ < 45°.

the background. For completeness, the signal efficiency in terms of Fcut is displayed in Fig. 6.23,
right.

Even though the model of Eq. 6.3 is rather simple and the fitted parameters are estimated
with a poor data set (only three fixed MC zenith angles), the performance of the parametrization
is remarkable. Although there is much room for improvement, the current status of the Fisher
parametrization would represent the best tool for the photon studies in the Auger Collabora-
tion, both in terms of the signal efficiency and the background rejection. For comparison, the
background rejection in terms of the signal efficiency obtained in the last photon search paper of
the Auger Collaboration is shown in Fig. 6.24, where the observable Sb is related to the signals
measured by the WCDs (i.e. an observable sensitive to the LDF steepness) and Nstat refers to the
number of triggeredWCDs. The events haveErec > 1018 eV and θ < 65°with amixed-composition
background of 50% proton and 50% iron primaries. The background rejection obtained at a 50%

of signal efficiency, using the Fisher algorithm, is∼ 99%, while the benchmark rejection of 99.90%

is nearly out of reach. In the case of the photon search procedure developed in this thesis, the
background rejection at 50% signal efficiency would be easily 99.99% only limited by the lack
of statistics, leading to an improvement of two orders of magnitude in terms of the background
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Figure 6.24: The background rejection efficiency against the signal efficiency for different MVA
algorithms and observables from [114]. The events haveErec > 1018 eV and θ < 65° and the curves
are obtained with a background composition of 50% proton and 50% iron.

contamination. Moreover, the Mb + Q procedure is developed with a pure proton background,
which constitutes a more disfavourable scenario in terms of the muon content.

6.4 Non-linear multivariate analysis

The Fisher analysis is chosen in this thesis as the MVA algorithm due to its simplicity and its
intuitive approach. In the majority of studies, the non-linear algorithms easily outperform the
linear Fisher discriminant. This is clearly seen in Fig. 6.24, where BDT stands for Boosted Decision
Trees, a popular non-linear algorithm. In the particular case of this photon search, the BDT gives
a better separation, as seen in Fig. 6.25 for a single MVA run with events between Erec = 1016.4 eV
and 1017.4 eV and θ < 45°, distributed as sinθ cosθ. In both cases, the zenith angle is included as
a fourth parameter in the MVA and the events follow a spectral distribution as usual. The usage
of a non-linear method such as BDT may lead to a great enhancement of this analysis. However,
several aspects must be thoroughly studied. Indeed, the BDT algorithm is based upon a careful
selection of internal parameters, e.g. the number of decision trees in the forest, the depth of each
of them, etc. In the example showed in Fig. 6.25, the default parameters provided by TMVA were
used, only for the purpose of a qualitative comparison to the Fisher analysis.

The better performance leads directly to a higher signal efficiency for a fixed background
rejection, as displayed in Fig. 6.26. For this particular MVA run, the benchmark rejection is
reached with 87% signal efficiency when using Fisher, compared to > 98% when using BDT,
implying that in the latter case it may be possible to attain an almost complete separation of signal
events from background. Lastly, an algorithm based on artificial neural networks is also shown
in Fig. 6.26. Although it is a complex non-linear algorithm, its performance is not better than the
simple Fisher analysis.

In the examples showed before, four observables were included in the TMVA package. From
the discussion of Sec. 5.6, the depth of the shower maximummay also add composition-sensitive
information to theMb +Qmethod. Although it is difficult to measure the longitudinal profile of
the showers at the energies of interest, even with the HEAT telescopes, a thought experiment in
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Figure 6.25: The MVA responses to background (red) and signal events (blue) using a linear
Fisher analysis (left), as employed in this thesis, and using a Boosted Decision Trees algorithm
(right). In both cases, the same events are used for training and testing. The events are selected
according to their reconstructed energy between 1016.4 eV and 1017.4 eV as E−γrec and with zenith
angles distributed as sinθcosθ for θ < 45°.

which Xmax is also included in the MVA is discussed in Appendix C.

6.5 Discussion on possible systematic effects

Although thediscriminationproceduredeveloped in this thesis is sustainedon robust foundations,
there are systematic effects that inevitably affect the observables in an event-by-event basis. While
a extensive study is needed to properly assess the impact of each effect, a summary of the possible
sources of uncertainty is presented in this section, as a prelude for future studies on this topic.

As mentioned a few times before, the mass composition of the primary particles (the back-
ground) has been considered as pure-proton to develop the procedure. While this is not incom-
patible with the current measurements that indicate a predominantly light composition at the
energies of interest for this thesis [128], the cosmic-ray flux may well have a non-negligible pres-
ence of nuclei with A > 1. Therefore, a larger muon content may be present in data. Mustering
the Heitler-Matthews model (recall Sec. 2.3.1), for example ∼ 25% more muons are expected for
an EAS generated by a carbon primary (A = 12).

The EAS simulations performed for this thesiswere producedwithQGSJetII-04 as the hadronic
model for high-energy interactions. Nowadays, there is not a concensus about which hadronic
model describes datamore trustworthly. Thus,MC studies need to assess this intrinsic uncertainty
and its impact on the corresponding observables. The three most popular models, being Epos-
LHC, SYBILL 2.4c and the chosen one, predict a different number of muons. The differences
between them are less than ∼ ±15% [256].

Apart from the choice of the hadronic model, there is a general agreement that all the hadronic
models underestimate the muon content of the EAS. This issue is usually addressed as the “muon
deficit problem”. The muon deficit has been investigated in Auger for energies above 6× 1018 eV
[243, 232]. In that energy domain, it has been estimated that the simulations may have a deficit
of at least ∼ 30% in the muon content, in comparison to data. Unfortunately, no estimations have
been reported for the energies of interest for this photon search.
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Figure 6.26: The background rejection against the signal efficiency using Fisher (black) or a BDT
analysis (green). The red curve corresponds to a class of artificial neural networks calledMultilayer
Perceptron (MLP). In the three cases, the same events are used for training and testing. The events
are selected according to their reconstructed energy between 1016.4 eV and 1017.4 eV as E−γrec and
with zenith angles distributed as sinθ cosθ for θ < 45°.

From the point of view of the detector itself, the choice of an inhibition window of 25ns in the
muon counting of the MD stations (recall Sec. 3.4.5) leads to an undercounting in the number of
muons, which has been estimated to range between 15% and 25% for the distances of interest (see
Fig. 3.27, right).

All these systematic effects would lead to an overall increase of the measured muon density
in the MD stations in data with respect to the MC study presented so far. Thus, larger values of
Mb would be expected in data. Indirectly, the enhancement of the muon component in the EAS
would also affect the slope of the LDF, making them even less similar to the expectation from
electromagnetic-dominated EAS. In turn, this would lead to an increase in the absolute value for
Q. Therefore, a larger Fisher absolute value would be expected, and thus, a larger background
rejection, compared to the MC studies of this thesis, could be attained. By rescaling the measured
number of muons (hence, redefining the values for Mb) a first estimation of the impact of the
muon under- or overestimation can be addressed. This is displayed in Fig. 6.27 for a fixed zenith
angle of θMC = 30°, where the number of muons are changed by ±20%. Indeed, if muons are
underestimated in simulations, the separation in data would be greatly improved, with a signal
efficiency changing from 95.4% to 96.8%. It must be noted that the values of Q, under a rescaling
of the muon content, is also perturbed, leading to an even greater signal efficiency. On the other
hand, an overestimation of the muon number in simulations would lead to a signal efficiency of
91.9%.

Different systematic effectsmay also emerge from the procedure itself. In the calculation ofMb,
a change in the reference muon density ρrefµ may also lead to the detection of false positives. The
variation of the observableMb due to variations of the reference muon density can be calculated
as:

4Mb =
(
1− 10−Mb

)
×
4ρrefµ
ρrefµ

(6.9)

Since Mb ∼ 0.1..0.6, a change of ±10% in ρrefµ would lead to a variation of 0.02..0.07 in the
expected values ofMb for both background and signal events. In practice, a decrease of ±0.03%



6.5. DISCUSSION ON POSSIBLE SYSTEMATIC EFFECTS 145

Signal efficiency
0.7 0.75 0.8 0.85 0.9 0.95 1

B
a
c
k
g
ro

u
n
d
 r

e
je

c
ti
o
n

0.997

0.9975

0.998

0.9985

0.999

0.9995

1

µ
No change in N

0.8×µN

1.2×µN

Figure 6.27: The background rejection against the signal efficiency in the case of a rescaling of the
measured number of muons by −20% (red), +20% (blue) and without change (black). The events
are selected according to their reconstructed energy between 1016.4 eV and 1017.4 eV as E−γrec and
with a fixed MC zenith angle of θMC = 30°.

of the signal efficiency at the benchmark rejection is seen when ρrefµ is fluctuated ±10%.
The spectrum shuffling by itself is based upon the hypothesis that the photon component of

the cosmic-ray flux follows the same spectral shape as the observed flux. This could not be the
case if a photon flux is produced by a transient source or exotic phenomena beyond the Standard
Model. Increasing the spectral index for the signal to γ = −2, while keeping the measured index
for the background, an increased in the signal efficiency from 95.4% to 95.6% at the benchmark is
found for θMC = 30°, which is negligible compared to the impact of a rescaling in the number of
muons.

There are additional effects known to appear in data that are not entirely simulated. One of
them is the “direct light effect” that arises when particles enter the WCD with a direction where
the beam of Cherenkov photons points directly onto the PMTs. These particles produce larger
signals than particles which deposit the same energy in the detector but produce a beam of pho-
tons which are scattered isotropically around the WCD before reaching the PMTs. Therefore, it
is expected that “fake muon signals” may appear in data. This effect is partially corrected for
with a dedicated Offline module (see Apendix A). Additionally, atmospheric muons, that are not
part of the EAS, may leave a detectable trace in the WCD, even when the WCD stations that are
triggered exclusively due to these accidental muons are removed from the event reconstruction.
In terms of the discrimination problem, this case imposes a conservative scenario, since a signal
event may appear as a hadronic event (through the SD-related observableQ), while a background
event would be unchanged. However, by employing two complementary observables estimated
with different detectors, the impact of these effects is expected to be negligible.

In summary, the conditions in which the discrimination procedure of this thesis has been
designed comprise nearly the worst case scenario in terms of systematic effects, reinforcing the
robustness of this work.
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Chapter 7

Towards the search for ultra-high
energy photons in data

The scientific man does not aim at an
immediate result. He does not expect that
his advanced ideas will be readily taken
up. His work is like that of the planter - for
the future. His duty is to lay the
foundation for those who are to come, and
point the way.

Nikola Tesla

Through the chapters of this thesis, the problem of the discrimination between photon- and
hadron-initiated events with energies Erec > 1016.4 eV and θ < 45° has been extensively inves-
tigated. The combination of the MD information, carried by the observable Mb, and the LDF
information, through the observable Q, led to a multiparametric discrimination method whose
outstanding performance is unmatched by any other procedure in the Auger Collaboration. All
these efforts were conducted while keeping in mind the idea of studying the data reconstructed
with the SD-433, with which an accurate event reconstruction can be attained at the energies of
interest, and the 60m2 MD station data at the center of it.

As commonly encountered in any field, data acquired by the detectors may show features that
are not present in the MC studies done beforehand. In the first part of this chapter, the available
data of the SD-433 suitable for this photon search is scrutinized and the characteristics of the
reconstructed events are discussed. In the second part, the exposure of the SD-433, given the
necessary selection and quality cuts for the discrimination procedure, is calculated. This is the
key element to obtain the two most important results of this thesis: the upper limits to the photon
flux that would be imposed if no events compatible with a photon origin are found in data and
the sensitivity to a photon signal, if present, in the cosmic-ray flux. To conclude the chapter, the
future expectations of this work are described.
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7.1 Data selection

The SD-433 array has been operational since January 2013 and the engineering array of the MD,
particularly the Id 1764 MD station at the center of the SD-433, was finished at the end of 2014.
Since then, several tests related to the overall performance of theMD stations have been conducted,
particularly aimed at evaluating minor changes in the front-end electronics design and setting the
most efficient calibration parameters such as the discrimination threshold for the muon counting
and the gain of the PMTs. On October 19, 2015, the calibration phase of the MD ended. Therefore,
data acquired after this day may be considered to perform physics analysis.

As explained in Sec. 3.4.3, the optic system of the design of the MD engineering array is based
on a PMT. In the framework of the AugerPrime upgrade, the MD design was upgraded, replacing
the PMTs for SiPMs for the forthcoming UMD. After several successful laboratory tests, the new
electronic and optic systemwas installed in the Id 1764MD station for testing purposes onOctober
17, 2016.

TheMD simulation in the Offline framework represents, as the time of this thesis, the baseMD
design. Thus, the simulated electronic response is based on the PMT characteristics, such as the
cross-talk probabilities, the quantum efficiency, the shape of the SPE pulses, etc. While the SiPM
adaptation is under development, all the MC studies presented in this thesis were done using the
former stable version. Therefore, the two mentioned dates determine the feasible data period to
perform this photon search, while its extension including the SiPM-based design is left for future
studies.

The data is reconstructed with the Offline framework using a module sequence as detailed
in Appendix A. It has some minor changes from the module chain used for the reconstruction
of simulated events. A few modules responsible for small corrections from an ideal detector
are added, such as changes in the GPS position of the WCDs, known time delays in the trigger
communications in certain WCDs, etc. On the other hand, some modules related to the MC
studies, such as the PositionRejector, are not needed anymore. From the point of view of the LDF,
the reconstruction is performed with the fixed (hadronic) LDF slope model, which is the official
choice in the case of data reconstruction.

7.1.1 General features of the data

The features of the reconstructed events, such as the energy and the geometry, are addressed in
this section. While the reconstruction procedure itself is well-understood and developed through
the years to be almost free from biases, some detector effects are unavoidable. Each WCDs could
be non-functional at any given time due to failures in the telecommunications, the batteries, the
electronics, etc. The downtime of the WCDs may cause a notorious loss of statistics. However,
this does not affect the discussion of the general features seen in data. The proper assessment of
this problem is actually crucial in the calculation of the exposure to be discussed in Sec. 7.2.

The GPS timestamp of the first event of the period, t0 = 1129291205 (i.e. October 19, 2015,
11:59 UTC), is taken as the time origin for all the studies of this chapter. The selected period ends
at tlast = 1160740813 (i.e. October 17, 2016, 11:59 UTC). Unless stated otherwise, time-dependent
magnitudes are averaged in a daily basis (i.e. the time bin width represents one day). The number
of reconstructed events is displayed in Fig. 7.1, where no selection or quality cuts have been
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Figure 7.1: The number of reconstructed events by the SD-433 in terms of the elapsed time since
the GPS t0 = 1129291205 on October 19, 2015. The last day of the selected data period is October
17, 2016.

/eV)
rec

(E
10

log
15.5 16 16.5 17 17.5 18 18.5 19

N
u

m
b

e
r 

o
f 

e
v
e

n
ts

1

10

210

310

410

510

)° (recθ

0 10 20 30 40 50 60 70 80

N
u

m
b

e
r 

o
f 

e
v
e

n
ts

1

10

210

310

410

510

Figure 7.2: The distribution of reconstructed energy (left) and zenith angle (right) for events in
the selected data period. No selection or quality cuts are applied to the events.

applied. It can be seen that the data adquisition is not stable in time, having some gaps in the
first few months. In the most stable periods, ∼ 560 events are acquired per day. There is a long
downtime from May 11 to July 28, 2016. As it is described in Sec. 7.2.1, the lack of events in this
period could have been due to some kind of failure in the communication with all the WCDs of
the SD-433 hexagon.

The reconstructed energy distribution of all the events in the selected period is shown in Fig.
7.2, left. Below themaximumof the distribution atErec = 1016.5 eV the number of events decreases
with the reconstructed energy due to the trigger inefficiency of the array. Above this energy, the
SD-433 is fully efficient and the decrease of the events is explained by the steeply falling spectrum
of the cosmic rays. It is worth noting that this energy threshold is compatible with the estimation
done previously from MC studies (see Sec. 4.3.1). In Fig. 7.2, right, the zenith angle distribution
is shown for the same events, where a plateau around θrec = 20° is seen. Due to the atmospheric
attenuation of the particles, the events with smaller reconstructed energy tend to a have a more
vertical incidence, as deduced from Fig. 7.3. The average zenith angle at Erec = 1016.4 eV is
θrec ' 25° while at Erec = 1017.5 eV is θrec ' 41°.

As discussed in the previous chapters, the footprint of the EAS on the ground depends on
the primary energy and the zenith angle. Fig. 7.4, left, displays the number of triggered WCDs
in terms of the reconstructed energy for three zenith bins. The footprint size is indeed larger
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Figure 7.4: The number of triggeredWCDs against the reconstructed energy when no geographic
constraint is imposed to the shower cores (left) andwhen taking only events well-containedwithin
the SD-433 (right). The different markers represent zenith angle bins.

as the primary energy increases. At energies below Erec ' 1017 eV, the atmospheric attenuation
dominates over the geometrical shrinking of the array, as described from the MC studies in Sec.
4.3.1. However, above Erec ' 1017.4 eV the number of triggered WCDs starts to retreat. This is
actually an artifact from the lack of selection cuts imposed in the events. Indeed, at these energies,
the SD-750 is at full efficiency and thus, data starts to be acquired with this array. In this case, the
shower cores can be well outside the SD-433 area but, since the EAS contains enough particles, it
can be reconstructedwith a fewperipheral stations from the SD-433 aswell. Therefore, the number
of triggered WCDs (from the SD-433 alone) begins to decrease as the energy increases. The kink
in the profile is thus zenith dependent. The one corresponding to nearly-vertical events has a
break at Erec ' 1017.4 eV while for θrec > 35° (blue stars) the break is present at Erec ' 1017.6 eV,
pointing out the trigger efficiency dependence on the zenith angle (in this case, of the SD-750).
When asking for events well contained in the SD-433 hexagon as in Fig. 7.4, right, this feature
vanishes and the expected dependence is completely recovered. All the 13 WCDs are, on average,
triggered for energies above Erec ' 1017.5 eV if θrec < 45°, while this happens above Erec ' 1017 eV
in the case of the first crown of WCDs.

At the same time, the quality of the reconstructed events is affected by the position of the
shower core. The shower cores located outside the SD-433 are reconstructed, in average, with a
larger uncertainty in Sopt (hence, with a less reliable reconstructed energy). As an example, the
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uncertainty in Sopt is shown in Fig. 7.5 for the subset of events with Erec < 1017 eV and θrec < 45°.
Therefore, the event reconstruction is strongly dependent on the position of the shower core,

from the point of view of the available signals to obtain the LDF (i.e. the number of triggered
WCDs) but also in relation with the reconstruction procedure itself. Nevertheless, the discrimina-
tion procedure reaches its best performance for events whose shower core is located close enough
to the central position of the SD-433, for which a proper reconstruction is possible.

7.1.2 Impact of the quality cuts

Apart from the requirement that the events themselves must be reconstructed with the SD-433,
theMb + Q discrimination procedure has been tunned under certain conditions, as explained in
the previous chapters. These selection and quality cuts would then affect the energy and zenith
distribution of the events accepted for the photon search. In Tab. 7.1, the number of available
events in the selected data period, and the action of each quality cut, is displayed.

The first three cuts are strictly selection cuts which define energy, zenith and core location of
the events to be used for the photon search. The next two are the quality cuts described in Chapter
5. The last cut is exclusively related to the data analysis. While in the MC studies the MD stations
are ideal, in reality they are affected by downtimes as in the case of theWCDs. Thus, the condition
that theMD stationmust be active is imposed. This topic is describedmore extensively in Sec. 7.2.

After the quality cuts, 5359 events are left for the photon search. Each cut alters the distribution
of the observed energies and zenith incidence of the events. This is represented in Fig. 7.6, where
the most populated distribution (black line) represents the one shown before in Fig. 7.2, left.
As already deduced from Tab. 7.1, the requirement about the shower core position being in the
elemental hexagon (purple solid line) is the one that depletes most of the event sample. The rest
of the cuts can be thought of as rescalers to the distribution after that cut. The non-saturation
condition (dark blue dotted line) depletes most of the high energy events, as expected. No events
above Erec = 1017.7 eV are present in the final sample.

The quality cuts do not alter considerably the shape of the zenith angle distribution, as seen
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Selection/Quality cut # of events Fraction wrt previous cut

Raw Auger events 4349936 -
Reconstructed by SD-433 134683 3%

log10 (Erec/eV) > 16.4 and θrec < 45° 89265 66%
Nearest WCD is Id 1764 11488 12%

Unsaturated event 10729 93%
rMD < 200m 9484 88%

Active Id 1764 MD station 5359 56%

Table 7.1: The selection and quality cuts applied to the Auger data for theMb +Q photon search
between the GPS t0 = 1129291205 and tlast = 1160740813.
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Figure 7.6: The distribution of the reconstructed energy for the surviving events after each
selection/quality cut, according to Tab. 7.1.

in Fig. 7.7. The median of the final distribution is θ̄rec = 25° and changes less than 10% with the
application of each cut. The position of the shower cores of the accepted events are depicted in
Fig. 7.8. Several structures are identified as accumulation of shower cores (black dots). These are
typically low energy events (i.e. Erec < 1016.4 eV) that are badly reconstructed due to the scarse
number of triggered WCDs. The center of each triangle is overpopulated since in this region the
T3 probability is maximal. Indeed, if a low energy shower core impinges the ground near one
of the WCD, the other two forming the triangle would mostly not trigger due to the low signal
generated by the shower front.

7.2 Exposure calculation

In order to perform any calculation regarding the cosmic-ray flux, it is mandatory to estimate the
uptime of the detector and consider all the necessary correction factors. The elemental hexagon
requirement for the discrimination procedure greatly simplifies the calculation of the acceptance,
i.e. the collection area for the detection of the cosmic-ray flux, as depicted in Fig. 7.9. Given that
the WCDs are separated by a distance d, the elemental hexagon has an area Acell defined by:

Acell =

√
3

2
× d2 (7.1)

Thus, Acell ' 0.162km2 in the case of the SD-433 array. In order to calculate the effective
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sensitive area A6T5 of a 6T5 cell (see Sec. 3.3.3), the zenith angle has to be taken into account, as
the relevant area is obtained by projecting the cell area into the shower plane as in Eq. 7.2.

dA6T5 = Acell × cosθ dΩ (7.2)

with the solid angle element dΩ = sinθ dθdϕ. The acceptance can be integrated over a period
of observation to obtain the exposure of the detector. In principle, the acceptance defined in Eq.
does not contain explictly any temporal dependence.

As already mentioned, the WCDs could suffer from failures impeding the stable data acquisi-
tion. When one of theWCDs is not working, it can be easily seen that the shaded area of Fig. 7.9 is
reduced by a factor of 4/6. In this way, the uptime of each WCDs affect the exposure. If the chance
for a 6T5 and 5T5 configuration in an observation time dt is defined as P6T5 and P5T5 respectively,
the exposure ε verifies that:

dε ∝ Acell × cosθ ×
(
P6T5 (t) +

4

6
× P5T5 (t)

)
dΩdt (7.3)
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Figure 7.9: Schematic view of an hexagonal cell of WCDs. The shaded area around the central
station defines the acceptance of the hexagon.

Similarly, trigger configurations such as 4T5 may also be possible. However, as it is described
in Sec. 7.2.1, it is statistically uncommon. Moreover, events detected with two faulty WCDs in
the first crown may be wrongly reconstructed. Thus, by not considering the 4T5 configurations, a
conservative estimation of the exposure is obtained.

The Id 1764 MD station at the center of the SD-433 may experience downtime as well. Then,
a correction factor PMD, which represents the chance of the MD station being active in a given
observation period of time dt, must be included in the exposure calculation:

dε ∝ Acell × cosθ ×
(
P6T5 (t) +

4

6
× P5T5 (t)

)
× PMD (t) dΩdt (7.4)

This condition is included explictly as a cut in Tab. 7.1. In the same fashion, the remaining
three quality cuts (being the non-saturation and the maximum distance requirements) can also be
included as time-dependent correction factors PQC (t):

dε ∝ Acell × cosθ ×
(
P6T5 (t) +

4

6
× P5T5 (t)

)
× PMD (t)× PQC (t) dΩdt (7.5)

Lastly, the SD-433 is not fully efficient above E0 = 1016.4 eV for θ < θmax = 45°, as discussed
in Sec. 4.3.1. Thus, the observed flux is actually underestimated at the lowest energies of interest
due to this effect. Thus, the exposure must be also corrected by the trigger efficiency Ptrig (E, θ).
Contrarily to the rest of the correction factors, this one introduces the energy dependence to the
exposure calculation. Therefore, the energy spectrum of the cosmic-ray flux has to be included as
well.

Wrapping up all the correction factors, the final expression for the exposure is obtained in Eq.
7.6:

dε
dΩdtdE

= Acell×cosθ×
(
P6T5 (t) +

4

6
× P5T5 (t)

)
×PMD (t)×PQC (t)×

(
c ·
(
E

eV

)−γ
× Ptrig (E, θ)

)
(7.6)

where the constant c is a scaling factor such as:

∞̂

E0

dE c · E−γ = 1 (7.7)
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Figure 7.10: The average number of active WCDs in the first crown of the SD-433 (including the
central WCD). The bin width represents one day.

The exposure is then integrated in the observation time, the energy and the solid angle as:

ε =

tˆ

t0

∞̂

E0

2πˆ

0

θmaxˆ

0

dε (E, θ, t) (7.8)

The ingredients for the exposure calculation are described and obtained in the following sub-
sections.

7.2.1 Uptime of the detectors

The statuses of all WCDs of the Auger Observatory is monitored and sent to the CDAS with every
T3 request. In this way, the non-functional WCDs can be promptly identified in a nearly real-time
basis. In the period under study, no signficant behaviour is seen in any individual WCDs from
the SD-433. This can inferred from Fig. 7.10, which shows the average number of active WCDs in
the first crown of the SD-433 in a daily basis. Apart from isolated gaps, no critical downtimes are
identified.

As stated in Sec. 7.1.1, there was a lack of events between May 11 to July 28, 2016, which is
translated in t − t0 ' 18 × 106 s to t − t0 ' 24 × 106 s. In this time interval, the SD-433 hexagon
was active. Therefore, this loss of events must have been due to a failure further up the chain of
data adquisition, which is accounted for in the exposure calculation as described in Sec. 7.13.

The correction factors P6T5 and P5T5 are calculated in a daily basis. For any given day, the
number of events with the Id 1764 WCD and its first crown completely functional is compared to
the total number of events. It is worth noting that this comparison does not need the events to
be reconstructed by the SD-433, since the status of all WCDs in Auger are transmitted with each
T3 request, independently of the intervening WCDs. In analogy, the 5T5 events can be compared
to the total number of events in daily basis as well. Both ratios are shown in Fig. 7.11. The 6T5
configuration was possible during most of the time, while only at the beginning and at the end of
the data period, the acceptance was reduced to the 5T5 configuration due to one non-functional
WCD, Id 97 and Id 13 respectively. The time intervals without neither configuration is correlated
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Figure 7.11: The fraction of events in a daily basiswith a completely active first crown of the SD-433
(blue lines) and with six active WCDs (light blue). The remaining possible configurations, which
are not considered for the exposure calculation, are symbolized by the red dotted histogram.
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Figure 7.12: The fraction of events in which the Id 1764 MD station was active compared to the
total number of events, averaged in a daily basis.

with a sustained lack of events, in view of Fig. 7.10, stressing the negligible presence of 4T5 events.

The MD stations are not independent from their associated WCD, since they receive the first
level trigger from them. Thus, the status of a MD is constrainted to the pre-requisite that the
associated WCD must be active. In a similar fashion as the uptime monitoring for the SD, each
event sent to the CDAS carries information about the status of all the modules of the MD stations.
As in the case of the SD uptime, the fraction of events with an active Id 1764 MD station with
respect to the number of total events in daily basis, PMD, is displayed in Fig. 7.12. The inactive
time periods are mostly correlated to the same offline periods seen in the SD-433 and in the daily
rate of reconstructed events of Fig. 7.1. After an unstable period during the first fewmonths (until
t− t0 ∼ 15× 106 s), the MD station reached an average daily uptime of ∼ 89.5%.

After the long downtime around t− t0 ' 20× 106 s, one of the 10m2 modules was not opera-
tional, thus reducing the nominal area of the MD station to 50m2. Since the optic and electronics
system operates at a singlemodule level, a failure in onemodule does not necessarily alter the data
adquisition of the MD station, as seen in Fig. 7.12. While this issue does not affect the measured
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Figure 7.13: The fraction between the number of events passing the two quality cuts with respect
to the number of events only passing the rest of the selection cuts.

muon density, it produces an increase in the fluctuations of the observable at a statistical level,
enhanced by the fact that the background events contaminating a hyptothetical photon sample
are those for which few muons are measured. The impact of the reduced sensitive area due to a
malfunctioning module must thus be quantified in future studies.

7.2.2 Correction by quality cuts

The two quality cuts necessary for the discrimination procedure, namely the non-saturation
condition and themaximumalloweddistance from theMDstation, are considered for the exposure
calculation as explained before. The non-saturation constraint mainly affects high-energy events,
while the distance cut is independent on the features of the primary particle.

The correction to the exposure due to the quality cuts, PQC, is included as another time-
dependent factor, such as the detector uptimes explained before. Following the same procedure,
the fraction of events passing the two quality cuts with respect to the reconstructed events passing
the rest of the selection cuts is shown in Fig. 7.13. The mean fraction of events passing the quality
cuts is stable at ∼ 85%.

The energy distribution of the events passing the quality cuts is defined by the saturation
condition, as the maximum distance cut impose an energy-independent rescaling. The fraction
of saturated events to reconstructed events, verifying the elemental hexagon and the maximum
distance conditions, is seen in Fig. 7.14. Because of the attenuation of the atmosphere, saturated
events tend to have nearly-vertical incidence. It is worth noting that the saturation probability is
similar to the estimations done with photon primaries in Sec. 4.4, which indicates that this quality
cuts does not introduce a strong bias (favorable or not) related to the possible existence of photon
primaries in the observed flux.
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Figure 7.14: The fraction of saturated to reconstructed events in terms of the reconstructed energy.
All events verify the elemental hexagon and the maximum allowed distance constraints. The
events have zenith angles θrec < 45°.

7.2.3 Correction by trigger efficiency

The cosmic-ray flux is partially observed at sufficienctly low energies due to the trigger efficiency
limitations of the SD-433, as discussed previously in Sec. 4.3.1. The showers with a non-vertical
incidence have a smaller probability of generating a T3 trigger in an SD array as the primary energy
decreases. The mass composition of the observed cosmic-ray flux is unknown, and thus an exact
correction for the trigger efficiency can not be attained. However, a conservative scenariowould be
to consider that the flux has a pure proton composition (heavier primarieswould generate an array
trigger with a higher probability). On the other hand, the trigger efficiency for photon primaries
may be different from the ones estimated under the hadronic primary hypothesis. However, the
impact of using the same trigger efficiency as in the case of proton primaries is expected to be
negligible in light of the discussion of Sec. 4.3.1, particular comparing Fig. 4.14 and Fig. 4.16,
bottom.

The trigger efficiency is defined as the ratio between the number of events generating an array
trigger and the total number of events. Additionally to the analysis performed with simulated
events, in this case the trigger efficiency must be calculated while asking for the shower core to be
located, at most, 200m away from the central station. Also, a mathematical expression is needed
for Ptrig (E, θ) to include in Eq. 7.6. The ansatz shown in Eq. 7.9 is applied, where a and b are free
parameters and Erf (x) is the error function.

Ptrig (EMC, θ) =
1

2
×
(
Erf
(
a× EMC

1016 eV
+ b

)
+ 1

)
(7.9)

In Fig. 7.15, the trigger effiiciency in different zenith bins is shown in terms of the simulated
energy. The fitted parameters a and b for each profile are shown in Tab. 7.15.

The trigger efficiency correction is based on MC studies and, particularly, it is described in
terms of the MC primary energy. However, the energy bias for proton primaries at the energies of
interest is well contained within the intrinsic SD-433 energy resolution, as showed before in Fig.
4.27. Therefore, no significant bias is expected if the same fit parameters and expression are used
for Ptrig (Erec, θ).
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Figure 7.15: The trigger efficiency in terms of the simulated energy for proton eventswith different
zenith angles, represented by the marker styles. The model of Eq. 7.9 is fitted to each profile.

Zenith interval (°) a b

0− 18 (1.53± 0.27) (−2.09± 0.44)
18− 27 (0.980± 0.234) (−1.36± 0.41)
27− 33 (1.03± 0.14) (−1.67± 0.28)
33− 39 (0.642± 0.088) (−1.31± 0.22)
39− 45 (0.633± 0.086) (−1.93± 0.26)

Table 7.2: The parameters a and b of Eq. 7.9 fitted to events generated by primary protons with
energies between EMC = 1016 eV and 1017 eV.

7.2.4 Exposure estimation

All the necessary ingredients for the exposure calculation have been obtained in the previous
subsections. Therefore, the integral of Eq. 7.8 can be solved. The azimuthal integral leads to a
factor of 2π. The integral on the energy and the zenith angle are linked by Ptrig (Erec, θ). This
double integral leads to:

θmaxˆ

0

dθ

 ∞̂

E0

dE c ·
(
E

eV

)−γ
× Ptrig (E, θ)

× sinθ cosθ = 0.901 (7.10)

where c = 5.01× 1034 and γ = −3.06. The energy integral is actually performed up to 1020 eV,
which is a sufficiently high energy for the SD-433. The factor sinθ comes from the solid angle
differential element while the cosθ comes from the acceptance expression. A correction of the
order of 90% comes from the trigger inefficiency of the array.

The time integration takes into account the rest of the corrections and it is numerically calcu-
lated. It is an increasing function of the observation time t− t0, i.e. the elapsed time since the first
event of the data period. The exposure is thus an increasing function of t− t0 as well.

By adding the multiplicative factor Acell, the exposure in terms of the observation time, as
shown in Fig. 7.16, is obtained. The total accumulated exposure in the selected period comprising
364 net days is then 0.274km2 sr yr.
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Figure 7.16: The exposure of the SD-433 for the photon search with the observables Mb + Q for
Erec > 1016.4 eV and θ < 45° between the GPS 1129291205 and GPS 1160740813, comprising a net
period of 364 days.

Background rejection % Signal efficiency ξ

0.9990 0.897
0.9995 0.815
0.9997 0.793

Table 7.3: The signal efficiency at different fixed background rejection levels that could be attained
with theMb +Q discrimination procedure for events with Erec > 1016.4 eV and θ < 45°, following
a spectrum ∼ E−γ with γ = −3.06.

7.3 Sensitivity and upper limits to the photon flux

The total number of events of the data period available for this photon search is N = 5359 with
an accumulated exposure of ε = 0.274km2 sr yr. The discrimination procedure could be applied
directly to the data to obtain the Fisher distribution and spot possible outlier events compatible
with a photon origin. However, two important quantities can be studied without unblinding the
data, this is, without having access to the observablesMb and Q of the N events.

The discrimination procedure has been applied to events following a continuous energy and
zenith distribution in the ranges of interest in Sec. 6.3, particularly Fig. 6.22. The background
rejection % and signal efficiency ξ that could be reached, provided that a suitable parametrization
of the Fisher coefficients is applied, is summarized in Tab. 7.3. The fact that the signal efficiency is
not exactly 100% in any of the quoted cases imposes a contraint to the estimation of the photon flux.
Indeed, if no events survive the background rejection criterium of the procedure (i.e. no event
has a Fisher parameter verifying F > Fcut), it would indicate that the procedure is not sensitive
enough to the presence of a tiny hypothetical photon component in the observed flux. Therefore,
only an upper limit to the photon flux can be imposed.

The non-observation of photon candidate events, Nobs = 0, could be thought of as a statistical
fluctuation from a photon flux which could have produced, in the selected observation period,
a mean number Nγ of photon events. The probability P (Nobs | Nγ) to observe Nobs when the
expected average is Nγ can be calculated by means of the standard Feldman–Cousins method for
the Poisson distribution [257] described in the following.

Since this phenomenon of small counts can be modelled by Poissonian statistics, the mathe-
matical expression for P (Nobs | Nγ) is:
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Figure 7.17: The estimation of the upper limit to the photon flux at 95% CL and E > 1016.4 eV in
terms of the time of observation.

P (Nobs | Nγ) =
e−NγNNobs

γ

Nobs!
(7.11)

A conservative estimation for Nγ can be obtained from the measurement of Nobs by asking
that P < 0.05. In this way,Nγ is estimated at a 95% confidence level (CL ). For the particular case of
Nobs = 0, N95%

γ ' 3. Therefore, an upper limit to the integral photon flux Φγ above an energy E0

at 95% CL can be calculated as:

Φ95%
γ (E0) <

N95%
γ

ε (E0)
× 1

ξ (E0)
(7.12)

where the exposure (hence, the upper limit) depends on the minimum energy threshold
applied in the analysis. The signal efficiency ξ must be included as well to account for the non-
ideal separation power of the procedure. The upper limit for the selected data period can be
obtained by replacing the parameters in Eq. 7.12. Assuming that for the benchmark rejection of
% = 0.9990 andE0 = 1016.4 eV no photon candidate events are seen in the selected data period, the
upper limit to the photon flux obtained with theMb +Q discrimination method at a 95% CL is:

Φ95%
γ

(
E > 1016.4 eV

)
< 3.87× 10−17 cm−2 sr−1 s−1 (7.13)

The selected period corresponds to a net 364 days of data. Although several downtime periods
affected the SD-433 and the Id 1764 MD station, a conservative extrapolation of the exposure for
any given observation period can be obtained. The upper limit as a function of the observation
time is shown in Fig. 7.17, where the first point corresponds to the estimation calculated before
and the last point corresponds to the end of 2024 at the last year of the planned operation of the
Observatory. As the observation time increases, the upper limits that could be attained are more
stringent. In particular, after nine years of data, it is possible to enhance the current estimation by
an order of magnitude, reaching 4.29× 10−18 cm−2 sr−1 s−1.

The previous analysis was based on the fact that no photon candidate events were spotted
in the selected data period. However, it could be also possible to detect a photon flux if it is
prominent enough as to not be compatible with the expected background noise. At the same time,
the existence of the photon flux is constrained by upper limits, in the energy domain of interest,
imposed by other experiments such as KASCADE-Grande and EAS-MSU (recall Sec. 1.5.3).
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Figure 7.18: The minimum photon flux not compatible with the background noise expectation at
95% CL in terms of the observation time. The markers represent three rejection criteria according
to theMb +Q procedure (see Tab. 7.3).

The expected number of background events surviving the discrimination method in the se-
lected data period is Nnoise = N × %. Thus, the same argument as in the upper limits calculation
can be summoned. Given a number of Nobs photon candidate events, the average number Nγ of
photon-initiated events in the observed flux must be larger than Nnoise as to reject the hypothesis
that the Nobs events are all due to the background contamination at 95% CL. The number of
expected noise events in the selected data period isNnoise = 5, 3 and 2 at the background rejection
levels of Tab. 7.3. Therefore, the minimum number of photons not compatible with noise at 95%

CL is then 10, 8, 6, which can be translated to a hypothetical integral photon flux as in Eq. 7.12.
If the number of photon candidate events in the selected data period is less than the mentioned
numbers, then any detection can be explained as background fluctuations.

The requirement of a minimum number of photon events (thus, a minimum detected photon
flux) tomake a detection claimdefines the sensitivity of the discrimination procedure. Considering
the three posible scenarios for rejection and efficiency showed in Tab. 7.3, the minimum integral
photon flux that can be detected with theMb +Q discrimination method at a 95% CL is then:

Φ95%
γ

(
E > 1016.4 eV, % = 99.90%

)
> 1.34× 10−16 cm−2 sr−1 s−1 (7.14)

Φ95%
γ

(
E > 1016.4 eV, % = 99.95%

)
> 1.09× 10−16 cm−2 sr−1 s−1 (7.15)

Φ95%
γ

(
E > 1016.4 eV, % = 99.97%

)
> 8.18× 10−17 cm−2 sr−1 s−1 (7.16)

In the same fashion as with the upper limits, the minimum integral photon flux after a more
extended observation time is estimated in Fig. 7.18, where the three quoted flux estimations
correspond to the first point of each scenario. By the end of 2024, an integral photon flux of
3.32 × 10−17 cm−2 sr−1 s−1 above 1016.4 eV, not compatible with background expectation at 95%

CL, could be detected.
The sensitivity estimation is based on the presence of a diffuse photon flux. Indeed, the

number of background events Nnoise are assumed to be isotropically distributed in the preceding
calculations. Since the arrival directions of the cosmic rays are distributed isotropically below
Erec = 1018.5 eV (see Sec. 1.3), an accumulation of events compatible with a photon primary (i.e.
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E0 ξ | % = 99.90% ξ | % = 99.95% ξ | % = 99.97%

1016.4 eV 0.90 0.82 0.80
1016.5 eV 0.93 0.92 0.91
1016.6 eV 0.93 0.91 0.90
1016.7 eV 0.94 0.92 0.90
1016.8 eV 0.95 0.95 0.94
1016.9 eV 0.97 0.97 0.97

Table 7.4: The signal efficiency ξ for three representative background rejection % considering
events with Erec > E0 and θ < 45°. For each value of E0, the parameters are estimated with
dedicated Fisher runs as described in Sec. 6.2.2.

with a Fisher parameter verifying F > Fcut) coming from a certain direction would be difficult to
explain solely based on the expectation for Nnoise . For example, considering that the angular res-
olution for the SD-433 has been estimated to be∼ 1.1° [141], the probability that two uncorrelated
events composing the sample Nnoise arrive from the same direction is ∼ 10−4 at θ = 30°, which is
equivalent to > 3σ. Thus, a complementary criterium based on the arrival direction of the events
may be applied to further refine the sensitivity of theMb +Qmethod.

7.3.1 Comparison with other experiments

The energy domain above E > 1016.4 eV has been studied by a few experiments, as discussed
previously in Sec. 1.5.3. The estimations of the upper limit and sensitivity to the photon flux
presented before can also be extended to other values of E0, which are only limited by the lack of
statistics as deduced from Fig. 7.6.

The signal efficiency ξ at the benchmark rejection must also be estimated for each E0. In
order to do so, dedicated MVA runs increasing the value of E0 from 1016.5 eV to 1016.9 eV for
θ < 45° are performed following the same procedure as in Sec. 6.2.2. The signal efficiency at
three representative rejection levels for different values of E0 are presented in Tab. 7.4. For
completeness, the values presented before in Tab. 7.3 are also included.

The estimated upper limits and sensitivity to the photon flux are shown in Tab. 7.5 for the
selected data period (∼ 1 year) and extrapolating the exposure until 2024. In the case of the upper
limits, the background rejection is set to the benchmark of 99.90% as it is customary for photon
searches. On the contrary, a 99.97% background rejection is set for the estimation of the minimum
detectable flux. In all cases, the results are given at a 95% CL.

In Fig. 7.19, the upper limits under the mentioned conditions are compared to the results from
other experiments extracted from Fig. 1.22. The upper limits estimations using the selected data
period from the MD engineering array are in the same order of magnitude as the results from
other experiments, with the advantage of the increased CL. However, the data accumulated until
the end of the Auger operation would allow to obtain upper limits, if no photon candidate events
are found in the data, nearly one order of magnitude below all the current estimations, making
the Auger photon search the best one in this energy domain. Particularly, these stringent upper
limits would defy some of the astrophysical models explaining the observed neutrino excess in
the IceCube measurements.
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E0 Upper limit to Φγ
(
cm−2 sr−1 s−1

)
Minimum detectable Φγ

(
cm−2 sr−1 s−1

)
∼ 1 year 9 years ∼ 1 year 9 years

1016.4 eV 3.87× 10−17 4.29× 10−18 8.18× 10−17 3.32× 10−17

1016.5 eV 3.54× 10−17 3.93× 10−18 6.23× 10−17 2.06× 10−17

1016.6 eV 3.50× 10−17 3.88× 10−18 5.72× 10−17 1.57× 10−17

1016.7 eV 3.49× 10−17 3.88× 10−18 5.38× 10−17 1.22× 10−17

1016.8 eV 3.56× 10−17 3.96× 10−18 5.10× 10−17 8.38× 10−18

1016.9 eV 3.72× 10−17 4.13× 10−18 5.20× 10−17 7.54× 10−18

Table 7.5: The estimated upper limits to the photon flux and the minimum detectable flux
considering different energy thresholds E0 and the quoted observation periods. The results are
given at 95% CL. In the case of the upper limits, the background rejection is set to 99.90% while
for the detectable flux it is set to 99.97%.

Theminimumdetectable flux against the threshold energy is shown in Fig. 7.20. The sensitivity
would not be enough to detect a photon flux below the upper limits already imposed by other
experiments with the current exposure. However, considering the extrapolated exposure until the
end of the planned operation of Auger, it may be possible to detect a photon flux below the upper
limits imposed by all the experiments in the energy range between 1016.5 eV and 1017 eV. It is worth
stressing that a detection claim would be possible only if the photon flux is above the sensitivity
profile and below previous upper limits, i.e. if 0.8 cm−2 sr−1 s−1 > Φ95%

γ × 1017 > 3 cm−2 sr−1 s−1

between 1016.5 eV and 1017 eV.
The sensitivity of the procedure can be enhanced by increasing the separation power of the

procedure, which could be accomplished by using a more advanced multivariate technique, as
explained before. However, an extension of the SD-433 and its MD counterpart, may also en-
hance the detection method developed in this work. Since July 2017, three WCDs positions
were added in the SD-433, completing three hexagons in its second crown. Thus, if MD stations
were deployed in the central positions of each hexagon, the acceptance of the photon search
would be multiplied by a factor four. Supposing that the three MD stations are functional by the
end of 2018, the accumulated exposure by 2024 would be suitable to detect an integral photon
flux above 1.11 × 10−17 cm−2 sr−1 s−1 for E0 = 1016.4 eV or above 2.81 × 10−18 cm−2 sr−1 s−1 for
E0 = 1016.8 eV , as shown in Fig. 7.21, leading to an increase by a factor 3 of the photon sensitivity
between 1016.5 eV and 1017 eV.

7.4 Outlook and future prospects for the photon search

The upper limits and sensitivity estimations presented in this thesis are based only on statistical
assumptions, i.e. without applying the discrimination procedure with the composition-sensitive
observables of the events. This approach is usually named blind search.

The mass composition of the cosmic-ray flux below 1017 eV has not been explored in detail by
Auger. Particularly, the photon searches have been conducted in the energy domain above 1018 eV
by employing SD- and FD-related observables. Thus, this study leads to the first photon search
below 1018 eV, offering a unique possibility to impose the best upper limits to the photon flux or
even detect a minuscule photon flux given enough years of observation.

The method itself is based on robust and well-understood foundations. However, some im-
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Figure 7.19: The upper limits to the integral photon flux in terms of the threshold energy. The
estimations from this thesis are represented by blue markers. The calculation with the selected
data period is represented by empty markers and that performed by extrapolating the exposure
until 2024 by filled markers. The results are obtained with a 95% CL. The upper limits (detection
claims) from EAS-MSU are represented by red markers without (with) error bars [121, 122, 123],
KASCADE and KASCADE-Grande by black markers [258, 125, 126] and CASA-MIA by green
markers [259]. For these experiments, the upper limits are given with a 90% CL. The points were
extracted from [126].

provements can be made. For example, the usage of the linear Fisher analysis may well be
outperformed by a non-linear analysis such as Boosted Decision Trees, which in turn would yield
a better background rejection and signal efficiency in the energy range of interest. The sensitivity
can be further enhanced by including the arrival direction of the events in theMVAdiscrimination
method. From the point of view of the statistics in theMC studies, the lack of a sufficiently numer-
ous CORSIKA shower libraries pointed out the need for complex sampling procedures such as
bootstrap and spectral shuffle, which may be easily avoided by a production of dedicated libraries
with a suitable energy and zenith angle distributions.

One crucial aspect that is left for future studies is the proper assessment of the systematic effects
discussed in Sec. 6.5. While most of effects may indicate that the current analysis is performed in
one of the worst case scenarios, a systematic undercounting in the MD stations could lead to the
detection of false positive events. However their ocurrence would be reduced by the additional
information provided by the observable Q.

The analyses included in this thesis have been presented several times in the Auger Collabora-
tions meetings for the past years, where the author received valuable comments, corrections and
ideas from theAuger experts. The data unblinding is foreseen to be carried out once the systematics
effects mentioned before are properly quantified. As a consequence, the Photon Analysis Group
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has strongly suggested that this study, applied to the data, will be the basis of a new full-author
list paper of the Auger Collaboration.

The MD base design is the basis of the upcoming UMD in the framework of the AugerPrime
upgrade, which will be deployed in the positions of the SD-750. Thus, it will be able to apply the
Mb+Q in the energy domain above 1017.5 eV for which the SD-750 is fully efficient (see Sec. 3.3.5).
In this way, the study presented in this thesis offers a new tool for the photon searches that could
be extended, with suitable changes, at a higher energy domain.
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Conclusions

The search for ultra-high energy photons above 1016.5 eV was the main motivation for this thesis,
extending inmore than order ofmagnitude the current photon studies in the Auger Collaboration.
The analyses included in this thesis represent one of the few mass composition studies at this
energy domain and the only one employing the AMIGA muon detector.

Two new composition-sensitive observables were designed and extensively studied in this
thesis, specially efficient in exploiting the expected differences in the EAS development between
the photon and the hadronic primaries. Both of the observables were particularly tunned to be
used with the SD-433 and the MD station at its center. On one hand, the observableMb combines
the muon density measured by a MD station with its distance to the shower axis as to profit
from the large difference in terms of the produced muon content between photon and hadronic
primaries. On the other hand, the observable Q is based on the well-known statistical test of
the likelihood ratio between two models for the LDF measured by the SD, being the standard
data-oriented model and a dedicated one, also designed in this thesis, for the photon-initiated
EAS.

The observable Mb was optimized to obtain the best separation between photon and proton
events for events with Erec > 1016.4 eV and θ < 45°. By selecting unsaturated events sufficiently
close to the MD station, the choice of b = 1.5, representative of the slope of the lateral distribution
of muons, led to the best performance in terms of discrimination with a merit factor between
photon and proton primaries rising from 4 to 7. The combination with the observable Q allowed
for a composite background rejection suited to further enhance the signal efficiency and the
stability of the discrimination method. By performing a multivariate analysis based on the Fisher
discriminant, a signal efficiency of at least 89% above Erec = 1016.4 eV while rejecting 99.90% is
easily attained, thus reaching an unprecedented separation power and detection efficiency in the
photon search studies in the Auger Collaboration.

The development of the discrimination procedure has been done in one of the most dis-
favourable scenarios in terms of systematic effects. A pure-proton sample of simulated EAS,
which are known to have a muon deficit with respect to data, has been employed as a background
for photon simulated EAS. Furthermore, the parameters of the muon counting in the MD station
may have produced an underestimation in the measured muon density as well. Even in this con-
servative scenario, the overall performance of the research presented in this thesis has attracted
much attention in the Auger Collaboration and it is foreseen to be the basis of the next photon
search full-author list paper.

The calculation of the exposure using one year of data reconstructed by the SD-433 allowed
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to estimate the potential of the designed discrimination method. A blind analysis indicated that,
if no events compatible with the photon origin are found in data, an upper limit to the integral
photon flux of 3.87 × 10−17 cm−2 sr−1 s−1 could be placed above 1016.4 eV at a 95% CL, which is
a limit already competitive with results from other experiments. By the end of 2024, the upper
limit could be improved by nearly one order of magnitude with respect to all the other cosmic-ray
experiments, being 4.29× 10−18 cm−2 sr−1 s−1. This upper limit would already be enough to rule
out some of the IceCube neutrino excess model that are based on nearby Galactic sources.

The Mb + Q discrimination method represents a unique tool that, given its outstanding per-
formance in terms of background rejection and signal efficiency, would allow to detect an integral
photon flux not compatible with background noise fluctuations at 95% CL and below the most
stringest upper limits by all the cosmic-ray experiments. After nine years of data, an integral pho-
ton flux of 3.32×10−17 cm−2 sr−1 s−1 and 7.54×10−18 cm−2 sr−1 s−1 above 1016.4 eV and 1016.9 eV,
respectively, could be measured. This is the first time that a method is technically capable of such
a feat within the Auger Collaboration.

A clear identification of events compatible with the photon primary hypothesis at the stud-
ied energies could shed light over several open problems in Astroparticle Physics, while being a
milestone in the Gamma-ray Astronomy. Consequently, the Mb + Q method opens the possibil-
ity for the search for ultra-high energy photons in an unexplored energy domain in the Auger
Observatory with an outstanding discovery potential at the doorsteps of the AugerPrime era.
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Appendix A

Sequences of Offline modules

Simulation module sequence

<sequenceFi le xmlns : x s i =" ht tp ://www.w3 . org/2001/XMLSchema−in s tance "
x s i : noNamespaceSchemaLocation= ’@SCHEMALOCATION@/ModuleSequence . xsd ’ >

<enableTiming/>

<moduleControl>

<loop numTimes="1" pushEventToStack=" yes ">

<module> EventFileReaderOG </module>

<loop numTimes="10" pushEventToStack=" yes ">

<module> EventGeneratorOG </module>

<loop numTimes="unbounded" pushEventToStack="no">
<module> CachedXShowerRegeneratorAG </module>
<module> G4XTankSimulatorAG </module>

</loop>

<module> SdSimulat ionCal ibra t ionFi l lerOG </module>
<module> SdPMTSimulatorOG </module>
<module> SdFilterFADCSimulatorMTU </module>
<module> SdBaselineSimulatorOG </module>
<module> TankTriggerSimulatorOG </module>
<module> TankGPSSimulatorOG </module>

<module> UnderGrdInjectorAG </module>
<module> EdepSimulatorAG </module>
<module> MdCounterSimulatorAG </module>

<module> C l e a r P a r t i c l e L i s t s </module>

<try >
<module> CentralTriggerSimulatorXb </module>
<module> CentralTriggerEventBuilderOG </module>
<module> EventBuilderOG </module>

</try >

<module> EventFileExporterOG </module>

</loop>

</loop>

</moduleControl>

</sequenceFi le >
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MC reconstruction module sequence

<sequenceFilexmlns : x s i =" ht tp ://www.w3 . org/2001/XMLSchema−in s tance "
x s i : noNamespaceSchemaLocation= ’@SCHEMALOCATION@/ModuleSequence . xsd ’ >

<enableTiming/>

<moduleControl>

<loop numTimes="unbounded" pushEventToStack=" yes ">

<module> EventFileReaderOG </module>
<module> EventCheckerOG </module>
<module> SdPMTQualityCheckerKG </module>
<module> SdCalibratorOG </module>
<module> SdSignalRecoveryKLT </module>
<module> Pos i t i onRe j e c t o r </module>

<try >
<module> SdEventSelectorOG </module>
<module> SdMonteCarloEventSelectorOG </module>
<module> SdPlaneFitOG </module>

<module> LDFFinderKG </module>

<module> DLECorrectionWG </module>
<module> SdEventPosteriorSelectorOG </module>

<module> MdMuonCounterAG </module>
<module> MdoduleRejectorAG </module>
<module> MdBiasCorrecterAG </module>
<module> MdEventSelectorAG </module>
<module> MdLDFFinderAG </module>

</try >

<module> EventSqueezer </module>

</loop>

</moduleControl>

</sequenceFi le >
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Data reconstruction module sequence

<sequenceFilexmlns : x s i =" ht tp ://www.w3 . org/2001/XMLSchema−in s tance "
x s i : noNamespaceSchemaLocation= ’@SCHEMALOCATION@/ModuleSequence . xsd ’ >

<enableTiming/>

<moduleControl>

<loop numTimes="unbounded" pushEventToStack=" yes ">

<module> EventFileReaderOG </module>
<module> EventCheckerOG </module>
<module> SdPMTQualityCheckerKG </module>
<module> TriggerTimeCorrect ion </module>
<module> SdCalibratorOG </module>
<module> SdSta t ionPos i t ionCorrec t ion </module>
<module> SdBadStationRejectorKG </module>
<module> SdSignalRecoveryKLT </module>

<try >
<module> SdEventSelectorOG </module>
<module> SdPlaneFitOG </module>

<module> LDFFinderKG </module>

<module> DLECorrectionWG </module>
<module> SdEventPosteriorSelectorOG </module>

<module> MdMuonCounterAG </module>
<module> MdoduleRejectorAG </module>
<module> MdBiasCorrecterAG </module>
<module> MdEventSelectorAG </module>
<module> MdLDFFinderAG </module>

</try >

<module> EventSqueezer </module>

</loop>

</moduleControl>

</sequenceFi le >
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Appendix B

Model for the Mb distribution

All analysespresented in this thesis are aimed towards the rejectionof nearly all the background
events, while keeping most of the signal events. Since in practice the hadronic background will be
hugely dominant over any ultra-high energy photon component in the cosmic-ray flux, the proper
description of its Mb distribution (particularly, the tail towards the photon distribution) is a key
aspect.

Both distributions can be described by a Weibull model, as shown in Eq. B.1, with four free
parameters p0, x0, α and β.

P (x) = p0 ×
(
x

x0

)α
× e−

(
x
x0

)β
(B.1)

The original and the modelled distributions are shown in Fig. B.1 for a subset of events, where
the free parameters are estimated by an unbinned likelihood fit. The shape of the distributions
are fairly well described, although the peak is usually underestimated by the model. Although
the region aroundM1.5 ∼ 0.2 needs to be modelled more accurately, the model provided by Eq.
B.1 may be a starting point of a more elaborated iterative fitting procedure.

1.5M
0 0.1 0.2 0.3 0.4 0.5

N
o
rm

a
liz

e
d
 c

o
u
n
ts

0

0.05

0.1

0.15

0.2

0.25

0.3

Photon

Proton

Figure B.1: The M1.5 normalized distributions for photon (dotted blue) and proton (dotted red)
events with the corresponding fitted models (in solid lines) from Eq. B.1. The events are selected
according to their reconstructed energy betweenErec = 1016.9 eV andErec = 1017 eV and θMC = 0°.
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Appendix C

A thought experiment: adding Xmax
to the MVA

The discrimination procedure is based on the observables Mb and Q, measured with the MD
and SD respectively. The photon-initiated showers are expected to develop deeper than their
hadronic counterparts, and thus, Xmax differs between each type of primary. This approach has
been exploited in photon searches at energies above 1018 eV.

The HEAT telescopes may be used to estimate Xmax under specific atmospheric conditions.
Thus, a thought experiment in which this observable is added to theMVAmachinery is presented
in this section. Fig. C.1 displays the background rejection in terms of the signal efficiency for
subset of events between Erec = 1016.4 eV and 1016.6 eV with a fixed zenith angle of θMC = 0°
when the standardMb +Q approach is used and when Xmax is added. The linear Fisher analysis
(black line) barely changes with the addition of Xmax. However, a great improvement is seen in
the case of the non-linear BDT analysis, which may lead to a complete background rejection at
∼ 90% signal efficiency. The additional information from the longitudinal profile of the shower
has then a noticeable impact only if the discrimination frontier between the two classes (signal
and background) is considered as a curved surface in the multiparameter phase space, which is
why the Fisher discriminant is unchanged.

As mentioned before, the direct measurement of the longitudinal development may be chal-

Figure C.1: The background rejection against the signal efficiency using Mb and Q as discrimi-
nating observables (left) and addingXmax to (right). The black (red) profile represents the results
obtained with a Fisher (BDT) run. The events are selected between Erec = 1016.4 eV and 1016.6 eV
with a fixed zenith angle of θMC = 0°.
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lenging at these low energies. However, it may be possible to reconstruct it using the temporal
structure of the SD signals through an alternative approach called Universality [260]. Originally
designed for E > 1018.5 eV, an extension to lower energies is currently under development.
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