Measurements of the pp → ZZ production cross section and the Z → 4ℓ branching fraction, and constraints on anomalous triple gauge couplings at √s = 13 TeV
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Abstract Four-lepton production in proton-proton collisions, pp → (Z/γ*) + (Z/γ*) → 4ℓ, where ℓ = e or μ, is studied at a center-of-mass energy of 13 TeV with the CMS detector at the LHC. The data sample corresponds to an integrated luminosity of 35.9 fb−1. The ZZ production cross section, σ(pp → ZZ) = 17.2 ± 0.5 (stat) ± 0.7 (syst) ± 0.4 (theo) ± 0.4 (lumi) pb, measured using events with two opposite-sign, same-flavor lepton pairs produced in the mass region 60 < m_4ℓ < 120 GeV, is consistent with standard model predictions. Differential cross sections are measured and are well described by the theoretical predictions. The Z boson branching fraction to four leptons is measured to be B(Z → 4ℓ) = 4.83 +0.25 −0.23(stat) +0.35 −0.33(syst) ± 0.08(theo) ± 0.12(lumi) × 10−6 for events with a four-lepton invariant mass in the range 80 < m_4ℓ < 100 GeV and a dilepton mass m_2ell > 4 GeV for all opposite-sign, same-flavor lepton pairs. The results agree with standard model predictions. The invariant mass distribution of the four-lepton system is used to set limits on anomalous ZZZ and ZZγ couplings at 95% confidence level: −0.0012 < f_4^Z < 0.0010, −0.0010 < f_2^Z < 0.0013, −0.0012 < f_4^γ < 0.0013, −0.0012 < f_2^γ < 0.0013.

1 Introduction

Measurements of diboson production at the CERN LHC allow precision tests of the standard model (SM). In the SM, ZZ production proceeds mainly through quark-antiquark t- and u-channel scattering diagrams. In calculations at higher orders in quantum chromodynamics (QCD), gluon-gluon fusion also contributes via box diagrams with quark loops. There are no tree-level contributions to ZZ production from triple gauge boson vertices in the SM. Anomalous triple gauge couplings (aTGC) could be induced by new physics models such as supersymmetry [1]. Nonzero aTGCs may be
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parametrized using an effective Lagrangian as in Ref. [2]. In this formalism, two ZZZ and two ZZγ couplings are allowed by electromagnetic gauge invariance and Lorentz invariance for on-shell Z bosons. These are described by two CP-violating (f_4^Z) and two CP-conserving (f_4^γ) parameters, where V = Z or γ.

Previous measurements of the ZZ production cross section by the CMS Collaboration were performed for pairs of on-shell Z bosons, produced in the dilepton mass range 60–120 GeV [3–6]. These measurements were made with data sets corresponding to integrated luminosities of 5.1 fb−1 at √s = 7 TeV and 19.6 fb−1 at √s = 8 TeV in the ZZ → 2ℓ2ℓ′ and ZZ → 2ℓ2ν decay channels, where ℓ = e or μ and ℓ′ = e, μ, or τ, and with an integrated luminosity of 2.6 fb−1 at √s = 13 TeV in the ZZ → 2ℓ2ℓ′ decay channel, where ℓ′ = e or μ. All of them agree with SM predictions. The ATLAS Collaboration produced similar results at √s = 7, 8, and 13 TeV [7–10], which also agree with the SM. These measurements are important for testing predictions that were recently made available at next-to-next-to-leading order (NNLO) in QCD [11]. Comparing these predictions with data at a range of center-of-mass energies provides information about the electroweak gauge sector of the SM. Because the uncertainty of the CMS measurement at √s = 13 TeV [6] was dominated by the statistical uncertainty of the observed data, repeating and extending the measurement with a larger sample of proton-proton collision data at √s = 13 TeV improves the precision of the results.

The most stringent previous limits on ZZZ and ZZγ aTGCs from CMS were set using the 7 and 8 TeV data samples: −0.0022 < f_4^Z < 0.0026, −0.0023 < f_2^Z < 0.0023, −0.0029 < f_4^γ < 0.0026, and −0.0026 < f_2^γ < 0.0027 at 95% confidence level (CL) [4,5]. Similar limits were obtained by the ATLAS Collaboration [12], who also recently produced limits using 13 TeV data [10].

Extending the dilepton mass range to lower values allows measurements of (Z/γ*) + (Z/γ*) production, where Z indi-
cates an on-shell Z boson or an off-shell Z* boson. The resulting sample includes Higgs boson events in the H → ZZ* → 2τ2τ′ channel, and rare decays of a single Z boson to four leptons. The Z → ℓ+ℓ−γ* → 2τ2τ′ decay was studied in detail at LEP [13] and was observed in pp collisions by CMS [6,14] and ATLAS [15]. Although the branching fraction for this decay is orders of magnitude smaller than that for the Z → ℓ+ℓ− decay, the precisely known mass of the Z boson makes the four-lepton mode useful for calibrating mass measurements of the nearby Higgs boson resonance.

This paper reports a study of four-lepton production (pp → 2τ2τ′, where 2τ and 2τ′ indicate opposite-sign pairs of electrons or muons) at √s = 13 TeV with a data set corresponding to an integrated luminosity of 35.9 ± 0.9 fb−1 recorded in 2016. Cross sections are measured for nonresonant production of pairs of Z bosons, pp → ZZ, where both Z bosons are produced on-shell, defined as the mass range 60–120 GeV, and resonant pp → Z → 4ℓ production. Detailed discussion of resonant Higgs boson production decaying to ZZ*, is beyond the scope of this paper and may be found in Ref. [16].

2 The CMS detector

A detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [17].

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator con pixel and strip tracker, a lead tungstate crystal electromagnetic field of 3.8 T. Within the solenoid volume are a silicon tracker results in a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [17].

The detector response is simulated using a detailed description of the CMS detector implemented with the GEANT4 package [37]. The event reconstruction is performed with the same algorithms used for data. The simulated samples include additional interactions per bunch crossing, referred to as pileup. The simulated events are weighted so that the pileup distribution matches the data, with an average of about 27 interactions per bunch crossing.

4 Event reconstruction

All long-lived particles—electrons, muons, photons, and charged and neutral hadrons—in each collision event are

3 Signal and background simulation

Signal events are generated with POWHEG 2.0 [20–24] at next-to-leading order (NLO) in QCD for quark-antiquark processes and leading order (LO) for quark-gluon processes. This includes ZZ, Zℓν, Z*, and γ*γ* production with a constraint of mℓℓ′ > 4 GeV applied to all pairs of oppositely charged leptons at the generator level to avoid infrared divergences. The gg → ZZ process is simulated at LO with MC@NLO v7.0 [25]. These samples are scaled to correspond to cross sections calculated at NNLO in QCD for qQ → ZZ [11] (a scaling K factor of 1.1) and at NLO in QCD for gg → ZZ [26] (K factor of 1.7). The gg → ZZ process is calculated to O(αs)2, where αs is the strong coupling constant, while the other contributing processes are calculated to O(αs2); this higher-order correction is included because the effect is known to be large [26]. Electroweak ZZ production in association with two jets is generated with PHANTOM v1.2.8 [27].

A sample of Higgs boson events is produced in the gluon-gluon fusion process at NLO with POWHEG. The Higgs boson decay is modeled with JHUGEN 3.1.8 [28–30]. Its cross section is calculated to the NNLO prediction with a K factor of 1.7 [26].

Samples for background processes containing four prompt leptons in the final state, tZ and WWZ production, are produced with MADGRAPH5_aMC@NLO v2.3.3 [31]. The qQ → WZ process is generated with POWHEG.

Samples with aTGC contributions included are generated at LO with SHERPA v2.1.1 [32]. Distributions from the SHERPA samples are normalized such that the total yield of the SM sample is the same as that of the POWHEG sample.

The PYTHIA v8.175 [23,33,34] package is used for parton showering, hadronization, and the underlying event simulation, with parameters set by the CUETP8M1 tune [35], for all samples except the samples generated with SHERPA, which performs these functions itself. The NNPDF 3.0 [36] set is used as the default set of parton distribution functions (PDFs). For all simulated event samples, the PDFs are calculated to the same order in QCD as the process in the sample.

The detector response is simulated using a detailed description of the CMS detector implemented with the GEANT4 package [37]. The event reconstruction is performed with the same algorithms used for data. The simulated samples include additional interactions per bunch crossing, referred to as pileup. The simulated events are weighted so that the pileup distribution matches the data, with an average of about 27 interactions per bunch crossing.
identified and reconstructed with the CMS particle-flow (PF) algorithm [38] from a combination of the signals from all subdetectors. Reconstructed electrons [18] and muons [19] are considered candidates for inclusion in four-lepton final states if they have $p_T^e > 7$ GeV and $|\eta^e| < 2.5$ or $p_T^\mu > 5$ GeV and $|\eta^\mu| < 2.4$.

Lepton candidates are also required to originate from the event vertex, defined as the reconstructed proton-proton interaction vertex with the largest value of summed physics object $p_T$. The physics objects used in the event vertex definition are the objects returned by a jet finding algorithm [39,40] applied to all charged tracks associated with the vertex, plus the corresponding associated missing transverse momentum [41]. The distance of closest approach between each lepton track and the event vertex is required to be less than 0.5 cm in the plane transverse to the beam axis, and less than 1 cm in the direction along the beam axis. Furthermore, the significance of the three-dimensional impact parameter relative to the event vertex, SIP3D, is required to satisfy SIP3D $\equiv |\text{IP}/\sigma_{\text{IP}}| < 10$ for each lepton, where IP is the distance of closest approach of each lepton track to the event vertex and $\sigma_{\text{IP}}$ is its associated uncertainty.

Lepton candidates are required to be isolated from other particles in the event. The relative isolation is defined as

$$R_{\text{iso}} = \left[ \frac{\sum_{\text{charged hadrons}} p_T + \max(0, \sum_{\text{neutral hadrons}} p_T + \sum_{\text{photons}} p_T - p_T^{\text{PU}})}{p_T^{\ell}} \right] / p_T^{\ell},$$

(1)

where the sums run over the charged and neutral hadrons and photons identified by the PF algorithm, in a cone defined by $\Delta R \equiv \sqrt{(\Delta\eta)^2 + (\Delta\phi)^2} < 0.3$ around the lepton trajectory. Here $\phi$ is the azimuthal angle in radians. To minimize the contribution of charged particles from pileup to the isolation calculation, charged hadrons are included only if they originate from the event vertex. The contribution of neutral particles from pileup is $p_T^{\text{PU}}$. For electrons, $p_T^{\text{PU}}$ is evaluated with the “jet area” method described in Ref. [42]; for muons, it is taken to be half the sum of the $p_T$ of all charged particles in the cone originating from pileup vertices. The factor one-half accounts for the expected ratio of charged to neutral particle energy in hadronic interactions. A lepton is considered isolated if $R_{\text{iso}} < 0.35$.

The lepton reconstruction, identification, and isolation efficiencies are measured with a “tag-and-probe” technique [43] applied to a sample of $Z \rightarrow \ell^+ \ell^-$ data events. The measurements are performed in several bins of $p_T^\ell$ and $|\eta^\ell|$. The electron reconstruction and selection efficiency in the ECAL barrel (endcaps) varies from about 85% (77%) at $p_T^\ell \approx 10$ GeV to about 95% (89%) for $p_T^\ell \geq 20$ GeV, while in the barrel-endcap transition region this efficiency is about 85% averaged over all electrons with $p_T^\ell > 7$ GeV.

The muons are reconstructed and identified with efficiencies above $\sim 98\%$ within $|\eta^\mu| < 2.4$.

5 Event selection

The primary triggers for this analysis require the presence of a pair of loosely isolated leptons of the same or different flavors [44]. The highest $p_T$ lepton must have $p_T^e > 17$ GeV, and the subleading lepton must have $p_T^\mu > 12$ GeV if it is an electron or $p_T^e > 8$ GeV if it is a muon. The tracks of the triggering leptons are required to originate within 2 mm of each other in the plane transverse to the beam axis. Triggers requiring a triplet of lower-$p_T$ leptons with no isolation criterion, or a single high-$p_T$ electron or muon, are also used. An event is used if it passes any trigger regardless of the decay channel. The total trigger efficiency for events within the acceptance of this analysis is greater than 98%.

The four-lepton candidate selections are based on those used in Ref. [45]. A signal event must contain at least two $Z/\gamma^*$ candidates, each formed from an oppositely charged pair of isolated electron candidates or muon candidates. Among the four leptons, the highest $p_T$ lepton must have $p_T > 20$ GeV, and the second-highest $p_T$ lepton must have $p_T > 12$ GeV if it is an electron or $p_T^e > 10$ GeV if it is a muon. All leptons are required to be separated from each other by $\Delta R (\ell_1, \ell_2) > 0.02$, and electrons are required to be separated from muons by $\Delta R (e, \mu) > 0.05$.

Within each event, all permutations of leptons giving a valid pair of $Z/\gamma^*$ candidates are considered separately. Within each $4\ell$ candidate, the dilepton candidate with an invariant mass closest to 91.2 GeV, taken as the nominal Z boson mass [46], is denoted $Z_1$ and is required to have a mass greater than 40 GeV. The other dilepton candidate is denoted $Z_2$. Both $m_{Z_1}$ and $m_{Z_2}$ are required to be less than 120 GeV. All pairs of oppositely charged leptons in the $4\ell$ candidate are required to have $m_{\ell\ell'} > 4$ GeV regardless of their flavor.

If multiple $4\ell$ candidates within an event pass all selections, the one with $m_{Z_2}$ closest to the nominal Z boson mass is chosen. In the rare case of further ambiguity, which may arise in less than 0.5% of events when five or more passing lepton candidates are found, the $Z_2$ candidate that maximizes the scalar $p_T$ sum of the four leptons is chosen.

Additional requirements are applied to select events for measurements of specific processes. The $pp \rightarrow ZZ$ cross section is measured using events where both $m_{Z_1}$ and $m_{Z_2}$ are greater than 60 GeV. The $Z \rightarrow 4\ell$ branching fraction is measured using events with $80 < m_{4\ell} < 100$ GeV, a range chosen to retain most of the decays in the resonance while removing most other processes with four-lepton final states. Decays of the Z bosons to $\tau$ leptons with subsequent decays to electrons and muons are heavily suppressed by requirements on lepton $p_T$, and the contribution of such events is
less than 0.5% of the total ZZ yield. If these events pass the selection requirements of the analysis, they are considered signal, while they are not considered at generator level in the cross section unfolding procedure. Thus, the correction for possible τ decays is included in the efficiency calculation.

6 Background estimate

The major background contributions arise from Z boson and WZ diboson production in association with jets and from t̄t̄ production. In all these cases, particles from jet fragmentation satisfy both lepton identification and isolation criteria, and are thus misidentified as signal leptons.

The probability for such objects to be selected is measured from a sample of Z + ℓcandidate events, where Z denotes a pair of oppositely charged, same-flavor leptons that pass all analysis requirements and satisfy |m_{F+ℓ−} − mZ| < 10 GeV, where mZ is the nominal Z boson mass. Each event in this sample must have exactly one additional object ℓcandidate that passes relaxed identification requirements with no isolation requirements applied. The misidentification probability for each lepton flavor, measured in bins of lepton candidate pT and η, is defined as the ratio of the number of candidates that pass the final isolation and identification requirements to the total number in the sample. The number of Z + ℓcandidate events is corrected for the contamination from WZ production and ZZ production in which one lepton is reconstructed. These additional leptons must have opposite charge and pass the full isolation and identification requirements, but fail the relaxed criteria. The additional leptons must have opposite charge and the same flavor (e±e−, μ±μ−). From this set of events, the expected number of background events in the signal region, denoted “Z + X” in the figures, is obtained by scaling the number of observed Z1 + ℓℓ′− events by the misidentification probability for each lepton failing the selection. It is found to be approximately 4% of the total expected yield. The procedure is described in more detail in Ref. [45].

In addition to these nonprompt backgrounds, t̄t̄ and WWZ processes contribute a smaller number of events with four prompt leptons, which is estimated from simulated samples to be around 1% of the expected ZZ → 4ℓ yield. In the Z → 4ℓ selection, the contribution from these backgrounds is negligible. The total background contributions to the Z → 4ℓ and ZZ → 4ℓ signal regions are summarized in Sect. 8.

7 Systematic uncertainties

The major sources of systematic uncertainty and their effect on the measured cross sections are summarized in Table 1. In both data and simulated event samples, trigger efficiencies are evaluated with a tag-and-probe technique. The ratio of data to simulation is applied to simulated events, and the size of the resulting change in expected yield is taken as the uncertainty in the determination of the trigger efficiency. This uncertainty is around 2% of the final estimated yield. For Z → 4ℓ events, the uncertainty increases to 4%.

The lepton identification, isolation, and track reconstruction efficiencies in simulation are corrected with scaling factors derived with a tag-and-probe method and applied as a function of lepton pT and η. To estimate the uncertainties associated with the tag-and-probe technique, the total yield

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Z → 4ℓ (%)</th>
<th>ZZ → 4ℓ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton efficiency</td>
<td>6–10</td>
<td>2–6</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>2–4</td>
<td>2</td>
</tr>
<tr>
<td>Statistical (simulation)</td>
<td>1–2</td>
<td>0.5</td>
</tr>
<tr>
<td>Background</td>
<td>0.6–1.3</td>
<td>0.5–1</td>
</tr>
<tr>
<td>Pileup</td>
<td>1–2</td>
<td>1</td>
</tr>
<tr>
<td>PDF</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ΜR, ΜW</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>2.5</td>
<td>2.5</td>
</tr>
</tbody>
</table>
is recomputed with the scaling factors varied up and down by the tag-and-probe fit uncertainties. The uncertainties associated with lepton efficiency in the $ZZ \rightarrow 4\ell$ signal regions are found to be $6(10)\%$ in the $4e$, $3(6)\%$ in the $2e2\mu$, and $2(7)\%$ in the $4\mu$ final states. These uncertainties are higher for $Z \rightarrow 4\ell$ events because the leptons generally have lower $p_T$, and the samples used in the tag-and-probe method have fewer events and more contamination from nonprompt leptons in this low-$p_T$ region.

Uncertainties due to the effect of factorization ($\mu_F$) and renormalization ($\mu_R$) scale choices on the $ZZ \rightarrow 4\ell$ acceptance are evaluated with POWHEG and MCFM by varying the scales up and down by a factor of two with respect to the default values $\mu_F = \mu_R = m_{ZZ}$. All combinations are considered except those in which $\mu_F$ and $\mu_R$ differ by a factor of four. Parametric uncertainties (PDF + $\alpha_s$) are evaluated according to the pdf4lhc prescription [47] in the acceptance calculation, and with NNPDF3.0 in the cross section calculations. An additional theoretical uncertainty arises from scaling the POWHEG $q\bar{q} \rightarrow ZZ$ simulated sample from its NLO cross section to the NNLO prediction, and the MCFM $gg \rightarrow ZZ$ samples from their LO cross sections to the NLO predictions. The change in the acceptance corresponding to this scaling procedure is found to be $1.1\%$. All these theoretical uncertainties are added in quadrature.

The largest uncertainty in the estimated background yield arises from differences in sample composition between the $Z + \ell$ candidate control sample used to calculate the lepton misidentification probability and the $Z + \ell^+\ell^-$ control sample. A further uncertainty arises from the limited number of events in the $Z + \ell$ candidate sample. A systematic uncertainty of $40\%$ is applied to the lepton misidentification probability to cover both effects. The size of this uncertainty varies by channel, but is less than $1\%$ of the total expected yield.

The uncertainty in the integrated luminosity of the data sample is $2.5\%$ [48].

8 Cross section measurements

The distributions of the four-lepton mass and the masses of the $Z_1$ and $Z_2$ candidates are shown in Fig. 1. The expected distributions describe the data well within uncertainties. The SM predictions include nonresonant ZZ predictions, production of the SM Higgs boson with mass 125 GeV [49], and resonant $Z \rightarrow 4\ell$ production. The backgrounds estimated from data and simulation are also shown. The reconstructed invariant mass of the $Z_1$ candidates, and a scatter plot showing the correlation between $m_{Z_2}$ and $m_{Z_1}$ in data events, are shown in Fig. 2. In the scatter plot, clusters of events corresponding to $ZZ \rightarrow 4\ell$, $Z\gamma^* \rightarrow 4\ell$, and $Z \rightarrow 4\ell$ production can be seen.

The four-lepton invariant mass distribution below 100 GeV is shown in Fig. 3 (upper). Figure 3 (lower) shows $m_{Z_2}$ plotted against $m_{Z_1}$ for events with $m_{4\ell}$ between 80 and 100 GeV, and the observed and expected event yields in this mass region are given in Table 2. The yield of events in the $4e$ final state
Fig. 2 (Upper): the distribution of the reconstructed mass of $Z_1$, the dilepton candidate closer to the nominal $Z$ boson mass. Points represent the data, while filled histograms represent the SM prediction and background estimate. Vertical bars on the data points show their statistical uncertainty. Shaded grey regions around the predicted yield represent combined statistical, systematic, theoretical, and integrated luminosity uncertainties. (Lower): the reconstructed $m_{Z_2}$ plotted against the reconstructed $m_{Z_1}$ in data events, with distinctive markers for each final state. For readability, only every fourth event is plotted.

is significantly lower than in the $4\mu$ final state because minimum $p_T$ thresholds are higher for electrons than for muons, and inefficiencies in the detection of low-$p_T$ leptons affect electrons more strongly than they affect muons.

The reconstructed four-lepton invariant mass is shown in Fig. 4 (upper) for events with two on-shell $Z$ bosons. Figure 4 (lower) shows the invariant mass distribution for all $Z$ boson candidates in these events. The corresponding observed and expected yields are given in Table 3.

The observed yields are used to evaluate the $pp \rightarrow Z \rightarrow 4\ell$ and $pp \rightarrow ZZ \rightarrow 4\ell$ production cross sections from a
combined fit to the number of observed events in all the final states. The likelihood is a combination of individual channel likelihoods for the signal and background hypotheses with the statistical and systematic uncertainties in the form of scaling nuisance parameters. The fiducial cross section is measured by scaling the cross section in the simulation by the ratio of the measured and predicted event yields given by the fit.

The definitions for the fiducial phase spaces for the $Z \to 4\ell$ and $ZZ \to 4\ell$ cross section measurements are given in Table 4. In the $ZZ \to 4\ell$ case, the $Z$ bosons used in the fiducial definition are built by pairing final-state leptons using the same algorithm as is used to build $Z$ boson candidates from reconstructed leptons. The generator-level leptons used for the fiducial cross section calculation are “dressed” by adding the momenta of generator-level photons within $\Delta R(\ell,\gamma) < 0.1$ to their momenta.

The measured cross sections are

\[
\sigma_{\text{fid}}(pp \to Z \to 4\ell) = 31.2^{+1.5}_{-1.4} \text{ (stat)}^{+2.1}_{-1.9} \text{ (syst)} \pm 0.8 \text{ (lumi)} \text{ fb},
\]

\[
\sigma_{\text{fid}}(pp \to ZZ \to 4\ell) = 40.9 \pm 1.3 \text{ (stat)} \pm 1.4 \text{ (syst)} \pm 1.0 \text{ (lumi)} \text{ fb}.
\]

The $pp \to Z \to 4\ell$ fiducial cross section can be compared to $27.9^{+1.0}_{-1.5} \pm 0.6 \text{ fb}$ calculated at NLO in QCD with POWHEG using the same settings as used for the simulated sample described in Sect. 3, with dynamic scales $\mu_F = \mu_R = m_{4\ell}$. The uncertainties correspond to scale and PDF variations, respectively. The $ZZ$ fiducial cross section can be compared to $34.4^{+0.7}_{-0.6} \pm 0.5 \text{ fb}$ calculated with POWHEG and MCFM using the same settings as the simulated samples, or to $36.0^{+0.9}_{-0.8}$ computed with MATRIX at NNLO. The POWHEG and MATRIX calculations used dynamic scales $\mu_F = \mu_R = m_{4\ell}$, while the contribution from MCFM was computed with dynamic scales $\mu_F = \mu_R = 0.5m_{4\ell}$.

The $pp \to Z \to 4\ell$ fiducial cross section is scaled to $\sigma(pp \to Z) B(Z \to 4\ell)$ using the acceptance correction factor $A = 0.125 \pm 0.002$, estimated with POWHEG. This factor corrects the fiducial $Z \to 4\ell$ cross section to the phase space with only the $80–100 \text{ GeV}$ mass window and $m_{4\ell} > 4 \text{ GeV}$ requirements, and also includes a correction, $0.96 \pm 0.01$, for the contribution of nonresonant four-lepton production to the

Table 2  The observed and expected yields of four-lepton events in the mass region $80 < m_{4\ell} < 100 \text{ GeV}$ and estimated yields of background events, shown for each final state and summed in the total expected yield. The first uncertainty is statistical, the second one is systematic. The systematic uncertainties do not include the uncertainty in the integrated luminosity

<table>
<thead>
<tr>
<th>Final state</th>
<th>Expected $N_{4\ell}$</th>
<th>Background</th>
<th>Total expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4\mu$</td>
<td>$224 \pm 1 \pm 6$</td>
<td>$7 \pm 1 \pm 2$</td>
<td>$231 \pm 2 \pm 17$</td>
<td>225</td>
</tr>
<tr>
<td>$2e2\mu$</td>
<td>$207 \pm 1 \pm 14$</td>
<td>$9 \pm 1 \pm 2$</td>
<td>$216 \pm 2 \pm 14$</td>
<td>206</td>
</tr>
<tr>
<td>$4e$</td>
<td>$68 \pm 1 \pm 8$</td>
<td>$4 \pm 1 \pm 2$</td>
<td>$72 \pm 1 \pm 8$</td>
<td>78</td>
</tr>
<tr>
<td>Total</td>
<td>$499 \pm 2 \pm 32$</td>
<td>$19 \pm 2 \pm 5$</td>
<td>$518 \pm 3 \pm 33$</td>
<td>509</td>
</tr>
</tbody>
</table>
signal region. The uncertainty takes into account the interference between doubly- and singly-resonant diagrams. The measured cross section is

$$\sigma(pp \to Z)B(Z \to 4\ell) = 249 \pm 11(stat)^{+16}_{-15}(syst) \pm 4(theo) \pm 6(lumi) \text{ fb} \quad (3)$$

The branching fraction for the $Z \to 4\ell$ decay, $B(Z \to 4\ell)$, is measured by comparing the cross section given by Eq. (3) with the $Z \to \ell^+\ell^-$ cross section, and is computed as

$$B(Z \to 4\ell) = \frac{\sigma(pp \to Z \to 4\ell)}{\sigma(pp \to Z \to \ell^+\ell^-)/B(Z \to \ell^+\ell^-)}, \quad (4)$$

where $\sigma(pp \to Z \to \ell^+\ell^-) = 1870^{+50}_{-40}$ pb is the $Z \to \ell^+\ell^-$ cross section times branching fraction calculated at NNLO with FEWZ v2.0 [50] in the mass range 60–120 GeV. Its uncertainty includes PDF uncertainties and uncertainties in $\alpha_s$, the charm and bottom quark masses, and the effect of neglected higher-order corrections to the calculation. The factor $c^{60–120}_{80–100} = 0.926 \pm 0.001$ corrects for the difference in $Z$ boson mass windows and is estimated using POWHEG. Its uncertainty includes scale and PDF variations. The nominal $Z$ to dilepton branching fraction $B(Z \to \ell^+\ell^-)$ is 0.03366 [46]. The measured value is

$$B(Z \to 4\ell) = 4.83^{+0.23}_{-0.22}(stat)^{+0.32}_{-0.25}(syst) \pm 0.08(theo)$$
$$\pm 0.12(lumi) \times 10^{-6} \quad (5)$$

where the theoretical uncertainty includes the uncertainties in $\sigma(pp \to Z)B(Z \to \ell^+\ell^-)$, $c^{60–120}_{80–100}$, and $A$. This can be compared with $4.6 \times 10^{-6}$, computed with MADGRAPH5_aMC@NLO, and is consistent with the CMS and ATLAS measurements at $\sqrt{s} = 7, 8$, and 13 TeV [6,14,15].

Table 3 The observed and expected yields of ZZ events, and estimated yields of background events, shown for each final state and summed in the total expected yield. The first uncertainty is statistical, the second one is systematic. The systematic uncertainties do not include the uncertainty in the integrated luminosity.

<table>
<thead>
<tr>
<th>Decay channel</th>
<th>Expected $N_{4\ell}$</th>
<th>Background $N_{4\ell}$</th>
<th>Total expected $N_{4\ell}$</th>
<th>Observed $N_{4\ell}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4\mu$</td>
<td>$301 \pm 2 \pm 9$</td>
<td>$10 \pm 1 \pm 2$</td>
<td>$311 \pm 2 \pm 9$</td>
<td>335</td>
</tr>
<tr>
<td>$2e2\mu$</td>
<td>$503 \pm 2 \pm 19$</td>
<td>$31 \pm 2 \pm 4$</td>
<td>$534 \pm 3 \pm 20$</td>
<td>543</td>
</tr>
<tr>
<td>$4e$</td>
<td>$205 \pm 1 \pm 12$</td>
<td>$20 \pm 2 \pm 2$</td>
<td>$225 \pm 2 \pm 13$</td>
<td>220</td>
</tr>
<tr>
<td>Total</td>
<td>$1009 \pm 3 \pm 36$</td>
<td>$60 \pm 3 \pm 8$</td>
<td>$1070 \pm 4 \pm 37$</td>
<td>1098</td>
</tr>
</tbody>
</table>

\[ \text{Graph} \]

The total ZZ production cross section for both dileptons produced in the mass range 60–120 GeV and $m_{\ell^+\ell^-} > 4$ GeV is found to be

$$\sigma(pp \to ZZ) = 17.5^{+0.5}_{-0.4}(\text{stat}) \pm 0.6(\text{syst}) \pm 0.4(\text{theo})$$
$$\pm 0.4(\text{lumi}) \text{ pb} \quad (6)$$

The measured total cross section can be compared to the theoretical value of $14.5^{+0.5}_{-0.4} \pm 0.2$ pb calculated with a combination of POWHEG and MCFM with the same settings as described for $\sigma_{\text{fid}}(pp \to ZZ \to 4\ell)$. It can also be compared to $16.2^{+0.6}_{-0.4}$ pb, calculated at NNLO in QCD via MATRIX v1.0.0_beta4 [11,51], or $15.0^{+0.7}_{-0.6} \pm 0.2$ pb, calculated with MCFM at NNLO in QCD with additional contributions from LO gg → ZZ diagrams. Both values are calculated with the NNPDF3.0 PDF sets, at NNLO and NLO, respectively, and fixed scales set to $\mu_F = \mu_R = m_Z$.

This measurement agrees with the previously published cross section measured by CMS at 13 TeV [6] based on a 2.6 fb$^{-1}$ data sample collected in 2015:

$$\sigma(pp \to ZZ) = 14.6^{+1.9}_{-1.8}(\text{stat})^{+0.3}_{-0.5}(\text{syst}) \pm 0.2(\text{theo})$$
$$\pm 0.4(\text{lumi}) \text{ pb} \quad (7)$$
Fig. 6 Differential cross sections normalized to the fiducial cross section for the combined 4e, 4μ, and 2e2μ decay channels as a function of mass (left) and \( p_T \) (right) of the ZZ system. Points represent the unfolded data; the solid, dashed, and dotted histograms represent the POWHEG+MC@NLO, MG5_AMC@NLO+MC@NLO-Pythia8, and MATRIX predictions for ZZ signal, respectively, and the bands around the predictions reflect their combined statistical, scale, and PDF uncertainties. PYTHIA 8 was used for parton showering, hadronization, and underlying event simulation in the POWHEG, MADGRAPH5_AMC@NLO, and MC@NLO samples. The lower part of each plot represents the ratio of the measured cross section to the theoretical distributions. The shaded grey areas around the points represent the sum in quadrature of the statistical and systematic uncertainties, while the crosses represent the statistical uncertainties only.

The two measurements can be combined to yield the “2015 + 2016 cross section”

\[
\sigma(pp \to ZZ) = 17.2 \pm 0.5 \text{ (stat)} \pm 0.7 \text{ (syst)} \pm 0.4 \text{ (theo)} \\
\pm 0.4 \text{ (lumi)} \text{ pb.}\tag{8}
\]

The combination was performed once considering the experimental uncertainties to be fully correlated between the 2015 and 2016 data sets, and once considering them to be fully uncorrelated. The results were averaged, and the difference was added linearly to the systematic uncertainty in the combined cross section. The total ZZ cross section is shown in Fig. 5 as a function of the proton-proton center-of-mass energy. Results from CMS [3, 4] and ATLAS [7, 8, 10] are compared to predictions from MATRIX and MC@NLO with the NNPDF3.0 PDF sets and fixed scales \( \mu_F = \mu_R = m_Z \). The MATRIX prediction uses PDFs calculated at NNLO, while the MC@NLO prediction uses NLO PDFs. The uncertainties are statistical (inner bars) and statistical and systematic added in quadrature (outer bars). The band around the MATRIX predictions reflects scale uncertainties, while the band around the MC@NLO predictions reflects both scale and PDF uncertainties.

The measurement of the differential cross sections provides detailed information about ZZ kinematics. The observed yields are unfolded using the iterative technique described in Ref. [52]. Unfolding is performed with the RooUnfold package [53] and regularized by stopping after four iterations. Statistical uncertainties in the data distributions are propagated through the unfolding process to give the statistical uncertainties on the normalized differential cross sections.

The three decay channels, 4e, 4μ, and 2e2μ, are combined after unfolding because no differences are expected in their kinematic distributions. The generator-level leptons used for the unfolding are dressed as in the fiducial cross section calculation.
Fig. 7 Normalized ZZ differential cross sections as a function of the $p_T$ of (upper) all Z bosons and (lower) the leading lepton in ZZ events. Other details are as described in the caption of Fig. 6.

Fig. 8 Normalized ZZ differential cross sections as a function of (upper) the azimuthal separation of the two Z bosons and (lower) $\Delta R$ between the Z-bosons. Other details are as described in the caption of Fig. 6.
The differential distributions normalized to the fiducial cross sections are presented in Figs. 6, 7, 8 for the combination of the 4e, 4µ, and 2e2µ decay channels. The fiducial cross section definition includes PT and |η| selections on each lepton, and the 60–120 GeV mass requirement, as described in Table 4 and Sect. 4. Figure 6 shows the normalized differential cross sections as functions of the mass and PT of the ZZ system, Fig. 7 shows them as functions of the PT of all Z bosons and the PT of the leading lepton in each event, and Fig. 8 shows the angular correlations between the two Z bosons. The data are corrected for background contributions and compared with the theoretical predictions from POWHEG and MCFM, MadGraph5_aMC@NLO and MCFM, and MATRIX. The bottom part of each plot shows the ratio of the measured to the predicted values. The bin sizes are chosen according to the resolution of the relevant variables, while also keeping the statistical uncertainties at a similar level in all bins. The data are well reproduced by the simulation except in the low PT regions, where data tend to have a steeper slope than the prediction.

Figure 9 shows the normalized differential four-lepton cross section as a function of m4ℓ, subject only to the common requirements of Table 4. This includes contributions from the Z and Higgs boson resonances and continuum ZZ production.

9 Limits on anomalous triple gauge couplings

The presence of aTGCs would increase the yield of events at high four-lepton masses. Figure 10 presents the distribution of the four-lepton reconstructed mass of events with both Z bosons in the mass range 60–120 GeV for the combined 4e, 4µ, and 2e2µ channels. This distribution is used to set the limits on possible contributions from aTGCs. Two simulated samples with nonzero aTGCs are shown as examples, along with the SM distribution simulated by both SHERPA and POWHEG.

The invariant mass distributions are interpolated from the SHERPA simulations for different values of the anomalous couplings in the range between 0 and 0.015. For each distribution, only one or two couplings are varied while all others are set to zero. The measured signal is obtained from a comparison of the data to a grid of aTGC models in the (f4Z, f5Z) and (f4Z, f5γ) parameter planes. Expected signal values are interpolated between the 2D grid points using a second-degree polynomial, since the cross section for the signal depends quadratically on the coupling parameters. A binned profile likelihood method, Wald Gaussian approximation, and Wilk’s theorem are used to derive one-dimensional limits at a 95% confidence level (CL) on each of the four aTGC parameters, and two-dimensional limits at a 95% CL on the pairs (f4Z, f5Z) and (f5Z, f5γ) [46,54,55]. When the limits are calculated for each parameter or pair, all other parameters are set to their SM values. The systematic uncertainties described in Sect. 7 are treated as nuisance parameters with log-normal distributions. No form factor is used when deriving the limits so that the results do not depend on any assumed energy scale characterizing new physics. The constraints on anomalous couplings are displayed in Fig. 11. The curves indicate 68 and 95% confidence levels, and the solid dot shows the coordinates where the likelihood reaches its maximum. Coupling values outside the contours are excluded at
Fig. 10 Distribution of the four-lepton reconstructed mass for the combined 4e, 4μ, and 2e2μ channels. Points represent the data, the filled histograms represent the SM expected yield including signal and irreducible background predictions from simulation and the data-driven background estimate. Unfilled histograms represent examples of aTGC signal predictions (dashed), and the SHERPA SM prediction (solid), included to illustrate the expected shape differences between the SHERPA and POWHEG predictions. Vertical bars on the data points show their statistical uncertainty. The SHERPA distributions are normalized such that the SM sample has the same total yield as the POWHEG sample predicts. Bin contents are normalized to the bin widths, using a unit bin size of 50 GeV; horizontal bars on the data points show the range of the corresponding bin. The last bin includes the “overflow” contribution from events at masses above 1.2 TeV.

The observed one-dimensional 95% CL limits for the \( f_4^{Z,\gamma} \) and \( f_5^{Z,\gamma} \) anomalous coupling parameters are:

\[
-0.0012 < f_4^{Z,\gamma} < 0.0010, \quad -0.0010 < f_5^{Z,\gamma} < 0.0013,
\]

\[
-0.0012 < f_4^{Z,\gamma} < 0.0013, \quad -0.0012 < f_5^{Z,\gamma} < 0.0013.
\]

These are the most stringent limits to date on anomalous \( ZZZ \) and \( ZZ\gamma \) trilinear gauge boson couplings, improving on the previous strictest results from CMS [5] by factors of two or more and constraining the coupling parameters more than the corresponding ATLAS results [10].

One way to impose unitarity on the aTGC models is to restrict the range of four-lepton invariant mass used in the limit calculation. The limits will then depend on the “cutoff” value used. The computation of the one-dimensional limits is repeated for different maximum allowed values of \( m_{4\ell} \), and the results are presented in Fig. 12 as a function of this cutoff.

Fig. 11 Two-dimensional observed 95% CL limits (solid contour) and expected 68 and 95% CL limits (dashed contour) on the \( ZZ \) and \( ZZ\gamma \) aTGCs. The upper(lower) plot shows the exclusion contour in the \( f_4^{Z,\gamma}, f_5^{Z,\gamma} \) (horizontal) and \( f_4^{Z,\gamma}, f_5^{Z,\gamma} \) (vertical) parameter planes. The values of couplings outside of contours are excluded at the corresponding confidence level. The solid dot is the point at which the likelihood is at its maximum. The solid lines at the center show the observed one-dimensional 95% CL limits for \( f_4^{Z,\gamma} \) (horizontal) and \( f_5^{Z,\gamma} \) (vertical). No form factor is used.

10 Summary

A series of measurements of four-lepton final states in proton-proton collisions at \( \sqrt{s} = 13 \) TeV have been performed with the CMS detector at the CERN LHC. The measured...
Fig. 12 Expected and observed one-dimensional limits on the four aTGC parameters, as a function of an upper cutoff on the invariant mass of the four-lepton system. No form factor is used.
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pp → ZZ cross section is \( \sigma(pp \rightarrow ZZ) = 17.2 \pm 0.5 \) (stat) ± 0.7 (syst) ± 0.4 (theo) ± 0.4 (lumi) pb for Z boson masses in the range 60 < \( m_Z \) < 120 GeV. The measured branching fraction for Z boson decays to four leptons is \( B(Z \rightarrow 4\ell) = 4.83^{+0.23}_{-0.22} \) (stat) ± 0.32 (syst) ± 0.08 (theo) ± 0.12 (lumi) × 10^{-6} \) for four-lepton mass in the range 80 < \( m_{4\ell} \) < 100 GeV and dilepton mass \( m_{\ell\ell} > 4 \) GeV for all oppositely charged same-flavor lepton pairs. Normalized differential cross sections were also measured. All results agree well with the SM predictions. Improved limits on anomalous \( ZZZ \) and \( ZZ\gamma \) triple gauge couplings were established, the most stringent to date.
Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

Funded by SCOAP3.

References


CMS Collaboration

Yerevan Physics Institute, Yerevan, Armenia
A. M. Sirunyan, A. Tumasyan

Institut für Hochenergiephysik, Vienna, Austria

Institute for Nuclear Problems, Minsk, Belarus
V. Chekhovsky, V. Mossolov, J. Suarez Gonzalez

Universiteit Antwerpen, Antwerpen, Belgium
Vrije Universiteit Brussel, Brussel, Belgium

Université Libre de Bruxelles, Bruxelles, Belgium

Ghent University, Ghent, Belgium

Université Catholique de Louvain, Louvain-la-Neuve, Belgium

Université de Mons, Mons, Belgium
N. Beliy

Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil

Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil

Universidade Estadual Paulista, Universidade Federal do ABC, São Paulo, Brazil

Institute for Nuclear Research and Nuclear Energy, Bulgaria Academy of Sciences, Sofia, Bulgaria
A. Aleksandrov, R. Hadjiiska, P. Iaydjiev, M. Misheva, M. Rodozov, M. Shopova, S. Stoykova, G. Sultanov

University of Sofia, Sofia, Bulgaria
A. Dimitrov, I. Glushkov, L. Litov, B. Pavlov, P. Petkov

Beihang University, Beijing, China
W. Fang, X. Gao

Institute of High Energy Physics, Beijing, China

State Key Laboratory of Nuclear Physics and Technology, Peking University, Beijing, China
Y. Ban, G. Chen, Q. Li, S. Liu, Y. Mao, S. J. Qian, D. Wang, Z. Xu

Universidad de Los Andes, Bogota, Colombia
C. Avila, A. Cabrera, L. F. Chaparro Sierra, C. Florez, C. F. González Hernández, J. D. Ruiz Alvarez

University of Split, Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, Split, Croatia
B. Courbon, N. Godinovic, D. Lelas, I. Puljak, P. M. Ribeiro Cipriano, T. Sculac

University of Split, Faculty of Science, Split, Croatia
Z. Antunovic, M. Kovac
National Institute of Science Education and Research, Bhubaneswar, India
S. Bahinipati\textsuperscript{21}, S. Bhowmik, P. Mal, K. Mandal, A. Nayak\textsuperscript{22}, D. K. Sahoo\textsuperscript{21}, N. Sahoo, S. K. Swain

Panjab University, Chandigarh, India

University of Delhi, Delhi, India
Ashok Kumar, Aashaq Shah, A. Bhardwaj, S. Chauhan, B. C. Choudhary, R. B. Garg, S. Keshri, A. Kumar, S. Malhotra, M. Naimuddin, K. Ranjan, R. Sharma

Saha Institute of Nuclear Physics, HBNI, Kolkata, India

Indian Institute of Technology Madras, Madras, India
P. K. Behera

Bhabha Atomic Research Centre, Mumbai, India
R. Chudasama, D. Dutta, V. Jha, V. Kumar, A. K. Mohanty\textsuperscript{14}, P. K. Netrakanti, L. M. Pant, P. Shukla, A. Topkar

Tata Institute of Fundamental Research-A, Mumbai, India

Tata Institute of Fundamental Research-B, Mumbai, India
S. Banerjee, S. Bhattacharya, S. Chatterjee, P. Das, M. Guhain, S. Jain, S. Kumar, M. Maity\textsuperscript{14}, G. Majumder, K. Mazumdar, T. Sarkar\textsuperscript{23}, N. Wickramage\textsuperscript{24}

Indian Institute of Science Education and Research (IISER), Pune, India
S. Chauhan, S. Dube, V. Hegde, A. Kapoor, K. Kothekar, S. Pandey, A. Rane, S. Sharma

Institute for Research in Fundamental Sciences (IPM), Tehran, Iran
S. Chenarani\textsuperscript{25}, E. Eskandari Tadavani, S. M. Etesami\textsuperscript{25}, M. Khazad, M. Mohammadi Najafabadi, M. Nasiri, S. Pakhtinat Mehdiahabi\textsuperscript{26}, F. Rezaei Hosseinabadi, B. Safarzadeh\textsuperscript{27}, M. Zeinali

University College Dublin, Dublin, Ireland
M. Felcini, M. Grunewald

INFN Sezione di Bari, Università di Bari, Politecnico di Bari, Bari, Italy
M. Abbrescia\textsuperscript{a,b}, C. Calabria\textsuperscript{a,b}, A. Colaleo\textsuperscript{a,b}, D. Creanza\textsuperscript{a,c}, L. Cristella\textsuperscript{a,b}, N. De Filippis\textsuperscript{a,c}, M. De Palma\textsuperscript{a,b}, F. Errico\textsuperscript{a,b}, L. Fiore\textsuperscript{a}, G. Isaelli\textsuperscript{a,c}, S. Lenzii\textsuperscript{a,b}, G. Maggi\textsuperscript{a,c}, M. Maggi\textsuperscript{a}, G. Miniello\textsuperscript{a,b}, S. My\textsuperscript{a,b}, S. Nuzzo\textsuperscript{a,b}, A. Pompilia\textsuperscript{a,b}, G. Pugliese\textsuperscript{a,c}, R. Radogna\textsuperscript{a,b}, A. Ranieri\textsuperscript{a}, G. Selvaggi\textsuperscript{a,b}, A. Sharma\textsuperscript{a}, L. Silvestris\textsuperscript{a,14}, R. Venditti\textsuperscript{a}, P. Verwilligen\textsuperscript{a}

INFN Sezione di Bologna, Università di Bologna, Bologna, Italy
G. Abbiendi\textsuperscript{a}, C. Battilana\textsuperscript{a,b}, D. Bonacorsi\textsuperscript{a,b}, S. Braibant-Giacomelli\textsuperscript{a,b}, R. Campanini\textsuperscript{a,b}, P. Capiluppi\textsuperscript{a,b}, A. Castro\textsuperscript{a,b}, F. R. Cavallo\textsuperscript{a}, S. S. Chhibra\textsuperscript{a}, G. Codispoti\textsuperscript{a,b}, M. Cuffiani\textsuperscript{a,b}, G. M. Dallavalle\textsuperscript{a}, F. Fabbri\textsuperscript{a}, A. Fanfani\textsuperscript{a,b}, D. Fasanella\textsuperscript{a,b}, P. Giacomelli\textsuperscript{a}, C. Grandi\textsuperscript{a}, L. Guiducci\textsuperscript{a,b}, S. Marcellini\textsuperscript{a}, G. Masetti\textsuperscript{a}, A. Montanari\textsuperscript{a}, F. L. Navarria\textsuperscript{a,b}, A. Perrotta\textsuperscript{a}, A. M. Rossi\textsuperscript{a,b}, T. Rotelli\textsuperscript{a,b}, G. P. Sirola\textsuperscript{a,b}, N. Tosi\textsuperscript{a}

INFN Sezione di Catania, Università di Catania, Catania, Italy
S. Albergo\textsuperscript{a,b}, S. Costa\textsuperscript{a,b}, A. Di Mattia\textsuperscript{a}, F. Giordano\textsuperscript{a,b}, R. Potenza\textsuperscript{a,b}, A. Tricomi\textsuperscript{a,b}, C. Tuve\textsuperscript{a,b}

INFN Sezione di Firenze, Università di Firenze, Firenze, Italy
G. Barbagli\textsuperscript{a}, K. Chatterjee\textsuperscript{a,b}, V. Ciulli\textsuperscript{a,b}, C. Civinini\textsuperscript{a}, R. D’Alessandro\textsuperscript{a,b}, E. Focardi\textsuperscript{a,b}, P. Lenzi\textsuperscript{a,b}, M. Meschini\textsuperscript{a}, S. Paoletti\textsuperscript{a}, L. Russo\textsuperscript{a,b}, G. Sguazzoni\textsuperscript{a}, D. Strom\textsuperscript{a}, L. Viliani\textsuperscript{a,b,14}

INFN Laboratori Nazionali di Frascati, Frascati, Italy
L. Benussi, S. Bianco, F. Fabbri, D. Piccolo, F. Primavera\textsuperscript{14}
INFN Sezione di Genova$^a$, Università di Genova$^b$, Genova, Italy
V. Calvelli$^{a,b}$, F. Ferro$^a$, E. Robutti$^a$, S. Tos$i^{a,b}$

INFN Sezione di Milano-Bicocca$^a$, Università di Milano-Bicocca$^b$, Milano, Italy
A. Benaglia$^a$, L. Brianza$^{a,b}$, F. Brivio$^{a,b}$, V. Ciriolo$^{a,b}$, M. E. Dinardo$^{a,b}$, S. Fiorentini$^{a,b}$, S. Gennai$^a$, A. Ghezzi$^{a,b}$, P. Govoni$^{a,b}$, M. Malberti$^{a,b}$, S. Malvezzi$^{a,b}$, R. A. Manzoni$^{a,b}$, D. Menasce$^a$, L. Moroni$^a$, M. Paganoni$^{a,b}$, D. Pedrini$^a$, S. Pigazzini$^{a,b}$, S. Ragazzi$^{a,b}$, T. Tabarelli de Fatis$^{a,b}$

INFN Sezione di Napoli$^a$, Università di Napoli 'Federico II' $^b$, Napoli, Italy, Università della Basilicata$^c$, Potenza, Italy, Università G. Marconi$^d$, Roma, Italy
S. Buontempo$^a$, N. Cavallo$^{a,c}$, S. Di Guida$^{a,d}$, F. Fabozzi$^{a,c}$, F. Fienga$^{a,b}$, A. O. M. Iorio$^{a,b}$, W. A. Khan$^a$, L. Lista$^a$, S. Meola$^{a,d}$, P. Paulucci$^{a,c}$, C. Sciaccia$^{a,b}$, F. Thyssen$^a$

INFN Sezione di Padova$^a$, Università di Padova$^b$, Padova, Italy, Università di Trento$^c$, Trento, Italy
P. Azzi$^{a,b}$, N. Bachetta$^a$, L. Benato$^{a,b}$, D. Bisello$^{a,b}$, A. Boletti$^{a,b}$, A. Carlini$^{a,b}$, A. Carvalho Antunes De Oliveira$^{a,b}$, P. Checchia$^a$, M. Dall’Osso$^{a,b}$, P. De Castro Manzano$^a$, T. Dorigo$^a$, U. Dosselli$^a$, U. Gasparini$^{a,b}$, A. Gozzelino$^a$, S. Lacaprara$^a$, P. Lujan, M. Margoni$^{a,b}$, A. T. Meneguzzo$^a$, N. Pozzobon$^{a,b}$, P. Ronchese$^{a,b}$, R. Rossin$^{a,b}$, F. Simonetto$^{a,b}$, E. Torassa$^a$, S. Ventura$^a$, M. Zanetti$^{a,b}$, P. Zotto$^{a,b}$

INFN Sezione di Pavia$^a$, Università di Pavia$^b$, Pavia, Italy
A. Braghieri$^a$, A. Magnani$^{a,b}$, P. Montagna$^{a,b}$, S. P. Ratti$^{a,b}$, V. Re$^a$, M. Ressegotti, C. Riccardi$^{a,b}$, P. Salvini$^a$, I. Vai$^{a,b}$, P. Vitulo$^{a,b}$

INFN Sezione di Perugia$^a$, Università di Perugia$^b$, Perugia, Italy
L. Alunni Solestizi$^{a,b}$, M. Biasini$^{a,b}$, G. M. Bilei$^a$, C. Cecchi$^{a,b}$, D. Ciangottini$^{a,b}$, L. Fanò$^{a,b}$, P. Lariccia$^{a,b}$, R. Leonard$^{a,b}$, E. Manoni$^a$, G. Mantovani$^{a,b}$, V. Mariani$^{a,b}$, M. Menichelli$^a$, A. Rossi$^{a,b}$, A. Santocchia$^{a,b}$, D. Spiga$^a$

INFN Sezione di Pisa$^a$, Università di Pisa$^b$, Scuola Normale Superiore Superiore di Pisa$^c$, Pisa, Italy
K. Andreosso$^{a}$, P. Azzurra$^{a,b}$, G. Bagliesi$^a$, J. Bernardini$^a$, T. Boccali$^a$, L. Borrello, R. Castaldi$^a$, M. A. Ciocci$^{a,b}$, R. Dell’Orso$^a$, G. Fedi$^a$, L. Giannini$^{a,c}$, A. Giassi$^a$, M. T. Grippi$^{a,b}$, F. Ligabue$^{a,c}$, T. Lomtadze$^a$, E. Manca$^{a,c}$, G. Madori$^{a,c}$, L. Martin$^{a,b}$, A. Messineo$^{a,b}$, F. Palli$^a$, A. Rizzitelli$^{a,b}$, A. Savoy-Navarro$^{a}$, P. Spagnolo$^a$, R. Tenchini$^a$, G. Tonelli$^{a,b}$, A. Ventura$^a$, P. G. Verdini$^a$

INFN Sezione di Roma$^a$, Università di Roma$^b$, Roma, Italy
L. Barone$^{a,b}$, F. Cavallari$^a$, M. Cipriani$^{a,b}$, N. Daci$^a$, D. Del Re$^{a,b}$, E. Di Marco$^{a,b}$, M. Diemoz$^a$, S. Gelli$^{a,b}$, E. Longo$^{a,b}$, F. Margaroli$^{a,b}$, B. Marzocchi$^{a,b}$, P. Meridiani$^a$, G. Organtini$^{a,b}$, R. Paramatti$^{a,b}$, F. Preti$^{a,b}$, S. Rahatlou$^{a,b}$, C. Rovelli$^a$, F. Sant Anastasia$^{a,b}$

INFN Sezione di Torino$^a$, Università di Torino$^b$, Turin, Italy, Università del Piemonte Orientale$^c$, Novara, Italy
N. Amapane$^{a,b}$, R. Ardiacono$^{a,c}$, S. Argiro$^{a,b}$, M. Arneodo$^{a,c}$, N. Bartosik$^a$, R. Bellan$^{a,b}$, C. Biino$^a$, N. Cartiglia$^a$, F. Cenna$^{a,b}$, M. Costa$^{a,b}$, R. Covarelli$^{a,b}$, A. Degano$^{a,b}$, N. Demaria$^a$, B. Kiani$^{a,b}$, C. Mariotti$^a$, S. Maselli$^a$, E. Migliore$^{a,b}$, V. Monaco$^{a,b}$, E. Montei$^{a,b}$, M. Monteno$^a$, M. M. Obertino$^{a,b}$, L. Pacher$^{a,b}$, N. Pastrone$^a$, M. Pelliccioni$^a$, G. L. Pinna Angioni$^{a,b}$, F. Ravera$^{a,b}$, A. Romero$^{a,b}$, M. Ruspini$^{a,c}$, R. Sacchi$^{a,b}$, K. Shchelina$^{a,b}$, V. Sola$^a$, A. Solano$^{a,b}$, A. Staiano$^a$, P. Traczyk$^{a,b}$

INFN Sezione di Trieste$^a$, Università di Trieste$^b$, Trieste, Italy
S. Belforte$^a$, M. Casarosa$^a$, F. Cossutti$^a$, G. Della Ricca$^{a,b}$, A. Zanetti$^a$

Kyungpook National University, Daegu, Korea

Chonbuk National University, Jeonju, Korea
A. Lee

Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Korea
H. Kim, D. H. Moon, G. Oh

Hanyang University, Seoul, Korea
J. A. Brochero Cifuentes, J. Goh, T. J. Kim
Institute for Nuclear Research, Moscow, Russia

Institute for Theoretical and Experimental Physics, Moscow, Russia
V. Epshteyn, V. Gavrilov, N. Lychkovskaya, V. Popov, I. Pozdnyakov, G. Safronov, A. Spiridonov, A. Stepenkov, M. Toms, E. Vlasov, A. Zhokin

Moscow Institute of Physics and Technology, Moscow, Russia
T. Aushev, A. Bylinkin

National Research Nuclear University ‘Moscow Engineering Physics Institute’ (MEPhI), Moscow, Russia
M. Chadeeva, P. Parygin, D. Philippov, E. Popova, V. Rusinov

P.N. Lebedev Physical Institute, Moscow, Russia
V. Andreev, M. Azarkin, I. Dremin, M. Kirakosyan, A. Terkulov

Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia
A. Baskakov, A. Belyaev, E. Boos, M. Dubinin, L. Dudko, A. Ershov, A. Gribushin, V. Klyukhin, O. Kodolova, I. Lokhtin, I. Miagkov, S. Obraztsov, S. Petrushanko, V. Savrin, A. Snigirev

Novosibirsk State University (NSU), Novosibirsk, Russia
V. Blinov, Y. Skovpen, D. Shtol

State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, Russia

University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
P. Adzic, P. Cirkovic, D. Devetak, M. Dordevic, J. Milosevic, V. Rekovic

Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

Universidad Autónoma de Madrid, Madrid, Spain
C. Albajar, J. F. de Trocóniz, M. Missiroli, D. Moran

Universidad de Oviedo, Oviedo, Spain

Instituto de Física de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain
CERN, European Organization for Nuclear Research, Geneva, Switzerland

Paul Scherrer Institut, Villigen, Switzerland

ETH Zurich - Institute for Particle Physics and Astrophysics (IPA), Zurich, Switzerland

Universität Zürich, Zurich, Switzerland

National Central University, Chung-Li, Taiwan

National Taiwan University (NTU), Taipei, Taiwan

Chulalongkorn University, Faculty of Science, Department of Physics, Bangkok, Thailand
B. Asavapibhop, K. Kovitanggoon, G. Singh, N. Srimanobhas

Çukurova University, Physics Department, Science and Art Faculty, Adana, Turkey

Middle East Technical University, Physics Department, Ankara, Turkey
B. Bilin, G. Karapinar, K. Ocalan, M. Yalvac, M. Zeyrek

Bogazici University, Istanbul, Turkey
E. Gülmez, M. Kaya, O. Kaya, S. Tekten, E. A. Yetkin

Istanbul Technical University, Istanbul, Turkey
M. N. Agaras, S. Atay, A. Cakir, K. Cankocak

Institute for Scintillation Materials of National Academy of Science of Ukraine, Kharkov, Ukraine
B. Grynyov

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine
L. Levchuk, P. Sorokin
Kansas State University, Manhattan, USA
A. Ivanov, K. Kaadze, Y. Maravin, A. Mohammadi, L. K. Saini, N. Skhirtladze, S. Toda

Lawrence Livermore National Laboratory, Livermore, USA
F. Rebassoo, D. Wright

University of Maryland, College Park, USA

Massachusetts Institute of Technology, Cambridge, USA

University of Minnesota, Minneapolis, USA

University of Mississippi, Oxford, USA
J. G. Acosta, S. Oliveros

University of Nebraska-Lincoln, Lincoln, USA

State University of New York at Buffalo, Buffalo, USA

Northeastern University, Boston, USA

Northwestern University, Evanston, USA

University of Notre Dame, Notre Dame, USA

The Ohio State University, Columbus, USA

Princeton University, Princeton, USA

University of Puerto Rico, Mayaguez, USA
S. Malik, S. Norberg

Purdue University, West Lafayette, USA

Purdue University Northwest, Hammond, USA
T. Cheng, N. Parashar, J. Stupak
Rice University, Houston, USA

University of Rochester, Rochester, USA
A. Bodek, P. de Barbaro, R. Demina, Y. t. Duh, T. Ferbel, M. Galanti, A. Garcia-Bellido, J. Han, O. Hindrichs, A. Khukhunaishvili, K. H. Lo, P. Tan, M. Verzetti

The Rockefeller University, New York, USA
R. Ciesielski, K. Goulianos, C. Mesropian

Rutgers, The State University of New Jersey, Piscataway, USA

University of Tennessee, Knoxville, USA
A. G. Delannoy, M. Foerster, J. Heideman, G. Riley, K. Rose, S. Spanier, K. Thapa

Texas A & M University, College Station, USA

Texas Tech University, Lubbock, USA

Vanderbilt University, Nashville, USA
S. Greene, A. Gurrola, R. Janjam, W. Johns, C. Maguire, A. Melo, H. Ni, P. Sheldon, S. Tuo, J. Velkovska, Q. Xu

University of Virginia, Charlottesville, USA
M. W. Arenton, P. Barria, B. Cox, R. Hirosky, A. Ledovskoy, H. Li, C. Neu, T. Sinthuprasith, Y. Wang, E. Wolfe, F. Xia

Wayne State University, Detroit, USA
R. Harr, P. E. Karchin, J. Sturdy, S. Zaleski

University of Wisconsin-Madison, Madison, WI, USA

† Deceased

1: Also at Vienna University of Technology, Vienna, Austria
2: Also at State Key Laboratory of Nuclear Physics and Technology, Peking University, Beijing, China
3: Also at Universidade Estadual de Campinas, Campinas, Brazil
4: Also at Universidade Federal de Pelotas, Pelotas, Brazil
5: Also at Université Libre de Bruxelles, Bruxelles, Belgium
6: Also at Institute for Theoretical and Experimental Physics, Moscow, Russia
7: Also at Joint Institute for Nuclear Research, Dubna, Russia
8: Also at Suez University, Suez, Egypt
9: Now at British University in Egypt, Cairo, Egypt
10: Also at Fayoum University, El-Fayoum, Egypt
11: Now at Helwan University, Cairo, Egypt
12: Also at Université de Haute Alsace, Mulhouse, France
13: Also at Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia
14: Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland
15: Also at RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany
16: Also at University of Hamburg, Hamburg, Germany
17: Also at Brandenburg University of Technology, Cottbus, Germany
18: Also at MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University, Budapest, Hungary
19: Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary
20: Also at Institute of Physics, University of Debrecen, Debrecen, Hungary
21: Also at Indian Institute of Technology Bhubaneswar, Bhubaneswar, India
22: Also at Institute of Physics, Bhubaneswar, India
23: Also at University of Visva-Bharati, Santiniketan, India
24: Also at University of Ruhuna, Matara, Sri Lanka
25: Also at Isfahan University of Technology, Isfahan, Iran
26: Also at Yazd University, Yazd, Iran
27: Also at Plasma Physics Research Center, Science and Research Branch, Islamic Azad University, Tehran, Iran
28: Also at Università degli Studi di Siena, Siena, Italy
29: Also at INFN Sezione di Milano-Bicocca; Università di Milano-Bicocca, Milano, Italy
30: Also at Purdue University, West Lafayette, USA
31: Also at International Islamic University of Malaysia, Kuala Lumpur, Malaysia
32: Also at Malaysian Nuclear Agency, MOSTI, Kajang, Malaysia
33: Also at Consejo Nacional de Ciencia y Tecnología, Mexico city, Mexico
34: Also at Warsaw University of Technology, Institute of Electronic Systems, Warsaw, Poland
35: Also at Institute for Nuclear Research, Moscow, Russia
36: Now at National Research Nuclear University 'Moscow Engineering Physics Institute' (MEPhI), Moscow, Russia
37: Also at St. Petersburg State Polytechnical University, St. Petersburg, Russia
38: Also at University of Florida, Gainesville, USA
39: Also at P.N. Lebedev Physical Institute, Moscow, Russia
40: Also at California Institute of Technology, Pasadena, USA
41: Also at Budker Institute of Nuclear Physics, Novosibirsk, Russia
42: Also at Faculty of Physics, University of Belgrade, Belgrade, Serbia
43: Also at University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
44: Also at Scuola Normale e Sezione dell’INFN, Pisa, Italy
45: Also at National and Kapodistrian University of Athens, Athens, Greece
46: Also at Riga Technical University, Riga, Latvia
47: Also at Universitàt Zürich, Zurich, Switzerland
48: Also at Stefan Meyer Institute for Subatomic Physics, (SMI), Vienna, Austria
49: Also at Adiyaman University, Adiyaman, Turkey
50: Also at Istanbul Aydin University, Istanbul, Turkey
51: Also at Mersin University, Mersin, Turkey
52: Also at Cag University, Mersin, Turkey
53: Also at Piri Reis University, Istanbul, Turkey
54: Also at Izmir Institute of Technology, Izmir, Turkey
55: Also at Necmettin Erbakan University, Konya, Turkey
56: Also at Marmara University, Istanbul, Turkey
57: Also at Kafkas University, Kars, Turkey
58: Also at Istanbul Bilgi University, Istanbul, Turkey
59: Also at Rutherford Appleton Laboratory, Didcot, UK
60: Also at School of Physics and Astronomy, University of Southampton, Southampton, UK
61: Also at Instituto de Astrofísica de Canarias, La Laguna, Spain
62: Also at Utah Valley University, Orem, USA
63: Also at USABeykent University, Istanbul, Turkey
64: Also at Bingol University, Bingol, Turkey
65: Also at Erzincan University, Erzincan, Turkey
66: Also at Sinop University, Sinop, Turkey
67: Also at Mimar Sinan University, Istanbul, Istanbul, Turkey
68: Also at Texas A&M University at Qatar, Doha, Qatar
69: Also at Kyungpook National University, Taegu, Korea