Drop bouncing by micro-grooves
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Abstract

Micro-textures are a well-known measure to increase surface hydrophobicity. Here, we experimentally investigate
the impact of falling water droplets (diameter 2.1 mm, impact speed 0.62 m/s) on flat and structured surfaces made
of the same hydrophobic material. While on the flat surface the drop settles with deposition, it bounces from the
micro-grooved surface. Numerical simulations with a phase-field method mimicking the experiments do reproduce
the different impact outcomes (deposition vs. bouncing) observed on both substrates. The axisymmetric simulations
for the flat surface and the three-dimensional simulation for the structured surface employ the same grid size. In
addition, the values for capillary width (chosen to be about 1% of the drop diameter) and mobility are the same in
both simulations, where in the wetting boundary condition the static contact angle on the flat surface (100.3°) is iden-
tically used. Recovering the distinct experimental impingement outcomes in the simulation, though limited to one
specific combination of drop diameter and impact speed, highlights the potential of the phase-field method for cor-
rectly predicting drop impact phenomena on flat and micro-structured surfaces under adequate resolution. Concerning
the instantaneous droplet shape, the agreement between computations and experiments on both substrates is, however,
only good till the beginning of the receding phases, whereas thereafter, significant differences are obtained.
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1. Introduction

Drop impact on a solid surface is a long-standing re-
search topic since Worthington [1] performed first stud-
ies on this subject in 1876. Nowadays, the process can
be recorded with a high-speed camera so that the drop
deformation can be observed highly resolved in space
and time. Due to its great practical importance in na-
ture and a wide variety of industrial processes, the im-
pact of a drop on a solid surface is intensively studied.
The current status with emphasis on experiments is dis-
cussed in review papers by Yarin [2] and Josserand and
Thoroddsen [3].

In recent years, the focus of studies on drop im-
pact has changed from flat to structured surfaces, since
modern fabrication techniques allow a precise micro-
structuring of surface morphology [4] aiming to tune
the surface wettability towards hydrophilicity or hy-
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drophobicity [5, 6]. The morphology of the micro-
structured surface may have a significant influence on
the drop impact behaviour [7], similar to that for flat
surfaces with different irregular roughness [8]. Micro-
structuring a surface of a certain material, e.g., by
grooves, can influence maximum spreading [9] and im-
pact outcome [10], enhance the intensity of the drop re-
bound [11], and can both suppress and facilitate splash-
ing dependent on surface morphology [12]. Further-
more, hydrophobic micro-patterning a surface can even
cause a drop to rebound, when otherwise deposition oc-
curs [7, 10, 13, 14]. Such a behaviour is of interest
for several technical applications (e.g., self-cleaning and
anti-icing) and is also observed in the present study.

In contrast to experiments, numerical studies on
the impact of millimetre-size drops on spatially re-
solved structured surfaces are rare. Most studies use
a two-dimensional approach either with lattice Boltz-
mann [15, 16] and phase-field [17] methods or by many-
body dissipative particle dynamics [18, 19]. Only re-
cently, full three-dimensional simulations on drop im-



pact on structured surfaces using an advanced geomet-
ric volume-of-fluid method [20] and an entropic lat-
tice Boltzmann method [21] became available. From
these numerical studies, only few consider drop bounc-
ing [15, 18, 19, 21].

In the present study, the vertical impact of a 2.1 mm
water drop on a flat as well as on a structured horizon-
tal surface made of the same hydrophobic material is
investigated. Experiments with a high-speed camera re-
veal a quite different behaviour of the impacting droplet
on the two surfaces. While on the flat surface the impact
proceeds in deposition mode, the drop bounces from the
substrate structured by micro-grooves before impacting
a second time with subsequent deposition. Axisymmet-
ric numerical simulations for the flat surface and full
three-dimensional simulations for the structured surface
based on the phase-field approach reproduce the dis-
tinct experimental impingement outcomes on both sub-
strates, pointing to the potential of the method for pre-
dictive computations.

The paper is organized as follows. In Sections 2 and
3, the experimental and numerical methods are intro-
duced. The results on the flat and structured surfaces
are presented and discussed in Sections 4 and 5, respec-
tively. Section 6 is devoted to summary and conclu-
sions.

2. Experiment

For the experimental investigation of the impact pro-
cess, the droplet shape is captured utilizing shadowgra-
phy technique [22]. Fig. 1 illustrates the set-up of the
present experiment. A syringe with an inner dispense
tip diameter of 0.1 mm is mounted 2 cm above the test
surface. The syringe is used to generate single distilled
water droplets. Driven by gravity, the droplets fall with
a diameter of Dy = 2.1 mm through the quiescent air
and reach an impact velocity uy of 0.61 — 0.64 m/s.
The drop is illuminated from the back and a high-speed
camera ~pco.1200 hs” records the shadow image of the
impacting droplet with a 120/6 lens at a frame rate of
3200 fps and an exposure time of 15 us.

The drop impact on two different horizontal test sur-
faces is investigated. Both surfaces are made of hy-
drophobic polydimethylsiloxane (PDMS). The first sur-
face is flat while the second one is structured with regu-
lar grooves as depicted in Fig. 2. The characteristic di-
mension of the grooved surface is given by s = 60 pm.
For the flat PDMS surface, the roughness has been mea-
sured. The mean roughness (Ra) is 0.078 um while the
mean roughness depth (Rz) defined as the arithmetic
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Figure 1: Schematic of the shadowgraphy set-up.

mean value of the single roughness depths of five con-
secutive sampling lengths is 0.56 um. The roughness of
the ridges of the structured surface has not been mea-
sured but is expected to be similar so that the roughness
depth would be about 1% of the groove dimension s.

parallel transversal

Figure 2: Geometry of the investigated surface structure (left,
s=60 um) with camera perspectives directed parallel/longitudinal
(middle) and transversal (right) to the grooves.

Since the wetting behaviour on the flat surface is
assumed to be axisymmetric, the impact process is
recorded from one side only. For the structured surface,
the impact is investigated consecutively from two differ-
ent orthogonal perspectives as illustrated in Fig. 2. In or-
der to minimize the experimental uncertainty, the three
experiments are repeated 20 times while the surface is
cleaned with isopropyl after each iteration. Table 1 sum-
marizes the average initial (before impact) drop diame-
ter Dy and impact velocity u for each experiment along
with the corresponding standard deviations. The uncer-
tainties in the present work correspond to a 68.2% confi-
dence interval. The impact velocity is determined based
on the travelled distance of the droplet from the second
last to the last image before impact.

surface Dy [mm)] uy [my/s]

flat 2.086 £ 0.004 0.6072 + 0.0202
structured transversal ~ 2.079 = 0.007  0.6413 + 0.0348
structured parallel 2.076 £ 0.005 0.6086 = 0.0280

Table 1: Evaluated and averaged initial diameter Dy and impact ve-
locity up with their standard deviations.



The physical properties of water and air are given
in Table 2. The value of the Bond number is Bo =
gowD} /o ~ 0.59 where g = 9.81 m?/s. Accordingly,
surface tension forces predominate over gravity and the
falling droplets can be considered as spheres which is
confirmed by the recorded images. The values of the
Reynolds and Weber numbers are Re = pwDouo/uw =~
1300 and We = pwDou3 /o ~ 11, respectively.

parameter symbol value unit
water density oW 998.2 kg/m?
water viscosity  uw 1.005-103  Pas
air density PA 1.2 kg/m3
air viscosity HA 1.55-107 Pas
surface tension o 728-10° N/m
contact angle Oeq 100.3 °

Table 2: Fluid properties.

3. Numerical Simulation

3.1. Governing equations

The present simulations are performed by a phase-
field method where the gas-liquid interface is consid-
ered as a thin transition layer of finite width [23]. The
spatial distribution of the phases is described by an or-
der parameter C. Here, C takes distinct values Cy = 1
and C, = —1 in the liquid and gaseous bulk phases,
respectively, and varies rapidly yet smoothly in a thin
transition layer. The spatiotemporal evolution of the
phase distribution is described by the convective Cahn-
Hilliard equation

ocC

v V- (Cu) = MV?¢. (1)
In the diffusive term on the right hand side of this

equation, M denotes the mobility parameter and ¢ the

chemical potential. The latter is defined as

¢ = gc(c2 - 1)-avec. 2)

Here, & is a positive constant (denoted as capillary
width) which determines the thickness of the diffuse in-
terface. For a flat interface in equilibrium, the mixing
energy density A relates to £ and surface tension o as

1= 3\/450'8' 3)

In the present study, o and & serve as input parameters
for the simulations so that A follows from Eq. (3). Fol-
lowing [24, 25], the mobility is specified as

M = e, 4

where y is a constant pre-factor.

The immiscible two phase flow of water and air has to
satisfy the condition for the velocity field, Eq. (5), and
the single-field Navier-Stokes Eq. (6)

V.u=0, (5)

% (pcw) + V- (pcuu) =

—Vp+ V- (uc(Vu+ Vuh)) + £, + pcg,

(6)

where p is the pressure and g the gravity vector.
The density and viscosity fields depend on the order
parameter as

1+C 1-C

= + , 7
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while the surface tension force is given by

f, = —CV¢. ©))

Equations (7) — (9) and the velocity field u couple the
Navier-Stokes Eq. (6) with the Cahn-Hilliard Eq. (1).
The above system of equations is solved numerically
using a finite volume method in OpenFOAM®. For de-
tails on the numerical method, the solution algorithm of
the underlying top-level solver phaseFieldFoam, and its
validation, the reader is referred to [26, 27, 28, 29].

3.2. Numerical set-up

The numerical simulation is set-up to mimic the ex-
perimental conditions. In accordance with the above
equations, water and air are treated as one effective
mixture, consisting of two immiscible, incompress-
ible, isothermal, and Newtonian fluids with the physical
properties given in Table 2. The initial conditions, the
boundary conditions at the solid wall, and the numer-
ical parameters are identical for the flat and structured
surface, whereas the domain size and other boundary
conditions differ as indicated below.



3.2.1. Initial conditions

The experimentally determined values for Dy and
ugy serve as input parameters for the initial conditions.
In particular, the drop radius is set to Ry = Dy/2 =
1.05 mm with an initial vertical positioning of its centre
at Ry above the surface so that the droplet is in point con-
tact with the surface. At this location, the water droplet
is initiated with a downward velocity of ug = 0.62 m/s in
stagnating air. The distribution of the order parameter is
smoothed near the interface according to the hyperbolic
tangent profile of a flat interface in equilibrium.

3.2.2. Boundary conditions at the solid wall

An important aspect in the numerical simulation of
drop impact phenomena is the adequate modelling of
the moving contact lines that appear at the intersec-
tion between the gas, fluid, and solid phases. Here,
the phase-field method has potential advantages as com-
pared to sharp-interface methods (such as the geometric
volume-of-fluid method and the level-set method) as the
non-zero right-hand-side of the Cahn-Hilliard Eq. (1)
provides a diffusive mechanism allowing the contact
line to move at a no-slip wall.

In the phase-field method, the surface wettability can
be represented by the energy equilibrium boundary con-
dition for the order parameter

2 cos 6,
6,,C:nS-VC:£—eq
E

2
> 1-c9), (10)

where 9,C denotes the surface normal gradient with ng
being the outward unit normal to the solid surface [24].
In the present computations, the right-hand-side of Eq.
(10) is treated explicitly. There, 84 could in principle be
replaced by a dynamic contact angle model dependent
on the contact line speed. However, using a constitutive
relation for the dynamic contact angle is usually disre-
garded in the phase-field method because the competi-
tion between Cahn-Hilliard diffusion and convection al-
ready results in a bending of the interface in the vicinity
of the wall. While by Eq. (10), the slope of the inter-
face at the wall corresponds to 64, the slope evaluated
on a somewhat larger scale deviates from 6., reflecting
the dynamic contact angle of the hydrodynamic wetting
theory of Cox’s [30], see [31, 32].

3.2.3. Numerical parameters

Numerical parameters are chosen according to the ex-
perience gained by a preliminary feasibility study [33],
where the influences of capillary width (g), mobility
(M), grid resolution (h), diffuse interface resolution

(h/g), domain size and time step width has been in-
vestigated. In phase-field computations, the diffusive
interface thickness (controlled by €) is chosen much
larger than the physical interface thickness in order to
save computations costs. The value of ¢ is often de-
termined by relating it to a macroscopic length scale,
here the drop diameter. The value of the Cahn number
Cn = g/ Dy representing this ratio is typically chosen of
order 0.01 or smaller. Here we use Cn = 0.0105 im-
plying € = Cn - Dy = 22 um. The size of the uniform
grid is set to & = 10 um corresponding to a resolution
of about nine cells for the diffuse interface (i.e., the dis-
tance 4.164¢ where, for a planar interface, C varies from
—0.9t0 0.9 at equilibrium). Accordingly, the initial drop
diameter is resolved by 210 mesh cells.

A critical issue in the phase-field method is the speci-
fication of the mobility, respectively y (cf. Eq. 4), since
M is no documented physical property so far. In prac-
tice, y is, therefore, often either determined by fitting
experimental data, see e.g. [25, 28], or simply set to
unity (y = 1 m-s/kg). Supported by results of our fea-
sibility study [33], we here follow the latter approach
so that M = 4.84 - 107'9m3s/kg. For the flat sur-
face, one additional simulation with the reduced value
X = 0.413 m-s/kg is performed to illustrate the influence
of the mobility (M = 2 - 10719 m3s/kg). However, no
attempt is made in this paper to improve the agreement
between computational and experimental results by tun-
ing the mobility. The analysis of the instantaneous
droplet shapes is therefore based on simulation results
obtained with the reference mobility (y = 1 m-s/kg).

The time step size is variable underlying a maxi-
mum Courant number limit in the range 0.03 — 0.05.
While these values appear quite low, we remark that
the present solver is based on a segregated solution of
the Cahn-Hilliard and Navier-Stokes equations. A new
solver with coupled solution is under development and
we expect that this will allow for larger Courant num-
bers. For all presented simulations the mass loss of the
liquid phase is less than 1% and the order parameter is
always in the range —1 < C < 1.03.

3.2.4. Simulation domain for flat surface

The simulations for the drop impact on the flat sur-
face are performed by a two-dimensional axisymmetric
set-up where the computational domain has the shape of
a wedge. The wedge has a width of 2.1R,, has a height
of 3.1Rp, and has an opening angle of 3.9°. Fig. 3 shows
the computational domain in grey and its rotational ex-
trusion with the droplet indicated in black. The wedge
is meshed by 220 x 330 cells, resulting in 72,600 mesh
cells in total.



Figure 3: Sketch of the wedge (grey) representing the computation
domain for the axisymmetric impact simulations of a drop (black, dis-
played not for the initial but a later time) on a flat surface.

The bottom of the wedge is defined as a no-slip wall
with the wetting boundary condition given by Eq. (10),
and the static (equilibrium) PDMS contact angle 6.4 =
100.3°. At the two lateral faces of the wedge, symmet-
ric boundary conditions apply. The upper and outer ra-
dial faces of the wedge are free stream borders so that
mass can enter and leave over both boundary patches in
combination with a zero gradient condition for the order
parameter. The time step size is of order 0.1 us and the
simulation runs till 100 ms.

3.2.5. Simulation domain for structured surface

In this case the numerical set-up has to capture
the spherical drop impacting on the grooved structure.
Therefore, the simulation domain needs to be three-
dimensional. To limit computational time, we take ad-
vantage of the two vertical symmetry planes of the prob-
lem and consider one quarter of the drop only. Fig. 4
shows the computational domain in grey embedded in
the full mirrored geometry. The dimension of the com-
putational domain is 2 mm in direction of the grooves,
1.8 mm perpendicular to the grooves, and 5 mm in
height corresponding to 1.9Ry X 1.7Ry X 4.8Ry. The grid
size h = 10 um corresponds to a resolution of the groove
width and height s by 6 X 6 cells resulting in 18 million
mesh cells in total for the entire computational domain.

The boundary conditions are chosen as in the flat
case. The bottom is defined as no-slip wall with the
wetting boundary condition given by Eq. (10). As the
grooves are adequately resolved, the static contact an-
gle of the flat PDMS surface is used again. At the two

Figure 4: Sketch of the cuboid (grey) representing the computational
domain for the three-dimensional impact simulations of a drop (black)
on a surface structured by parallel grooves.

outer vertical faces of the computational domain, free
stream boundary conditions apply, while at the two in-
ner ones, symmetry boundary conditions are used. The
time step size is of order 0.01 ps and the simulation
runs till 117 ms. In order to provide reasonable time-to-
solution, the solver is executed in parallel mode. Prior
to the main simulation a scalability study with variation
of CPU core number from 60 to 1000 is performed for
the present computational domain. The study reveals
a significant speed-up for the parallel computation up
to 500 CPU cores. Based on this result and available
computational resources, the final simulation is carried
out on 500 CPU cores during 66 days (33 consecutive
runs with 2 days runtime each). The total computa-
tional costs to run the simulation till 117 ms using a time
step size of order 0.01 us are approximately estimated
to 800,000 CPU.

4. Results for drop impact on flat surface

While the numerical data set provides the possibil-
ity to analyse full details of the internal flow within
the droplet as discussed, e.g., in [34], the focus of the
present paper is on comparison with the experiment,
where data for the instantaneous phase distribution are
available only.
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Figure 5: Spreading factor over time for the flat PDMS surface.

4.1. Spreading Factor

A suitable measure to quantify contact line dynamics
is the spreading factor, defined as ratio between the di-
ameter of the wetted area to the initial drop diameter Dj.
The time evolution of this dimensionless parameter al-
lows to compare the experimental and numerical results
quantitatively as shown in Fig. 5. The grey line labelled
as experiment shows the spreading factor of the aver-
aged 20 experiments. In the background of this line, the
standard deviation is indicated as grey area (STDgyp).
The standard deviation reveals that with the start of the
receding phase (8 ms), the uncertainty rises and keeps
being rather high in the equilibrium state. This can be
explained by the finite roughness of the PDMS surface.
The corresponding microscopic irregularities act as bar-
riers for the movement of the contact line. This causes
the contact line to pin at different positions leading to
a certain level of standard deviation even for the equi-
librium state. Note that even nanometric defects may
cause contact line pinning [35] and contact angle hys-
teresis [36].

Fig. 5 also shows the black solid line which corre-
sponds to the simulation results with y = 1 m-s/kg and
M = 4.84 - 107" m3s/kg. The black dashed line shows
the result of the simulation with y = 0.413 m-s/kg and
M =2-10""9m3s/kg. It can be clearly seen that the first
advancing phase till about 6 ms shows very good agree-
ment between experiment and numerics. The final equi-
librium state for the spreading factor is also in excellent
agreement. During the droplet oscillation phase, signif-
icant differences are observed. First, the plot reveals a
higher peak for the maximum spreading factors in both
simulations as well as earlier and more pronounced re-
ceding phases. In addition, the numerical results show
clearly more oscillations before reaching an equilibrium
state. This is plausible, since the flat surface in the sim-
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Figure 6: Drop shapes after impact on the flat surface over time (ms)
in simulation (black) and experiment (grey). At 8.6 ms the grey drop
is truncated at the top due to limited field of view in the experiment.

ulation is assumed perfectly smooth without any rough-
ness and therefore is expected to cause a more dynamic
behaviour. A decrease of the mobility leads to a reduc-
tion of the maximum spreading factor and subsequently
a less dynamic spreading behaviour.

4.2. Instantaneous drop shape

For further validation, Fig. 6 compares the instan-
taneous droplet shapes in experiment and simulation.
Each picture for the 14 different instances in time is di-
vided into two parts. The grey colour on the right visu-
alizes the experimental shape of one single experiment.
The picture is acquired as described in Section 2 so the
displayed shape is a lateral projection of the droplet.
The black colour on the left corresponds to the simula-
tion with mobility M = 4.84 - 1071 m3s/kg. The shape
of the droplet is extracted via the order parameter C be-
ing > 0. The picture shows the shape of the droplet as a
vertical cross section through the mid-plane.

For the times 0.6, 2.2, 3.8 and 5.4 ms, the pictures are
matching perfectly. The apparent difference at 3.8 ms
can be explained by the mentioned different acquisi-
tion techniques. As the actual shape of the droplet at
3.8 ms has a rotational accumulation at the outside rim
(see Fig. 6 left part), the projection from the side yields
a uniform flat profile (see Fig. 6 right part).

At time 7 ms, the phase-field simulation can still re-
produce the bulk shape recorded in the experiment but
fails to capture the small jetting tip at the top of the
droplet. With current resolution, the experimental tip ra-
dius corresponds to about eight mesh cells only. Clearly,
this resolution is too less to capture the surface tension
dominated tip region in the present simulation accu-
rately. This failure is also related to the effect of in-
terfacial relaxation which is inherent to the phase-field
modelling as long as the system is out of equilibrium
and an artificially thick interface is used [37].

The pictures for the period 8.6 — 19.8 ms show dif-
ferent shapes in experiment and simulation, which is
also expected judging from Fig. 5. A closer look on
the experimental images at 11.8 and 13.4 ms indicates



transversal perspective

| . I . I . .
Experiment ——

STDrpx,
Simulation —— _|

Spreading Factor [-]

| 1 | 1 | 1 | 1

40 60 80 100

Time [ms]

parallel perspective

T I T I T I . .
Experiment ———

STDxxp ]

Simulation —— _|

Spreading Factor [-]

Time [ms]

Figure 7: Spreading factor over time for the structured PDMS surface from two perspectives.

a distinct change of the drop shape close to the sub-
strate with an alternation of the apparent contact angle
from values smaller than 90° to values larger than 90°,
associated with the reversal of the contact line motion
from receding to advancing within this period. This
rather abrupt reversal goes along with a lower peak in
the averaged spreading factor (cf. Fig. 5), indicating
that the process is reproducible. From 19.8 ms onwards,
the spreading factor of the experiment remains constant,
while the droplet shape itself is still changing. This indi-
cates pinning of the contact line at the surface, possibly
due to imperfections. In the simulation, no such abrupt
changes of the drop shape are observed. At the equilib-
rium state (100 ms), nicely matching droplet shapes are
obtained again in Fig. 6.

5. Results for drop impact on structured surface

5.1. Spreading Factor

Fig. 7 shows the spreading factor for the structured
surface from transversal (left) and parallel (right) per-
spectives. Displayed in grey is the averaged experimen-
tal result along with its standard deviation and in black
the result of the simulation. For the transversal perspec-
tive, experiment and simulation reveal a perfect match
during the entire advancing phase and in the maximum
spreading factor. Also, the beginnings of the receding
curves are matching. From 10 ms onwards, the simu-
lation curve and the averaged experimental curve start
to differ from each other. The experimental graph re-
veals an almost constant value for 10 — 12 ms, indicat-
ing a temporal pinning of the droplet. During the same
time interval, the contact line recedes in the simulation
by about constant speed until a spreading factor of zero
is reached indicating bouncing. The time interval be-
tween initial wall contact and drop bouncing is denoted

as contact time. Richard et al. [38] derived a correlation
for the contact time of drops bouncing from flat super-
hydrophobic surfaces (6. > 150°). For the present drop,
this correlation predicts a contact time of about 10.4 ms.
This value is in a comparable range to the present values
of 13 ms in the simulation and 15 ms in the experiment.

Both in experiment and simulation, the droplets de-
tach from the surface. In the experiment, a tiny amount
of water remains on the surface while the droplet is
bouncing, cf. Fig. 8 at 18.2 ms. This leftover of wa-
ter on the surface is the reason why the spreading fac-
tor of the experiment does not fully reach zero. One
main difference between the simulation and the experi-
ment is the residence time of the droplet in the air which
is much shorter in the experiment. One plausible rea-
son for this difference is the fact that the real surface
in the experiment has the 60 um groove structure, but
also has additional roughness and defects. These im-
perfections lead to an additional barrier that has to be
overcome during the dynamic process. As during the
receding phase the droplets kinetic energy is already re-
duced as compared to the advancing phase, the receding
contact line motion is more prone to a delay by these
barriers. The additional energy that has to be invested
to overcome imperfections leads to less remaining ki-
netic energy for the detaching droplet. Consequently,
this leads to a difference in bouncing height, as will be
later shown in Fig. 8. This difference in bouncing height
goes along with different resident time of the droplet in
the air. Further causes for that difference may be re-
lated to contact line boundary condition, surface tension
modelling, interface thickness, mobility and groove res-
olution. However, we here are unable to investigate and
quantify these effects.

Once the droplets impacts on the surface the second
time, the advancing phase starts again. Due to less ki-
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Figure 8: Drop shapes after impact on the structured surface over time (ms) in simulation (black) and experiment (grey) from transversal (top) and
parallel (bottom) perspectives. Note that some of the grey drops are truncated at the top due to limited field of view in the experiment. For the
transversal perspective, this concerns the pictures from 10.2 — 15 ms and, for the parallel perspective, the pictures from 7 - 24.6 ms.

netic energy present in the experiment, the maximum
spreading factor of this second impact is not as high
as in the simulation. Also, the second receding phase
is more developed in the simulation. This reflects the
behaviour from the previous receding phase. The ma-
jor difference between simulation and experiment is the
equilibrium state at the end. Here, the simulation does
not match the value of the experiment within the stan-
dard derivation.

The temporal evolution of the spreading factor from
the parallel perspective is displayed on the right side of
Fig. 7. The advancing phase and the maximum values of
the spreading factor show again very good agreement.
For the receding phase, a very small shift in time can
clearly be seen: the receding phase of the experiment
starts a bit later. This shift is permanently seen and be-
comes larger until the droplet detaches from the surface.
This growth in the time shift is in accordance with the
idea that in the experiment, a higher energy barrier has
to be overcome during receding. Once the two droplets
have impacted on the surfaces, again they reveal dif-
ferent behaviour. While in the averaged experimental
curve, the final value of the spreading factor has already
been reached after one advancing phase after rebound,
in the simulation the behaviour is more dynamic.

Especially noticeable is the stepwise change of the
numerical spreading factor for the parallel perspective
displayed in Fig. 7. In the corresponding averaged ex-
perimental curve, no stepwise change can be observed.
The steps in the numerical results are particularly clear
in the period 40 — 65 ms when the rapid change of
the spreading factor following the second impact af-
ter bouncing has slowed down and the energy barrier
to wet/dewet a groove cannot be overcome instanta-
neously. The step width of 4s in the numerical curve
corresponds to the wetting/dewetting of one periodicity

length of the surface structure (2s) on both sides of the
drop. The pinning process at the grooves is visualized in
a video provided as supplementary material. By visual-
izing the temporal evolution of the gas-liquid interface,
the pinning at the edges of the grooves is identified. It
reveals that wetting and dewetting happen almost simul-
taneously over the groove and the ridge between neigh-
bouring grooves.

Similar to the transversal perspective, the terminal
spreading factor in parallel direction is larger in the sim-
ulation as compared to the experiment. The difference
in the parallel perspective is, however, much smaller and
equivalent to a distance of about 60 um. The systematic
larger terminal spreading factors in the simulation are
related to the lower terminal drop height, cf. the discus-
sion at the end of Section 5.2.

5.2. Instantaneous drop shape

Fig. 8 shows selected shapes of the impacting droplet
over time. As before, the numerical results are visual-
ized in black and the corresponding experimental results
in grey. On the structured surface the two different per-
spectives indicated in Fig. 2 are considered. While both
perspectives are extracted from one simulation run, the
experimental results are obtained in two consecutive ex-
periments, i.e., from different drops.

The first three instants of time (0.6, 2.2 and 3.8 ms)
show very good agreement between experiment and
simulation and indicate no visible difference between
the two different perspectives. The apparent difference
in experimental/computed droplet shape at 3.8 ms orig-
inates from the different recording techniques as ex-
plained in Section 4.2. Also, the reason for the differ-
ence in drop shapes at time 5.4 ms (where the exper-
iment shows a jet which is much less pronounced in
the simulation) is discussed in Section 4.2 already. At



this instant in time, the shapes in the bottom part show
very good agreement between experimental and numer-
ical results in each perspective while first differences
between the two different perspectives become visible.
While the shape in the transversal perspective is rather
bulbous (in the lower part of the droplet), the parallel
perspective reveals a more conical shape. This happens
because the drop can evolve freely in the transversal di-
rection, while the grooves restrict its motion in parallel
direction.

For the times 7 and 10.2ms, experiment and sim-
ulation show very similar droplet shapes while dif-
ferences between the respective directions are clearly
present. From time 13.4 ms onwards, obvious differ-
ences between experiment and simulation are found.
They mainly originate from differences in contact time
and bouncing time, as already discussed in Section 5.1.
The droplet shapes at 10.2 and 13.4 ms visualise nicely
the different dynamics of the receding contact line in
that period. While the decrease of the wetted surface
area visible in the black simulated droplet shapes is
very large, it is much smaller for the grey experimen-
tal droplet shapes. These observations are in correspon-
dence with the less quickly decreasing spreading factor
and longer contact time in the experiment as compared
to the simulation (cf. Fig. 7).

For the black simulation droplet at time 13.4 ms, the
drop’s shapes still reveal perspective differences, even
though the contact to the surface is minimized. As the
droplet maintains the change in shape up to this point, it
is logical to see this difference also during the rebound-
ing phase. During the rebounding phase, the main two
aspects that disagree between the experiment and the
simulation are the bouncing height of the droplet (con-
sequently also its residence time in the air) and the tiny
amount of water staying on the surface in the experi-
ment versus the complete rebound of the droplet in the
simulation.

For the final stage, Fig. 8 reveals that the terminal
drop height in the simulation is lower than in the exper-
iment, while the experimental values in both perspec-
tives differ as well. The terminal drop height above the
ridges is 1.519 mm in the simulation while the corre-
sponding experimental values in transversal and parallel
perspective are 1.635 mm and 1.586 mm, respectively.
Since the drop volume in experiment and simulation is
the same, the 5 — 7% lower terminal numerical drop
hight corresponds to larger values of the terminal nu-
merical spreading factor in both directions, cf. Fig. 7.

Figure 9: Simulation results illustrating the evolution of the wetting
state of the grooves over time (ms).

5.3. Air entrapment within the grooves

When the water droplet impacts on the structured sur-
face the grooves can either be filled with water (Wenzel
state) or can enclose entrapped air (Cassie state). The
actual condition of the grooves can only be analysed in
the simulation but not by the experiment due to reduced
optical accessibility.

During the initial impact on the surface, the grooves
are not wetted. When the droplet impacts the surface
a second time after bouncing, the grooves are slowly,
one by one, filled with water. Fig. 9 shows the evolu-
tion of the condition of the grooves over time. The first
picture (52.1 ms) reveals the drop sitting on the surface
without water wetting the grooves: when water wets the
surface the visualisation colour of the solid-liquid inter-
face is grey; when water has a liquid-gas interface the
visualisation colour is darker. At 52.1 ms the picture re-
veals the ridges between the grooves being wetted, but
the grooves themselves are not wetted. On the picture
at 56 ms two grooves begin to wet. As described in
Section 3.2.5, the simulation resolves a quarter of the
droplet. This necessitates the symmetric behaviour of
the droplet. At 58.1 ms, the same two grooves are com-
pletely wetted. Additionally, the picture reveals a cir-
cular wetting pattern on the grooves which evolves un-
til 64.1 ms and wets the complete grooves towards the
outer boundaries of the droplet while the inner part of
these grooves still encloses entrapped air.

The picture for 82.9 ms shows all grooves being par-
tially or fully wetted. From this point on, the observed
behaviour is not physical any longer as air seems to dif-
fuse out of the grooves. This can be explained consid-
ering the numerical parameters of the simulation. As
stated in Section 3.2.3, the Cahn number is based on
a characteristic length scale. Here, the drop diameter



is taken for that purpose as obvious choice for drop
impact phenomena. However, in order to capture the
evolution of the entrapped air properly, the underlying
characteristic length scale should be the groove width.
Clearly, the Cahn number based on the groove length
scale /s = 0.36 is much too high to simulate the air
entrapment inside the grooves accurately.

6. Summary and conclusions

From the present experimental and computational
study with a phase-field method, several conclusions
can be drawn. In the experiment with the structured
surface, a good reproducibility is obtained for the in-
ertia dominated expanding phase towards the maximum
spreading diameter as well as for the subsequent reced-
ing phase till bouncing. For the flat surface, the repro-
ducibility is good for the spreading phase and the begin-
ning of the receding phase. For these stages, the corre-
sponding computational spreading factors and instanta-
neous drop shapes on both substrates are in reasonable
good agreement with measured data.

After the deterministic phase discussed above, much
larger standard deviations are obtained for the time evo-
lution of the experimental spreading factor on both sub-
strates indicating limited reproducibility. The corre-
sponding variations can be attributed to temporal or per-
manent pinning effects caused by microscopic surface
imperfections associated with finite roughness. In the
numerical results for the perfectly smooth flat surface
without any roughness, no pinning effects are observed,
as expected. For the structured surface, temporal pin-
ning is observed in the simulation, which is well cor-
related to the periodicity length of the micro-grooves.
Overall, the microscopic roughness effects present in
the experiment and absent in the simulations cause a
more dynamic behaviour of the wetted surface area and
less dynamic behaviour of the gas-liquid interface in the
simulations as compared to the experiment.

Concerning the wetted surface area in the final static
state, good agreement between computational and av-
eraged experimental results is obtained on the flat sub-
strate. On the structured surface, the terminal spreading
factors in both perspectives are larger in the simulation
as compared to the experiment, corresponding with a
smaller terminal droplet height.

Overall, the agreement between simulation and ex-
periment in terms of spreading factor and instantaneous
drop shape is good for the inertia-driven advancing
(spreading) phases of drop motion. The subsequent re-
ceding phases are more dominated by surface tension
and contact line dynamics. There, the agreement is good
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for the flat surface only at the very beginning and for
the structured surface somewhat longer. For the sub-
sequent oscillation phase (flat surface) and bouncing
phase (structured surface), the differences in spreading
factor and drop shape are large. While the proposed
phase-field method can thus not correctly reproduce the
entire liquid motion, it is remarkable that it correctly
recovers the experimentally observed outcomes of the
drop impingement, namely deposition without rebound
on the flat surface and bouncing on the micro-grooved
surface. The duration of the rebound in the simulation
is larger than in the experiment, where microscopic sur-
face roughness dissipates more energy during drop re-
coil. Nevertheless, reproducing the distinct experimen-
tal droplet impingement outcomes on both surfaces is
notable since it is obtained using the same static contact
angle in the wetting boundary condition and identical
values for capillary width, mobility and grid resolution.
So far the present study is limited to one combination
of drop diameter and impact velocity only, which is of
course insufficient for a thorough validation concerning
impingement outcomes. The results nevertheless indi-
cate the large potential of the phase-field method for
correctly predicting drop bouncing phenomena.

The simulation results on the structured surface en-
compass the wetting/dewetting behaviour within the
grooves including air entrapment, however at insuffi-
cient resolution. This reveals challenges to future work
where, for adequate resolution of these phenomena,
adaptive mesh refinement should be employed.
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