Search for anisotropies in the arrival directions of charged cosmic rays with AMS-02
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Introduction

The story of astroparticle physics started about 100 years ago when Viktor Hess discovered an ionizing radiation of extraterrestrial origin in a series of balloon flights in 1912. His discovery of what was later called cosmic radiation (CR) was awarded with the Nobel prize in 1936 and led towards the founding of the new field applying methods of particle physics to the field of astrophysics and cosmology. The particle nature of cosmic rays was settled by Bothe and Kolhörster in 1929 shortly after its discovery.

Later on, the observation of a latitudinal variation in the cosmic rays intensity proved that the particles are deflected by the Earth’s magnetic field and consequently are charged and, as a follow-up, a longitudinal variation known as "East-West-Effect", proving that the charge is mostly positive. The measurement of the East-West-Effect was the first observation of an anisotropy, a directional dependence in the cosmic rays flux with high impact on the understanding of the phenomenon.

Even though without its origin revealed, a series of discoveries was made studying cosmic radiation as a source of particles, such as the first detection of antimatter in the form of the positron, as predicted in theories of Paul Dirac, by Carl Anderson in 1932 (Nobel prize 1936). Other examples are the discovery of the muon in 1937, which extended the particle zoo with one more leptonic family, and the pion as first proof of the strong interaction in 1947.

In today’s picture, cosmic rays consist of mainly protons, heavier nuclei, electrons, positrons, gamma rays, and neutrinos. Their origin still is an item of constant debate, pinned down to an unknown high energetic extragalactic contribution and a galactic component at lower energies, believed to originate from shell supernova remnants (SNR).

With the development of particle accelerators in the 1950s, cosmic rays lost some of their impact, when particle interactions could be studied in a controlled environment independent from nature. From these experiments, a standard model of particle physics (SM) was established with tremendous success in explaining most observations and predicting unknown phenomena. At the same time, the understanding of the universe has been pushed forward by continuous observations finding its peak in the discovery of the Cosmic Microwave Background (CMB) by Penzias and Wilson in 1965 (Nobel prize 1978) as it has been predicted by the big bang theory. The confirmation of this nowadays widely accepted model, in which the universe has been created in an infinitely small point expanding ever since, showed the deep understanding of the universe but also revealed observations which are in contradiction to particle physics knowledge. To provide a complete picture both, the observation of the huge universe as well as the studies of the tiniest particles, have to complement one another.

A major point in which the SM struggles is to provide a mechanism in which the observed matter-antimatter asymmetry is explained. In SM scenarios matter and antimat-
ter are produced in the same quantities while the observable universe demands a matter dominated production. Another burning question addresses a mismatch between mass needed in a stable universe and the mass that can be observed. First hints of this later called Dark Matter (DM) were seen in the rotation of galaxy clusters by Fritz Zwicky in 1933 and the confirmation in the smaller pendant of galactic rotation curves by Vera Rubin since the 1960s.

An estimate of the contributing mass of DM to the universe, which amounts to 83% of the total mass, is gathered from the analysis of small-scale anisotropies in the CMB. In most models that try to explain the nature of the Dark Matter a novel particle, so far not discovered or closely restricted by measurements, is assumed. If the hypothetical Dark Matter particle is a thermal relic from the early Universe, created by energetic collisions of standard model particles, it must annihilate into standard model particles today wherever the Dark Matter density is high enough. Such annihilations yield pairs of protons and antiprotons, electrons and positron, as well as photons and neutrinos as their stable annihilation products - the same particles that constitute cosmic rays. The discovery potential puts cosmic rays as a mediator between particle physics and cosmology back in focus.

With the installation of the Alpha Magnetic Spectrometer (AMS-02) aboard the International Space Station (ISS) in May 2011, a new era in the research of charged galactic cosmic rays started. By measuring charged cosmic rays outside of any disturbing atmospheric influences with a precision never seen before, the model predictions for cosmic rays propagation are challenged. Structures in the flux of positrons [1–4], protons [5], and helium [6] can currently not be explained by consistent propagation scenarios. A straightforward solution to this problem is to assume non-standard sources of cosmic rays within the local environment or to introduce modifications to the local diffusion. Most of such scenarios come with a directional variation of the cosmic rays arrival direction, referred to as anisotropy.

It is to note that magnetic fields in the Interstellar Medium (ISM) deflect charged particles and thereby cover up all information about the origin. Moreover, the flux is made highly isotropic, and structures in the spectra are washed out. To interpret the measured data, the journey of a CR particle from its source to the detector, referred to as propagation, has to be modeled using only information accessible from Earth. The measurement of an anisotropy in the fluxes might point to non-standard local sources which are needed for the interpretation of all measurements in charged cosmic rays. Such a signal would be expected in particular at high energies where statistics is low, which makes the measurement a challenging task.

To measure a variation in the particles flux the hypothesis of isotropy first needs to be constructed and compared to the measured data. Since no detector is perfectly isotropic, scans the sky isotropically, and every detector is subject to time- and direction dependent operational instabilities, an image of an isotropic sky measured with the detector in the respective data taking period needs to be created. Any significant deviations from this picture may then be detected as anisotropy. The hypothesis of isotropy can be created in multiple ways and is called reference map.

Attempts in finding directional dependent signals in charged cosmic rays have been published by many experiments proposing several analysis methods with different constructions of reference maps, most of which cannot be applied to AMS-02 for its small
field of view and the rough orbit conditions. Often a measurement is done by normalizing particle counts to a reference particle of another species which is assumed to be isotropic on a high level. However, this approach is limited in significance and results are not straightforward to use in interpretation as numbers are only given relative to the reference particle, which can introduce a bias. Moreover, this approach is not available for all particle species measured by AMS-02. A map of the absolute distribution of particles incoming direction that can be applied to all particle species is desired to study the incoming directions in multiple coordinate systems to enhance signals of different origin and thereby identify its source.

In the framework of this thesis, a novel method to construct a map of the isotropic sky, as it would be seen by the detector, based on fundamental detector characteristics such as the livetime and acceptance was developed and applied to AMS data. This method, for the first time, allows to construct reliable limits on the absolute anisotropy in the arrival directions of cosmic rays. Limits on the absolute dipole anisotropy of positrons, electrons and protons are reported using data taken with AMS-02 in the period from May 2011 to May 2016. In total, 69,394 positron and 913,421 electron events were selected in an energy range from 16 GeV to 350 GeV, and 51 million proton events were selected in a rigidity range from 18 GV to 1800 GV.

Chapter 1 gives an overview of the physics of charged cosmic rays, their origin, and propagation. Even though cosmic rays arrive at Earth in a high level of isotropy, scenarios will be introduced which are capable of introducing an anisotropy of some level and what can be learned from making such an observation. Also, an overview of currently available results in search of anisotropies in the cosmic rays arrival direction by other experiments will be given. In Chapter 2 the AMS-02 detector is presented. A detailed understanding of the detector capabilities, its functionality, and its operation is crucial to understand effects that propagate to data maps and therefore directly to the analysis of directional information. The tools which were used or developed for the analysis presented in Chapter 4 are introduced in the previous Chapter 3. Finally, in Chapter 5 the obtained results will be discussed and put in context to other experiments and expectations from the theory presented earlier. The work will be concluded in Chapter 6.
1. Propagation and sources of cosmic rays

The observation of cosmic radiation started in 1912 with its discovery by Viktor Hess who monitored the rate with which electroscopes discharged with the altitude above sea level in a series of balloon flights. The loss of charges in an electroscope is caused by ionization from a background radiation assumed to be of geological origin at that time. Viktor Hess proved that the rate of ionization increases with altitude which contradicts this assumption and suggested a source outside of the Earth’s atmosphere. Measurements during nights and solar eclipse disfavored a solar origin of the background radiation, later established as cosmic rays (CRs).

Since then CRs have been continuously under study and provided fundamental knowledge about the universe and our galaxy. Their origin, however, is still not fully understood even though progress was made in answering this question involving a large number of experiments all over the world and even in outer space.

1.1. Origin and propagation of charged cosmic rays

Cosmic rays have been introduced as ionizing radiation of interstellar origin. They spread over a huge energy range over many orders of magnitude from keV up to EeV. Figure 1.1 shows the spectrum of the flux of CRs over this range in energy. The flux quantifies the number of particles with energy E, measured in GeV, that are expected to cross a virtual area of 1 m² in one second per opening angle in steradian (sr). Because of the huge energy range, the flux is measured by a variety of experiments dedicated to a fraction of this energy range. The spectrum decreases rapidly, such that huge detection areas are needed to collect a reasonable amount of high energetic CRs. For example, only one particle with kinetic energy greater than 10 PeV is expected to cross an area of 1 m² per year. The flux is well described by a power law of $\Phi(E) \propto E^{-\gamma}$ and $\gamma$ ranging between 2.7 and 3.0. A break in the all-particle spectrum shows up at $10^{15}$ eV, called the knee, as in combination with a hardening at higher energies, called the ankle, the spectrum follows a shape similar to a human leg. In general, all these features are only visible if the shapes are magnified with weighting the flux by some power of the energy. The knee is followed by a second, weaker, one at $10^{18}$ eV.
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Figure 1.1: **Left:** Spectrum of the flux of CRs over a wide range with energy [7]. Two spectral features, the knee and ankle are marked. **Right:** Spectra of the singly-charged components of cosmic radiation as function of kinetic energy up to the knee, measured by different experiments before AMS-02. For each species, the dashed line represents a weighted average of recent measurements [8].

In general, CRs consist of a variety of charged particles including electrons, positrons, protons, and heavier nuclei and an uncharged component of gamma rays and neutrinos which, even though of great importance for astroparticle physics, will not be discussed in the frame of this Thesis. On the right-hand side of Figure 1.1, the CR spectrum is shown separately for different particles of unit charge up to an energy of PeV. Towards higher energies, the identification of a particle is harder to achieve, as it will be discussed later in this section, and composition measurements are stated. The CR flux is largely dominated by protons, which make up about 90% of the charged component.

Because of the charge, CR particles scatter at magnetic turbulences in interstellar magnetic fields and lose all information about their origin on the way to Earth. They also interact with interstellar material. Any information on the source and the propagation has to be modeled using statistical methods, which makes the particles local spectra and chemical composition a valuable information desired to be known with high precision. Features in the spectrum are directly connected to the underlying physical process. In fact, the knee and the ankle carry the most fundamental information about the origin of CRs, as they are interpreted to form a transition of particles with a galactic origin, towards an extragalactic source starting to contribute significantly. AMS-02 has been designed for the measurement of charged cosmic particles with energies up to TeV, and therefore galactic origin.

An indication of where Galactic CRs are produced can be obtained from measurements like the one presented in Figure 1.2. In there, the composition of Galactic CRs is compared to their abundance in the solar system, which is of a similar level for most elements. Differences in lithium, beryllium, and boron, and in the sub-iron region (Z=22 to Z=25) bear information on the propagation process; they are produced in interactions of heavier nuclei with the interstellar medium (ISM), so-called secondary production. The
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Figure 1.2.: Comparison of the relative composition of galactic cosmic rays during solar minimum, as measured by the CRIS experiment at energies below GeV/nucleon, to the solar system chemical abundance [9]. The data are normalized to Si=1000. The similar composition suggests that both quantities are of the same environmental origin. Differences observed for lithium, beryllium, and boron, and in the sub-iron region (Z=22 to Z=25) are explained by secondary production of these elements in interactions of the abundant proton and helium nuclei with the ISM.

similarities for most of the species imply that galactic CRs originate in an environment similar to the solar system.

While the sun itself can only be a local source of low-energetic electrons and protons, it is commonly believed that Galactic CRs are formed mainly in shell supernova remnants (SNR). A supernova marks the end of the fusion activity of a massive star with 1.4 solar masses or more. At this point, where the fusion pressure cannot counteract the stars gravitational force anymore, the star collapses and is wiped out in an explosion where an enormous amount of matter is ejected into space. In this state, the temperature is high enough to enable the synthesis of higher charge nuclei up to iron, which explains the observed CR composition discussed before. The ejected matter forms a front of charged particles and strong magnetic fields. Assuming a supernova explosion in the galaxy once every 50 years with an energy budget of $10^{51}$ erg, a power of about $5 \times 10^{41}$ erg/s is emitted into the galactic space. To explain the measured cosmic rays power of $3 \times 10^{40}$ erg/s, 1% to 10% of the supernova’s energy has to be converted into CRs acceleration, which is in good agreement with current supernova models. In fact, supernovae have been found to be a source of cosmic rays in X-ray observations of high energy electrons’ synchrotron radiation, bremsstrahlung, and inverse-Compton radiation, as well as neutral pion decay produced in inelastic collisions between energetic ions and thermal gas. However, supernovae cannot explain all cosmic rays observations and cannot be used to constrain cosmic rays acceleration models in detail, yet [10].

In a first approach to create an acceleration mechanism of CRs, based on the observed power-law behavior of the spectra, Enrico Fermi suggested a statistical acceleration process from elastic collisions of charged particles with moving magnetic clouds [11]. Magnetic clouds are not capable of accelerating charged particles from their enclosed magnetic fields, as they are not capable of performing work. An exchange of energy that can be negative or positive results from collisions with the moving objects. Fermi noticed that the net energy gain in such a diffusive process is positive. However, because of the isotropic distribution of the cloud velocities $\vec{u}$, the mean energy gain in such a process
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Figure 1.3.: Fermi Acceleration of first and second order. **Left:** Stochastic acceleration from inelastic scattering on moving magnetized could, or *second-order* Fermi acceleration. **Right:** Diffusive shock acceleration, or *first-order* Fermi acceleration. A gain in efficiency is achieved by the directed shock front acceleration, rather than the diffusive process. Diffusive shock acceleration is believed to be the dominant injection process. Stochastic acceleration causes re-acceleration in the propagation of CRs.

is only of second order \((\frac{v}{u})^2\), where \(v\) is the velocity of the relativistic charged particles. Therefore, the mechanism is inefficient, and acceleration rates are low. The basic principle of this so-called *second-order* Fermi acceleration, is sketched on the left side of Figure 1.3. It has been realized that the same principle can be adapted to the so-called diffusive shock acceleration (DSA) [12], or *first order* Fermi acceleration (even though not invented by Fermi himself).

In a shock wave, a reference frame exists in which charged particles scatter off magnetic fields similar to inelastic collisions at the shock front and gain energy linear in the speed of the shock wave \((\frac{v}{u})\). With every crossing of the shock front, the particle gains energy with a constant factor \(\rho = \frac{\Delta E}{E}\). After \(n\) interactions of this kind, a particle of initial energy \(E_0\) has accumulated an energy of \(E_n = E_0(1 + \rho)^n\). With every interaction the particle has a probability \(p_{esc} = \frac{\Delta N}{N}\) of leaving the acceleration process, resulting in a number of particles that still take part after \(n\) interactions of \(N_n = N_0(1 - p_{esc}))^n\). From here, the number of particles after \(n\) interactions can be calculated to be \(N_n = N_0 \left(\frac{E_n}{E_0}\right)^\rho\) with \(p = \frac{\ln(1-p_{esc})}{\ln(1+\rho)}\). Integrated over the energy the spectral shape is calculated to be of a power law shape

\[
\frac{dN}{dE} \propto \left(\frac{E}{E_0}\right)^{-\gamma}.
\]

With input from models \(\gamma = (p + 1)\) ranges from 2.1 to 2.4, which is softer than the observed \(\gamma\) ranging between 2.7 and 3.0. The softer spectrum is explained by energy losses and escape from the galaxy, which is more likely for higher energies, during propagation. In a consistent picture, CR particles are injected into the propagation process by efficient acceleration in a shock front and are re-accelerated in magnetic clouds on large timescales.

A measure of the timescales CRs spend in the diffusion process can be gathered from non-stable isotopes, so-called *cosmic clocks*. A widely used isotope is beryllium-10 with a half-life of \(1.39 \times 10^6\) years, beryllium-9 is stable. The observable is the \(^{10}\text{Be}/^{9}\text{Be}\)-ratio, which decreases during propagation due to the decay of \(^{10}\text{Be}\). As discussed from Figure 1.2 beryllium is produced in secondary interactions of mainly protons with the ISM.
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Figure 1.4.: Observables that are used to constrain basic parameters in the propagation process with a prediction from propagation models \[13\]. Left: A collection of measurements of the B/C ratio. From the ratio of secondary to primary particles the interaction rate of CRs with the ISM can be derived. Right: A collection of measurements of the \(^{10}\text{Be}/^{9}\text{Be}\) ratio. From the ratio of unstable to stable isotopes, the confinement time of CRs in the galaxy is derived. The blue band denotes a set of models that describe the data at position of the Earth taking solar modulation into account. The grey band represents the same models in the local interstellar medium (LIS), outside of the Heliosphere.

From fixed-target experiments, the production ratio of \(^{10}\text{Be}/^{9}\text{Be}\) can be measured and used as ratio at injection time. The production ratio is compared to the measurement of the same quantity at the Earth after the propagation. With the known half-life time of Beryllium-10, the age of CRs can be restricted to \(\tau_{\text{esc}} \approx 10^7\) years.

A similar approximation can be made for the matter density of the ISM, that CRs traverse, from the ratio of secondary over primary CRs. A typical example would be the B/C ratio, where carbon is produced in the Supernova and injected in propagation. Boron is produced by fragmenting carbon with the ISM \(\text{C+ISM} \rightarrow \text{B+p+X}\). From the fraction of boron, produced in interactions, in the flux of primary carbon the interaction rate can be evaluated. Data of the \(^{10}\text{Be}/^{9}\text{Be}\) and B/C ratio with a model fit are shown in Figure 1.4. The combination leads to the conclusion that CRs are part of the propagation process for a long time, but spend most of the diffusion time in the Galactic Halo of low density.

During propagation, CRs experience energy losses depending on their interaction cross-sections. Nuclei suffer mostly ionization and Coulomb scattering in the ISM. Lightweight electrons are subject to significant energy losses due to synchrotron radiation, inverse Compton scattering, and emission of bremsstrahlung. Figure 1.5 gives an estimate of the energy loss times with energy, dependent on the CR particle. While protons and heavier nuclei have loss times larger than their escape time \(\tau_{\text{esc}}\), the propagation process for electrons and positrons is limited by the efficient loss of energy in the galactic magnetic field.

1.1.1. Isotropy of CRs and challenges for transport models

Due to the long propagation time in the galactic magnetic fields, CRs lose all directional information about their source and get isotropized to a high degree. An angular anisotropy is expected from the galactic center, where the source density is high, such that the effective diffusion direction is away from the center. Only nuclei could be sensitive to
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Figure 1.5.: Estimate of the time in which CRs lose their kinetic energy [14]. A smaller time means a more efficient energy loss. **Left:** Energy loss for electrons and positrons. Towards higher energies, synchrotron radiation and inverse Compton scattering efficiently limit the energy loss time, and therefore the distance of propagation for electrons and positrons. For the calculation, the energy density of photons and the magnetic field have been assumed to be identical (Thomson limit) at 1 eV/cm$^3$. **Right:** Energy loss time for nuclei. Here ionization and Coulomb losses are dominant which allows for an increased propagation distance, compared to electrons. An average gas density of $n_{\text{ISM}}=0.01$/cm$^3$ is assumed.

such an angular dependence, for their long propagation time. As the particles get more resistant to deflections from magnetic fields towards higher energies and, at the same time, energy losses become less efficient, the sensitivity to such an anisotropy rises with increasing energy. For leptons, the propagation length is limited by the efficient energy losses, as described. Only in the presence of a local source, an angular anisotropy would be expected.

Recent measurements by AMS-02 challenge our understanding of CR transport. Figure 1.6 shows the fraction of positrons in the flux of electrons and positrons, the so-called *positron fraction* [1] [2]. In the standard paradigm of CR transport, positrons are believed

Figure 1.6.: AMS-02 Measurements of the positron fraction (left) [2] and the proton flux (right) [5]. Both measurements show features, which were not expected by the standard paradigm of CR propagation. Both the features might be connected to additional exotic sources.
to be produced purely as secondaries from the interaction of protons with the ISM

\[ p + X_{\text{ISM}} \rightarrow X^* + e^+ . \]

At the place of interaction the positron flux, therefore, follows the flux of protons, which is assumed to be the same as measured at the Earth’s position, convoluted with the energy dependence of the production cross-section, which is weak. The different energy losses during propagation cause a migration of the positron flux with energy which has to be modeled. Electrons, on the other hand, are mainly produced as primary CRs and directly injected in the propagation process. In this standard paradigm, a positron fraction decreasing exponentially with energy is expected. The measurement reveals a significant rise at energies above 10 GeV, which can be explained by an additional population of positrons. This observation cannot be explained in the standard picture and suggests a non-standard source of positrons. As already argued, the efficient energy loss in positrons and electrons demands a sufficiently local production of the exotic positron population. In the following sections sources in discussion will be introduced, but first, the picture of CR propagation painted by AMS-02 needs to be completed.

The right-hand side of Figure 1.6 shows the measurement of the proton flux up to a rigidity of 1.8 TV [5]. The rigidity \( R \) is a measure commonly used in astroparticle physics and describes the bending of a trajectory in a magnetic field which is proportional to the particle’s momentum divided by the absolute charge. The flux is multiplied by \( R^{2.7} \) to emphasize a hardening in the flux at rigidities larger than 300 GV. The deviation from the expected power law behavior needs to be connected to a change in the propagation mode, or an additional source of protons. Such a source would be, from current knowledge, completely independent from the positrons. In the helium flux a hardening, similar to the one in the proton flux, is observed [6].

Figure 1.7 shows the flux of primary protons and electrons together with secondary antiprotons and positrons with momentum larger than 20 GeV. The y-scale is set individually for every particle such that the fluxes are overlayed, and the spectral shape can be compared. It is remarkable that the flux of antiprotons and positrons precisely follows the spectral shape of the protons. The electron flux is more steep, which can be understood from the faster energy losses of electrons compared to protons, if both are
produced in the same source. The same would be assumed for the positrons, which is not confirmed by the measurement. Positrons are produced locally in the interaction of primary protons in the ISM and then propagated to detection at the position of the Earth. During propagation, the positrons suffer more energy losses than antiprotons, which are a pure secondary as well, and the spectrum is expected to become steeper. A possible explanation for the same spectral index of positrons and antiprotons could be a local production of positrons, which corresponds to a short propagation time with no significant energy loss. However, the ratio of unstable isotopes limits the propagation time, as discussed. A detailed discussion on limits of local production can be found in [16].

In conclusion, AMS-02 observations challenge the standard paradigm of CR propagation in the galaxy without suggesting a consistent alternative. Promising explanations for the excess in the positron fraction in form of Dark Matter annihilation [17-31], astrophysical sources [32-42], or exotic secondary production [43-48] are widely discussed in the literature. If the additional positron population or the hardening in the flux of protons is produced by an astrophysical source, an anisotropy in the particles arrival direction is expected. In the case of DM annihilation, such an anisotropy in the produced standard model particles would not be expected. Between the different hypothesis, the measurement of the anisotropy is a powerful discriminating variable.

1.2. Exotic sources of CRs

Various hypotheses on the source of exotic positrons are discussed in the literature, two of which are commonly favored: pulsars, and Dark Matter annihilation. The two represent two different types of sources which are point-sources, in the case of pulsars, and diffusive distributed sources, in the case of Dark Matter. The point-source type would inject particles at one or more specific positions, and therefore, delivers the particles dominantly from this direction in the sky which could be observed as an anisotropy. A diffusive distributed source would inject particles isotropically and consequently without anisotropy. If an anisotropy is found or excluded up to a high degree, one or the other source type can be excluded.

1.2.1. Pulsars

Pulsars are fast-spinning neutron stars with a strong magnetic field. Neutron stars form as a leftover from a massive star’s collapse at the end of its fusion process. The high gravitational pressure pushes electrons into the atomic core, where they interact into neutrons via \( p + e^- \rightarrow n + \nu_e \). Neutron stars are of a high density of the order of the atomic nucleus, with a size of a few 10 km in radius. Due to the conservation of angular momentum during the collapse, the star rotates fast with a period of seconds, reaching relativistic velocities at the surface. At this point, the neutron star becomes a pulsar. The magnetic field axis is tilted with respect to the rotation axis, such that radio signals, emitted in a light cone at the magnetic poles, are observed as pulses similar to a lighthouse. The first pulsar (PSR1919+21) was discovered in 1967 in a series of regular radio pulses with a period of 1.33 s.

\footnote{The measured radio pulses that lead to the discovery of PSR1919+21 are used in the artwork for the cover of the post-punk band Joy Division’s first album \textit{Unknown Pleasures}, and became an iconic icon in the Indy-rock scene.}
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Figure 1.8.: Schematic view of a pulsar [49]. Charges on the surface create the pulsar’s magnetosphere with high magnetic field strengths. Particles are removed from the pulsar’s surface by the strong magnetic field and flow into the magnetosphere following the magnetic field lines. Towards the poles, magnetic field lines cannot flow back, without violating the speed of light limitation, and particles can escape into the interstellar space.

On the surface, where the gravitational pressure is smaller, heavier nuclei, mainly iron, with residual electrons are still present. The fast rotation of charges creates the pulsar’s magnetosphere with high magnetic field strengths. The high magnetic fields pull out surface electrons, which flow into the magnetosphere as electric current, following the magnetic field lines. The surface electrons emit highly energetic synchrotron radiation from the curved trajectory in the pulsar’s magnetosphere from which secondary electron/positron pairs are produced. In an electromagnetic cascade thousands of electron/positron pairs are produced from a single surface electron.

The pulsar’s magnetosphere reaches an expansion at which magnetic field lines cannot flow back to the pulsar’s surface without violating the speed of light limitation. The field lines are open towards the magnetic poles. In this so-called light cylinder, particles can escape the environment and can be accelerated in the interstellar space. Figure 1.8 shows the pulsars magnetosphere environment the creation process of the electron/positron pairs in a schematic view.

The injection of electron/positron pairs into the CRs propagation process is widely accepted in the literature to explain the features in the positron spectra. Positrons created in a nearby pulsar could provide an explanation for the rise in the positron fraction. The production in the interstellar neighborhood, of distances smaller than the positrons energy loss range, would induce an anisotropy in the angular arrival direction of positrons, which might be detected by experiments. The hypothesis is explored in propagation models, e.g. in [50], with focus on an induced anisotropy as discriminating variable.

1.2.2. Dark Matter searches in galactic cosmic rays

The observation of a massive invisible component in the mass distribution of galaxy clusters, first measured in 1933, is one of the most striking aspects of astroparticle physics and cosmology, in the recent years. The existence of Dark Matter (DM) has been established in a variety of independent observations on various scales. Still models, DM
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1.2. Evidence for Dark Matter

First observations linked to DM were made by the observation of the mean velocity of the galaxies in the Coma Galaxy Cluster, measured via the individual galaxies redshift [51]. With classical mechanics calculations, it was concluded that the cluster of more than 1000 galaxies cannot be bound together from the gravitational pull of the visible matter alone. An additional invisible form of matter, by a factor of 400 more massive, was assumed to exist within the cluster, therefore the term **Dark Matter**.

The same effect was observed in the rotation curves of spiral galaxies starting in the 1960s. It was measured that the orbit velocity of stars stays more or less constant with their distance to the galactic center. From the visible matter in a galactic disc alone, a decrease in orbit velocity would be expected following Kepler’s law. The centrifugal force would slingshot the matter out of the gravitationally bound system. The left-hand side in Figure 1.9 shows the measured rotational curve of seven spiral galaxies. All show the described behavior which is consistent with a uniform, roughly spherical, mass distribution surrounding the galactic disk, the so-called **Halo**.

In more recent measurements, more observations could be made that confirmed the presence of DM as a significant contribution to the universe’s matter budget. With the method of gravitational lensing, mass distributions can be determined, even if they do not interact electromagnetically. In general relativity, a mass can bend the path of light. The effect is observed if a large mass accumulates between an observer and a distant light source. One of the most convincing observations interpreted by the existence of DM, using the technique of gravitational lensing, has been made with the discovery of the **Bullet Cluster**. It consists of two independent galaxy clusters colliding. Because of interactions between atomic matter, the two clusters merged, which can be seen visibly and is confirmed by x-ray observations. The two massive components, determined by

---

**Figure 1.9.:** Observations that are explained by the presence of Dark Matter. **Left:** Rotational curve of seven spiral galaxies, measured through their redshift. A roughly constant orbit velocity is measured with the distance to the galactic center, which is in contradiction to the expectation from the visible mass distribution in the disk [52]. **Right:** Overlay image of the Bullet Cluster composed of a picture in the visible spectrum by the Hubble space telescope, gas distribution in pink from x-ray observations by the Chandra telescope, and the mass distribution from gravitational lensing in blue [53].

interacts with standard particles with couplings typical for weak interaction, and matter and antimatter could be produced in pairs. It is considered as an exotic source of CRs.

1.2.2.1. Evidence for Dark Matter

First observations linked to DM were made by the observation of the mean velocity of the galaxies in the Coma Galaxy Cluster, measured via the individual galaxies redshift [51]. With classical mechanics calculations, it was concluded that the cluster of more than 1000 galaxies cannot be bound together from the gravitational pull of the visible matter alone. An additional invisible form of matter, by a factor of 400 more massive, was assumed to exist within the cluster, therefore the term **Dark Matter**.

The same effect was observed in the rotation curves of spiral galaxies starting in the 1960s. It was measured that the orbit velocity of stars stays more or less constant with their distance to the galactic center. From the visible matter in a galactic disc alone, a decrease in orbit velocity would be expected following Kepler’s law. The centrifugal force would slingshot the matter out of the gravitationally bound system. The left-hand side in Figure 1.9 shows the measured rotational curve of seven spiral galaxies. All show the described behavior which is consistent with a uniform, roughly spherical, mass distribution surrounding the galactic disk, the so-called **Halo**.

In more recent measurements, more observations could be made that confirmed the presence of DM as a significant contribution to the universe’s matter budget. With the method of gravitational lensing, mass distributions can be determined, even if they do not interact electromagnetically. In general relativity, a mass can bend the path of light. The effect is observed if a large mass accumulates between an observer and a distant light source. One of the most convincing observations interpreted by the existence of DM, using the technique of gravitational lensing, has been made with the discovery of the **Bullet Cluster**. It consists of two independent galaxy clusters colliding. Because of interactions between atomic matter, the two clusters merged, which can be seen visibly and is confirmed by x-ray observations. The two massive components, determined by
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The Bullet Cluster reveals an important property of the Dark Matter: It is barely interacting with atomic matter or itself. As no particle matching these requirements is known in physics, an exotic new form of matter is widely assumed to constitute DM.

On a side note, since the discovery of neutrino oscillation during the last years, it is commonly established that neutrinos carry mass [54][55]. Even though the mass of the different neutrino generations has not been measured yet, upper limits on the mass are in the order of eV, which is too small for neutrinos to be bound gravitationally [56]. Nevertheless, neutrinos do contribute to the DM budget as so-called Hot Dark Matter, the highly relativistic fraction of the overall Dark Matter budget. In recent years, theories of Warm Dark Matter (WDM) got more attention. Candidates are exotic particles like sterile neutrinos or axions [57][58][59][60].

A class of CDM candidates is exotic Weakly Interacting Massive Particles (WIMPs). Cosmological models from the observation of the Cosmic Microwave Background (CMB) are consistent with a dominating Cold Dark Matter (CDM) component, and therefore massive particles. Observations of the angular distribution of the CMB are evidence for a cosmological model with CDM and an accelerated expansion of the universe, born in a Big Bang. The CMB is a (thermal) relict of the early universe, in which a plasma of charged particles was in thermal equilibrium under the exchange of photons, and cooled down by expansion. At a critical temperature, the particles bound and formed neutral hydrogen atoms. The universe suddenly got transparent for residual photons which form a snapshot of the freeze out, about 380,000 years after the Big Bang. In the first order, the CMB is an isotropic blackbody spectrum with temperature $T_{\text{CMB}}=2.726$ K. On a $10^{-5}$ level irregularities on different angular scales can be observed. Figure 1.10 shows the CMB power spectrum, measured by the Planck satellite with a fit of a ΛCDM model, where Λ is the cosmological constant, associated with Dark Energy. The model fits the data extremely well.
1.2.2. Searches for Dark Matter

In the Standard Model of particle physics (SM) no WIMP candidate is provided. A promising candidate is contained in supersymmetric extensions to the SM. Supersymmetry provides a group of models in which each fermion is associated with a bosonic partner with same quantum numbers but the so-called R-parity $R = (-1)^{3(B-L)+2s}$, with the baryon number $B$, the lepton number $L$, and the spin $s$. SM particles have $R=+1$ assigned, supersymmetric particles $R=-1$. Interactions need to preserve R-parity, such that supersymmetric particles can only be produced in pairs, and decays can only produce other supersymmetric particles. In this way, the lightest supersymmetric particle is stable and is a suitable WIMP candidate. In standard supersymmetric models, the lightest supersymmetric particles is denoted as neutralino $\chi$. If the symmetry were exact, supersymmetric partners would share the mass with their SM counterpart. An exact symmetry is disproven by experiments, such that Supersymmetry needs to be broken.

Most experiments searching for DM are focusing on the search of a WIMP, which is motivated by a consistent theoretical framework. The experiments can be divided into three categories: Direct detection, indirect detection, and production experiments. For all of the types, a variety of detectors can be named. Figure 1.11 gives an idea on how WIMP searches are conducted. Depending on the time axis, the WIMP to SM interaction can be interpreted as a scattering process, a production process, or a decay process.

Direct detection experiments are searching for an inelastic scattering process of DM particles with a target material. As the interaction cross-section of WIMPs with SM particles is tiny, the expected scattering rate in the detector is marginal, as well as the transferred energy. The measuring of a single scattering signal is challenging and requires extremely sensitive detectors in a background-free environment. To reduce background, the experiments are operated deep underground, shielded from cosmic particles. Also, the target material needs to be of high mass to improve the interaction probability. Promising target materials are pure Germanium crystals, used in EDELWEISS experiment in Modane Underground Laboratory in France [62] and the Cryogenic Dark Matter Search (CDMS) experiment in Stanford [63], or liquid xenon, used in Xenon experiment located at the Gran Sasso Underground Laboratory [64] and the Large Underground Xenon experiment (LUX) at the Sanford Underground Laboratory [65]. In the target detectors, an ionization signal, a heat disposal as phonon, or light emission can be measured in a unique signal depending on the detector construction and scattered particle.
In this way, direct detection experiments are mostly model independent and have good discovery potential. So far vast areas in the scattering cross-section of WIMPS with SM particles have been excluded as a function of the WIMP mass, as shown in Figure 1.12.

A central role in the search for DM, is the production and analysis of beyond standard model (BSM) particles in collider experiments, like the CMS [69] and ATLAS [70] detectors at the Large Hadron Collider (LHC) at CERN in Geneva. The systematic study of particles in a clean laboratory environment is the only possibility to retrieve the full particle information. At the LHC, the largest accelerator built, proton pairs are brought to interaction by collisions with a center-of-mass energy up to 14 TeV. In such collisions, all sorts of particles can be produced. On the downside, the interpretation of collider data is usually model dependent. A WIMP-pair, produced in the proton-proton collision via $p + p \rightarrow \chi + \chi$ (or Figure 1.11 read from left to right), will not be visible in the detector, as they do not carry a charge, and do not interact with the detector material. The event signature of a DM pair production would be a missing part in the total momentum budget in the plane transverse to the collision, determined from momentum conservation. Sets of final states of a decay chain with traces predicted by theoretical frameworks are investigated. To reduce the model dependence, an Effective Field Theory (EFT) approach is used in which DM and SM particles interact through a four-point effective (contact) interaction. Interactions are mediated by a heavy particle on which the interaction characteristics are mapped. Observables can simply be transferred to the DM particle properties. The EFT approach is an attractive tool to encapsulate the relevant degrees of freedom and phenomenology for WIMP interactions without the need for the full theoretical framework [71, 72].

The third approach in the search for DM is the indirect search in CRs. In some sense it is the reverse concept of the production channel: Products of WIMP-WIMP annihilation into SM particles are searched for over the dominating background of conventionally produced CRs.

Possible annihilation products are $\gamma$-rays, neutrinos, and light charged CR particles like electrons, protons, and their antiparticle, in particular. Each channel comes with different features related to the production or propagation mechanism and the specific background. Annihilation occurs with a probability proportional to the DM density squared,
and thus regions of high DM density are monitored with priority by γ and neutrino observatories.

The most studied channel in indirect DM searches is in γ-rays, which are produced at high rates and can be detected with high efficiency. They are without charge and therefore carry the directional information from the source. The measured flux of γ-rays is integrated over the line of sight, and multiple sources overlap in energy and position. The spectral shape has to be correlated with the observation area in the analysis to disentangle individual components. Telescopes contributing to indirect DM searches in the γ-channel is the High Energy Stereoscopic System (H.E.S.S.) [73], a ground-based telescope that measures leptonic air-showers from their emitted Cherenkov radiation, and the Fermi Large Area Telescope (Fermi-LAT) [74], a space-borne observatory. In fact, the observation of an overabundance of a few GeV γ-rays towards the central galactic region with Fermi-LAT has been interpreted to be caused by DM annihilation [75–77]. The excess can serve as an example for the difficulties in indirect DM searches. The galactic center is a location of high activity, and a number of processes produce γ-rays, not all of which are well understood. The excess above the large background might also be explained by new astrophysical sources that contribute, such as molecular clouds [78] or millisecond pulsars citemspulsars.

The remarks made for γ-rays also apply to the neutrino channel. The detection efficiencies are extremely low due to the small interaction cross-section of neutrinos with detector material. The channel is just at the beginning of being practicable, but neutrino astronomy is a growing field. In the ideal case, information of the neutrino channel and γ-rays are combined in a multi-messenger approach. The largest observatory of neutrino astronomy today is the IceCube observatory at the South-Pole [79].

Different from the γ-ray and neutrino channel, charged cosmic rays lose directional information on their origin during propagation in the intergalactic magnetic fields such that DM annihilation cannot be studied explicitly in the Galactic Halo. A variety of annihilation products, originating in the local surrounding, are investigated. The analysis of the spectral energy in the annihilation channel is the only possibility to study DM annihilation products. The spectral shape is modulated in the particle’s propagation, which is model dependent and washes out the DM spatial and spectral signatures: Additional annihilation signals need broad interpretation. Charged cosmic rays come in a variety of different particles in different quantities, as discussed in Section 1.1. Different messengers have different sensitivity to additional sources, depending on their abundance. Positrons and antiprotons are the most relevant for the DM search. As they are mostly secondaries, the abundance of conventionally produced CRs is low, such that particles produced in exotic sources are easier to identify.

In fact, an anomalous abundance of positrons has been found in CRs, first measured by PAMELA [80], and later confirmed and measured with higher precision by AMS-02 [1, 2]. Both experiments measured the fraction of positrons in the leptonic component of CRs. From CR propagation an exponential decrease with energy would be expected. AMS-02 also observed that the rise in the fraction is due to additional positrons, and not due to a loss of electrons [3]. The additional positron population cannot be explained by standard CR processes and requires an additional source which could be Dark Matter annihilation. Figure 1.13 shows the positron fraction as measured by AMS-02 with a leptophilic DM annihilation model fitted. The model does not to fit the data, but the DM hypothesis is still not ruled out because it allows for many degrees of freedom. The same
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Figure 1.13.: AMS-02 positron fraction fitted with a leptophilic DM annihilation model. An abrupt drop of the positron fraction is predicted [13].

is true for pulsars which can fit the positron fraction depending on how many pulsars are included.

From the efficient energy loss processes in the propagation of high energetic positrons, exotic positrons have to be produced in the nearby environment. For DM annihilation scenarios no arrival direction of additional positrons is expected to be preferred. For astrophysical scenarios, like electron/positron pairs produced in pulsars, the point source injection would induce an anisotropy in the arrival direction that might survive the propagation process. A detection of an anisotropy in the angular distribution of positrons would instantly rule out DM scenarios. Typical predictions on the anisotropy of positrons, taking known pulsars into account, are of the order $10^{-2}$ [42] to $10^{-4}$ [81] above 100 GeV.

An important part in the search for anisotropies is the local environment which can introduce or diminish a signal, depending on the model assumption. Recent investigations on the anisotropy in positrons given by pulsars, taking the local environment into account, state a variation of an expected anisotropy by the local environment in the range of 0.6% to 325% above 16 GeV [50]. An anisotropy from proton propagation is predicted and found to be boosted up to 344%, or weakened to 0.3% at rigidities above 80 GV [50].

1.3. The local environment

Additional astrophysical sources should be considered from the recent AMS-02 measurements, as mentioned earlier. To be visible and not washed out, these sources should be present in the local environment. Figure 1.14 shows a map of the local Solar neighborhood. Numerous astrophysical objects are identified, some of which might be considered as an astrophysical source. It should be noted that even if the map gives the impression that the local environment is well known, many potential sources are still hidden. This is true especially for pulsars which are only detectable if the emitted radio pulses at the poles point towards Earth.

The yellow HI regions mark areas of higher ISM density, compared to the blue regions. The Sun is located in the center of the plot, inside a blue circular area surrounded by a yellow wall. This structure is called the local bubble. Inside of the yellow HI regions, the
diffusion coefficient is modulated, which affects the propagation. In molecular clouds, secondary production might be enhanced, such that secondary particles originating from the clouds could be measured. Contributing point sources could be pulsars and the SNRs, as assumed in standard re-acceleration scenarios. The effect of the variations in the ISM density, in the yellow regions, on the flux of CRs is, so far, not well understood.

1.3.1. The Heliosphere

The sun constantly emits a flow of low energetic charged particles, consisting mainly of protons, called the solar wind. A thin current sheet is formed in the dipolar solar magnetic field, with opposite hemispherical polarities on either side of the solar magnetic equator. The charged particles confine the magnetic fields from the Sun’s surface and carry them into space, following the magnetic field lines. The resulting, so-called interplanetary magnetic field is of a roughly radial structure. Towards large distances, the magnetic field is twisted by the Sun’s rotation into a spiral structure, called the Parker spiral.

The Sun itself is not a quiet star but is subject to constant turbulent variations in the magnetic field, called solar activity. The main fraction of the solar activity can be linked to sunspots, regions of reduced surface temperature caused by concentrations of the magnetic field flux. On average, sunspot appearance varies periodically on an 11 years cycle and so does the solar activity. This also affects the space weather conditions at Earth’s, leading to a deformation of the Geomagnetic field.

The constant particle flow away from the sun pushes incoming low energetic CR particles away. This happens up to the so-called termination shock, where the outflow of the solar particles cannot overcome the counter-pressure from the incoming CRs anymore. The solar wind is affecting low energetic CRs which get deflected or decelerated. The
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Figure 1.15.: The influence of the Sun on CRs. **Left:** Schematic of the Heliosphere [83]. **Right:** Sunspot number with time since 1965 correlated to neutron monitor counts [84]. Neutron monitor counts are a measure of the intensity of CRs measured at the Earth’s ground level. A periodic variation of 11 years can be identified, the solar cycle.

Local low energetic flux is reduced. This so-called solar modulation influences CRs up to energies of a few tens of GeV and is modeled by the Force Field Approximation, in which the flux in the local interstellar medium (LIS), outside of the Heliosphere, \( \Phi_{LIS} \) is modulated by the solar wind to be

\[
\Phi_{Mod} = \frac{E^2 - m^2}{(E + Z e \phi)^2} \Phi_{LIS} (E + Z E \phi)
\]

for particles with charge \( Z e \) and mass \( m \) at the energy \( E \). \( \phi \) denotes the effective solar modulation potential which describes the typical energy losses of CR particles in the Heliosphere. Typical values range from hundreds of MeV to GeV, depending on the solar activity. A higher solar activity leads to a lower particle flux. The interplanetary magnetic field can also introduce a charge sign dependence in the curvature and drift of charged CRs. Such effects have to be taken into account when comparing low energetic matter and antimatter fluxes in the Heliosphere.

Figure [1.15] shows the Sun’s activity since 1965 starting from solar cycle 20. AMS-02 will provide a continuous measurement of the CR flux over a complete solar cycle (24), which helps to understand local CR propagation in the Heliosphere. In the context of anisotropies, the Heliosphere has been studied intensively in order to investigate variations in the angular distribution of particles measured by ground-based telescopes [85–87]. Effects were studied at the 1 TeV energy with large impact on the redistribution of incoming CRs. Such analyses are strongly model dependent without prediction capabilities. A measurement of the angular distribution of CRs with different charges and masses by AMS-02 can give valuable insights in the understanding of the propagation of charged CRs in the Heliosphere.

1.3.2. The Earth’s magnetic field

The Earth is shielded by a magnetic field that prevents low energetic charged particles from reaching the atmosphere. What has been a valuable protection for life on Earth[2]

[2] Abundant low energetic cosmic rays would strip away the upper atmosphere and destroy the protecting ozone layer.
1. Propagation and sources of cosmic rays

Figure 1.16.: Schematic drawing of the Earth magnetic field [89]. In first order approximation, the Magnetosphere is a dipole field. The solar wind and the interstellar magnetic field deform the outer field. In the Van-Allen radiation belts, low energetic particles get trapped and reach the Earth atmosphere only at the polar regions.

Particles can get trapped in the Geomagnetic field in the so-called Van Allen belts. Due to distortions from the solar wind, the trapped particles get pushed towards lower altitudes. A permanent relict of this effect is the South Atlantic Anomaly (SAA). In this region, the CR flux is overlayed by trapped particles. The varying solar activity notably introduces field deformations changing in time. In a CR study, the geomagnetic field needs to be modeled to reject trapped particles. A minimum rigidity can be introduced, below which CR particles are deflected and cannot reach a detector at a certain altitude and position. The minimum rigidity is called Geomagnetic rigidity cutoff $R_C$ and can be evaluated analytically in a simple dipole model known as the Stoermer approximation [90]

$$R_C = \frac{M \cos^4 \lambda}{r^2(1 \pm \sqrt{1 - \sin \epsilon \sin \xi \cos^3 \lambda})^2}$$

with the geomagnetic field dipole moment $M \approx 8 \cdot 10^{17}$ Tm$^2$, the geomagnetic latitude $\lambda$, the zenith angle $\epsilon$, the azimuthal angle of the north magnetic pole $\chi$, and the distance from the dipole axis $r$. The ±-sign describes the charge dependence. In more advanced models the magnetic dipole field is modeled more accurately by a spherical harmonics expansion up to higher orders $l > 1$. These are the International Geomagnetic Reference Field (IGRF) models and are produced for certain time periods [8]. The Earth’s magnetic field is under pressure of the solar wind, which deforms the dipole field as shown in Figure 1.16. The solar activity, and therefore the shape of the Magnetosphere, is constantly varying with time. To account for the time-dependent deformation, an external field model is applied on top of the internal IGRF field, called Tsyganenko model [91].

---

3For example, IGRF-11 describes the geomagnetic field updated in 2011
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The model provides a semi-empirical representation of the Earth’s magnetic field, based on satellite observations. The complex fields cannot provide the rigidity cutoff from an analytical expression but have to be determined numerically.

The Geomagnetic field introduces a charge-dependent angular anisotropy in the dipole plane, called East-West effect. The East-West effect is removed in the data analysis by backtracing particles in the Geomagnetic field, as it will be discussed in Section 3.3.4.1 and actively cutting away regions in which the East-West effect introduces signals.

1.3.3. Compton-Getting effect

A rather indirect effect in the measurement of the angular arrival direction in CRs arises from the relative motion of an observer to the resting cosmic ray plasma. For example, the movement of the Earth around the Sun with an orbit velocity of about $v = \text{29.8 km/s}$, where CRs are not expected to co-orbit but stay rather still, gives an anisotropy in the angular distribution. The relative change in intensity from the so-called Compton-Getting effect can be calculated with

$$\frac{\delta I}{I} = (\gamma + 2) \frac{v}{c} \cos \theta$$

(1.4)

with the spectral index $\gamma$, and the incident angle $\theta$ [92]. For the Earth movement around the Sun, a maximum anisotropy of about $5 \cdot 10^{-4}$ is expected. The Compton-Getting effect is used as a benchmark in ground-based measurements. It has already been measured in the beginning of CR observations as diurnal variation in the sidereal time [93]. For the movement of the Sun within the galaxy with a speed of about 220 km/s, a maximum anisotropy of $3.5 \cdot 10^{-3}$ is calculated, but the Heliosphere provides an efficient shielding which reduces the amplitude.

1.4. Review of anisotropy measurements in charged cosmic rays

CRs are measured by a variety of observatories with different experimental focus. In general, one differentiates between a direct measurement of CRs, with balloon or space-based experiments, or an indirect measurement on the Earth’s surface. The naming arises from the observation that charged particles that enter the Earth’s atmosphere interact with air molecules and produce a cascade of particles such that only secondary particles reach ground level. From the composition of the so-called extensive air shower (EAS) the energy and incoming direction of the primary particle can be reconstructed. To some extent, also the particle and type can be reconstructed with a full shower simulation but suffer large uncertainties. First experiments of this type focused on the penetrating muon component and could only measure an incoming particle’s energy. Today, most experiments of this kind have detectors on the surface, operating in an array, to measure the hadronic and leptonic component of the shower. In this way, the primary particle can be reconstructed from shower simulations. An EAS develops along the incoming direction of the primary particle in a synchronous bulk, called pancake. The pancake can reach a size of several hundreds of meters in diameter, depending on the primary particle’s energy and type, and reaches the surface nearly synchronously. From the timing information in the surface array, the incoming direction can be reconstructed. Figure 1.17 shows a sketch of the measurement concept, with the timing information indicated
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Figure 1.17.: Sketch of the measurement concept of ground-based EAS detectors, consisting of several surface detectors operating in an array [94]. The surface array measures the hadronic and leptonic shower component to identify the primary particle. To improve the particle identification, the penetrating muon component of the shower can be measured in addition by dedicated detectors underground. The timing information is indicated by a color code from green to red, and is used to measure the primary particle’s incoming direction.

through a color code from green to red. The energy can be reconstructed similar to a calorimetric measurement.

EAS detector arrays can cover large areas of several km$^2$, which results in a huge acceptance. In this way, the number of collected CRs is extremely high, even though they cannot measure particles at lower energies where the shower gets absorbed in the atmosphere and does not reach the detector. They are mainly used for the measurement of less abundant high energetic CRs above the knee. As detectors, water Cherenkov detectors like in Milagro [95] or scintillation counters as in the Tibet array [96] are used. In addition, the EAS can be monitored by its emission from fluorescence light by atmosphere’s nitrogen atoms [97], Cherenkov radiation [98] or radio waves [99]. It is common practice to employ several of these methods in parallel in a so-called hybrid detector array. At the moment two of the largest hybrid arrays are the Pierre-Auger observatory in Argentina and the IceTop detector array together with IceCube at the South pole. Both use water Cherenkov tanks as their main detector array. At the Pierre-Auger observatory, fluorescence telescopes are operated in parallel. With the fluorescence telescopes, a precise measurement of the shower can be achieved, but they can only be used during clear dark nights, which limits the operation time, as they suffer from a background by the full moon or other light sources.

Because of their large acceptance, ground-based detectors are suitable when it comes to the search for anisotropies in the CRs celestial distribution, where high statistics is necessary to recover the tiny signals. On the other hand, they are bound to a fixed spot on the Earth’s surface and cannot view the full celestial sky. A scan of a fraction of the sky is only possible due to the Earth’s rotation.

A crucial point in every analysis of the angular direction distribution of CRs is to correct for a non-uniform coverage of the celestial sky by the detector, due to operational instabilities. In ground-based experiments, a frame can be found where the detector operations are almost uniform. The main origin of non-uniform behavior is the zenith-
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Figure 1.18.: Relative intensity in multiple adjacent declination bands from IceCube in equatorial coordinates [103]. It is to note that, even though performed in multiple declination bands, the measurement is in right ascension only, so that the map does not carry information of the complete anisotropy on the celestial sphere. In addition, it is smoothed in a 5° radius.

angle-dependent detection efficiency. If the data is ordered in sidereal time, this quantity becomes a function of declination but not a function of right ascension. The analysis has been proposed in 1975 by Linsley [100] and first adopted by Edge in 1978 [101]. The counting rate in bands of constant declination within the equatorial plane is then expanded in spherical harmonics in right ascension only [102].

It should be noticed that in the analysis in right ascension no information on the declination of anisotropy can be given. The first harmonic amplitude $A_1$ is then the projection of the dipole moment onto the equatorial plane and therefore of particular interest. In modern observatories with large acceptance, the analysis can be done in multiple adjacent declination bands. Figure 1.18 shows the relative intensity of multiple adjacent declination bands, performed by IceCube, in a 2-dimensional map. Plots like this one are misleading, as they give the impression of a 2-dimensional measurement. However, the measurement is done in right ascension only, so that the map does not carry information of the complete anisotropy on the celestial sphere. As a consequence, the full anisotropy cannot be inferred from these results [104]. However, an excess located at 75° right ascension, called tail-in anisotropy, and a deficit at 200° right ascension, called loss-cone, it is evident from the map. This observation could be confirmed by several experiments, and its origin is still unknown. Ground-based detectors are the only experiments which found anisotropies in the CRs arrival direction, so far.

The measured anisotropies from ground-based experiments settle at a level of $10^{-4}$ to $10^{-3}$. For different experiments corrections related to the different latitudes and zenithal-dependent efficiencies are required to compare the measured amplitude $A_1$. In a naive expectation from CRs propagation, the dipole moment should point towards the galactic center, where most sources are present, and its strength should be correlated to the diffusion coefficient with energy. This simple picture is not confirmed by the measurements.

A collection of analysis in the CR arrival direction using ground-based experiments can be found in [105] and will be discussed in Chapter 5

Direct detection experiments

Direct detection experiments can provide additional information to identify the source of the anisotropies, measured by ground-based experiments. As the name suggests, they measure the primary CR particles directly before they interact with the atmosphere. To
Figure 1.19.: Layout of the satellite experiments FERMI-LAT, PAMELA, and AMS-02 in real relative dimensions [8]. FERMI-LAT is a standalone satellite, designed as a gamma-ray telescope with an electromagnetic calorimeter as main detector. PAMELA was the first satellite-based spectrometer for direct measurement of CRs with focus on the antimatter component and is mounted on a commercial Earth-observation satellite. The AMS-02 detector is the newest generation spectrometers based in space aboard the International Space Station (ISS). The detectors differ in size and field of view (FOV), which is a fundamental ingredient for the search for anisotropies.

do so, particle detectors have to be put outside any atmospheric environment, which can be achieved by balloon flights or satellites in space. Balloon experiments, such as CREAM [106], have a limited measuring time and usually fly at the Earth’s polar regions, such that they cannot contribute much to the search for anisotropies. For this reason, the focus will be on space-based experiments.

Due to the direct measurement of CRs, the particle recognition and energy measurement are by far superior compared to indirect measurement. On a downside, they are costly and limited in size, as they have to fit in a carrier to orbit. These factors result in a small acceptance, compared to ground-based experiments, so their focus is on the more abundant low energetic CRs. Even though satellite experiments have a small acceptance and can scan only a small fraction of the celestial sky at a time, the orbit allows for an accumulation of observation time to cover the full celestial sphere. This allows for a full 3-dimensional reconstruction of a dipole anisotropy, compared to the ground-based experiments, which only measure in bands of declination, as discussed. However, for a reconstruction of the full celestial sky, any time and position dependent variations in the operation or detection efficiencies introduce a bias which needs to be corrected. The construction of the full map of the celestial sky for individual particles is the main task of this Thesis.

Figure 1.19 shows three modern direct detection experiments, all based in space. The PAMELA\textsuperscript{5} detector which orbits Earth at an altitude of 350 to 610 km as payload on a

\textsuperscript{4}The CREAM balloon experiment has been modified as a space-based detector and was installed on the International Space Station (ISS) on August 16, 2017.

\textsuperscript{5}PAMELA is an acronym for Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics.
commercial Earth-Observation satellite \cite{107}. The detector has several subsystems to measure all properties of an incoming particle, including the charge sign, with high precision. The detector is quite small with a height of 1.3 m. In a published analysis on the search of a dipole anisotropy in positrons, a sensitivity of the order $10^{-1}$ at energies of 10 GeV was reached \cite{108}. This is two orders of magnitudes above the ground-based measurements. The number shows the problems of space-based detectors in the search for anisotropies. Even detectors with a larger acceptance, like Fermi-LAT, a standalone satellite gamma-ray telescope which is also capable of measuring electrons and positrons (but without being able to discriminate between the two), are not sensitive to the tiny signals. The motivation for a further search of anisotropies by direct detection experiments arises from the precise particle tagging, which allows for the search in dedicated CR species, and the full sky coverage. In this way a single particle might be found, where an anisotropy is enhanced, such as it could be the case for positrons originating from a pulsar point source. Such a measurement cannot be done by a ground-based experiment.

A space-borne experiment has the capabilities to scan the full celestial sky. This comes with the loss of the uniform sidereal time frame in which the anisotropy analysis was performed with the ground-based measurements. A standard analysis of these experiments is a search in so-called relative anisotropies. In these analyses, two independent particles with same acceptance are compared to each other. In this way, non-uniform coverage of the celestial sky, introduced by the detector, is normalized by the reference particle, which suffers the same detector effects. The ratio is expected to be flat and can be expanded into spherical harmonics. In the PAMELA study on positrons, mentioned before, electrons are used as a reference. Details on this type of studies will be given later in Chapter 3.

So far no anisotropy has been found by any direct detection experiment. Also for AMS-02, the first search for positron relative anisotropies in 2013 showed no evidence \cite{109}. However, the detector’s large acceptance, paired with the measurement of the charge sign and full coverage of the celestial sky is a promising configuration to probe the origin of the excess in the positron fraction and the hardening in the measured fluxes of protons and helium.
2. The AMS-02 Detector

The Alpha Magnetic Spectrometer (AMS-02) is a state of the art CR particle detector mounted as an external module aboard the International Space Station (ISS) since May 2011. The ISS provides AMS-02 with power, a data connection of at least 9 Megabit/s, and a safe orbit, which makes it possible to operate a high acceptance ($\approx 0.5$ m$^2$sr) spectrometer over a long time in the absence of Earth’s atmosphere. The lifetime of the detector is foreseen to last until the end of the ISS mission which is currently set to 2024, but is discussed to be extended up to 2028. By achieving this lifetime, AMS-02 will be able to extend the measurements of particle fluxes to higher energies up to several TeV, further improving the understanding of CR propagation in our local environment. Also, time-dependent effects within the heliosphere can be studied in a full solar cycle for the first time.

![Technical sketch of the AMS-02 detector with its main sub-detectors labelled](image)

The electronics of the data acquisition system are located outside the detector’s core, on both sides for full redundancy, within the support structure (colored in green).
The main goals of the experiment are the measurement of charged CRs up to Iron (Z=26) in an energy range between 0.5 GeV and a few TeV, the measurement of the antimatter component in the primary CR flux and the search for primordial antimatter. These measurements will help to understand the origin and propagation of Galactic CRs and can be used to understand the nature of Dark Matter.

The detector consists of six subdetectors which are specialized in the measurement of different particle properties. Most of the properties are measured redundantly to ensure a high particle recognition performance and energy resolution, making use of cross-calibration. From top to bottom a particle has to cross a Transition Radiation Detector (TRD), a Time of Flight (TOF) detector, a Silicon Tracker, a Ring-Imaging-Cherenkov detector (RICH) and an Electromagnetic Calorimeter (ECAL). The heart of the detector is a homogeneous magnetic field from a cylindrical permanent magnet which surrounds the main part of Tracker, referred to as inner Tracker. By measuring the bending of a particle’s trajectory inside the magnetic field, the charge sign can be determined, which allows for the identification of antimatter. The concept of this configuration, back then without TRD and RICH, has been tested by a prototype during a ten days space shuttle flight in 1998, known as AMS-01.

In this chapter, the different subdetectors and their role in the measurement of CRs are introduced. Also, the challenge in operating the detector in space will be discussed for its high impact on the data-taking.

### 2.1. The Transition Radiation Detector

Charged particles crossing the boundary between two media of different dielectric properties emit electromagnetic radiation as a collective response of the matter surrounding their trajectories [112]. The intensity of the radiation, known as transition radiation, is directly dependent on the Lorentz factor $\gamma = E/m$ and therefore sensitive to the rest mass of relativistic particles with a given momentum [113]. As the radiated photons are X-rays with energy in the order of keV, emitted in forward direction, they can be detected with high efficiency using well-known methods such as scintillation detectors [114] or gaseous detectors [115].

In AMS-02 a transition radiation detector is used to reject the abundant high mass protons over lightweight electrons and positrons, which are much more likely to emit transition radiation, up to an energy of several hundred GeV.
Figure 2.3. **Left:** Sketch of a TRD module in cross-section view. In blue the trajectory of a proton crossing the radiator and leaving an ionization signal in a straw tube compared to the typical behavior of an positron which emits transition radiation as a keV photon is drawn. Below, a CT scan image of a straw tube module can be seen [110]. **Right:** The probability density functions for the energy deposit per unit path length in a single straw tube for electrons and protons of same energy. For electrons the emission of transition radiation leads to a higher expected energy deposit than for protons. A Landau function is fitted to the proton PDF to emphasize the ionization deposit following the Bethe formula.

A 0.06 $g/cm^3$ polypropylene/polyethylene fiber fleece is used as radiator. Fibers are of 10 $\mu m$ in diameter to ensure a high number of interfaces maximizing the number of X-ray photons. The transition radiation is detected by straw tubes, filled with xenon as absorber and CO$_2$ as quencher at a mixing fraction of about 90:10 [111, 116]. A 22 mm thick layer of fleece radiator placed on top of 16 parallel aligned straw tubes of 6 mm in diameter are combined to one module. 328 modules are arranged in 20 layers in an octagonal pyramidal aluminum honeycomb support structure of 80 cm in height and of 220 cm in diameter on top reducing to 120 cm to the bottom keeping the overall weight to a minimum (see Figure 2.2). The 16 central layers are aligned with the magnetic field direction and four outer layers perpendicular to it. This configuration allows for an independent three-dimensional track measurement.

The energy deposit $dE$ by ionizing xenon atoms along the particle’s trajectory $dx$ in the straw tubes follows the Bethe relation $dE/dx \sim Z^2$. For the TRD, which is operated with high voltage of about 1400 V, the energy deposit can be measured up to helium ($Z=2$). For higher charged nuclei saturation of the electronics limits the resolution. By lowering the voltage, the measurement of the energy deposit could be extended up to carbon. However, this would reduce the energy resolution for protons, for which the working point is optimized. By comparing the ionization signal of protons with the transition radiation signal of electrons and positrons, the particles can be separated. The probability density functions for the energy deposit per unit path length in a single straw tube is shown in Figure 2.3 for electrons and protons together with an illustration of the measurement principle. By combining the signals of the 20 layers in a likelihood estimator, a proton to electron rejection of more than $10^3$ up to 200 GeV can be achieved, as shown in Figure 2.4.

The TRD gas system adds up to a volume of about 230 liters, divided into 41 independent circuits to avoid a single point of failure. CO$_2$ gas is constantly lost through diffusion, and small leaks lead to a loss of xenon and CO$_2$. This amounts to a combined loss of

<table>
<thead>
<tr>
<th>$dE/dx$ (ADC/cm)</th>
<th>$1/N \cdot dN/dx$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>500</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>1000</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>1500</td>
<td>$10^{-1}$</td>
</tr>
</tbody>
</table>
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Figure 2.4: TRD proton rejection evaluated from flight data at 90% positron selection efficiency as function of rigidity measured by the Silicon Tracker [1]. Electron and proton samples were selected using the Electromagnetic Calorimeter and the ratio of momentum over energy deposit in the ECAL.

about 4.5 mbar/day, stable since the start of AMS-02 operation [117]. These losses, and a varying temperature due to the ISS orbit and ISS operations, result in a steady change in the gas gain over time. On a daily basis, this is corrected for by lowering the high voltage, as the free path length in the gas mixture increases. On a longer time scale gas, from dedicated storage vessels, is transferred into the manifold system, the so called Gas Refill. Such detector operations affect the data taking, as it will be discussed in Section 3.1.

2.2. The Time Of Flight Detector

The TOF system measures the velocity of particles and rejects up-going secondaries from interactions. With its fast response and good time resolution, it serves as the main trigger for the detector. The system consists of four layers of scintillator counters located directly above and below the magnet in pairs of two, referred to as upper and lower TOF. By the energy deposit in the scintillator material, the particles charge can be estimated.

From top to bottom the layers are composed of 8-8-10-8 polyvinyl-toluene scintillator paddles of 1 cm thickness and a length varying between 117 cm and 134 cm, aligned parallel with an overlap of 0.5 cm to avoid geometric inefficiencies. For upper respectively lower TOF the two layers are aligned perpendicular to each other allowing for an x-y-resolution of the particle’s penetration point. The arrangements of the paddles in upper and lower TOF is shown in Figure 2.5. Each paddle has photomultiplier tubes (PMTs), optically coupled through acrylic glass light guides, at both ends to get a time resolution nearly independent from the position of the impact point of the measured particle [118, 119].

In total 144 PMTs are connected to the 34 scintillator paddles powered in couples of two or three with applied high voltage of around 2000 V, reaching a nominal gain of $10^6$. The anode signals for each counter side are summed up and are transmitted to the TOF readout electronics. Here they are compared to fixed thresholds of

- 20% of the minimum ionizing particle (MIP) signal as low threshold (LT) for a fast signal time measurement,
2.3. Permanent Magnet

Figure 2.5: **Top:** Sketch of the arrangement of the 34 scintillator paddles in the four planes of upper and lower TOF with PMTs at both end sides [120]. **Bottom:** Scheme of a single paddle with its principle of operation indicated [119].

- 60% of the MIP signal as high threshold (HT) for a trigger on charged particles with $Z \geq 1$ and
- a super-high threshold (SHT) of 400% of the MIP signal for a trigger on particles with charge greater $Z \geq 2$.

A cutout fraction of about 5% of the anode signals is also used for a charge measurement of low charge $1 \leq Z \leq 8$ nuclei. Also, the signals of the third to last dynode of every PMT are read out independently of the anode signals and are used to extend the charge measurement to nuclei charges greater than $Z \geq 3$, where anode signals start to saturate [121]. With the combination of anode and dynode signals, the TOF is able to perform a charge measurement of nuclei up to $Z_{n}$ ($Z=30$) via $Z^2 \propto dE/dx$ using the energy deposit in every layer as shown in Figure 2.6.

The LT signals with good time resolution are used to calculate the particle’s relative velocity $\beta = \frac{\Delta s}{c \Delta t}$ using the trajectory $\Delta s$ given by the Tracker between the upper and lower plane. The resolution $\Delta \beta$ is about 4% for protons, improving for higher $Z$ nuclei as shown in Figure 2.6. This precise measurement of the particle’s velocity rejects upward-going particles from downward-going particles to the order of $10^9$ which is essential for the charge sign measurement in the magnetic field [120].

2.3. Permanent Magnet

To identify if a particle is of matter or antimatter nature, a measurement of the charge sign is needed. For AMS-02 this is done by a magnetic field via the Lorenz-force

$$\vec{F} = q(\vec{v} \times \vec{B})$$
created by a permanent magnet which is the core and name-giving component of the detector. The magnet with its supporting structure alone has a weight of 2.2 tons, giving a significant contribution to the detector’s total weight, strictly limited by the carrier. This example shows the challenge of designing a space-borne spectrometer. Although superconducting magnets were the state-of-the-art technique in particle physics as AMS-02 was designed, the decision towards the permanent magnet, which already has been used for the AMS-01 test flight, fell for a long lifetime and low maintenance during operation in space [122, 123]. The cooling of a superconducting magnet with liquid nitrogen would have limited the lifetime of AMS-02 to three years, much shorter than the planned 10+ years from the ISS mission.

The cylindrical magnet with an inner diameter of 1115 mm and a height of 800 mm resulting in a geometric acceptance of 0.82 m²sr is composed of 6400 high-grade Nd-Fe-B blocks with a size of 5×5×2.5 cm³ combined to 64 sectors. The resulting nearly homogeneous magnetic dipole field has a field strength of $B_x=0.14$ T defining the $x$-axis of the internal frame. The magnet dimensions and magnetic field configuration are shown in Figure 2.8.

Figure 2.6.: TOF charge and velocity resolution [121]. **Left:** TOF charge resolution in charge units (c.u.) for the anode (dashed line) and dynode (solid line) estimation as function of the charge $Z$ together with distribution of the charge estimator for iron ions ($Z=26$) from a single TOF counter and a Gaussian fit of the width $\sigma = 0.38$ (dashed line). **Right:** TOF velocity resolution $\frac{\Delta \beta}{\beta}$ as function of the particle charge $Z$ together with the velocity distribution for helium ions with rigidity $R>20$ GV and a Gaussian fit of the width $\Delta \beta = 0.02$ (dotted line).

Figure 2.7.: Photo of the AMS-02 permanent magnet [110].
2.4. The Silicon Tracker

To measure the trajectory of charged particles, 2284 double-sided silicon microstrip sensors are distributed in nine planes along the detector’s z-axis performing a simultaneous measurement of the penetrating position and energy loss in each silicon plane. Sensors are grouped in standalone mechanical and electrical units with a common readout, and bias voltage referred to as ladders [126].

The single sensors consist of n-doped silicon wafers in the size of $72.05 \times 41.36$ mm$^2$ and a thickness of 0.3 mm. On one side they are covered with 2560 parallel aligned p$^+$-doped strips and on the other side 384 orthogonal n$^+$ strips separated by p-stop strips. The microstrip detectors are operated at full depletion. A charged particle passing through the detector creates electron-hole pairs in the depletion zone that induce an electric signal.
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Figure 2.10.: Rigidity measurement resolution of the Tracker for protons as function of the particle’s true rigidity from detector simulation [127]. Trajectories are reconstructed with four different Tracker spans with strong impact on the resolution.

in the nearby p+ and n+ strips from which 640 strips on p-side and 384 on n-side are read out in 1024 channels. By calculating the center of mass the interaction point can be reconstructed with a precision of around 10 \( \mu \text{m} \) in the bending and 30 \( \mu \text{m} \) in the non-bending direction [128].

Seven to 15 sensors glued on an Airex foam carbon reinforced support structure form one of 192 ladders, used in the nine Tracker layers, adding up to a total of about 200,000 readout channels. Six layers are installed on double layer planes inside the permanent magnet named inner Tracker, one layer directly above the magnet called layer two and two outer layers on top of TRD (layer 1) and directly above ECAL (layer 9). This configuration, pictured in Figure 2.9, allows for a maximum detectable rigidity (MDR) for protons of about 2 TV [129], where the rigidity is a measure of the bending of a trajectory in a magnetic field which is proportional to the particle’s momentum divided by the absolute charge number. The sign of the rigidity also gives the charge sign. The rigidity resolution strongly depends on the constellation of hits in the nine Tracker planes, improving with hits in the outer layers one and nine in particular. The rigidity resolution with different Tracker spans is shown in Figure 2.10 for protons as a function of rigidity.

The major contribution to the rigidity resolution is given through the finite alignment of the Tracker planes which suffer from movement and deformations, caused by temperature variations in the orbit and with the solar beta angle, discussed later in Section 4.3.1.2. All this impacts the outer layers, in particular. To monitor the exact position and movement of the inner Tracker planes, a Tracker Alignment System (TAS), consisting of five laser diodes, is installed in the layer two support structure providing an inner tracker alignment on the sub-micron level. A more dynamic alignment including also the external layers is performed by interpolating the trajectory of CR protons or muons [130]. An alignment precision for the external layers of about 5 \( \mu \text{m} \) for layer one and 6 \( \mu \text{m} \) for layer nine with respect to the inner Tracker is achieved [5].

Another contribution to the Tracker performance is the noise level which depends on the operating temperature and affects mainly the inner part. A constant noise level is of particular importance for the charge measurement of the Tracker. A measured signal from a sensor is a combination of a constant offset (pedestal), the noise component and
2.5. The Anti Coincidence Counter

The energy deposit by the particle itself, which is proportional to the particles charge via $dE/dx \propto Z^2$ [132]. Extracting the ionization contribution gives a second, precise charge measurement, complementary to TOF, up to iron (Z=26) as shown in Figure 2.11. The plot is a good example of redundant measurements of the same particle’s properties to reduce systematics. To monitor the channel’s response, a calibration is performed every 46 minutes at the equator crossing. This procedure keeps the noise level stable at around 2.9 (2.5) ADC counts for the n (p) side [128]. To maintain the operating temperature and therefore the noise level constant and homogeneous at around 10 °C and evacuate the heat emitted by the front-end electronics, an active temperature control system is required. For the AMS Tracker, this is realized in a mechanically pumped two-phase CO\(_2\) loop system named Tracker Thermal Control System (TTCS). The system consists of two redundant fluid loops filled with CO\(_2\) in a two-phase state, controlled by an accumulator. The CO\(_2\) is pumped through the loops by two mutually redundant pumps in every loop to compensate for failure transporting the heat from the inside to external radiators [133]. The TTCS manages to keep the temperature of the inner Tracker stable up to a few degrees [128].

A constant noise level is of particular importance for the charge measurement received by the Tracker. A measured signal from a sensor is a combination of a constant offset (pedestal), the noise component and the energy deposit by the particle itself, which is proportional to the particles charge via $dE/dx \propto Z^2$ [132]. Extracting this ionization contribution gives a second, precise charge measurement, complementary to TOF, up to iron (Z=26) as shown in Figure 2.11. The plot is a good example of redundant measurements of the same particle’s properties to reduce systematics.

2.5. The Anti Coincidence Counter

To get a clean track reconstruction for the charge determination, and to reduce the trigger rate during periods of high flux, the inner Tracker is surrounded by 16 scintillator paddles, aligned vertically with a length of 83 cm and a thickness of 8 mm, referred to as Anti Coincidence Counter (ACC) [134]. ACC is used to reject events with particles entering the detector from the side. The scintillation light is wave-shifted and guided to 16 PMTs, of which eight are located on the upper side, and eight are located at the bottom of the scintillator paddles. To use the ACC veto in the trigger logic, a fast signal processing with an inefficiency smaller than $10^{-4}$ is needed. However, if a highly charged nucleus produces delta electrons, which might fire the ACC, or high energy electrons
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Figure 2.12.: Veto logic of the ACC for the AMS-02 particle trigger [110]. Particles which enter the detector horizontally are rejected to reduce false hits in the Tracker while highly charged particles, that produce secondaries, and events with back-splash from ECAL are taken.

produce back-splash from the calorimeter, the veto has to be suppressed. Hereby, the ACC veto is set in relation to the TOF trigger signals. The role of the ACC in the trigger logic is illustrated in Figure 2.12.

2.6. The Ring Imaging Cherenkov Detector

For the measurement of velocity and absolute charge with a focus on heavier nuclei and isotopes, AMS-02 is equipped with a Ring Imaging Cherenkov Detector (RICH) [135, 136].

A charged particle traversing a medium with velocity higher than the velocity of light in that medium $\beta > c/n$ emits Cherenkov radiation due to the polarisation of the surrounding material on molecular scale [137]. The light is radiated in a characteristic angle dependent on the refractive index $n$ of the surrounding material and the particles relative velocity $\beta$ following $\cos \theta_c = 1/(n\beta)$. The number of emitted photons is proportional to the charge number with $n_{ph} \propto Z^2 \sin \theta_c$.

For the AMS-02 RICH, a radiator plane of 60 cm in radius made of silica aerogel tiles with a thickness of 2.5 cm and refractive index $n \approx 1.050$ with a cut-out central square of sodium fluoride of refractive index $n=1.33$ is used. A detection plane of octagonal shape equipped with 680 PMTs is located 47 cm below the radiator plane. The detector plane has a central square 64 cm$^2$ hole, where the calorimeter is located underneath. This configuration minimizes interactions above ECAL. The dead area in the ECAL hole motivates the NaF radiator square. To maximize the photon detection sensitivity, the conical walls between radiator and detector plane are covered with reflective mirrors as indicated in Figure 2.13.

To get a precise measurement of the particle velocity, the aerogel refractive index needs to be known with a precision of the order of $\Delta n/n \leq 1.5 \times 10^{-4}$, depending on the tiles position. A calibration of this number on flight data is performed on proton events in [138], giving a $\beta$ resolution $\frac{\Delta \beta}{\beta}$ of $0.8 \times 10^{-3}$ for helium and $0.5 \times 10^{-3}$ for nuclei of charge $Z>5$. For a correct charge measurement the number of photons has to be counted, making the knowledge of the PMTs photon yield evaluated in [139] a major contribution to the
2.7. The Electromagnetic Calorimeter

The last piece in the chain of sub-detectors within AMS-02 is the Electromagnetic Calorimeter (ECAL), a lead scintillating fiber sampling calorimeter on the bottom of AMS-02 [140]. It is required to measure the energy of electrons and positrons as well as to reject protons independent of TRD.

The active part, referred to as pancake, is composed of grooved 1 mm thin lead foils interleaved with layers of 1 mm in diameter plastic scintillating fibers glued to the foils using optical epoxy. Eleven foils and 10 parallel aligned fiber layers are combined to one superlayer, pictured in Figure 2.14. A superlayer is read out by 36 PMTs with each four anodes mutually arranged on the two opposite ends of the superlayer, to read out all fibers without dead areas. By stacking nine superlayers (five in x- and four in y-direction), a three-dimensional imaging of the shower is achieved. With this configuration the pancake has an active area 648×648 mm$^2$ with a thickness of 166 mm and a

charge resolution. For helium, the RICH reaches a charge resolution of $\sigma_{Z/Z} = 0.3$ and 0.5 for Z=14.
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Figure 2.15.: ECAL measured energy resolution $\Delta E / E$ as a function of particle energy from test beam measurements on the ground [142]. Test beams with positrons were used at energies of 10, 20, 80, 100, 120 and 180 GeV. The energy resolution is better than 5% for all energies below 180 GeV. The energy resolution at higher energies and the linearity has to be monitored using the independent Tracker rigidity measurement.

A single anode of the four anode PMTs covers an area of $9 \times 9 \text{ mm}^2$, combining 35 fibers within half a Molière radius [143]. The resolution allows for a complete 3D shower reconstruction from which the energy after corrections for the rear and lateral leakage as well as for the anodes efficiency can be determined from 0.5 GeV up to 1 TeV. The energy scale itself and the energy resolution $\Delta E / E$, presented in Figure 2.15, have been calibrated using positron test beams on ground [144, 145]. The linearity in the PMT’s response has been found to be under control within 1%, at least up to 300 GeV. The stability of the energy reconstruction can be monitored using the momentum measured by the Tracker and the MIP signals of proton and helium events [146].

The excellent shower reconstruction of ECAL is also necessary for its particle identification performance. Combining the lateral and longitudinal shower development, the starting point of the shower and the fraction of raw energy deposited in ECAL to the momentum, hadronic showers induced from protons can be rejected from electromagnetic showers by a factor greater than $10^4$ up to an energy of 300 GeV, as shown in Figure 2.16.

Taking the center of mass of the shower energy deposit in every layer allows for a reconstruction of the shower’s pointing direction with a resolution better than $1^\circ$ [142]. This allows for a matching between a particle’s trajectory measured by Tracker and the shower in ECAL for the correct assignment of a shower to the event. Also, it enables the ECAL for a standalone gamma ray measurement. For this task ECAL is also equipped with a standalone trigger of high efficiency and fast response, using PMTs in the second and seventh Superlayer [147]. However, it has been found beneficial for gamma ray...
Figure 2.16.: Proton rejection as function of rigidity for ECAL and the Silicon Tracker combined, evaluated from flight data at 90% positron selection efficiency \[142\]. Electron and proton samples were selected using the Transition Radiation Detector.

searches to detect photons via conversions in electron-positron pairs inside the detector’s material due to larger acceptance.

2.8. AMS operations and data acquisition

The AMS-02 sub-detectors create about 7 GBit/s of data delivered through a total of \(~300,000\) channels with a maximum design-rate of 4 kHz that has to be processed in a time accuracy of at least 100 ps as desired by TOF. In addition, the system needs to work in a space environment with high temperature variations on orbit within a range of -5 to +15 °C (measured on the magnet) in the absence of cooling and under high radiation with limited power consumption of a maximum of 2.5 kW\(^1\) and limited data transmission rate. Following these specifications, the AMS-02 Data Acquisition System (DAQ) has been designed with high redundancy in a unified chain structure as shown in Figure 2.17 \[148, 149\]. The communication between \(~300\) Digital Signal Processor (DSP) nodes is organized in a Master-Slave principle where data operations are instantly performed by each slave only on request of its master.

Analog signals from every channel are digitalized by sub-detector specific Application Specific Integrated Circuits (ASIC) located close to the sub-detector elements. From the ASICs, the digital data is transmitted to Data Reduction Boards (xDR\(^2\)) where they are significantly compressed by sub-detector specific fast online data reduction and buffered into memories. Data from the TOF, ACC and ECAL fast-triggers are separated and directly processed by the Level-1 Trigger readout. On request of the trigger, the other data is shipped over to Low-Level DAQ computers JINF-x and to the Top-Level DAQ computer JINJ which serves as Level-3 Trigger and therefore is last to decide whether an event is of interest. Between DSPs, data is transmitted via a custom developed fast serial data protocol called AMSwire. At the end of the chain, the data is held by the Main Data Computer JMDC in a 112 GB Buffer (JBUX), enough storage for about one day of data-taking, or is directly transmitted further using ISS avionics and infrastructure. JMDC

\(^1\)This is about the power consumption of a washing machine.

\(^2\)Whereat x is a uniquely assigned letter for every sub-detector: E for ECAL, R for RICH, S for TOF and ACC, T for Tracker and U for TRD, as well as J for the Main Computers.
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Figure 2.17.: Chart of the AMS-02 DAQ system. The five subdetectors transmit the data via their own Data Reduction Boards to Low-Level DAQ computers JINF-x and to the Top-Level DAQ computer JINJ. In the end the data is held in the Main Data Computer JMDC and transmitted to Ground. Redundancy of the different parts is imprinted at the connections. Separated and only connected via JMDC are computers for monitoring and controlling.

also manages critical detector health data in real time, incoming commands for detector operations, as well as the power distribution among the detector.

The main DAQ computers are four times redundant, twice on two opposite sides of the detector, while Low-Level and xDR boards have a redundancy of 2. The DAQ electronics is installed outside the detector inside the supporting structure on dedicated radiators to favor heat exchange with the external environment.

Within the DAQ chain, the data stream is reduced to about 10 Megabits/s which can be transferred to ground, making use of NASA’s Tracking and Data Relay Satellites (TDRS) at a nominal speed of 17 Megabits/s and a duty cycle of 55 to 90%\(^3\). Data is transmitted via the Ku-Band in two downlinks: The so-called High Rate Data Link (HRDL) for science data and a copy of monitoring data and the Low Rate Data Link (LRDL) for housekeeping data and commanding in S-Band. In case of an unexpected connection loss, the data is on backup on a laptop inside ISS within the astronaut’s grasp. With the TDR Satellites, the data arrives on ground at White Sands Complex in New Mexico, USA. Here it is forwarded within the NASA Integrated Services Network (NIS) to Marshall Space Flight Center, where the Collaborations Ground Support Computers are based. For monitoring and data reconstruction the files are then transferred to CERN’s Preveissin site in France where the AMS Control Room is based in a dedicated Payload Operations and Control Centre (POCC). Despite the long journey of the data, the detector is monitored and operated in nearly real time 24/7.

\(^3\)The data downlink is stopped for handovers between satellites, a block of the connection from the ISS solar arrays or other events.
3. The search for anisotropies with AMS-02

To search for anisotropies in the arrival direction of CRs, the particle flux in the celestial sky has to be determined with an accuracy down to the per-mille level, depending on the desired sensitivity. Irregularities in the detector operations directly affect the data taking, and introduce a time or position dependent variation in the number of measured particles, which can mimic a signal. AMS-02 is operated in a variable space environment on a hosting station with mission focused on the life support for the astronauts. The sub-detectors are subject to aging, instabilities during the orbit, and temperature variations that cannot be corrected for completely in offline calibration. Also, the detector has a finite opening angle and sees only a small fraction of the sky at a time, which leads to a non-uniform accumulation of observation time of the celestial sky, due to the ISS orbit. On top of that, the Earth’s magnetic field, as introduced in Section 1.3.2, causes a natural variation in the flux of low energetic particles. The influence of the various external factors on the data taking cannot be simulated in detector Monte-Carlo simulations. The whole analysis has to rely fully on the collected data only.

All the above issues constitute a major challenge for the analysis and smart methods need to be developed. This chapter is dedicated to the introduction of the dominant effects on data taking, such as the detector’s operation, the ISS orbit or the Earth’s magnetic field that dominates the low energetic particle flux, and how such effects are corrected for in the analysis. To trace down if a possible source is of environmental or astrophysical origin, different coordinate systems are used. Subsequently, the tools and technical details for the analysis of anisotropies will be explained.

3.1. ISS orbit and environment

The AMS-02 detector orbits Earth aboard the ISS at an altitude of about 400 km on an orbit with inclination of 51.6° in a period of 93 minutes. The AMS-02 zenith inclination is 11° with respect to the ISS zenith. The position of the detector above Earth’s surface is shown in Figure 3.1 exemplary for two orbits together with its relative abidance time, defined as the relative length of stay, integrated over five years. The plot is presented
Figure 3.1.: ISS position above Earth’s surface exemplary for two orbits (red line) together with its relative length of stay, referred to as abidance. The grey area marks the location of the SAA. A strong cumulation of measuring time at high latitudes is to be seen as effect of the orbit inclination.

in the Greenwich True Of Date (GTOD) system which is a natural coordinate system to describe phenomena bound to the Earth’s surface as it originates in the Earth’s center with the z-axis identical to the Earth’s rotation axis and co-rotating x- and y-axis. A common practice is to fix the x-axis towards the Greenwich meridian at equator level. In this projection, there is a cumulation of measuring time at higher latitudes due to the ISS orbit which will perpetuate to other coordinate systems, as it will be seen later-on and also superimpose with other Earth-bound effects mainly originating from the geomagnetic field introduced in 1.3.2.

To first order, the magnetic field is a dipole field with the magnetic poles close to the Earth’s Geographic Poles. Particles are deflected by the horizontal component of the dipole field, which is maximal at the equatorial region and decreases towards the poles. At lower energies (<30 GeV), particles get deflected and the flux is strongly modulated by the geomagnetic field with the magnetic latitude such that low energetic particles can only reach the detector towards the polar regions. The higher flux of the abundant low energetic particles towards polar regions increases the trigger rate and therefore the

Figure 3.2.: **Left:** The mean trigger rate as function of position above Earth’s surface. **Right:** DAQ efficiency as fraction of active measuring time. Both show an anti-correlated behavior: At the geomagnetic polar regions the trigger rate rises while the DAQ efficiency drops.
deadtime of detector electronics. Both are shown in Figure 3.2. At the South Atlantic Anomaly (SAA), where the inner Van-Allen belt reaches into the ISS orbit, trapped particles follow the magnetic field lines and reach the detector. A consequence is that the DAQ saturates and the livetime, the fraction of time in which the detector was ready to measure a new event, drops close to zero. Also the low energetic particles close to the SAA and the geomagnetic poles trigger ACC and flood TRD on top of AMS such that trigger- and particle selection capabilities decrease which affects the measurement of particles at higher energies, as well.

3.1.1. Coordinate systems

It is evident from Figure 3.1 that the orbit covers a large fraction of the Earth’s surface and moreover of the celestial sky. This is a huge benefit in comparison to ground-based experiments that are located at a fixed position and therefore only scan a limited fraction of the sky as the Earth rotates. These experiments lose sensitivity for a source search in direction of the Earth’s rotational axis as discussed in Chapter 1.4. Resulting measurements are then only a 2-dimensional projection of a 3-dimensional anisotropy signal. AMS-02, with its large sky coverage, is capable to measure the full 3-dimensional incoming particle distribution in the celestial sky and trace down a possible anisotropy dependent on its source in different coordinate frames. For example, if a source is of galactic origin, its signal will be enhanced in the galactic coordinate system while in other coordinate systems it might be smeared out. On the other hand, anisotropies observed in coordinate systems that are expected to be free of astrophysical signals point out systematic effects in the measurement, introduced by the detector. A similar limitation as for ground-based experiments applies to balloon experiments that are often launched at the Earth’s polar regions and only cover this area. Useful coordinate systems will be introduced in the following. In general, all coordinate systems can be used to describe a position (e.g. the detector position on the Earth’s surface) or an incoming direction (a pointing in the celestial sky). Figure 3.3 shows the same events in the GTOD coordinate system, that will be introduced in the next Section 3.1.1.1 at the ISS position on the Earth’s surface and at the particle’s origin on the celestial sphere. While for the search of astrophysical signals the particle’s incoming direction, of course, is of desire, systematic effects might better be studied with the position. If not stated otherwise, all maps are shown with the particles incoming direction.
3.1.1.1. Greenwich True Of Date (GTOD) and geomagnetic coordinates

A coordinate system already introduced is GTOD which is coupled to the Earth’s surface where undesired Earth-bound effects, mostly originating from the geomagnetic field, can be identified. Also single orbits of bad calibration or weak GPS signal, both from which an anisotropy might be introduced, are enhanced in this coordinate system. As for the Earth’s rotation it cannot be argued that any astrophysical source of particles would reflect significantly in this coordinate system. If however any anisotropy is observed which cannot be connected to a known physical source, such as the East-West effect discussed in Section 1.3.2 it most likely will be of detector origin and needs to be found and removed from the measurement, or to be included as systematic bias. Therefore, the GTOD coordinate system serves as a control instance in the analysis. The term True Of Date refers to corrections on small timescales with respect to the Greenwich Mean Time such as Earth’s precession, nutation, and polar wandering.

By tilting the z-axis by 9.5 deg, while leaving the x-axis fixed with respect to GTOD, one obtains a coordinate system aligned with the dipole axis of the geomagnetic field (geomagnetic coordinates). The x-y-plane then resembles the equator of the dipole field and the flux of low energetic particles will be constant in rings of latitude. In this way systematic biases from the external particle rate on the detector itself can be studied.

Earth-bound systems are not useful when it comes to search for an astrophysical source where celestial coordinate systems, which describe a particle’s incoming direction independent from the detector position, are more handy. In this thesis, three celestial systems are used that are geared to different physical sources. A single particle’s incoming direction can be expressed in all frames via simple coordinate transformations following [150]. The systems use polar coordinates projected on the virtual celestial sphere.

3.1.1.2. Equatorial coordinates

The Equatorial (EQ) system has its origin in the Earth’s center and the z-axis aligned with Earth’s rotation so that the x-y-plane resembles Earth’s equator projected to the celestial sphere forming the celestial equator. The difference with respect to GTOD is that it is not co-rotating with Earth but fixed relative to distant stars and galaxies and thereby to possible sources. The x-axis points towards the vernal equinox where the celestial equator crosses the Earth’s orbit plane called ecliptic. An illustration of the fundamental plane and the axis of the EQ system is sketched in Figure 3.4. EQ coordinates are defined as declination in direction positive towards northern latitude and right ascension eastwards along the celestial equator in longitude.

This coordinate system is the most natural for ground-based observations of the sky and consequently used in most of the published measurements discussed in Section 1.4.

3.1.1.3. Galactic coordinates

When it comes to galactic sources it is convenient to express observations in a galactic frame (GAL). The fundamental plane is the galactic one where most of the stars are located and the primary direction points towards the galactic center. The origin is set in the Sun’s center of mass and the right-handed-convention is used to set the remaining axis. The fundamental directions and planes are shown in Figure 3.5. The galactic plane is tilted by 62.6 degrees with respect to the ecliptic plane. The coordinate system has been defined by the International Astronomical Union (IAU) based on the Equatorial
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3.1.1.4. Geocentric Solar Ecliptic coordinates

To study the local particle propagation through the Sun’s local magnetic field, the Geocentric Solar Ecliptic (GSE) frame is useful. As the name suggests, its origin is in the Earth’s center of mass and the fundamental x-y-plane is formed by the ecliptic. The primary direction points towards the sun making the coordinate system rotate with Earth’s orbit in a 1 year period with respect to Equatorial. This coordinate system is of major importance to track time-dependence due to the solar activity within a solar cycle, as it has been discussed as a source of anisotropy in Section 1.3.1. Here the evolution in time is of a major interest because of the Sun’s activity cycle.

3.1.1.5. Correlation between celestial systems

It has already been argued that the different coordinate systems serve a different purpose in the analysis. Coordinate systems which are coupled to Earth’s surface and are co-rotating with Earth, such as GTOD and geomagnetic coordinates, will not reveal an astrophysical source as it would be moving within the system and average out. In the following they are referred to as signal-free coordinate systems, as they carry no astrophysical information. It will be assumed that in these coordinate systems the sky will
Figure 3.5: **Left:** Artists impression of the spiral structure of the Milky Way with overlaid lattice of the galactic x-y-plane and the galactic longitude with solar origin [153]. **Right:** AMS-02 pointing direction for one year in galactic coordinates plotted in Mollweide projection. The galactic plane and North Pole are marked in red wherein the crossing point is the galactic center. The equatorial system, which is tilted with respect to GAL and shifted by one AU, is marked in white.

not show any deviation from isotropy above the East-West effect at low energies. If a deviation from isotropy is found, it must be of a systematic origin that needs to be identified and removed from the analysis. A signal in the coordinate systems EQ, GAL or GSE on the other hand could originate from different sources of astrophysical origin. The coordinate systems are therefore referred to as *analysis* coordinate systems. A summary of the different coordinate systems under study in this thesis can be found in Appendix A.

Consequently the analysis flow is the following: Check *signal-free* coordinate systems for absence of anisotropy and trace down the source, if this requirement is not fulfilled. If the systems are flat, a search for a physical signal can be performed in the *analysis* coordinate systems.

In order to justify this assumption, the different coordinate systems have to be uncorrelated: Signals originating in a *analysis* coordinate system have to be washed out in the *signal-free* coordinate systems as result of rotations relative to one-another. Such correlations were studied extensively in a Bachelor thesis [154], that was written to support this thesis. Artificial dipole signals were introduced in a coordinate system and it was checked if the signal survived in the other ones. For the study, the so-called *shuffling technique* was used, which will be discussed later in Section 3.2.3. The following results were found:

- Dipole anisotropies originating in the ecliptic plane of GSE are fully suppressed, up to the available sensitivity of 0.03%, in GTOD and GAL. This results from different rotation periods in GTOD (Earth’s rotation of one day), GSE (Earth’s orbit of one year), and GAL (fixed).

- Dipole signals induced in the GTOD equatorial plane are fully suppressed, up to the available sensitivity of 0.03%, in the *analysis* coordinate systems EQ, GAL, and

---

1In the following, the term *flat* is used to refer to absence of deviation from isotropy within the statistical uncertainties.
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Figure 3.6.: Stability of data taking time counted in seconds in bins of one day. The black line represents the real-time, in blue only times with available GPS and position database are counted, in red times of bad ISS orientation and positions inside SAA are removed and in green times in which the detector is not in optimal state are removed. On average, the detector takes data about 90% of the time. Gaps in the data taking are mostly due to ISS conditions. The gap from beginning of October till end of November 2014 is due to a shutdown of the detector for technical reasons.

- Dipole signals perpendicular to the ecliptic plane are fully recovered in GSE and GTOD and suppressed by a factor of $\approx 2$ in GAL.
- Dipole signals along the z-axis in GAL are suppressed by a factor of $\approx 2$ in GSE and GTOD, which matches the projection of the 62.6° tilt in the z-axis of GAL with respect to the ecliptic plane.

As a result, correlations between the coordinate systems could not be found in the x-y-planes of any kind, while signal sensitivity in z-direction is reduced due to correlations in the rotational axis among the different coordinate systems$^2$. Dipoles perpendicular to the equatorial, ecliptic, or galactic plane are hard to disentangle in the different coordinate systems.

3.1.2. Stability in time

The data taking is not only affected by the outer environment as described but also by operations of the ISS and the detector itself. When a docking or an extra-vehicular activity (EVA) of the astronauts occurs or to improve the thermal environment during cold periods, the station might be reoriented from its nominal flight direction for several hours or days. If the angle between the AMS pointing direction and the vertical direction, called zenith angle, becomes too big, the data taken cannot be used in analysis. In addition, times of external actions like a video survey performed by the robotic arm are not considered when they occur inside the detector’s field-of-view. Due to detector operations, some time periods are excluded from analysis, such as Gas Refills or calibration runs. Also smaller periods, of the order of seconds, between two runs during calibration, when no position data is available or when the detector is located inside the SAA, are removed. All factors above amount to a fraction of good data taking of about 90% time,

$^2$An effect from the correlated z-axis of the coordinate systems will be included in the study of the systematic uncertainty, later in Section 4.3.1.2.
as visible from Figure 3.6. However it is clear that good data taking time is not uniformly distributed and can introduce a time and position variation in the measurement, if not handled correctly.

3.2. Methods for anisotropy searches

The angular distribution of events measured by AMS-02 is largely dominated by operational effects present in all frames as discussed in the previous Section 3.1. Therefore the resulting event maps, as pictured in Figure 3.3 or 4.2 cannot be used directly for the search of anisotropy signals. None of the coordinate systems is subject to equal coverage. Non-physical structures in the data need to be understood and removed in the analysis process in order to find astrophysical sources. Mathematically speaking, the hypothesis of an isotropic sky as measured by AMS-02 has to be constructed and compared to the measured data. The isotropic sky is called reference map and its construction is the fundamental key in the search for anisotropies.

A suitable reference map for source searches needs to provide an estimate of exposure, as speaking of the particle rate $R(t)$ measured at a certain moment, and a correct coverage of the celestial sky in the field-of-view $A(\theta, \phi)$. Both items have to be known accurately up to the level of desired sensitivity, as deviations are detected as signal. To create a reference map, approaches have been proposed in the literature such as the shuffling technique (Section 3.2.3) and the analysis in declination bands (described for ground-based telescopes in Section 1.4). Both were found to be not usable in the AMS-02 anisotropy analysis. It will be shown that restricting factors in the choice of reference maps for AMS-02 are the limited field-of-view, in comparison to ground-based experiments, and the dynamically changing environment of the detector. In light of these constraints, new methods to construct reference maps are needed, and were developed in this thesis.

3.2.1. Other particle species as reference

In order to keep the systematic bias from the evaluation of geometric acceptance $A(\theta, \phi)$ and particle rate $R(t)$ small, the normalization of exposure can be done to a second particle that shares the same selection properties but is of different astrophysical origin. The method, named relative anisotropy was first shown in [109] and also used in the Pamela analysis [108]. For positrons this could be electrons which, being their antiparticles, are measured similarly in the detector, which is used as the basis in the measurement of the positron fraction [1 2]. They have a similar effective acceptance and, by construction, suffer the same operational effects. Only the different bending direction in the detector’s magnetic field could introduce an anisotropy of systematic origin. If the same source is shared, even though the relative contribution of the source differs, one loses sensitivity. This would be the case for pulsars which would produce electrons and positrons in the same share, but since electrons are primary particles and therefore more abundant the relative contribution is smaller compared to positrons. Also in case of a signal it would not be evident if an anisotropy in the positrons or their reference particles or even an unintended local charge dependent anisotropy has been measured since only the relative anisotropy is measured. For the case of positrons a second choice of reference particle is available, which is protons. They carry the same charge but might not share the same effective acceptance because hadrons and leptons are subject to different processes in
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the detector. Last of all, it is not possible to find a reference particle for all species as for the restrictive requirements:

- The particles need to share the same selection to conserve the acceptance $A(\theta, \phi)$ and particle rate $R(t)$.
- The reference particle needs to be more abundant than the signal particle, otherwise fluctuations in the reference map dominate the dipole signal in the signal map.
- Absence of a signal in the reference map.

The first requirement already eliminates particles of different charge, which rules out an anisotropy search in helium and higher charge nuclei. The second requirement leaves protons without any reference particle. The issue will be discussed in more detail later in Section 3.2.6. As a consequence, the proposed method only allows to construct a reference map for positrons and electrons.

3.2.2. Same particle species at different energy as reference

The flux of protons, as measured by AMS-02 [5], shows a hardening in the flux at rigidities above 100 GV. The observation could be explained by the contribution of a point source with a rigidity dependent contribution to the flux. The proton flux as measured by AMS-02 is shown in Figure 3.7. To search for anisotropies in the arrival direction of protons, the method used in the relative anisotropies has been adapted to be used with protons in the frame of this thesis. If the observed hardening is of a point source origin, starting to contribute for high energies, an anisotropy relative to the low energy regime, where the point source does not show up, might be measured. To probe the isotropy of protons with a reference map of the same selection, low rigidity protons are used as a reference for high rigidity signal protons, as marked in the plot. The reference sample must be of rigidity greater than the geomagnetic cutoff which modifies the particle rate $R(t)$ at rigidities below $\approx 32$ GV and introduces a rigidity dependent coverage. Both will show up as deviations from isotropy. To conserve acceptance $A(\theta, \phi)$, the particles selected in the low rigidity reference and the high rigidity signal regime need to have the same geometric acceptance, which is only true if the selection efficiencies are sufficiently constant with energy. Also protons at high energies need to pass the full Tracker span, including the external layers one and nine, to get a reliable rigidity measurement. The requirement cannot be relaxed for the low rigidity reference sample, as it would change the acceptance. Finally, the sample statistics give the upper boundary of the reference sample, which is set to 80 GV, as the reference sample needs to be of higher sample size with respect to the signal sample. This issue will be discussed in Section 3.2.6.

The method only gives an anisotropy relative in rigidity. A possible signal which already contributes in the reference samples rigidity range will not be fully recovered. Proposed methods of relative source searches have in common that systematic uncertainties are hard to assess and therefore have limited significance. Consequently, an absolute measurement of the angular distribution of the particles incoming direction is desirable.

3.2.3. Shuffling technique

The so called shuffling technique has been introduced by [155] in the search for ultra-high-energy (UHE) cosmic ray point sources and applied to data from the Fly’s Eye
The search for anisotropies with AMS-02

Figure 3.7: Proton flux and spectral index with rigidity as measured by AMS-02 [5]. A hardening in the spectral index is observed for rigidities above 100 GV with unknown origin. The rigidity range from 40 to 80 GV, marked in blue, is used as the reference sample for the search in anisotropy in the signal range above 80 GV. If the hardening is of a point source origin, starting to contribute at high rigidities, an anisotropy might be measured.

ground-based detector in 1990. Later on, the method has been applied in the search of large-scale anisotropies by the same experiment in [156] and by the Fermi-LAT collaboration in [157].

The expected isotropic flux of particles in celestial longitude $l$ and latitude $b$ is a combination of the particle rate $R(t)$, which is sensitive to time and position dependent effects introduced by the detector operation and the effective acceptance $A(\theta, \phi)$. In general, it can be calculated by

$$I_0(l, b) = \int_{t_0}^{t} R(T) \times A(\theta, \phi) dT$$

where usually the quantities are energy dependent as well. In order to preserve the rate and acceptance in the reference map, both of which are subject to large systematic uncertainties, a method based on randomizing reconstructed particle incoming directions of detected events was developed. The idea is that a list of selected events containing incoming directions $(\theta, \phi)$ in the detector frame and the timestamp $t$, which corresponds to the detector’s position, is created and shuffled in a way that every timestamp gets paired with a random incoming direction. From these fake events the new celestial incoming directions $(l', b')$ are calculated. Hereby the acceptance $A(\theta, \phi)$ is covered by the list of incoming directions and the particle rate $R(t)$ is fully conserved in the list of timestamps on an event by event basis. The randomization efficiently removes the correlation from any point-source within the detector’s field-of-view (FOV). The shuffling procedure can be repeated several times to produce as much statistics in the reference map as desired.

The Fly’s Eye ground-based telescope has an extended FOV and the method has been developed for the search of point sources with an extent much smaller than the FOV. The AMS-02 FOV for electron and positron studies is limited by ECAL to about 25° from the instrument’s zenith axis. For proton studies for which ECAL is not required, the FOV is roughly 35°. The Fermi-LAT has a much wider FOV of 60° from the instrument’s zenith axis, covering about 20% of the sky at all times [157].

To study if the shuffling technique can be used for the search of large-scale dipole an-
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isotropies with a limited FOV, experiments were simulated using a toy Monte-Carlo approach. The simulated experiments have a flat coverage of the sky-sphere with a constant circular acceptance within an opening angle of 25° and 60°, simulating AMS-02 and Fermi-LAT. For each, 10 million events are simulated. In a second step, dipole signals of varying amplitude are introduced. A reference map is then created using the shuffling technique and the dipole signal is recovered making use of the fit procedure described later-on in Section 3.2.6. The results are displayed in Figure 3.8. It is evident that even a dipole of high amplitude cannot be recovered by the fit, as it is still present in the shuffled map. The amplitude is systematically reduced by a factor of 10 for the 25° FOV and a factor of 5 for the 60° FOV. Also, the recovered dipole amplitudes in the regime of $\delta T < 10^{-3}$, where statistical fluctuations are larger than the simulated signal, a dipole amplitude is recovered smaller than expected from the statistical fluctuations. The reasons are correlations in statistical fluctuations that are not washed out in the shuffling process for the finite binning of the maps. This has a tremendous impact on the physical result, as will be discussed later in Section 3.2.7.

In conclusion, the shuffling technique cannot be used for the study of large-scale anisotropies with AMS-02 and even Fermi-LAT. The problems in the application of the shuffling technique in the search of large scale anisotropies were first reported in [158]. In a follow-up publication on seven years of Fermi-LAT data [159], the authors address this issue, however the shuffling technique is still used in the analysis. The method is still useful for point-like signals, smaller than the instrument’s FOV, and for simulations of signals in the celestial sky, as it has been done in Section 3.1.1.5.

3.2.4. Simulation of the isotropic sky

In the last section it was illustrated that the shuffling technique does not yield good reference maps for signal searches on scales smaller than the FOV. For this reason, in the framework of this thesis a new method to estimate the image of the isotropic sky as seen by a certain detector for a certain particle selection in a given measurement time was developed. The method was developed for and applied to the AMS-02 detector, but it can in principle be applied to any space or ground-based instrument. It has been presented for the first time in [160] and was later applied by FERMI-LAT in [159, 161].

Figure 3.8.: Reconstructed dipole amplitude as function of a dipole created with varying amplitude for detectors with a flat circular acceptance with opening angle of 25°, corresponding to AMS-02 (left), and 60°, corresponding to FERMI-LAT (right). The experiments were created using a toy Monte-Carlo approach and maps were created using the shuffling technique.
A measurement of the particle flux $\Phi_i(\Delta E)$ for a species $i$ is performed by measuring the number of events $N_i(\Delta E)$ in an energy bin $\Delta E$ per unit of effective acceptance $A_i^{\text{eff}}(\Delta E)$ (as a convolution of a geometrical factor quantifying the fiducial acceptance of the detector and the specific efficiencies of a given selection) and the total livetime $T_{\text{exp}}(\Delta E)$ of the detector in the measured period. The quantities are put together in the flux equation

$$\Phi_i(\Delta E) = \frac{N_i(\Delta E)}{A_i^{\text{eff}}(\Delta E)T_{\text{exp}}(\Delta E)\Delta E}.$$ 

If the incoming particle fluxes were isotropic in nature, the measured fluxes $\Phi(\Delta E, p_1)$ and $\Phi(\Delta E, p_2)$ for any two sky pixels $p_1$ and $p_2$ would be identical. If, in addition, the detector and its sky coverage were perfectly isotropic, the terms $A_i^{\text{eff}}(\Delta E, p_1)T_{\text{exp}}(\Delta E, p_1)$ and $A_i^{\text{eff}}(\Delta E, p_2)T_{\text{exp}}(\Delta E, p_2)$ were identical, as well as the selected event numbers $N_i(\Delta E, p_1)$ and $N_i(\Delta E, p_2)$. For a real, not perfectly isotropic, detector with non-uniform sky coverage $A_i^{\text{eff}}(\Delta E, p_1)T_{\text{exp}}(\Delta E, p_1) = A_i^{\text{eff}}(\Delta E, p_2)T_{\text{exp}}(\Delta E, p_2)$ and hence the selected event numbers $N_i(\Delta E, p_1) = N_i(\Delta E, p_2)$.

Therefore, an estimate of the quantity $A_i^{\text{eff}}(\Delta E, p_1)T_{\text{exp}}(\Delta E, p_1)$, for a given selection and data taking period and all sky pixels, can serve as a reference map for anisotropy searches. If the incoming particle fluxes in nature were perfectly isotropic, the ratio map

$$R(p) = \frac{N_i(\Delta E, p)}{A_i^{\text{eff}}(\Delta E, p)T_{\text{exp}}(\Delta E, p)}.$$ 

would be compatible with isotropy. Any deviation from isotropy in the arrival directions of cosmic rays in nature would show up as a mismatch in the map’s $N_i(\Delta E, p)$ and $A_i^{\text{eff}}(\Delta E, p)T_{\text{exp}}(\Delta E, p)$ and could be detected as a signal, provided that the statistics in $N_i$ is high enough.

In the following the quantity $A_i^{\text{eff}}(\Delta E, p)T_{\text{exp}}(\Delta E, p)$ will be called an IsoSkyMap. It is our current best estimate of what an isotropic sky would look like to the detector for a given particle selection in a given data taking time. The algorithm to create IsoSkyMap for AMS-02 is the following:

- A list of particle incoming directions $(\theta, \phi)$ in the detector frame is created from selected particles in the energy range $\Delta E$.
- For every second $k$ of measuring time $t$, a constant number $N$ of incoming directions is drawn randomly from this list.
- From the detector’s position at the time $t_k$ and the random incoming directions $(\theta, \phi)$, the incoming directions in the celestial sky $(l', b')$ are calculated for the $N$ simulated events.
- To account for a busy trigger from the higher particle rate towards the polar regions, the simulated events are weighted by the detector’s livetime at $T_{\text{LF}}(t_k)$.
- To correct for inefficiencies in the particle detection caused by increased noise from low energetic particles, the simulated events are additionally weighted with a position and time-dependent correction factor (the origin of this factor will be discussed in Section 4.3). The IsoSkyMap is filled with these weighted events.

3 perfectly isotropic means that the level of isotropy is compatible with statistical fluctuations.
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The number of incoming directions drawn per second needs to be bigger than the number of particles actually measured per second \(N/s \gg R(t)\). In comparison to the shuffling technique discussed in Section 3.2.3, the algorithm does not conserve the number of events, but the particle rate. The approach excludes correlation between the data sample and the reference map, as it has been demonstrated to be the case in the shuffling technique. It is clear that for each pixel the systematic uncertainty in the estimate of the IsoSkyMap need to be smaller than the statistical fluctuations in \(N_i(\Delta E, p)\).

3.2.5. Significance

In order to compare the measured data to the reference, any deviation has to be stated in a statistically reliable way. For this, the significance \(S\) as proposed by Li & Ma in [162], derived using a maximum Likelihood ratio test, is used. The method has been developed for the explicit observation of source regions with a Gamma-ray telescope. A source is stated as excess in the comparison to an off-source region that defines the background. In such experiments, the observation time in the on- and off-source regions is highly asymmetric which causes an inaccuracy in the construction of residuals, as used in a Chi-square test. In the case of a CR particle experiment, the observation time is the same for the signal and reference map of choice. However, the particle counts can be highly asymmetric due to the different flux of reference and signal particle, or the large number of reference particles simulated, such that the problem of asymmetric statistical uncertainties in the signal and reference map is the same. The significance following the Li & Ma approach has been used before by FERMI-LAT and Pamela. The significance is computed via

\[
S = \sqrt{2} \left\{ N_{\text{Sig}} \ln \left[ \frac{1 + \alpha}{\alpha} \left( \frac{N_{\text{Sig}}}{N_{\text{Sig}} + N_{\text{Ref}}} \right) \right] + N_{\text{Ref}} \ln \left[ (1 + \alpha) \left( \frac{N_{\text{Ref}}}{N_{\text{Sig}} + N_{\text{Ref}}} \right) \right] \right\}^{-1/2}
\]

where \(N_{\text{Sig}}\) is the number of data counts in a pixel and \(N_{\text{Ref}}\) the expected number of counts from the reference map. In the case of on-off searches, the factor \(\alpha\) weights the unequal observation time. In the application to the CR particle experiment, \(\alpha\) is the ratio of total data counts to expected counts from the reference. A sign is applied to the quantity such that

\[
\text{Sgn}(S) = \begin{cases} +1, & \text{if } N_{\text{Sig}} > N_{\text{Bkg}} \\ -1, & \text{if } N_{\text{Sig}} < N_{\text{Bkg}} \end{cases}
\]

For the isotropic case the significance follows a Gaussian distribution centered around zero with unit variance in case the isotropic hypothesis is true. Figure 3.9 shows the significance map and the distribution among the pixels for the case of two flat maps with a signal to background ratio of 10, as it is expected from the positron fraction in Figure 1.6 for positrons with electrons as reference. The significance map is flat and no structure apart from statistical fluctuations is to be seen, as expected. The significance distribution in the pixels follows a normal distribution as indicated by the fit.

The advantage of the presented significance definition, with respect to a standard residual definition, is that it is more robust against cases where pixel counts are low or when \(\alpha \neq 1\), as it is expected for most of the anisotropy measurements. In analogy to the naming convention of normalized ratios from Equation 3.1, the significance between a signal and a reference map is marked with \(S_{\text{Sig}/\text{Ref}}\) in the following.
Figure 3.9.: Significance map and distribution for two flat maps. Entries for the 49152 map pixels have been drawn from a Poisson distribution with a constant mean for the signal map and 10 times the mean for the reference. The significance map is flat and no structure apart from statistical fluctuations is to be seen, as expected. The significance distribution in the pixels follows a normal distribution as indicated by the fit.

3.2.6. Multipole analysis

The angular distribution of particle incoming directions is expanded to a dipole. An astrophysical point source, in the simplest approximation, is expected to give the strongest contribution in this quantity. More complex model approximations, as for example taking the Heliosphere into account, give contributions in higher multipole components, as well. From the analysis point of view, a dipole model is good to handle and the most generalized result to state. In the case of incomplete coverage of the celestial sky an expansion to higher multipoles gives unstable results and systematic effects cannot be controlled.

The test variable is the normalized ratio \( R_{\text{Sig}/\text{Ref}} \) of data to reference counts in a pixel \( i \), calculated using

\[
R_{\text{Sig}/\text{Ref}} = \frac{\sum_{j} N_{\text{Sig}}^{j}}{\sum_{j} N_{\text{Ref}}^{j}} \frac{N_{\text{Sig}}^{i}}{N_{\text{Ref}}^{i}} ,
\]

with the same nomenclature as introduced in Section 3.2.5. For identical maps this ratio will be 1 for all of the pixels and in case of isotropy it will fluctuate around \( \langle R \rangle \approx 1 \). In case of a dipole signal the distribution will be directly proportional to the signal. To extract this information, a fit with spherical harmonics templates using a likelihood minimization is performed.

As spherical harmonics are designed to be a complete set of orthogonal functions defined on the unit sphere, they build a basis to describe spherical distributions. In spherical coordinates they are defined in longitude \( \phi \in [0, 2\pi] \) and latitude \( \theta \in [0, \pi] \) as

\[
Y_{l}^{m}(\phi, \theta) = \sqrt{\frac{2l + 1}{4\pi} \frac{(l - m)!}{(l + m)!}} P_{l}^{m}(\cos \theta) e^{im\phi}
\]

in degree \( l = 0, 1, 2, \ldots \), which roughly corresponds to the angular scale of \( \frac{180^\circ}{l} \), and order \( m = 0, \pm 1, \pm 2, \ldots, \pm l \). The set of functions \( Y_{l}^{m}(\phi, \theta) \) are eigenfunctions of the angular part of the Laplace operator. \( P_{l}^{m}(\cos \theta) \) denote the associated Legendre polynomials as canonical solutions of the general Legendre equation. As the spherical harmonics functions
Y^m_l(\phi, \theta) form a Hilbert space, any function on a unit sphere f(\phi, \theta) can be expanded as linear combination

\[ f(\phi, \theta) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a^m_l Y^m_l(\phi, \theta) \] (3.3)

of them with the expansion coefficients a^m_l. A dipole is described in the first degree l = 1, the l = 0 term gives an constant offset, the isotropic component, and thus can be disregarded for an expansion in the normalized ratio, where the normalization is fixed to 1 by construction. The three remaining spherical harmonics used in the expansion are

\[ Y^{-1}_1(\phi, \theta) = \sqrt{\frac{3}{8\pi}} \sin(\theta)e^{-i\phi} , \]
\[ Y^{0}_1(\phi, \theta) = \sqrt{\frac{3}{4\pi}} \cos(\theta) , \] (3.4)
\[ Y^{+1}_1(\phi, \theta) = -\sqrt{\frac{3}{8\pi}} \sin(\theta)e^{i\phi} . \]

These are complex functions, which is neither desirable nor needed for a physical measurement of a simple particle ratio. The basis of the coordinate system can be rotated in a way, such that

\[ a^{-m}_l = (-1)^m a^m_l \]

and the complex spherical harmonics can be rotated in a way that the expansion coefficients become real. The real spherical harmonics are found to be

\[ p_x(\phi, \theta) = \sqrt{\frac{1}{2}} \left( Y^{-1}_1(\phi, \theta) - Y^{+1}_1(\phi, \theta) \right) , \]
\[ p_y(\phi, \theta) = i\sqrt{\frac{1}{2}} \left( Y^{-1}_1(\phi, \theta) + Y^{+1}_1(\phi, \theta) \right) , \] (3.5)
\[ p_z(\phi, \theta) = Y^{0}_1(\phi, \theta) . \]

The three real spherical harmonics for l = 1 are shown in Figure 3.10 in Mollweide projection. Following the notation from GTOD the real spherical harmonics can be translated into direction of north-south (NS) for p_z, forward-backward (FB) for p_x and east-west (EW) for p_y.
In the following steps, the coefficients \( a_m^l \) in Equation 3.3 are rewritten in the new basis using Equations 3.5 and re-normalized to match a dipole description. The transformation translates to

\[
\begin{pmatrix}
d_1 \\
d_2 \\
d_3
\end{pmatrix} = \begin{pmatrix}
\sqrt{\frac{3}{2}}(a_1^{-1} - a_1^{-1}) \\
\sqrt{\frac{3}{2}}(a_1^{-1} + a_1^{-1}) \\
a_1^0
\end{pmatrix},
\]

(3.6)

with a normalization to dipole components of

\[
\rho_{NS} = \sqrt{\frac{3}{4\pi}d_3} \quad \rho_{FB} = \sqrt{\frac{6}{4\pi}d_1} \quad \rho_{EW} = \sqrt{\frac{6}{4\pi}d_2}.
\]

(3.7)

The dipole amplitude in this basis is given by

\[
\delta = \sqrt{\rho_{NS}^2 + \rho_{FB}^2 + \rho_{EW}^2},
\]

(3.8)

with unit normalization as constructed from Equation 3.1. The dipole amplitude \( \delta \) is a real value which is positively defined and smaller than 1 with the given normalization of \( R_l \)

\[
0 \leq \delta \leq 1.
\]

With the quantities in Equations 3.7 and 3.8 and multipole templates from Figure 3.10, the normalized ratio \( R_l \) of signal to reference map can be expanded to a dipole using a likelihood template fit procedure, which will be discussed in the next Section 3.2.6.1. In principle, the whole procedure can be expanded to higher orders \( l > 1 \) for the search of multipoles. The expansion up to \( l = 2 \) has been used to check the stability of the first order \( l = 1 \) result, without any impact found.

3.2.6.1. Likelihood fit

In order to fit the multipole templates, derived in previous Section 3.2.6, to the ratio \( R_l \) a likelihood fit procedure is used. The ratio \( R_l \) is evaluated in bins of equal area on the celestial sphere. For this purpose, the HEALPix\(^4\) framework, developed and provided by NASA for studies of the CMB, is used. As the name suggests the software package provides an equal area pixelation on a sphere in rings of latitude in a hierarchical structure such that four pixels can be grouped together to rebin in a lower order. Additionally, tools for spherical harmonics transformations are provided; the multipole templates, shown in Figure 3.10, are created using HEALPix tools. In this work, all celestial sky maps are created in the HEALPix binning and plotted in Mollweide projection. The structure of the HEALPix binning on a sphere is illustrated in Figure 3.11.

The task of the fit procedure is to find the combination of the real expansion coefficients

\[
R_l^{Exp} = 1 + d_1p_x + d_2p_y + d_3p_z,
\]

(3.9)

where \( R_l^{Exp} \) is the modeled ratio in a pixel \( i \), which best describes the data. The same quantity on the data is given in Equation 3.1. In the analysis, the fit procedure has to be

\(^4\)HEALPix is an acronym for Hierarchical Equal Area isoLatitude Pixelation of a sphere. HEALpix website: http://healpix.sourceforge.net
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Figure 3.11.: Illustration of the HEALPix binning on the surface of a sphere divided in 48 (left) and 192 (right) pixels [163].

stable even for cases with low pixel counts especially for the signal component, due to the low positron flux in particular and unequal exposure in general. As a consequence, the fluctuations in the ratio $R_i$ are large and the uncertainty on the ratio $\sigma_{R_i}$, which only depends on the available number of events in the given pixel, is poorly estimated. A Chi-square fit, which minimizes the sum of quadratic differences over all pixels

$$\chi^2 = \sum_{i=1}^{N_{\text{pixels}}} \frac{(R_i - R_i^{\text{Exp}})^2}{\sigma_{R_i}^2},$$

(3.10)

is not robust against the large fluctuations of $R_i$. An advantage would be that it is model independent. In a master thesis associated with this work [164], a modification to the Chi-square method is applied in a way, that the intermediate model estimation of the variance

$$\sigma_{R_i}^2 = R_i^{\text{Exp}} \left( \frac{1}{N_{i,\text{Sig}}^{l,\text{Exp}}} + \frac{1}{N_{i,\text{Ref}}^i} \right),$$

(3.11)

is estimated in an iterative process. The number of expected signal particles in a pixel $N_{i,\text{Sig}}^{l,\text{Exp}}$ is taken from the best model estimation from the previous fit step

$$N_{i,\text{Sig}}^{l,\text{Exp}} = R_i^{\text{Exp}} N_{i,\text{Ref}}^i \frac{N_{\text{Sig}}}{N_{\text{Ref}}}. \quad (3.12)$$

Equation (3.11) is derived from a simple Gaussian error propagation under the assumption that the pixel counts in the signal and reference map are not correlated. To be precise, this assumption is not exactly true as both quantities are measured by the same detector in the same environment. But if the detector measures incoming particles with high efficiency, the pixel counts are close to nature where CRs are arriving the detector independently to our best knowledge.

If a model for the probability distribution of events in a pixel is already involved for the prediction of the variance, a likelihood fit can be even more robust for its independence of the quadratic difference which is highly fluctuating for low statistics. In a likelihood fit procedure, the product of likelihood probabilities

$$\mathcal{L}(d_1, d_2, d_3) = -\log \left( \prod_{i=1}^{N_{\text{pixels}}} f(R_i|R_i^{\text{Exp}}) \right)$$

(3.13)
Figure 3.12.: Recovery of a dipole as a function of an induced dipole with varying strength. The maps were created by drawing events following a Poisson distribution. The red line is the mean recovered dipole amplitude, while the black dashed line gives the expectation for a perfectly recovered dipole signal. The magenta dashed line marks the expectation from statistical fluctuations, as it will be studied in Section 3.2.7. A dipole signal can be recovered down to the level of $10^{-3}$ with the proposed fit procedure, for a simulated sample size of 10 million events. At low signal amplitude the statistical fluctuations in the event map dominates the signal and a natural limitation is reached.

is minimized, where $f(R_i|R_i^{\text{Exp}})$ is the probability density function (PDF) to measure the ratio $R_i$ under the assumption of the expected ratio from the model. A priori, this function is not known and has to be modeled. Using the assumption of uncorrelated pixels the ratio $R_i$ is a ratio of a Poisson distribution for the low signal counts $N_{\text{Sig}}$ and a Gaussian distribution for the high reference counts $N_{\text{Ref}}$ in a pixel, which is the Gamma-distribution with the PDF

$$f(x, k, \theta) = \frac{\theta^k}{\Gamma(k)} x^{k-1} e^{-\theta x} \text{ for } x > 0. \quad (3.14)$$

$\Gamma(k)$ denotes the Gamma-function and the parameters are defined as

$$k = \frac{R_i^{\text{Exp}}}{\sigma_{R_i}^2}, \quad \theta = \frac{\sigma_{R_i}^2}{R_i^{\text{Exp}}} \quad .$$

Using Equation 3.14 as the PDF in the likelihood minimization, a robust estimation of the expansion coefficients, and consequently the dipole components is achieved.

In cases of sufficient number of events the likelihood fit procedure has been compared to a model independent Chi-square fit with good agreement, but during the analysis process cases where the available number of events in a map was low that even the likelihood fit did not converge in a stable minimum were observed. To understand the general properties of the fit procedure, maps with a dipole have been simulated and fitted to a flat simulated reference. The maps were created by drawing entries from a Poisson-distribution to create maps filled with 10 million events and 10 times this number for the reference map. A ratio of $N_{\text{Sig}}$ to $N_{\text{Ref}}$ of 10 corresponds to most applied scenarios in this thesis, in good approximation. The number of events can be compared to the
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Figure 3.13.: Recovery of the direction in latitude (left) and longitude (right) of a dipole with varying strength in forward-backward direction ($\cos(\theta) = 0, \phi = 0$). The white shaded area marks the standard deviation around the mean. In case of a purely random direction, a standard deviation of $\sigma_{\cos(\theta)} \approx 0.58$ for the longitude and $\sigma_{\phi} \approx 1.81$ for the longitude is expected from the quantiles of a flat distribution. Both values stay below this limit, even for dipoles weaker than $\delta_t = 10^{-3}$.

proton counts at a middle range analysis rigidity of 80 GV. In most applications, e.g. for electrons and positrons, the number available events is lower. The impact of the available events on the analysis will be discussed in Section 3.2.7. Dipoles have been created in Forward-Backward direction, on a flat map the direction is invariant under rotations, and amplitudes ranging from $10^{-4}$ to $10^{-1}$. The reconstructed dipole amplitude, calculated from Equation 3.8, is shown in Figure 3.12 as function of the created dipole amplitude.

It can be seen that the fit is able to recover the dipole amplitude up to a strength of order $10^{-3}$ where the mean recovered dipole strength, plotted in red, starts to deviate from the expectation and converges toward the expectation from the statistical noise. It has been investigated that this also holds for the non-uniform coverage of the sky maps measured by AMS-02. Figure 3.13 shows that not only the amplitude, but also the correct direction is recovered up to this limit. In the region where the mean recovered dipole amplitude flattens, the statistical fluctuations in the map overcome the dipole signal and dominate the fit. This depends only on the available events in the map with lower statistics, which is why $N_{Ref} \gg N_{Sig}$ is needed. If this condition is not fulfilled, the statistical properties of the reference map will dominate the fit result and lead to misinterpretation.

It is evident that even if the dipole amplitude can no longer be reconstructed, the probability for the fit to converge in the correct direction is still higher than the purely random expectation. This characteristic has been noted since the beginning of the usage of the multipole expansion technique in the 1970s and is used in the analysis of many ground-based experiments [105]. A more detailed study can be found in [165].

From Figure 3.12 it can be concluded that a limit on the recovery of a dipole is of statistical origin, in the following called sensitivity. The recovered dipole amplitude will not be zero in case of absence of anisotropy but will give a result $\delta > 0$, based on statistical fluctuations. As fit parameters, the expansion coefficients which enter the calculation of the limit in Equation 3.8 are Gaussian distributed around their true value. In case of isotropy the coefficients distribution is centered around zero with a width dependent on the available number of signal events, without any correlation. In this case the reconstructed dipole amplitude is a squared sum of three Gaussian distributed fit values all scaling with $\sqrt{N}$ and therefore scaling with $\sqrt{N}$ by itself. The dipole amplitude $\delta$ can-
3. The search for anisotropies with AMS-02

The search for anisotropies with AMS-02 is performed by using a toy Monte-Carlo study. Similar to the approach used to study the dipole recovery in Figure 3.12, two maps are created and fitted with the dipole model. Here both maps are flat but the condition $N_{Ref} \gg N_{Sig}$ still holds. The distribution of recovered dipole amplitudes of the isotropic case is shown in Figure 3.14. The dipole amplitude has been scaled with $\sqrt{N_{Sig}}$ to make it independent of the sample size. The distribution is asymmetric, always greater than zero and peaks at a value $\delta_{Max}$. The yellow band marks the two-sided 68.3% confidence interval around the mean and will be referred to as isotropic expectation in the following. This region gives the expectation of the dipole amplitude scaled with the available number of signal events. To get a handle on the interpretation of the reconstructed dipole amplitude, this isotropic expectation will be shown together with the fit results.

In most cases no signal above the statistical noise is expected and an upper limit on the dipole amplitude is stated as physical result. Quoting an upper limit simply on quantiles of the discussed isotropic distribution would be misleading. A correct way to set the limit has to take the fit result and possible correlations into account, even if they are only of statistical nature.

Assuming nature yields a true, but unknown, dipole amplitude $\delta_T$. Then an experiment will measure a value $\delta$ around $\delta_T$ within the experiments sensitivity. If the measurement
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Figure 3.15.: Neyman and Bayesian construction of the upper limit on the dipole strength at an assumed recovered dipole amplitude $\delta = 0.0015$. **Left:** Probability distribution of the dipole strength distribution where the probability of measuring $\delta < 0.0015$ is 5%, known as Neyman construction. The distribution is equivalent to a projection onto the y-axis at an x-value of around 0.002 in Figure 3.15, which is the Neyman limit on the true dipole amplitude $\delta^N_T \approx 0.002$. **Right:** Probability distribution of the dipole strength under the assumption of a measurement of an unknown true quantity with finite sensitivity, known as Bayesian construction with flat prior. The Bayesian limit on the true dipole amplitude $\delta^{B,95}_T$ corresponds to the 95% quantile of the distribution called credible interval.

could be repeated N times, a distribution of $\delta$ would be measured, identical to the projection onto the y-axis in a small slice around $\delta_T$ on the x-axis in Figure 3.12. Since only a single measurement of $\delta$ is performed, the upper limit $\delta^N_T$ at a confidence level of 95% is defined by searching the $\delta_T$ on the x-axis where the distribution of $\delta$ on the y-axis, gives a probability of measuring a dipole amplitude smaller than $\delta$ of 5%. The condition

$$\int_0^\delta p(\delta|\delta^N_T) d\delta = 0.05$$

is fulfilled. The construction is shown on the left-hand side of Figure 3.15 and is called Neyman construction. In this approach, $\delta^N_T$ is determined by the single measurement $\delta$ and the choice of a quantile in the distribution of hypothetical measured $\delta$s.

An alternative approach is to exploit the fact that, given a single measurement $\delta$, the distribution of $\delta_T$ can be derived from Figure 3.12. The distribution can be constructed by a projection onto the x-axis, in small slices around $\delta$ on the y-axis. This is known as the Bayesian approach and requires an assumption on the distribution of the true dipole amplitude $p(\delta^B_T)$, which is called prior and is chosen to flat to allow for all values.

From the distribution of $\delta_T$ the limit is quoted from the 95% quantile, as shown on the right-hand side of Figure 3.15.

Both methods of constructing an upper limit on the dipole amplitude are equally well justified, however the choice of a prior $p(\delta^B_T)$ in the Bayes construction is not well justified and introduces a degree of freedom that is somehow subjective. The Neyman construction fails for exceptionally small signals. For this special case, a modification to

\footnote{In the case of the presented analysis, the dipole amplitude has already been restricted to $\delta > 0$, so the flat function is actually a step function at 0.}
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The value \( r \) corresponds to a parameter describing the fit quality \( r = \frac{\delta^2}{\sigma^2} \), where \( \sigma \) is the fit uncertainty on the expansion coefficients. The Neyman construction (blue dashed line) fails in the construction of small signals \( r < 1 \). The Feldman-Cousins construction (blue solid line) was introduced to fix this issue. In the case of large signals \( r > 8 \) the null-result is rejected and a two-sided confidence level is set. The Bayesian construction (red solid line) is used in this thesis.

Figure 3.16: Left: Comparison of methods to construct an upper limit in case of a null-result \[166\]. The value \( r \) corresponds to a parameter describing the fit quality \( r = \frac{\delta^2}{\sigma^2} \), where \( \sigma \) is the fit uncertainty on the expansion coefficients. The Neyman construction (blue dashed line) fails in the construction of small signals \( r < 1 \). The Feldman-Cousins construction (blue solid line) was introduced to fix this issue. In the case of large signals \( r > 8 \) the null-result is rejected and a two-sided confidence level is set. The Bayesian construction (red solid line) is used in this thesis.

Right: Distribution of the Bayesian limit \( \delta_{B,95} \) at 95% credible interval, scaled with the included number of signal events \( \sqrt{N_{Sig}} \). The yellow band marks the two-sided 68.3% confidence interval. The red dashed line marks the mean.

The Neyman construction was proposed by Feldman and Cousins in \[167\], which introduces an ordering principle based on likelihood ratios to set limits also on small signals. For fits dominated by high fluctuations, a two-sided confidence interval is set. Figure 3.16 shows a comparison between the three different methods of limit calculation. The value \( r \) corresponds to a parameter describing the fit quality \( r = \frac{\delta^2}{\sigma^2} \), where \( \sigma \) is the fit uncertainty on the expansion coefficients. With the generalized function shown in Figure 3.16, the limit can be read independently from the fit result and the given number of signal events, as both can be scaled. All discussed procedures to derive a limit on a null-result are comparable in the region of \( 1 < r < 10 \), which is the most probable result in case of isotropy. For (unphysical) small signals, the Neyman construction fails. For large signals, the Feldman-Cousins constructions rejects the null-result and sets a two-sided confidence level. In the analysis of AMS-02 data, a large fraction the fits are dominated by systematic limitations where the Feldman-Cousins construction will not reflect the intended interpretation of the data. Therefore, all quoted limits in this thesis are Bayesian at a credible interval of 95%, following an internal agreement within the AMS-02 collaboration. To account for the fact that the construction of the limit is not explicit, but has an outstanding relevance in the interpretation of the data, the appendix provides all necessary information from the fits presented in Chapter 4 such that the reader can construct an upper limit following any preferred method.

As the dipole amplitude, the limit distribution scales with sample size by \( \sqrt{N_{Sig}} \). The scaled distribution of the Bayesian limit \( \delta_{B,95} \) is shown on the right-hand side of Figure 3.16. In this way, an expectation on the physical result can be stated before the dipole fit is performed. A discussion on limits to be expected from an experiment with given statistics, can be found in \[168\].
3.3. Data sample

3.2.7.1. Uncertainty on a measured dipole amplitude

In case of a recovered dipole amplitude exceeding the isotropic expectation, the uncertainty on the dipole amplitude is of interest. In this case the three expansion coefficients might be correlated. The distribution of the measured dipole amplitude is generated by toy Monte-Carlo simulation using a multivariate correlated Gaussian distribution with widths of the fit uncertainties, a mean of the dipole components fit value and the correlation matrix evaluated in the fit. A two-sided 68.3% confidence level around the median is quoted as uncertainty on the measured dipole amplitude $\delta$.

3.3. Data sample

For the proposed analysis of positrons, electrons and protons different sets of data are selected from the first five years of AMS-02 data-taking, from May 2011 until May 2016. For the analysis of electron and positron events a selection, using ECAL and TRD to reject the overwhelming background of protons, is needed.

In the published AMS-02 particle flux analyses, as in [11–14, 15], where only the raw particle counts are of interest, a template fit in the ECAL and TRD estimators, which are discussed within this Section, is performed. However, in the analysis of anisotropies, an identification of single events is desired to efficiently use transformations between the various coordinate systems to trace down a possible source and keep systematic uncertainties to a low level. Therefore, a cut-based analysis is introduced. Template fits are still handy to estimate the purity of the selected sample over the background and its selection efficiency.

The sensitivity of the fit method, described in Section 3.2.6.1 directly scales with the size of the data sample for which a high selection efficiency in maximum acceptance
3. The search for anisotropies with AMS-02

Figure 3.18.: Acceptance in m²sr, evaluated from Monte-Carlo generated events, for different selections and particles. Electrons (blue) require the small ECAL to reject protons. Protons, which rely on an accurate rigidity measurement by the tracker, can be selected requiring hits in all Tracker layers (green) or by disregarding layer nine on top of ECAL (red). This comes with an increased acceptance by a factor of 4 but with worse rigidity resolution, as comprehensible from Figure 2.10.

is desired, while keeping the sample purity high. A limiting factor for the number of collected events is the relatively small acceptance of the ECAL, which is needed to reject protons over positrons and to get an accurate energy measurement. For protons on the other hand ECAL is not needed, as they are practically background-free and the momentum is measured as rigidity by the silicon tracker. As a consequence, the selection is focused on a clean reconstruction of the trajectory, which leads to a limited acceptance introduced by the external tracker layers. Figure 3.18 shows this relation, using the acceptance evaluated from Monte-Carlo generated events.

The above considerations lead to rather different sample selections of protons and leptons. A common part in the sample selection process of the two classes is the definition of the data taking time of the detector, in the following referred to as good second. This definition is of particular interest for the simulation of reference maps, as it directly represents the operational and environmental effect described in Section 3.1.2. The lepton selection, proton selection and definition of a good second will be discussed separately.

3.3.1. Electron and positron selection

The selection process of electrons and positrons can be separated into two parts: In a first step, a set of clean relativistic downward-going particles with unit charge is selected within ECAL acceptance following [169] using information from TOF, Tracker, and TRD. This dataset contains a dominant proton background among the electrons and positrons. These protons, in the following referred to as background protons, share the same geometric features as the electrons and positrons and therefore can be used as reference particles, as discussed in Section 3.2.1. In a second step, the identification of the particles involving TRD, ECAL and the Silicon Tracker is done. The trigger conditions for electrons and positrons will be discussed in a dedicated Section 3.3.3.

Only events with a good fit of the particle’s trajectory, using only the inner Tracker layers two to eight, are considered. This trajectory is used as a starting point, from
where the sub-detector’s reconstructed physical objects are connected to the particle. A good fit requires at least three hits on the six inner layers with a fit of the trajectory with normalized chi-square of less than 10, separately in the bending and non-bending projection. If more than one of these trajectories have been reconstructed in an event, it is not taken into account to avoid secondary particles from interactions, or a second primary cosmic ray.

A charge selection is done, making use of the two upper and lower TOF planes and the available hits in the inner Tracker. A two-sided cut is applied for the charge estimator by the Tracker to be $0.7 < Q_{\text{Trk}}^{\text{inner}} < 1.5$, as the charge resolution is high for charge one particles. For the upper TOF, a charge cut of $Q_{\text{TOF}}^{\text{upper}} < 1.8$ is applied to reject nuclei which can produce delta electrons that might be confused with primary electrons. For the lower TOF, a charge cut of $Q_{\text{TOF}}^{\text{lower}} < 2.0$ is applied to reject events with backsplash from ECAL.

The particle’s relative velocity $\beta = v/c$ and its direction of crossing is determined by the TOF timing information. To ensure a good TOF reconstruction, a hit is required in all of the four TOF planes. Relativistic downward-going trajectories are selected in $1/\beta$ where the distribution is approximately Gaussian at $0.8 < 1/\beta < 1.2$.

The particle’s reconstructed trajectory is required to pass ECAL in a fiducial volume, which is defined to be within of one cell from the border. The trajectory should also match the reconstructed shower’s barycenter of the energy deposit, by 3.6 cm, or 2 PMT distance, at maximum in x-projection and 7.2 cm in the bending projection. As the shower shape in ECAL is used to distinguish between hadronic and leptonic showers, it is important that the correct shower reconstruction is matched to the particle and any leakage in the shower development is small.

The other sub-detector, specialized for rejecting proton background, is the TRD on top of the detector. In order to get a reliable estimate, at least 9 hits with a threshold of 15 ADC counts are required to be picked up along the extrapolated trajectory from the Tracker. Following the Bethe formula the energy deposit due to ionization $dE/dx \propto Z^2$ is proportional to the charge squared, resulting in a higher ionization deposit for nuclei in the TRD confusing them with transition radiation x-rays. To normalize the energy deposit by the path length through the gas tube $dX_{\text{Tube}}$, the Tracker track as best estimate of the trajectory is used, which introduces unwanted correlations between the sub-detectors. From the tube spectrum, as shown in Figure 2.3 and the energy deposit per unit length $dE/dX_{\text{Tube}}$ the probability $P_Z(\hat{E})$ of a hit to be caused by a particle of type $Z$ can be derived. The tube spectrum depends on the energy $\hat{E}$ which is measured by ECAL. The probabilities of the $N_{\text{TRD}}$ clustered hits are combined in a geometric mean

$$L_Z(\hat{E}) = \sqrt[N_{\text{TRD}}]{\prod_{k=1}^{N_{\text{TRD}}} P_k^Z(\hat{E})}$$

and put into a likelihood ratio

$$LR_{e/Z}^{\text{TRD}} = -\log \left( \frac{L_e(\hat{E})}{L_e(\hat{E}) + L_Z(\hat{E})} \right)$$

to reject either protons $LR_{e/P}^{\text{TRD}}$, or residual helium $LR_{e/He}^{\text{TRD}}$ from the electron or positron hypothesis. On the helium estimator, a cut of $LR_{e/He}^{\text{TRD}} < 0.7$ is applied. $LR_{e/P}^{\text{TRD}}$ is used in the particle identification process discussed in the following.
Figure 3.19.: Variables used in the particle identification of a sample of unit-charge particles already preselected in a rigidity range of 8 to 20 GV. **Left:** $BDT_{ECAE}$ compared to $LR_{e/P}$, multiplied by the charge sign from the Tracker. Populations of protons in the lower-right, positrons in the upper-right and electrons on the upper left, are visibly among antiprotons and charged confused protons on the lower-left. **Right:** $E_{Dep}/p_{Tracker}$ distribution for an electron and proton selection by TRD, ECAL and charge sign. Electrons peak at 1 while protons barely deposit a fraction of their energy. Also the distribution of charge-confused electrons, selected from a Monte-Carlo simulated sample is shown with a peak towards low values and a large tail towards higher values of $E_{Dep}/p_{Tracker}$. The variable is used in the analysis to reject protons and charge-confused events.

For the identification of electrons, positrons and *background* protons in the unit charge sample, further cuts are applied using variables of ECAL, Tracker and the TRD likelihood ratio as already introduced. For particle identification by ECAL, 44 variables describing the shower shape are combined in a multivariate analysis tool called *ECAL boosted decision tree BDT$_{ECAE}$*. Another powerful variable, combining Tracker and ECAL, is the fraction of energy deposited in ECAL $E_{Dep}$ and the momentum measurement by the Tracker $p_{Tracker}$, equal to the rigidity measurement for charge one particles. While electromagnetic showers are absorbed efficiently in the lead layers, a proton most likely will not start a shower and only deposit a small amount of energy by ionization in the scintillating fibers. A hadronic shower will not be fully absorbed and thereby only deposit a small fraction of its energy within ECAL. This results in a $E_{Dep}/p_{Tracker}$ ratio close to zero for protons and peaking at $E_{Dep}/p_{Tracker} \sim 1$ for electrons and positrons, as showed in Figure 3.19. Since the Tracker’s momentum resolution is finite, the width of this peak increases towards higher energies decreasing the rejection power of this cut. Also, the variable is sensitive to charge-confusion, the reconstruction of the wrong charge sign from secondary particles in the Tracker, or just by its finite resolution. In this case, the Tracker rigidity is underestimated and an upper cut of $E_{Dep}/p_{Tracker} < 5$ is applied to reduce charge-confusion. Figure 3.19 shows the relevant quantities for the particle identification in the unit charge sample.

Combining the introduced quantities, efficient particle identification with high purity can be achieved with the following cuts:

**Electron:**

- Negative sign of charge by $\tilde{R} < 0$.
- TRD electron like $LR^{TRD}_{e/P} < 0.6$. 


In Figure 3.20 the event counts after each selection step are shown, starting from events with an DAQ, TOF and Tracker reconstruction available.

In order to validate the selection, the efficiency and purity of the particle identification cuts have been studied using methods from \cite{170}. The number of events selected in the cut-based approach is compared to the one obtained with a template fit analysis. Here the shape of the discussed selection variables is compared to templates of pure signal or background shape. By construction, the template fit analysis counts all available events. Figure 3.21 shows the selection efficiency for electrons with the ECAL energy. The selection has an efficiency of >80% up to 70 GeV, decreasing to 40% at 300 GeV. The break in the selection efficiency originates from the decreasing Tracker resolution with impact.
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Figure 3.21.: Selection properties of the cut-based selection, determined by the template fit method, as function of ECAL energy. **Left:** Selection efficiency of electrons in the cut-based analysis approach. The break in the selection efficiency originates from the decreasing Tracker resolution with impact on the $E_{\text{Dep}}/p_{\text{Tracker}}$ variable and the decreasing TRD proton rejection. **Right:** Purity of the positron and electron selection. The plots show that a pure sample of electrons and positrons can be selected with high efficiency up to 100 GeV.

Figure 3.22.: Positron fraction compared to the official AMS-02 publication in [2]. **Left:** Charge-confusion calculated from Monte-Carlo simulated electron events. **Right:** Positron fraction result, before and after charge-confusion correction. The cut-based analysis is able to reproduce the official result, obtained with an optimized analysis strategy.

- The purity of the selection of positrons and electrons is shown aside and is stable above 95% up to 200 GeV. Towards higher rigidities the purity of the positron sample decreases for a growing proton contamination without the additional charge discrimination from the Tracker, compared to electrons.

To further study the quality of the selection, the positron fraction is produced and compared to the result published in [2]. The result is shown in Figure 3.22 with good agreement after a charge-confusion correction has been applied. The charge-confusion correction is calculated from Monte-Carlo simulated electron events, counting the fraction of wrongly reconstructed positively charged events with generated energy in the analysis binning. Deviations in the low energy regime below 10 GeV are due to the extended measuring period with changing solar modulation.

Charge-confusion cannot be removed on a single event basis with acceptable efficiency.
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Figure 3.23.: Quality of rigidity reconstruction in the Tracker studied with Monte-Carlo. The flux of Monte-Carlo events has been weighted to match the proton flux measured by AMS-02 [5]. **Left:** Reconstructed fullspan tracker rigidity as function of generated momentum, normalized to 1 in slices along the x-axis. Towards higher energies the rigidity is reconstructed with less precision and events migrate between the bins. **Right:** Inverted fullspan tracker rigidity as function of the inverted generated momentum. In the rigidity reconstruction the track curvature is fitted, as the inverse of the rigidity, making the inverted rigidity Gaussian distributed. Towards higher rigidities the width of the distribution allows for a fit of the curvature with negative charge sign, referred to as spillover.

In the anisotropy analysis, where events are selected in a cut based approach to preserve single event information, charge-confused electrons form a background contamination in the positron sample that affects the upper limit. The treatment of such a background will be addressed in Section 4.3.3.

With the cut based approach, a pure sample of electrons and positrons can be selected with high efficiency, without losing single event information, such as the timestamp and incoming direction which are required for a directional analysis.

### 3.3.2. Proton selection

The selection of protons follows the analysis presented in [5]. As protons are the most abundant species, they are basically free of any background in a positive unit charge sample, where the contributions from positrons and pions are tiny. The charge can be measured accurately, to reject higher charged nuclei dominated by helium. Consequently, the selection focuses on a high event and reconstruction quality.

Again, the event reconstruction starts using the trajectory reconstructed by the inner Tracker. For this, at least three hits in the planes three to eight are required giving an inner track fit with a normalized chi-square of less than 10 separately in the bending and non-bending plane. Additionally, a hit in x and y-direction is required on Tracker plane two to stabilize the track finding, improving the rigidity resolution and the interpolation of the trajectory to plane one. With an efficiency of $\approx 70\%$, this requirement is one of the most restricting. In TOF a hit in all of the four layers is required within a restricted time of 10 ns for the upper and 4 ns in the lower TOF planes, reducing wrongly clustered hits from interactions above the detector and the TRD. Only relativistic down-going protons with $\beta > 0.3$, as measured by TOF, are taken into account. Events with interactions in the detector’s core are removed by a cut on the lower TOF charge of $0.5 < Q_{\text{lower}}^\text{TOF} < 3.0$. The charge selection is performed by the Tracker, for the higher resolution compared
to TOF for single charged particles, applying a cut of $0.7 < Q_{Trk} < 1.5$. To remove a small background of low energetic pions produced in the upper part of the detector, the particle’s mass, determined by combining the velocity measured at TOF with the rigidity measurement of the tracker, is required to be greater than 0.5 GeV/c$^2$. The efficiency of this requirement is $\approx 100\%$ above 2 GeV.

Finally, as the rigidity resolution is the main contributing uncertainty in the measurement of protons, only events with x-y-hits in the external Tracker layers one and nine are used. To ensure that clustered hits on the track belong to the primary particle, the trajectory as reconstructed by the inner Tracker, is required to pass inside a fiducial area in range of $62.14 \times 47.40$ cm$^2$ in x and y distance from the center on layer one and $33.0 \times 29.5$ cm$^2$ from the center inside layer nine. Also hits in the outer layers should match the unit charge hypothesis with a reconstructed charge of $0.6 < Q_{L1,L9,Trk} < 1.9$. The resulting track fit in the range of Tracker layer one to nine is then used for the rigidity measurement. The fit’s normalized chi-square is required to be less than 10 in the bending direction. On the right-hand side in Figure 3.23, the rigidity resolution matrix, obtained from Monte-Carlo simulated events, is shown. The rigidity resolution is the dominating systematic uncertainty in the proton analysis.

The number of particles after each step in the proton selection is shown in Figure 3.24. The requirement of a so-called fullspan track reconstruction demanding a hit in the outer Tracker layers one and nine, decreases the sample size significantly. However, dropping these requirements would decrease the rigidity resolution down to a level where an analysis of the events is no longer practical. To validate the selection, the proton flux has been calculated. A comparison with the AMS-02 publication is shown in Figure 3.25. A reasonable agreement between the fluxes is achieved, considering the different timescale and the missing unfolding of the rigidity scale to correct for migration between bins in rigidity. Various ingredients are involved in the calculation of a flux, not all of which are relevant in the search for anisotropies. To prevent a bias in the flux calculation, the proton selection has also been validated internally with other groups working on the proton selection.
3.3. Trigger Efficiency

As discussed in Section 3.1, the trigger rate is a major external influence on the detector’s operation, making the trigger efficiency an important part of the selection. An introduction to the AMS-02 DAQ system has been given in Section 2.2. CR particles are recorded by the detector under six different physics trigger conditions (using abbreviations introduced earlier in Section 2.2):

- Single charge: 4/4 (HT) TOF planes, no ACC
- Ion: 4/4 (SHT) TOF planes
- Slow ion: 4/4 (SHT) TOF planes with delay
- Electron: 4/4 (HT) TOF planes, and ECAL energy deposit above threshold
- ECAL standalone: ECAL energy deposit above threshold and shower axis within FOV

Figure 3.25.: Comparison of the AMS-02 proton flux from 2014 [5] with the flux calculated from the data sample used in this analysis. Deviations at rigidities below 10 GV can be explained by time-dependent solar modulation. For rigidities above 100 GV unfolding plays a role, which has not been applied here.

Figure 3.26.: Trigger conditions with ECAL energy, on a selected electron sample with physics trigger. **Left:** Fraction of electrons events with single charge trigger and electron or ECAL standalone trigger. All electron events have the ECAL trigger fired above 10 GeV. **Right:** Fraction of electrons events with electron or ECAL standalone trigger. Both trigger conditions are equally efficient. The quantity is not equivalent to the trigger efficiency, where unbiased trigger are counted.
In addition, two so-called unbiased trigger conditions with loose selection are defined to measure the trigger efficiency directly from data. Both are prescaled in order not to saturate the DAQ:

- Unbiased charge: 3/4 (HT) TOF planes, prescaled by a factor of 100
- Unbiased ECAL: ECAL energy deposit above threshold, prescaled by a factor of 1000.

Figure 3.26 shows the fraction of electron events with physics trigger, which are triggered by the dedicated electron or ECAL standalone trigger, or the other trigger conditions. It is evident that the electron and ECAL standalone trigger are sufficient to trigger electrons above an energy of 10 GeV. The combination of the trigger conditions gives a high efficiency of 100% above 10 GeV. Therefore, other physics triggers are not taken into account in the electron and positron selection. In the selection of background protons, the same trigger requirements are taken in order not to introduce any systematic bias.

Having an efficient ECAL trigger is beneficial, as ECAL is located at the bottom of the detector, where most low energetic particles are already absorbed. As a consequence, ECAL is not sensitive to the external particle rate and shows a stable performance during orbit.

For protons the single charge trigger is the dominating one, as visible from Figure 3.27. Using only the single charge trigger, a trigger efficiency greater than 80% up to 2 TeV is achieved. During orbit, when the external particle rate rises, ACC is more likely to give a veto and the trigger conditions change. In order to avoid transitions between different trigger conditions, introducing instabilities with the position, only the single charge trigger is used. The dependence of the trigger efficiency with the external particle rate will be covered in Section 4.3.1.1.

### 3.3.4. Good second definition

The evaluation of time intervals in which the detector is in nominal operation condition, is of major importance as any deviations of nominal operations directly reflect in
the measured particle rate and might be detected as a signal. Time periods in which known external activities affect the data-taking, such as EVAs, material from the station crossing the detector’s field-of-view or detector activities, such as calibration runs or TRD gas refills, are marked as bad runs directly during the data-taking and are removed. However, not all non-nominal operations happen on run basis and are tagged as bad, so a good second definition from offline data is applied on top. Within the AMS software, all relevant information concerning the detector operations, independently of single event triggers, is contained in a real time information (RTI) database. The database is organized in steps of seconds, which therefore is the minimum time resolution available. Position data is gathered by a GPS receiver installed aboard the detector [171] and the orientation is given by an ISS database maintained by NASA. Event timestamps are tagged by the JMDC time which is synchronized with the GPS time once per day. The RTI database is organized in JMDC time as well. For every second of data-taking, the RTI database, the GPS database and the ISS orientation has to be available and marked as good. Missing database information mainly results form the time in-between two runs and from rapid unforeseen changes in the operation of the ISS such as reboosts, where the signal to GPS satellites might get lost. These seconds amount to about a 5% loss of data taking time.

For the detector’s orientation in space two variables are taken into account. One is the angle of the AMS pointing direction with the zenith, which is tilted by about 11 deg with respect to the ISS in nominal operation. If the station is rotated, which regularly happens for docking maneuvers, the Earth’s atmosphere enters the detector’s field-of-view. These time periods are identified by a zenith angle greater than 40 deg. The distribution of the AMS zenith angle is shown in Figure 3.28. In a second step, a hard cut on the ISS orientation, stated in yaw, pitch and roll, is applied. It has been found to eliminate some defective orbits not removed by the zenith angle requirement.

A good alignment of external Tracker layers is defined by comparison of two independent alignment methods to not differ more than 35 \(\mu\)m in Tracker layer one and not more than 45 \(\mu\)m for layer nine.

To remove events where the DAQ is close to saturation from low energetic particles, which mainly happens at the magnetic polar regions, a livetime cut of 0.5 seconds is applied. The livetime per second is determined by sampling the status of the DAQ in
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Figure 3.29.: **Left:** Time evolution of the rigidity distribution of measured events for two orbits. The black line shows the rigidity cutoff. At rigidities close to zero, trapped particles can be seen. **Right:** Mean geomagnetic cutoff for an opening angle of 25° with the position above Earth’s surface.

small steps of 20 ns. In addition seconds spent inside the SAA are removed by a geometric definition as plotted in Figure 3.1.

An outstanding role of the definition on *good seconds* is taken by external factors from the Earth’s magnetic field, entering the selection process as a rigidity and position dependent cutoff, and its deformations from solar events, which affect the TRD performance. Both items will be discussed separately in the following paragraphs.

### 3.3.4.1. Geomagnetic cutoff

Low energetic particles are shielded by Earth’s magnetic field and cannot reach the detector depending on its position. The small number of events still measured are produced by interactions in the upper atmosphere and trapped in the geomagnetic field [172]. Particles of this type can be removed from the sample by introducing a position and time-dependent geomagnetic rigidity cutoff.

For each second of data taking, imaginary particles inside the detector’s FOV are traced back in the IGRF-11 dipole model of the geomagnetic field [173]. Particles which cannot escape the magnetic field during a propagation time of 10 seconds are considered to be trapped and the maximum energy of such particles is called maximum rigidity cutoff [174]. A factor of 1.2 is applied on top of this value to ensure that only primary particles are measured in a certain second. Events with reconstructed rigidity below the maximum cutoff are not considered. In Figure 3.29 the measured time evolution of particle rigidities is plotted for two orbits with the maximum cutoff value for positively charged particles within a 25 deg FOV and the mean cutoff for the ISS position. In this way, the rate of particles is modulated at rigidities below 30 GV and a time-dependence is introduced that directly affects angular direction studies: Reference maps for rigidities below the maximum cutoff at around 30 GV will differ in their coverage of the sky. For the fullspan proton selection, the cutoff is calculated with a FOV of 25 deg and positively charged particles. For the lepton studies the maximum cutoff out of positive and negative charged particles in the same FOV is applied.

### 3.3.4.2. TRD performance

The pressure from the solar wind deforms the Earth’s magnetic field and compresses it on the day side. In periods of high solar activity, the deformation increases up to a
level where low energetic particles, in the lower MeV energy range, reach the detector. These deformations, on a short time scale of hours to days, are not contained in the magnetic field models and therefore not reflected in the applied geomagnetic cutoff. As the particles get absorbed in the upper AMS-02 material, they are not triggered as events and do not show up in the livetime or the Tracker. However, TRD on top is flooded with particles and loses its reconstruction capabilities. Figure 3.30 shows a screenshot of the monitoring program of the event sizes of the data produced in the different sub-detectors in the POCC. The monitoring shows a clear peak-like rise in the TRD event size in a period of one orbit. The event size of the Tracker and TOF do not show the peak and only follow the usual orbit variations. During SAA orbits, a rise is present in these variables as well. The presented screenshot was the first time that the effect, introduced above, has been observed and linked to to the analysis of the absolute anisotropies.

As TRD is involved in the track finding selection efficiencies drop, which leads to a decrease in the particle rate for all energies. A cut on the raw hits in TRD can be applied,
but as this quantity is subject to natural fluctuations with the external particle flux, the cut will be inefficient and strongly time and position-dependent. The fact that this sort of events do not reach Tracker can be used to normalize the raw hits in the TRD. An observable of raw hits in the TRD divided by hits in x and y direction of the seven inner Tracker layers is constructed to reject times in which low energetic particles flood TRD. With 20 layers in TRD and 14 inner Tracker clusters, this observable peaks slightly below 1, in a clean event. The distribution of the variable, called \( \text{trdN} \) for normalized TRD hits, is shown in Figure 3.31. The peak at TrdN=1 can be identified next to a broad peak at TrdN=14, which is the population that needs to be removed in the analysis. A cut of smaller than 1.4 is applied in a 5 second average on the time interval, not on event-by-event basis. The cut removes about 2% of the events. To show that the variable is sensitive to the deformation of the Earth’s magnetic field, Figure 3.32 correlates the inefficiency of the cut with the so called \( k_p \)-value. The \( k_p \)-value describes this deformation, ranging from 0 to 9, where values of \( k_p > 5 \) are considered as solar storm. The \( k_p \)-values are provided as global average in steps of six hours by [175]. Beginning of 2014 the solar activity significantly increases.

Figure 3.32.: Fractions of seconds, removed by the TRD performance cut, in a time interval of six hours, correlated to time periods of high solar activity (red) for the full operation time (top), and the year 2012 (bottom). The solar activity is stated as \( k_p \)-value, which describes the deformation of the Earth’s magnetic field, ranging from 0 to 9. Values of \( k_p > 5 \) are considered as solar storm. The \( k_p \)-values are provided in steps of six hours by [175].
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This chapter applies the methods introduced in Chapter 3 to the AMS-02 data. Special focus will be given to the results obtained with the simulated IsoSkyMaps as this method has been developed in the frame of this thesis, and a measurement of a three-dimensional absolute anisotropy has never been achieved before within AMS-02 and other experiments. The measurement requires an understanding of operational and systematic effects down to the per mille level, as presented in [176], and has first been shown in [158]. The well understood relative anisotropies of positrons and electrons and the newly developed analysis of the anisotropy with rigidity in protons serve as a validation in this context. However, the results on their own are already of importance to the community and have been presented to the public in [109], [158], [177], and [178].

4.1. Relative anisotropies

In this type of analysis particles of a different species serve as a reference for the particles desired to study, as described in section 3.2.1. With AMS-02 electrons, positrons and protons can be selected within equal acceptance and selection properties, leading to the combinations of electrons and protons as a reference for positrons, and protons as a reference for electrons. As stated in Section 3.2.1, other combinations, involving higher charged nuclei, cannot be studied with this method for the different selection properties. Also, for the abundant protons, no reference particle can be found, as statistical fluctuations in the lower abundant reference particle will overlap a signal. For positrons, two choices of reference particles are considered: Electrons and protons. Both analyses are equivalent, but are subject to different systematic properties, as protons are measured differently by the detector. A systematic bias from the differing selection efficiencies and energy measurements might be introduced. On the other hand, protons are of the same charge sign as positrons. For electrons used as a reference, it is the other way around: Selection efficiencies are similar, as well as the energy measurement. But, they are of opposite charge sign, which can introduce an asymmetry in the detector and the incoming directions in the Earth’s magnetic field.

Events are grouped into bins of energy measured by ECAL for positrons and electrons. For protons, the rigidity measured by the tracker is used. Results are stated in a cumulative binning at 16, 25, 40, 65, 100 GeV with an upper border of 350 GeV to maximize
Figure 4.1.: Particle counts divided by bin width normalized to an area of one above 16 GeV of electrons (blue), positrons (green) and background protons (red). The plot points out the different spectral index in counts of the different particle species.

The number of particles measured in a range of energy and a region in the celestial sky is the integral
\[
\int_{E_{\text{Min}}}^{E_{\text{Max}}} \frac{dN(E,\theta,\phi)}{dE} dE,
\]
where \( dN/dE \) follows a power law, in good approximation. Figure 4.1 shows \( dN/dE \), normalized to an area of one above 16 GeV, for the three particle species, used in the relative anisotropy studies. It is evident that they have a different spectral index\(^1\). When comparing particles with a different spectral index to another, the integral over an energy range
\[
\int_{E_{\text{Min}}}^{E_{\text{Max}}} \frac{dN_1(E,\theta,\phi)}{dE} dE \neq \int_{E_{\text{Min}}}^{E_{\text{Max}}} \frac{dN_2(E,\theta,\phi)}{dE} dE
\]
and consequently the content in a pixel of the map, differs. Because of an energy-dependent exposure, introduced by the Earth’s magnetic field, a deviation from isotropy in the signal-free coordinate systems is introduced with unpredictable effects on the analysis coordinate systems. It is desired to reduce the width of energy bins to minimize the impact of this effect, but maximizing the sample size in a bin and therefore sensitivity at the same time. To solve this contradiction, the analysis bin is divided into smaller intervals, called layers, which enter the likelihood fit as individual terms. The likelihood function for the expansion in the dipole components \( \rho \) from Equation 3.13, discussed in Section 3.2.6.1, becomes
\[
\mathcal{L}(d_1, d_2, d_3) = -\log \left( \prod_{i=1}^{N_{\text{layer}}} \prod_{j=1}^{N_{\text{pixels}}} f(R_i(dE_j) | R_i^{\text{Exp}}) \right). \tag{4.1}
\]
and combines the single layers in the analysis range. In this way, the width of \( dE \) in the ratio \( R_i(dE) \) can be reduced, but events in all energy layers enter the fit procedure. The binning in energy used for the layers follows the one of the positron fraction analysis in [2] with a total of 35 energy layers in the full energy range from 16 to 350 GeV. The number of layers in the cumulative energy bins is contained in Table 4.1. The upper

\[\text{In Figure 1.7, the spectral index of the fluxes, corrected for the detection efficiency with different dependency on the energy for positrons and protons, is compared.}\]
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Figure 4.2: Positron, electron and background proton events (from top to bottom) selected following Section 3.3 in the energy range of 16-350 GeV in GAL. The $N_{e^+} = 69,394$ positrons, $N_{e^-} = 913,421$ electrons and $\approx 7$ million protons are filled in maps with a resolution of 3072 pixels with a solid angle of $\approx 0.25$ deg.

energy limit is given by the proton rejection power of the TRD which drops towards higher energies as it is evident from Figure 2.4. Towards lower energies, the geometric acceptance of the detector strongly depends on energy and the particle charge, due to the magnetic field [179]. The lower energy border of 16 GeV has been chosen accordingly, not to introduce an anisotropy in the frame of the detector.

If not stated otherwise, the data are divided into 192 HEALPix bins with a solid angle of $\approx 3.75$ deg for the fit. For presentation, the maps are binned in a finer binning, such as in Figure 4.2, where proton, electron and positron events, in the full analysis range of 16-350 GeV, are shown in galactic coordinates.

4.1.1. Positron relative anisotropies

Using the selection described in Section 3.3, $N_{e^+} \approx 70,000$ positrons are collected in the analysis range from 16 to 350 GeV. As reference particle, $N_{e^-} \approx 910,000$ electrons and 7 million protons are selected in the same acceptance and energy range. The resulting
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<table>
<thead>
<tr>
<th>$E_{\text{Min}}$ (GeV)</th>
<th>$N_{\text{Layers}}$</th>
<th>$N_{e^+}$</th>
<th>$\delta_{95%}^\text{Exp}$</th>
<th>$N_{e^-}$</th>
<th>$N_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>35</td>
<td>69,394</td>
<td>1.97%</td>
<td>913,421</td>
<td>67.72×10^6</td>
</tr>
<tr>
<td>25</td>
<td>27</td>
<td>34,422</td>
<td>2.80%</td>
<td>393,084</td>
<td>39.29×10^6</td>
</tr>
<tr>
<td>40</td>
<td>19</td>
<td>13,937</td>
<td>4.40%</td>
<td>129,017</td>
<td>17.99×10^6</td>
</tr>
<tr>
<td>65</td>
<td>13</td>
<td>5,401</td>
<td>7.06%</td>
<td>39,598</td>
<td>7.70×10^6</td>
</tr>
<tr>
<td>100</td>
<td>7</td>
<td>2,227</td>
<td>10.99%</td>
<td>13,434</td>
<td>3.47×10^6</td>
</tr>
</tbody>
</table>

Table 4.1.: Number of selected positrons and reference particles within ECAL acceptance in a cumulative energy binning with upper energy border of $E_{\text{Max}}$=350 GeV. $N_{\text{Layers}}$ is the number of flux bins contained in a cumulated bin and is equal to the layers in the fit. The expected limit $\delta_{95\%}^\text{Exp}$ at a 95% credible interval originates from the mean of the limit distribution for the given number of positrons and is independent of the reference.

Event maps in galactic coordinates for the three particle types are shown in Figure 4.2. Following the description given in Section 3.2.7, an expectation on the isotropic limit can be derived from the given number of signal particles, independently from the reference map and coordinate system, given $N_{e^+} \ll N_{\text{Ref}}$ and a sufficient coverage in the coordinate system. The condition has been tested with a $N_{\text{Sig}}$ to $N_{\text{Bkg}}$ ratio of 10 which is approximately the value expected from the positron fraction. For the number of collected positrons in the lowest energy range, a limit on the dipole amplitude at a 95% credible interval of $\delta_{95\%}^\text{Exp} \approx 2\%$ is expected from the mean of the distribution shown in Figure 3.16, scaled to the appropriate sample size. However, the spread of this quantity will be large, as evident from the width of the distribution. For positrons in the full energy range, the one standard deviation interval of the expected limit ranges from 1.5% to 2.4%. The selected number of positrons together with the limits $\delta_{95\%}^\text{Exp}$ to be expected in case of isotropy with the available sample size are shown in Table 4.1. The number of selected reference particles are shown, as well.

A first impression of the quality of the two choices of a reference map for positrons can be derived from the significance in the GTOD coordinate system. As discussed in Section 3.1.1 this coordinate system serves as a systematic validation of effects introduced by the detector or the Geomagnetic field. Figure 4.3 shows the significance map for positron signal in GTOD coordinates with electrons and protons used as a reference for the full energy range. While the electron reference shows no features in the map, the same plot with protons as a reference reveals a deficit of positrons aligned with regions of high Geomagnetic cutoff. The significance distribution is slightly shifted towards negative values and the description with a normal distribution is not optimal with a normalized $\chi^2 \approx 1.8$. A reason for this observation might be the different rigidity measurement by the tracker for protons with respect to positrons, of which the energy is measured by ECAL. Also, the selection by TRD and ECAL might introduce some bias. Nevertheless, protons as reference are carried on to the analysis coordinate systems in the further analysis to get a handling of the impact of such deviations in the signal-free coordinate system in the analysis systems.

To study a point source signal of astrophysical origin, a fit to the normalized ratios $R_{e^+/e^-}$ and $R_{e^+/p}$ of positrons to the electron and proton reference map is performed in galactic coordinates under the assumption of a dipole signal. The single fit components are shown in Figure 4.4 for both reference maps. The noise bands are given by the fit uncertainty, dominated by the number of positron counts, centered around zero. They
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Figure 4.3.: Significance map and distribution for a positron signal in GTOD with $S_{e^+/e^-}$ (top) and $S_{e^+/p}$ (bottom) for the energy range of 16 to 350 GeV. The corresponding significance distributions are shown aside, together with a Gaussian function (red line) centered around zero and width of one.

constitute the null-hypothesis of isotropy. The three dipole components are located well within the noise bands for both reference maps and all energies. At $E_{\text{Min}}=16$ GeV the dipole component in east-west direction exceeds the $1\sigma$ noise band by about 30%. This excess happens for both reference maps, which hints towards a feature in the positron data and not in the reference maps themselves. Even though visible by eye the deviation is not significant. Consequently, the fits are in good agreement with isotropy. The lower right of Figure 4.4 shows the three components scaled to their fit uncertainty $\rho_\alpha$ to enhance deviations from the isotropic expectation in units of standard deviation, exemplary for the electron reference. The one and two sigma bands are shown as gray bands. Points exceeding this area are not considered acceptable within the isotropic hypothesis. To reduce unnecessary information, the fit results will be presented in this format in the following. The numerical values of the fit results can be found in Appendix B.1.

From the three fitted dipole components, the dipole strength can be calculated using Equation 3.8. In this quantity the three squared dipole components are summated, giving an expectation greater than zero, even for the isotropic case, which makes it necessary to show the isotropic expectation for a meaningful interpretation. The uncertainty on the dipole strength is quoted as two-sided confidence interval of 68.3% from a toy Monte-Carlo simulated distribution using a multivariate Gaussian distribution with a width of the components fit uncertainty, as described in Section 3.2.7.1. The measured dipole strength can be compared to the isotropic expectation as derived in Section 3.2.7 to review the significance of a signal, or validate the statistical origin of the measurement. The isotropic expectation is shown as a band from the two-sided 68% quantile of the distribution on the left-hand side in Figure 3.14. The isotropic expectation depends only on
Figure 4.4.: Fit result of the dipole fit to $R_{e^+e^-}$ (red) and $R_{e^+/p}$ (blue) in GAL. The strength of the three dipole components aligned in north-south, forward-backward and east-west direction is shown with the minimum energy used in the cumulative binning with an upper limit of 350 GeV. The noise bands correspond to the fit uncertainty centered around zero, as isotropic hypothesis. The fit uncertainty of $R_{e^+/e^-}$ is shown, but both are numerically identical. No significant excess above the standard deviation can be seen. In the bottom right, the three dipole components for the electron reference are shown in the same plot, scaled in units of the fit uncertainty. The one and two sigma range is marked in grey bands.

Figure 4.5.: Summary of results in the search for positron relative anisotropies in GAL. The reconstructed dipole strength for $R_{e^+/e^-}$ (red) and $R_{e^+/p}$ (blue) are shown. The yellow band represents the statistical expectation of the measurement in case of isotropy, which is independent of the reference map and the coordinate system. No deviation from the isotropic expectation is found. A limit on the maximum dipole strength is stated at a credible interval of 95% using the Bayes construction (lines).
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the size of the signal sample $N_{\text{Sig}}$, independent of reference and coordinates system. The results on the dipole strength for the positron dipole fits to $R_{e^+/e^-}$ and $R_{e^+/p}$ in galactic coordinates are shown in Figure 4.5 together with the isotropic expectation band plotted in yellow. All points are within this yellow band meaning they match the isotropic expectation, including the fit at 16 GeV, which shows the small excess in the east-west direction. As no deviation from isotropy is found, an upper limit on the dipole strength is set to state exclusion limits on point source signals. In galactic coordinates, this is the relevant quantity to probe the pulsar hypothesis of the secondary positron population. As for all limits quoted in this thesis, the calculation follows the Bayesian construction, discussed in Section 3.2.7, but from the numbers given in the appendix, different limits can be calculated. In Figure 4.5 the limit is shown as exclusion line. Therefore, Figure 4.5 contains all relevant information on the analysis and serves as conclusion plot. For galactic coordinates, using the fit with the full sample in the maximum energy range, limits of

$$\delta^{95\%}_{e^+/e^-}(>16\text{ GeV}) = 1.77\%$$

for positrons with electron reference map and

$$\delta^{95\%}_{e^+/p}(>16\text{ GeV}) = 1.74\%$$

for positrons with proton reference map are stated at a credible interval of 95%. Both limits match the statistical expectation and are even slightly below the mean value, which was stated as expectation in Table 4.1. A reason could be correlations between the positron count map and the two reference maps, smoothing out statistical fluctuations. The isotropic result could be retrieved even though the signal-free GTOD coordinate system shows a small deviation from isotropy, as described from Figure 4.3. This can be understood from the discussion of coordinate system correlations in Section 3.1.1.5. However, the significance map in GTOD is the most reliable tool to enhance and study anisotropies introduced by the detector.

The same analysis, as in galactic coordinates, is performed in GSE. Because electrons and positrons are of opposite charge, differences in the propagation in the local solar magnetic field might be boosted in this coordinate system. The results are shown in Figure 4.6 without significant deviation from isotropy. The numerical result of the single fit components can be found in Table B.2, from which limits can be recalculated following any preferred method of construction. Upper limits on the dipole strength of

$$\delta^{95\%}_{e^+/e^-}(>16\text{ GeV}) = 1.68\%$$

for positrons over electrons and

$$\delta^{95\%}_{e^+/p}(>16\text{ GeV}) = 1.35\%$$

for positrons over protons are set in GSE.

Of particular interest is the development with time as the Sun’s magnetic field will switch polarity expected in 2018 during the AMS-02 operational time which will affect the drifting of particles in the Heliosphere which might show up in a measurable short term anisotropy. On the other hand, the development with time is another method to find effects introduced by a change in detector operations.
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Figure 4.6.: Summary of results in the search for positron relative anisotropies in GSE. **Left:** Fitted dipole components of $R_{e^+/e^-}$ scaled to their fit uncertainty. No component exceeds two standard deviations in any energy range, but the north-south component seems to be systematically shifted towards positive values. The cumulative energy binning introduces a strong correlation between the fits, which should be noted in this case. **Right:** The reconstructed dipole strength for $R_{e^+/e^-}$ (red) and $R_{e^+/p}$ (blue). The yellow band represents the statistical expectation of the measurement in case of isotropy which is independent of the reference map and the coordinate system. No deviation from the isotropic expectation is found. A limit on the maximum dipole strength is stated at a credible interval of 95% using the Bayes construction (lines).

Figure 4.7.: Time evolution of the scaled dipole components in GAL for $R_{e^+/e^-}$ in the full energy range from 16 to 350 GeV. The 5 years sample has been divided into 20 seasons, each of a quarter of a year. No periodic yearly variation, trend or break is visible.

**Stability in time**

The results shown before, are obtained over 5 years of data taking. If a source or solar activity changes its contribution to the positron flux in strength or direction during this period, a possible signal might be averaged out. To study the stability of the measurement in time, the 5 year data was divided into 20 seasons, each of a quarter of a year, defined by the Earth’s elliptic orbit around the sun, namely the aphelion and perihelion. The seasonal binning starts from 20th of May 2011, 17:47:00 GMT, disregarding the first nine days of data-taking. The last season bin ends on 19th May 2016, 23:47:00 GMT being not completely covered with the available data (until 11th May 2016). The seasonal binning is shifted by 1.5 months, with respect to the astronomical seasons on Earth, where aphelion and perihelion mark the beginning of a season, instead of its center, as desired in this analysis.

Any anisotropies originating from the Earth’s orbit, which could wash out in the full time period, might show up as a yearly modulation. Furthermore, a steady trend or
break could be linked to solar activity or a change in detector operations. Of course, as the number of selected events is limited especially for positrons, this type of study is more meaningful for the analysis of more abundant particles, but it is still useful in this context as a systematic validation, of the time integrated result. The development of the three fit components using electrons as a reference with time is shown in Figure 4.7 for the lowest energy bin. No periodic yearly modulation is to be seen. Deviations of more than one sigma in fit components of a season from the constant fit line, or the zero line if they deviate, is expected naturally from fluctuations.

The time stability of the raw fit components can be found in Appendix B.1, Figures B.2 to B.6 for all analyzed energies. In Appendix B.1 also a fit of a constant to the time binned result is shown, which can serve as a control parameter for the time integrated analysis. If only statistical fluctuations, and no systematic effect is reconstructed, the constant fit value matches the time integrated result. Because of the reduced sample size in the time bins, the seasonal analysis is sensitive to effects which depend on the number of selected signal events. For positrons, where the number of events is low, the seasonal analysis cannot reproduce the time integrated result, in particular towards higher energies. For the other, more abundant, particles the seasonal analysis will be a more valuable crosscheck.

In general, to eliminate unstable fits, caused by the low sample size in a season, the fits are performed on maps with reduced pixel number of 24 HEALPix bins. A special focus should be given on the bin corresponding to fall 2014, where the detector has been shut off for about two months. This bin contains significantly fewer events than the others. Another period, during which the fit seems to be non-stable is the bin corresponding to winter 2011 in where the Tracker has been reconfigured, due to a failure of some segments in layer 2.

The development in time of the three fit components in GSE is shown in Figure 4.8 for the lowest energy bin, with the same conclusions as on the galactic coordinates. The time stability for all energies can be found in Appendix B.2, Figures B.7 to B.11. A discussion on the relative positron anisotropies will be given together with, and in comparison to, the absolute measurement in Section 4.3.

4.1.2. Electron relative anisotropy

A further relative analysis can be performed in electrons using protons as a reference sample. Because of the increased number of events by a factor of $\sim$10 the analysis is
more sensitive to systematic effects than the positron to proton relative analysis. This is important to predict systematic limits in the relative positron analysis, originating for example from the tracker momentum measurement for the reference protons in comparison to the ECAL energy measurement. Possible systematic effects are searched for in the significance map in GTOD, as shown in Figure 4.9. In fact, there is a deficit of electrons, compared to the proton reference, in a region towards the north pole. In combination to the similar observation made in the significance map of positrons with proton reference the hypothesis that the difference originates from the energy measurement seems plausible. The distribution of significances does not follow a Gaussian with a width of one but is systematically compressed with a width of 0.7. However, the shape is well described by a Gaussian centered around zero and given width. This hints towards a correlation between the electron and the proton map which flattens out statistical fluctuations. Despite the observed anomalies in the GTOD coordinates, the analysis will be carried on to the analysis coordinates.

By itself, the search for a large scale anisotropy in electrons is relevant as they are mostly primary particles and therefore do not share the same astrophysical origin as positrons, which are pure secondaries. To understand secondary production, the primary component of CRs needs to be understood first. Electrons are more sensitive to a deviation from isotropy due to their higher abundance. A local point source, such as pulsars or the decay of dark matter, would produce electrons and positrons in the same share. Even though the relative contribution of electrons from an additional source above the primary background is lower, the analysis might still be sensitive to the source, as well.

The analysis in electrons is performed in the same cumulative energy binning as it was used in the positron analysis covering a total energy range 16 to 350 GeV, divided into smaller layers as introduced before. Table 4.2 gives the selected number of electrons and protons as a reference in the analysis binning with the limit on the dipole strength to be expected. With a factor of ≈13 more events, compared to positrons, a limit of factor $\sqrt[13]{13} \approx 3.6$ smaller is expected for electrons, which gives an expected upper limit of $\delta_{\text{Exp}}^{95\%} \approx 0.5\%$ for the full energy range from 16 to 350 GeV.
### 4.1. Relative anisotropies

<table>
<thead>
<tr>
<th>$E_{\text{Min}}$ (GeV)</th>
<th>$N_{e^-}$</th>
<th>$\delta_{\text{Exp}}^{95%}$</th>
<th>$N_P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>913,421</td>
<td>0.54%</td>
<td>6.72\times10^6</td>
</tr>
<tr>
<td>25</td>
<td>393,084</td>
<td>0.83%</td>
<td>3.92\times10^6</td>
</tr>
<tr>
<td>40</td>
<td>129,017</td>
<td>1.44%</td>
<td>1.79\times10^6</td>
</tr>
<tr>
<td>65</td>
<td>39,598</td>
<td>2.61%</td>
<td>7.70\times10^6</td>
</tr>
<tr>
<td>100</td>
<td>13,434</td>
<td>4.47%</td>
<td>3.47\times10^6</td>
</tr>
</tbody>
</table>

Table 4.2.: Number of selected electrons and reference protons within ECAL acceptance in a cumulative energy binning with upper energy border of 350 GeV. The expected limit $\delta_{\text{Exp}}^{95\%}$ at a 95\% credible interval originates from the mean of the limit distribution for the given number of selected electrons and is independent of the reference map.

Figure 4.10.: Summary of results in the search for electron relative anisotropies in GAL. **Left:** Fitted dipole components of $R_{e^-/p}$ scaled to their fit uncertainty. No component exceeds two standard deviations in any energy range. **Right:** The reconstructed dipole strength for $R_{e^-/p}$. The yellow band represents the statistical expectation of the measurement in case of isotropy. No deviation from the isotropic expectation is found. A limit on the maximum dipole strength is stated at a credible interval of 95\% using the Bayes construction (line).

Looking at the dipole components of the fit in galactic coordinates as shown in Figure 4.10, the measurement is in agreement with the isotropic hypothesis for all energy bins. The resulting upper limit for the dipole strength is

$$\delta_{e^-/p}^{95\%} (> 16 \text{ GeV}) = 0.42\%$$

in agreement with the expectation from the sample size mentioned before. The numerical fit values can be found in Table B.3.

In GSE, results deviate from the expected observation of isotropy. Figure 4.11 shows the three fit components of $R_{e^-/p}$ with energy, scaled to their statistical variation, in GSE coordinates. At lower energies of 16 and 25 GeV, a significant excess in negative forward-backward and east-west direction is evident. The dipole strength exceeds the isotropic expectation band with a strength of about 1\%. For energies above 25 GeV the excess disappears. Here either the source of the excess disappears with energy, or the sensitivity drops below the strength of the anomaly. Consequently, no limit is set for the first two bins which disagree with the isotropic hypothesis.

Figure 4.12 shows the map of significances $S_{e^-/p}$ and their distribution for the lowest energy bin of 16 to 350 GeV in GSE. The map itself does not reveal any visible features.
Figure 4.11.: Summary of results in the search for electron relative anisotropies in GSE. **Left:** Fitted dipole components of $R_{e^-}/p$ scaled to their fit uncertainty. At lower energies of 16 and 25 GeV, a significant excess in negative forward-backward and east-west direction is evident. **Right:** The reconstructed dipole strength for $R_{e^-}/p$. The yellow band represents the statistical expectation of the measurement in case of isotropy. The dipole strength exceeds the isotropic expectation band with a strength of about 1% for the lowest energies. A limit on the maximum dipole strength is stated at a credible interval of 95% using the Bayes construction (line) for bins, which are in agreement with isotropy.

Figure 4.12.: Significance map and distribution $S_{e^-}/p$ in GSE coordinates. The significance distribution is well described by a Gaussian function (red line), centered around zero, with an normalized $\chi^2 \approx 1.2$. The width is significantly smaller 1, pointing out correlations between the two maps, flattening out statistical fluctuations.

The significance distribution is well described by a Gaussian centered around zero with a normalized $\chi^2 \approx 1.2$, but its width is smaller than one. At this point, the significance does not give any useful information to study the nature of the anomaly in GSE. A physical reason for the observation could be the Sun’s magnetic field which might introduce a charge-dependent anisotropy by the bending of trajectories. The fact that no deviation in the north-south direction, and therefore no bending perpendicular to the magnetic field plane is observed, supports this hypothesis. A systematic effect could be introduced by variations in the detector’s temperature towards the Sun. However, the significance map in GTOD hints towards a systematic limit for this type of analysis. The evidence towards a physical signal from the $R_{e^-}/p$ variable alone is not strong, for this reason. An answer can be given by studying the absolute anisotropy of electrons and protons, which will be done later in Section 4.3. A broader discussion of the different processes which might introduce such an anomaly in GSE and its impact to the galactic coordinate system will be given in Chapter 5 in the light of these absolute anisotropy studies.
4.1. Relative anisotropies

Figure 4.13.: Time evolution of the scaled dipole components in GAL for $R_{e^-/p}$ in the full energy range from 16 to 350 GeV. The 5 years sample has been divided into 20 seasons, each of a quarter of a year. No periodic yearly variation, trend or break is visible.

Figure 4.14.: Time evolution of the scaled dipole components in GSE for $R_{e^-/p}$ in the full energy range from 16 to 350 GeV. The 5 years sample has been divided into 20 seasons, each of a quarter of a year. No periodic yearly variation, trend or break is visible.

Stability in time

The analysis has been performed in the seasonal binning that has been introduced before in Section 4.1.1 to search for time-dependent structures in $R_{e^-/p}$. Figure 4.13 shows the dipole components, scaled to their statistical uncertainty, for the lowest energy bin of 16 to 350 GeV in galactic coordinates. The results for all energy ranges are shown in Appendix B.3 Figures B.12 to B.16. The analysis reveals no anomalies above expected statistical variations. Figure 4.14 shows the seasonal analysis in GSE, where an anomaly towards east-west and forward-backward has been observed. The time-dependent study confirms the constant shift to negative values in the east-west component, but the significance is decreased with respect to the time integrated fit due to the reduced sample size. In the forward-backward direction, the deviation from zero is even less visible, showing the reduced power of the time-dependent analysis. Appendix B.4 Figures B.17 to B.21 show that the dipole components fitted in the time integrated analysis can be confirmed also with the seasonal analysis for all energy bins. In the less abundant positrons, this was not possible. The observation excludes systematic sources of the anomaly with time scales larger than the seasonal binning, as it would be the case for changes in the detector operation or aging. Here a trend or break should be visible. If the anomaly’s strength becomes comparable to the statistical variation, even a yearly modulation would be visible, which is not the case. A time variation on a smaller time basis, for example daily, weekly, or monthly cannot be excluded with this type of observation and will be discussed later in Chapter 5 in the view of the absolute anisotropies.
Conclusion on relative anisotropies

Putting the results of relative anisotropies in positrons and electrons together, no large scale anisotropy of galactic origin could be found and limits were set, matching the expectation given from available number of signal events. Figure 4.15 shows a summary of the three observables $R_{e^+/e^-}$, $R_{e^+/p}$ and $R_{e^-/p}$, with the fitted dipole strength in energy and the exclusion limit for a dipole anisotropy at a credible interval of 95%. It also shows the robustness of the analysis as two independent reference maps give the same result for positrons. On the other hand observations in the electron analysis demand for a deeper understanding of the GSE system, where a deviation from isotropy is evident for low energies. Also, visible patterns in the maps of significances in GTOD could be found in cases where protons have been used as reference particle, which indicates a systematic limit of the relative analyses with growing sensitivity.

Both, anomalous observations in GSE and GTOD, motivate the need for new methods for the search of anisotropies, which will be discussed in the following Sections 4.2 and 4.3. The usage of low rigidity protons for the search of rigidity-dependent anisotropies has been developed as a validation measurement for the proton IsoSkyMap. It is limited to higher rigidities above the geomagnetic cutoff and is only able to detect strong energy-dependent variations in an astrophysical signal.

4.2. Low rigidity protons as reference for high rigidity protons

The analysis applied in Section 4.1 cannot be adopted to the search of anisotropies in protons or other particles for which no reference particle can be selected in equal acceptance and sufficient statistics. The measurement of the angular direction in protons is of interest to study the origin of the hardening in the flux of protons and helium at rigidities greater than 100 GV, published by AMS in [5] and [6]. To study this kind of
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<table>
<thead>
<tr>
<th>$R_{\text{Min}}$ (GV)</th>
<th>$N_p^{\text{Sig}} \times 10^5$</th>
<th>$\delta^{95%}_{\text{Exp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>38.44</td>
<td>0.26%</td>
</tr>
<tr>
<td>150</td>
<td>12.31</td>
<td>0.47%</td>
</tr>
<tr>
<td>300</td>
<td>3.49</td>
<td>0.88%</td>
</tr>
<tr>
<td>500</td>
<td>1.34</td>
<td>1.42%</td>
</tr>
<tr>
<td>1000</td>
<td>0.30</td>
<td>3.02%</td>
</tr>
</tbody>
</table>

Table 4.3.: Number of selected protons within full tracker range acceptance in the signal samples in cumulative binning with upper rigidity limit of 1800 GV. The expected limit $\delta^{95\%}_{\text{Exp}}$ at a 95% credible interval originates from the mean of the limit distribution for the given number of signal protons.

problems, where an energy-dependent point source contribution to the isotropic flux is assumed, the angular direction of the point source component can be set in relation to the angular distribution of arrival directions at a different energy. Of course, this kind of study is constrained to particles where no energy-dependent bias to the measurement introduced by the detector is present, which excludes electrons or positrons from the analysis due to the high energy-dependence in the TRD and ECAL selection.

The analysis is applied to protons, selected following Section 3.3.2, which is a different sample definition compared to the background protons used in the relative analysis of positrons and electrons. Only protons with rigidity measured in the full span tracker range are selected in order keep the geometrical acceptance constant for all rigidities. A limiting factor is the lower rigidity border which needs to be set high enough to be above the maximum geomagnetic cutoff from which a position-dependent modulation of the flux is introduced, as discussed in Section 3.3.4. With a safety margin, this gives a reference sample starting at 40 GV. The upper edge of the reference range is set to 80 GV, to be of comparable sample size to the full signal sample with an upper edge of 1800 GV, as used in [5]. In this range, the reference sample contains $N_{p}^{\text{Ref}} \approx 9.53 \times 10^6$ low rigidity protons $p^*$ and $N_p^{\text{Sig}} \approx 3.84 \times 10^6$ high rigidity protons to search for a signal. Results are quoted in cumulative bins of rigidities above 80, 150, 300, 500, 1000 GV. Event numbers for the signal sample are given in Table 4.3 together with the limit $\delta_{\text{Exp}}^{95\%}$, to be expected in the isotropic case.

A first check to perform, before the analysis is done in the proposed way, is to search for any systematic effects in the signal-free GTOD coordinate system. If any variation in the detector’s performance or acceptance with rigidity is present, characteristic features are expected to be enhanced in this frame. Figure 4.16 shows the significance map $S_{p/p^*}$ in GTOD for the lowest rigidity bin with $R_{\text{Min}}=80$ GV and a higher one with $R_{\text{Min}}=500$ GV. With a bigger gap between the reference and the signal bin, any anomaly introduced by the detector should grow. The sensitivity, on the other hand, decreases with the sample size. No features from unequal acceptance or coverage are visible in either of the maps. The distribution of the significances are reasonably well described by a Gaussian distribution in shape. As already observed before, the width of the distributions is smaller 1, indicating correlations between the samples, which flatten statistical fluctuations. In fact, the significance distribution for the lower rigidity bin matches more the expected distribution. As a further check, a dipole fit has been performed in this coordinate system, as well. Even though the result has no physical meaning, the fit is more sensitive
Figure 4.16.: Significance map and distribution $S_{p/p^*}$ of protons over low rigidity protons in GTOD coordinates for two bins of cumulated rigidity with $R_{Min} = 80$ GV (top) and $R_{Min} = 500$ GV (bottom). Both maps are divided into 12288 pixels. No evidence of any anisotropy, as deficit or excess of high rigidity protons with respect to low rigidity protons can be seen. The significance distributions are reasonably described by a Gaussian function (red lines), with a normalized $\chi^2 \approx 1.00$ and $\chi^2 \approx 1.68$. Both distributions are fitted with a width smaller than 1, implying correlations between data and reference map.

... to a large scale deviation from isotropy. The fitted components with rigidity scaled to their fit uncertainty are shown on the left-hand side of Figure 4.17, without significant deviation from the isotropic expectation.

The fit in galactic coordinates is shown on the right-hand side in Figure 4.17. The result is in agreement with the isotropic hypothesis for all rigidity bins. The raw fit results can be found in Appendix B.5. For the lowest rigidity bin of 80 to 1800 GeV a limit on the dipole strength in galactic coordinates of

$$\delta_{95%} (> 80 \text{ GV}) = 0.22\%$$

is set in agreement with the statistical expectation. As already mentioned, the analysis has been invented primarily as validation for the absolute result, which will be discussed in the next Section 4.3.

Also in the $R_{p/p^*}$ observable, a fit in GSE is performed. The components with rigidity scaled to their fit uncertainty are shown in Figure 4.18 with a significant deviation from the isotropic expectation mainly in the forward-backward component pointing away from the sun. Also, east-west and north-south are deviating from isotropy, but with low significance. This is remarkable since the result in the other coordinate systems show no evidence of the presence of any signal. The anomaly is different compared to the one observed in $R_{e^-/p}$, which points in negative east-west and negative forward-backward
4.2. Low rigidity protons as reference for high rigidity protons

Figure 4.17.: Fitted dipole components of $R_{p/p^*}$ scaled to their fit uncertainty in GTOD (left) and GAL (right). Both show no significant deviation from the isotropic expectation in any component.

Figure 4.18.: Fitted dipole components of $R_{p/p^*}$ scaled to their fit uncertainty in GSE. A significant excess above two standard deviations can be seen in mainly the Forward-Backward component pointing away from the Sun for all rigidities. At 150 GV the excess is greater than 5σ. The absolute fit values will be shown in comparison to the absolute results in Chapter 5 and can be found in Appendix B.6.

direction, but is studied at different energies. The charge sign-dependent anomaly in east-west direction, which is negative for electrons and positive for protons could arise from the Sun’s magnetic field, in which the particles are bent to opposite directions. However, the presence of a dipole signal in protons would also affect the relative electron measurement where protons are used as reference. A discussion on the GSE coordinate system will be given in Section 5.1. The presence of the excess describes a dependence of the particles angular distribution on the celestial sphere in rigidity and should not be misinterpreted as an absolute signal. Also, it cannot be stated without further studies if there is an over-abundance of protons with lower energy towards the Sun or an over-abundance of high rigidity protons in direction away from the Sun. Understanding the signal in GSE requires an absolute anisotropy measurement from a simulation of the isotropic sky.

Stability in time

For the study of the time-dependence, the lowest rigidity sample from 80 to 1800 GV has been divided into the same 20 seasonal bins used before. For protons, the provided sample size is much larger than for electrons and positrons, but in this specific analysis also the minimum energy is higher. This results in a comparable sensitivity to the
Figure 4.19.: Time evolution of the scaled dipole components in GAL for $R_p/p^*$ in the full rigidity range from 80 to 1800 GV. The 5 years sample has been divided into 20 seasons, each of a quarter of a year.

Figure 4.20.: Time evolution of the scaled dipole components in GSE for $R_p/p^*$ in the full rigidity range from 80 to 1800 GV. The 5 years sample has been divided into 20 seasons, each of a quarter of a year.

electron time analysis. Figure 4.19 shows the time evolution of the fitted dipole components in galactic coordinates without any visible break, trend or yearly modulation. In the last year, fluctuations become huge and exceed two standard deviations. In this time period, the solar activity is higher than before, which might be an explanation. To conclude on this behavior, more data in the following time needs to be monitored. The absolute dipole components are shown in Appendix B.5 Figures B.22 to B.26. The same behavior is present in GSE, shown in Figure 4.20. The significance of the anomaly in forward-backward direction away from the sun is reduced but visible as shift. The absolute fit values with time agree with the time integrated analysis, as shown in Appendix B.6 Figures B.22 to B.26. The forward-backward direction follows a slight trend towards higher negative values in time. If this trend is assumed to be constant an increase in the forward-backward component of 0.0012/year with a variance of 0.0007/year is fitted with a normalized $\chi^2 \approx 0.079$ (in comparison of $\chi^2 \approx 0.088$ in the constant fit). A reason could be the increased solar activity in the last two years of operation, as evident from Figure 3.32.

Conclusion on the relative proton anisotropy

The search of anisotropies relative in proton rigidity shows interesting features and bears a strong motivation to further study proton anisotropies. As a first point, it is remarkable that AMS-02 is able to measure particles in a constant acceptance and efficiency over the large rigidity interval from 40 to 1800 GV, allowing for this type of analysis at all. In galactic coordinates, dipole anisotropies with a strength of more than
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The basic formalism to construct a reference map for the measurement of absolute anisotropies, referred to as IsoSkyMap, has been introduced in Section 3.2.4. The IsoSkyMap is our best estimate of what an isotropic sky would look like to AMS-02 for a given particle selection and data taking time. In the description, the need for a position and time-dependent correction factor to account for unstable detector performance has been mentioned, but not motivated. Without it, the created map is just the detector’s livetime projected on the celestial sphere. This simple but insufficient construction is called livetime map. The cuts defining a good second, described in Section 3.3.4, were specifically chosen to ensure optimal and stable working conditions for the detector such that livetime map already gives good results up to some precision. Figure 4.22 shows the significance map for positrons and protons in the lowest energy bin compared to their corresponding livetime map in GTOD coordinates. The map of proton significance is shown in 12288, positrons in 768 HEALPix pixels. A larger binning in the positrons compensates for the lower sample size compared to protons. Both maps show structures, visible by eye, which mainly follow the geomagnetic field, as it will be shown. It will be argued that these structures originate from the non-perfect description by the livetime map, namely from the disregard of variations in the detector’s performance with position and time.

0.2% could be excluded. In Figure 4.21, the results of the search for anisotropies in protons with low rigidity protons as a reference is summarized. No evidence of a galactic dipole anisotropy could be found and a limit is set. The fitted dipole strength in GSE exceeds the isotropic expectation by more than 2σ. A detailed discussion of this result will be given in the light of absolute proton anisotropies in Chapter 5.

Figure 4.21.: Summary of results in the search for anisotropies in protons with low rigidity protons as reference. The reconstructed dipole strength in galactic coordinates (black points) together with the limit on the maximum dipole strength is stated at a credible interval of 95% using the Bayes construction (line). In GSE (red) the reconstructed dipole strength is larger than the expectation from the number of selected protons, which would be the same as in galactic coordinates in case of isotropy. No limit can be set. A significant signal excess is observed in mainly forward-backward direction pointing away from the Sun.
4. Results

Figure 4.22: Left: Significance map $S_{e^+/\text{Liveness}}$ of positrons with energy greater than 16 GeV in GTOD, plotted with 768 pixels. Right: Significance map $S_{p/\text{Liveness}}$ of protons with rigidity greater than 18 GeV in GTOD, plotted with 12288 pixels. Both maps show clear deviations from isotropy with similar morphology. The number of protons is much higher, making the deviations more significant and even visible in the finer binning.

Figure 4.23: Fitted dipole components of $R_{e^+/\text{Liveness}}$ (left) and $R_{p/\text{Liveness}}$ (right) scaled to their fit uncertainty in GAL. The positron fit is in agreement with isotropy, even with the usage of the livetime map and significant structures in GTOD. For protons the precision of the livetime map is not sufficient and anisotropies introduced by the detector are recovered. In the east-west component the deviation exceeds more than $5\sigma$.

Even though the livetime map shows large discrepancies in the signal-free GTOD coordinates, its precision is already sufficient to produce results in agreement with isotropy for positrons in galactic coordinates. This is due to the low statistics in the positron sample and the fact that detector effects get washed out up to a certain degree in the galactic coordinate system, due to rotations of the detector. The fitted dipole components for the fit of $R_{e^+/\text{Liveness}}$ for positrons and $R_{p/\text{Liveness}}$ for protons scaled to the fit uncertainty in galactic coordinates are shown in Figure 4.23. The fit of $R_{e^+/\text{Liveness}}$ in the low abundant positrons already reveals an isotropic result. For the higher numbers of electrons and protons, a more precise description is needed. By artificially reducing the number of electrons to $N_{\text{Red.}}$ and fitting $R_{e^-/\text{Liveness}}$, one can estimate that the livetime map approach gives isotropic results up to a sensitivity of about 1% for electrons and positrons, which corresponds to a maximum of 120,000 events.
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Figure 4.24.: **Left:** Normalized ratio of $R_p/Livetime$ at ISS position in geomagnetic coordinates for rigidities greater than 18 GV. **Right:** The same quantity as a function of geomagnetic latitude.

**Rate correction for IsoSkyMaps**

The visible structures at the north-west and the southern polar regions, seen in Figure 4.22, are expected to originate from a loss in detector performance, which is mainly dominated by the rate of low energetic particles, modulated by the geomagnetic field. To emphasize that the visible structures are indeed aligned with the geomagnetic field, the geomagnetic coordinate system is used. Figure 4.24 shows the normalized ratio $R_p/Livetime$ of proton counts over the livetime map at the detector’s position in geomagnetic coordinates. The projection of the same quantity to the magnetic latitude $\cos(\theta_M)$ is shown aside.

The particle rate is expected to be constant with the detector’s position at energies above the geomagnetic cutoff. Below this energy, particles get deflected by the Earth’s magnetic field, and the rate of low energetic particles increases with the geomagnetic latitude. The rise of the low energetic particles flux causes the livetime per second to decrease from the high trigger rate, which is taken care of in the livetime map. However, also the detector’s performance suffers under the increased particle rate causing efficiencies to drop. From the variation in the projected normalized ratio $R_p/Livetime$ on the right-hand side of Figure 4.24, an average variation in efficiencies of about 6% towards the geomagnetic poles is to be expected for protons.

A straightforward approach to address these saturation effects is to apply the $R_p/Livetime$ map directly as a weight for the particle rate in a second iteration at the creation of the reference map. By construction, relative differences between the livetime map and the data would be flattened in the signal-free map. In this case, the result can be biased towards isotropy, and a possible signal might be removed. To minimize such a bias, the projection on the geomagnetic latitude is applied as correction function. The idea is that the physical process causing the drop in detector performance only depends on this variable. By removing any latitudinal dependence, the external particle rate would be perfectly modeled. The usage of the geomagnetic latitude simplifies the two-dimensional position to a one-dimensional variable which is not correlated to any expected signal. The ratio function is applied in the construction of the isotropic sky map as a position-dependent weight factor. In the following, this procedure is called rate correction. The improvement with the rate correction is visible by eye when comparing Figure 4.22 to Figure 4.25. The GTOD system still is not perfectly described by the IsoSkyMap, as evident from the significance distribution on the right-hand side in Figure 4.25.
4. Results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>11.7 ± 1e14</td>
</tr>
<tr>
<td>Mean</td>
<td>0.00699 ± 0.03388</td>
</tr>
<tr>
<td>Sigma</td>
<td>0.0049 ± 1.7429</td>
</tr>
<tr>
<td>Significance</td>
<td>~1.43</td>
</tr>
</tbody>
</table>

Figure 4.25.: Significance map and distribution $S_p/IsoSky$ of protons with rigidity above 18 GeV in GTOD. The difference to Figure 4.22 is evident. The significance distribution is reasonably well described in shape by a Gaussian function (red line) with a normalized $\chi^2 \approx 1.43$. The Gaussian is slightly shifted from zero and has a width smaller than one, indicating that the IsoSkyMap does not describe the GTOD system perfectly.

To get a handle on the performance of the IsoSkyMap, the high statistics protons are studied first. In this process, the precise knowledge of the correction that is applied to account for time and position-dependent variations in detector performance is the crucial point in the analysis. Only after the proton absolute anisotropy has been proven to be under control, the method is applied to electrons and positrons for which less sensitivity is needed due to the smaller sample size.

4.3.1. Proton absolute anisotropy

With the proton selection presented in Section 3.3.2, about 51 million protons with rigidity greater than 18 GeV are available in full tracker span. Due to the greater sensitivity the minimum rigidity is slightly increased, in comparison to the electron and positron analysis, to exclude influences by the east-west effect. The protons are selected in the same rigidity binning used in the flux publication [5]. The binning matches the rigidity resolution of the Tracker. In the full rigidity range from 18 to 1800 GV, the data is binned into 43 rigidity layers in the layered fit procedure described in Section 4.1. IsoSkyMaps are produced in the same binning and use only events from the same rigidity bin. Results are stated in a cumulative binning with maximum rigidity $R_{\text{Max}} = 1800$ GV at the minimum rigidities of $R_{\text{Min}} = 18, 25, 40, 80, 150, 300, 500, 1000$ GV. The number of selected events in the cumulative rigidity bins is given in Table 4.4, together with the number of layers in a bin and the limit to be expected in case of isotropy from the number of selected protons. The expected limit in the full rigidity range is $\delta_{95\%}^{\text{Exp}} \approx 0.07\%$.

The starting point of the analysis is the IsoSkyMap produced with the rate correction described before. In general the rate correction is time and rigidity-dependent, which means the correction function is produced for every layer in a seasonal binning. During the production of the IsoSkyMap, the geomagnetic latitude is read from the database and the value of the rate correction in the corresponding season and rigidity layer is evaluated. The value is used as a weight factor together with the livetime in the second. Every second $N=100$ incoming directions are drawn from the list of events such that $N/s \gg R(t)$ is by far fulfilled. Varying the number of events per second has no measurable effect above $N \geq 5$. Also, the time and rigidity-dependence of the rate correction is of small contribution in the galactic coordinates, where such effects are washed out.
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<table>
<thead>
<tr>
<th>$R_{\text{Min}}$ (GV)</th>
<th>$N_{\text{Layers}}$</th>
<th>$N_p^{\text{Sig}} \times 10^5$</th>
<th>$\delta_{\text{Exp}}^{95%}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>43</td>
<td>512.12</td>
<td>0.07%</td>
</tr>
<tr>
<td>25</td>
<td>39</td>
<td>314.28</td>
<td>0.09%</td>
</tr>
<tr>
<td>40</td>
<td>33</td>
<td>133.75</td>
<td>0.14%</td>
</tr>
<tr>
<td>80</td>
<td>23</td>
<td>38.44</td>
<td>0.26%</td>
</tr>
<tr>
<td>150</td>
<td>15</td>
<td>12.31</td>
<td>0.47%</td>
</tr>
<tr>
<td>300</td>
<td>8</td>
<td>3.49</td>
<td>0.88%</td>
</tr>
<tr>
<td>500</td>
<td>4</td>
<td>1.34</td>
<td>1.42%</td>
</tr>
<tr>
<td>1000</td>
<td>1</td>
<td>0.30</td>
<td>3.02%</td>
</tr>
</tbody>
</table>

Table 4.4.: Number of selected protons used in the absolute anisotropy analysis within fullspan tracker acceptance in cumulative binning with upper rigidity limit of 1800 GV. The expected limit $\delta_{\text{Exp}}^{95\%}$ at a 95% credible interval originates from the mean of the limit distribution for the given number of selected signal protons.

Figure 4.26.: Fitted dipole components of $R_{p/\text{IsoSky}}^{\text{Rate}}$ with rigidity scaled to their fit uncertainty in GAL (left) and GSE (right).

by the detector’s movement and rotation. Still, in the case of a signal, it is desired to describe the signal-free coordinate systems GTOD and MAG as good as possible. In Figure 4.25 it has already been shown that the GTOD coordinate system is not described perfectly by the IsoSkyMap. It will be shown in Section 4.3.1.2 that remaining structures correlate with short term modulations of the geomagnetic field, which the proposed one-dimensional correction cannot cover. Figure 4.26 shows the result of a dipole fit of $R_{p/\text{IsoSky}}^{\text{Rate}}$ in galactic coordinates and GSE. For the lowest rigidity bins, where the sample size is high, significant deviations from isotropy are evident. In GSE a deviation from the isotropic expectation is observed to be even stronger.

The significance of the deviation from the isotropic hypothesis is again evident in the reconstructed dipole strength, shown in Figure 4.27 especially in GSE. Here a constant excess above the yellow band of isotropic expectation is anomalous. The main direction, however, shows a transition from mainly east-west below 80 GV, and forward-backward above. In galactic coordinates a converging of the dipole amplitude at 1% is evident in all rigidities with sensitivity below this level. The origin of this anomaly will be discussed in Section 4.3.1.2. The absolute fit values can be found in Appendix B.7 for the galactic coordinates, and in Appendix B.8 for GSE.

The following sections address the investigation of the results presented in $R_{p/\text{IsoSky}}^{\text{Rate}}$. As
discussed, the rate correction might be biased towards isotropy and can hide or weaken an astrophysical signal. To make the IsoSkyMap more robust against this bias, the selection efficiencies are studied. Also, the cause of the drop in detector performance towards the geomagnetic poles can be investigated in this way.

### 4.3.1.1. Efficiency evaluation

The efficiencies of the cuts used in the selection of protons, described in Section 3.3.2, are evaluated as a function of the geomagnetic latitude. In a complementary approach, the trigger-rate as discussed from Figure 3.2 has been used as one-dimensional parametrization, with similar results. The variable, however, is not estimated accurately by the DAQ system, such that a model variable like the magnetic latitude is preferred for the analysis in comparison to the measured variable of trigger-rate.

To calculate the efficiency for a single cut, a control sample of the same particle type is selected using cuts which do not use measurements of the sub-detector under study. The efficiency is then calculated by applying the cut to study as last cut. This method, called tag-and-probe, requires a set of cuts which can select a pure sample of the particle, without introducing correlations with the cut under study. For AMS-02 this translates in the assumption that the different sub-detectors are uncorrelated, which is not true. Correlations between sub-detectors, mainly introduced in the reconstruction of physics objects, can hardly be avoided, as for example the TRD track is used to cluster hits in the Tracker layer one and two. In a flux analysis, cut efficiencies are evaluated in the calculation of the effective acceptance from Monte-Carlo simulated events and a correction factor from data, describing the same efficiency, is applied. The advantage of the tag-and-probe procedure is that it allows to study cut efficiencies on data, which is necessary to study position and time-dependent effects not described in Monte-Carlo simulations.

The single cut efficiencies, listed in Figure 3.24 are evaluated in 40 bins of cosine the geomagnetic latitude in the range of \( \cos(\theta_M) = -1,1 \), where \(-1\) is the southern geomagnetic pole. A bin of geomagnetic latitude forms a ring along the longitude. The IsoSkyMap is generated in the same layers of energy used in the fit later-on. The global value of the efficiencies does not have an impact on the normalized ratio in Equation 3.1, which means that the overall efficiency offset is not contributing to the fit, but only the
Figure 4.28.: Relative trigger efficiency, as divided by its global mean value, at rigidities of 25 (blue) and 80 (black) GV for protons as function of the cosine in geomagnetic latitude. The dependencies have been parameterized by functions \( f(\cos(\theta_M)) = p_0 + p_1 \times x^4 \) (lines) which describe the latitudinal dependence with a normalized fit \( \chi^2 \) close to one. The decrease towards the geomagnetic poles originates from the increasing particle rate entering the detector, similar to the rate correction.

relative variation. The same is true for a time-dependence of efficiencies which is taken into account by producing the maps in bins of season and normalizing to the available data in this season. Figure 4.28 shows the normalized trigger efficiency of protons at 25 and 80 GV as a function of \( \cos(\theta_M) \), as an example. The normalized efficiency is the efficiency in a bin of latitude divided by the global efficiency and is used in the comparison of efficiencies at different energies or for different cuts. With the normalization, the impact of the trigger efficiency at 25 and 80 GV can be compared directly, even though they are not flat as a function of energy. The dependence on the magnetic latitude is significant, and can be understood from the high rate of low energetic particles towards the magnetic poles such that the TOF trigger saturates. It becomes more likely to get an ACC veto from the multiple particles entering the detector from the side. With the normalized efficiency, several correction functions, from different cuts, can be applied independently in the creation of the IsoSkyMap, without changing the overall normalization.

The efficiencies in Figure 4.28 are parameterized by a function \( f(\cos(\theta_M)) = p_0 + p_1 \times x^4 \) which sufficiently describes the latitudinal dependence with a normalized fit \( \chi^2 \) close to one. The parameter \( p_1 \) describes the evolution of the latitude dependence and is called bending parameter. This parameter alone quantifies the latitudinal dependence of a correction function and is useful in the determination of the energy and time-dependence.

Variations of the cut efficiencies are studied separately using the pull in energy

\[
P_E(\cos(\theta_M)) = \frac{\epsilon(\Delta E, \cos(\theta_M)) - \langle \epsilon(\cos(\theta_M)) \rangle}{\sigma_{\epsilon(\Delta E, \cos(\theta_M))}}, \tag{4.2}
\]

or time

\[
P_T(\cos(\theta_M)) = \frac{\epsilon(\Delta T, \cos(\theta_M)) - \langle \epsilon(\cos(\theta_M)) \rangle}{\sigma_{\epsilon(\Delta T, \cos(\theta_M))}}, \tag{4.3}
\]

where \( \epsilon(\Delta T, \cos(\theta_M)) \) is the efficiency in a single bin of magnetic latitude and time \( \Delta T \), integrated over the energy, and \( \epsilon(\Delta E, \cos(\theta_M)) \) in energy \( \Delta E \), integrated in time.
Figure 4.29.: Pull distribution for the rigidity (left) and time (right) evolution in the geomagnetic latitudinal dependence of the proton trigger efficiency. Both distributions are constructed using Equations 4.2 and 4.3. Both distributions cannot be described by a Gaussian: A variation with rigidity and time is evident.

$\langle \epsilon(\cos(\theta_M)) \rangle$ is the global efficiency, integrated in time and energy of the same magnetic latitude bin. The difference is normalized to the statistical uncertainty of the test quantity, as the uncertainty of the integrated one is negligible. If no dependence in time or energy in the latitude is present, the efficiencies $\epsilon(\Delta T/\Delta E, \cos(\theta_M))$ fluctuate around the global mean, for every bin of latitude $\theta_M$. In case of statistical fluctuations, the pull follows a Gaussian centered around zero with a width of one. If a time or energy-dependence is present, the pull values in every bin of latitude $\theta_M$ will be off the mean and the pull distribution is shifted from zero and has a larger width.

For protons the energy is replaced by the rigidity measurement from the Tracker. The pull distributions of the rigidity and time evolution of the proton trigger efficiency is shown in Figure 4.29. Both distributions are far from being Gaussian which means that a dependence on time and rigidity in this quantity needs to be taken into account in the analysis. A rigidity-dependence is already evident from Figure 4.28. The correction function from the trigger efficiency is created for every rigidity layer and time bin, in which the IsoSkyMap is produced.

All cuts in the proton selection are studied in the same manner and probed for their rigidity and time-dependence of the longitudinal dependence. The procedure also takes into account, if the global value of an efficiency is time or rigidity-dependent, which is not necessarily correlated to a variation of the latitudinal dependence with time or rigidity. Table 4.5 gives a summary of the proton cuts. A cut is described by the global average bending, quantified with the bending parameter, and whether or not the latitudinal variation depends on the rigidity or time, tested with the distribution of the pull. Most cut efficiencies vary with time or rigidity. In these cases, the bending parameter varies, which is why the average is shown. If a correction does not depend on time or rigidity, it can be calculated in a time or rigidity integrated interval to improve the precision. However, even if time and rigidity-dependence is included in the creation of the IsoSkyMap, the impact on the result in galactic coordinates is suppressed but is of importance in the other coordinate systems, which has already been seen for the rate correction.

Table 4.5 also shows that mainly two cuts contribute to the latitudinal dependence: The trigger efficiency and the external Tracker layer one hit efficiency. The trigger efficiency and its dependence on the external particle rate has already been discussed. For Tracker
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<table>
<thead>
<tr>
<th>Name of cut</th>
<th>Average bending parameter $p_1$ (%)</th>
<th>Dependent on</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton Trigger</td>
<td>-1.0</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Good Inner Track</td>
<td>-0.1</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Hit in Tracker Layer 2</td>
<td>-0.3</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Good TOF</td>
<td>-0.1</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>TOF Charge</td>
<td>-0.1</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Tracker Charge</td>
<td>-0.0</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Mass Cut</td>
<td>-0.5</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Hit in Tracker Layer 1</td>
<td>-1.5</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Hit in Tracker Layer 9</td>
<td>-0.1</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Good Fullspan Track</td>
<td>-0.2</td>
<td>✓ ✓</td>
</tr>
</tbody>
</table>

Table 4.5.: Summary of the cut efficiency of protons selected in the full Tracker acceptance for the usage in the IsoSkyMap. The naming of the cuts follow the one used in Figure 3.24. To get an estimate of the longitudinal dependence, the average bending parameter is given in %. A ✓ marks, if the longitudinal dependence varies with rigidity or time. A × marks absence of such a dependence. In these cases the correction can be calculated in a time or rigidity integrated interval to improve the precision.

Layer one, which is above TRD and directly exposed to the environmental conditions, the pickup of a clean hit gets more difficult with additional noise. To improve the matching of a hit, TRD’s standalone tracking capabilities are used for layer one, and also layer two hits. TRD is most sensitive to the increased rate of low energetic particles, for the large volume and its position on top of the detector. This sensitivity has been discussed in Section 3.3.4.2 and is used to identify seconds in which the geomagnetic field is disturbed. The usage of the TRD in the hit finding in Tracker layers one and two is an example where an unexpected correlation is introduced between sub-detectors.

In Figure 4.30, the combined efficiency corrections, as product of the single cut efficiencies, for protons integrated in time and rigidity above 18 GeV is plotted together with the rate correction. Variations with time and energy are small compared to the systematic difference between the rate and the efficiency approach, which differs by about a factor of two. The main reason could be the requirement of hits in tracker layer one and two where TRD is involved in the track reconstruction. This introduces a correlation between the sub-detectors and the efficiency is overestimated. Another contribution not taken into account might come from the finite rigidity resolution that cannot be studied as a function of the magnetic latitude but only on Monte-Carlo simulated data. The difference between rate and efficiency correction will be propagated as a systematic uncertainty.

Figure 4.31 shows the fit components with rigidity of a dipole fit in galactic coordinates of protons over the IsoSkyMap with efficiency correction $p_{p/IsoSky}^{Eff}$ in comparison to the rate corrected map $p_{p/IsoSky}^{Rate}$. The fit components for both maps are in good agreement, especially if the disagreement in the two correction functions in Figure 4.30 are remembered. This can be explained by the observation that detector effects get washed out in the galactic coordinate system to some level. The difference gives an estimate on the accuracy with which the correction function needs to be known.
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Figure 4.30.: Geomagnetic latitudinal correction for protons with rigidity greater than 18 GV obtained from the first-order rate correction (red) and the efficiency evaluation (blue). The mismatch between both methods, marked by the green area, is propagated as a systematic uncertainty.

Figure 4.31.: Fitted dipole components of $R^{Eff}_{p/IsoSky}$ (red) with rigidity in comparison to $R^{Rate}_{p/IsoSky}$ (black) in GAL. Both fits are in good agreement.

It should be noted that both, the rate correction and the efficiency correction, alone are not robust:

- The rate correction might be biased towards isotropy and can hide or weaken an astrophysical signal present in the geomagnetic coordinate system, but the true correction might be smaller. The rate correction would over-correct.
- The efficiency correction is blind to such an astrophysical signal, but correlations between sub-detectors, that cannot be removed, compensate for one another and a true correction would be larger. The efficiency correction is an underestimation.

Both points lead to the conclusion that a true correction function exists in-between the rate and efficiency correction. This area is marked green in Figure 4.30 and will be propagated as a systematic uncertainty. In such a study also the influence of the shape of the correction function will be investigated.

4.3.1.2. Evaluation of systematic uncertainties

To study uncertainties introduced in the construction of the IsoSkyMap, the stability of the result is studied under the variation of parameters which are expected to be sensitive

\[\text{Otherwise a signal would not be hidden, but enhanced.}\]
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Figure 4.32.: Distributions of three dipole components $\rho_\alpha$ from the correction variations, for protons with rigidities greater 80 GV. The solid red line represents the fit result from $R_{p/\text{Rate}}$, with the fit uncertainty as red dashed line. The distributions are well fitted by a Gaussian function.

to systematic effects introduced by the detector. Most certainly, the biggest impact on the result will be introduced by the correction function in magnetic latitude. There is some disagreement between the two independent methods to calculate corrections, namely the rate and efficiency correction. The uncertainty, originating from the correction, has to be quantified. Also, the influence of the correction functions shape will be studied.

In addition, the stability of the fit with the cut on the TRD performance has to be investigated. The cut has been introduced to exclude seconds of a turbulent geomagnetic field, which is directly linked to solar activity. It has to be understood if this requirement alone can change the outcome of the fit results, in particular in GSE. As a third factor, the stability of the result with changing temperature has to be studied. Variations in temperature might have effects on the detector’s performance, which is decoupled from the geomagnetic field and therefore not accounted for in the analysis.

For an isotropic result, it is not easy to quantify the uncertainty, originating from the discussed sources, as the variation from statistical uncertainty is large and expected to be the dominant effect. If the sample is divided to study the dependence of a single factor the sensitivity scales with the sample size and might mimic a dependence on the parameter. For the observed anomalies in GSE, the stability of the signal strength above the isotropic expectation is a valuable observation and can be tested to be stable independently of the sample size, as long as the excess is greater than the sensitivity.

Uncertainty in latitude corrections

The fundamental assumption in the proposed correction, as a one-dimensional function with the geomagnetic latitude, is that loss in detector performance is mainly dominated by the external low energetic particle rate, modeled by the geomagnetic field. However, if unforeseen environmental effects, which are not aligned with the geomagnetic field, have an influence on the performance or are cut away by specific requirements, the correction function can have breaks, an asymmetry or might be deformed in other ways. Variations alongside the geomagnetic longitude are not covered in this parametrization. Most likely, they would be washed out by the Earth’s rotation, as argued in Section 3.1.1.5 at least if they persist on long timescales.

To get an estimate of the impact of the correction function on the fit result, the correction is varied within the systematic uncertainty band, shown in Figure 4.30, without any restrictive conditions. E.g., breaks or asymmetries are fully allowed, even though they
would be hard to justify, from a physics perspective. In a range from -1 to 1, correction points are created in constant steps, uniformly within the systematic uncertainty band. In this way, 100 random correction functions are created. Between the points, a linear interpolation is done, in order not to smooth out breaks and kinks. From the simulated correction functions, *IsoSkyMaps* are produced and fitted to the data. From these fits, distributions of the three dipole components \( \rho_\alpha \) are created. The \( \rho_\alpha \) distributions from the correction variations, for protons with rigidities greater 80 GV, are shown in Figure 4.32 as an example. From the width of the \( \rho_\alpha \) distributions, the systematic uncertainty on the dipole components is estimated. With decreasing sample size towards higher rigidities, the fit is less sensitive to the correction function and the statistical uncertainty dominates. Figure 4.33 shows a comparison of the systematic uncertainty estimation of the fit components and their statistical uncertainty for protons in galactic coordinates. The mean values of the dipole components from the correction variation do not change with respect to the fitted dipole components from \( R_{p/IsoSky}^{Rate} \), which shows the stability of the \( R_{p/IsoSky}^{Rate} \) result.

From the systematic uncertainty on the dipole components, the dipole amplitude expected from the finite knowledge of the correction function alone is estimated. Measured dipoles with amplitude smaller than this estimation are seen to originate from the reference map, rather than a signal in data, even if they exceed the statistical expectation. A systematic limitation of the method is quantified. The estimation of the systematic limitation is done in a toy Monte-Carlo approach: The distribution of dipole amplitudes introduced by the systematic uncertainty alone is created by drawing dipole components from a Gaussian distribution centered around zero and width of the systematic uncertainty of the component. From the distribution of dipole amplitudes the 95% quantile is stated as the systematic limitation.

The left-hand side of Figure 4.34 shows the dipole amplitudes from the absolute proton anisotropy \( R_{p/IsoSky}^{Rate} \) in galactic coordinates with the systematic limitation included. The systematic limitation is found at the per mille level, and describes the sensitivity which can be reached with the proposed methods. The numerical values are quoted in Table B.7 together with the fit results and the systematic uncertainty on the dipole compo-
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Figure 4.34.: The reconstructed dipole amplitude for $R_{\text{Rate}}^{p/IsoSky}$ in GAL (left) and GSE (right). The yellow band represents the statistical expectation of the measurement in case of isotropy, the blue line is the estimation up to which level a dipole amplitude can be introduced by the one-dimensional correction function in magnetic latitude, quoted as a systematic limitation. In galactic coordinates the reconstructed dipole amplitude exceeds the expectation from the number of selected protons but stays below the systematic limitation. It is assumed, that no astrophysical signal is recovered, but a feature in the $IsoSkyMap$. The fit would be able to measure an astrophysical signal if it is stronger than the recovered dipole strength, such that a limit can still be constructed with the fit result. In GSE the dipole amplitude exceeds the systematic limitation. The excess cannot be explained by the reference map, an issue that will be addressed in the following Sections.

Figure 4.35 shows the systematic uncertainty on the dipole components in GSE coordinates. The correction function affects the components differently compared to the galactic study shown before. Deviations from isotropy in positive east-west in the lowest rigidity bins, and forward-backward towards higher rigidities are not affected by the correction function in geomagnetic latitude, and persist. A conclusion on this behavior could be that a one-dimensional correction along the geomagnetic latitude is not sufficient and other effects introduced by the detector play a role. However, the measurement with the independent reference map $R_{p/p^*}$ shows a similar anomaly, at least above 80 GV. The systematic limitation on the dipole amplitude in GSE is shown on the right-hand side of Figure 4.34, together with the dipole amplitudes from the absolute proton anisotropy $R_{p/IsoSky}$.

The systematic analysis of the one-dimensional correction function explains the excess of the dipole strength in galactic coordinates above the isotropic expectation to be introduced by the reference map. The anomaly in GSE is found to persist above the level of systematic limitation. The strength of the dipole increases with rigidity but not in significance. The dipole amplitude that is stated as a result describes the dipole over an isotropic component, which is normalized to one. Therefore, the dipole does not get stronger, in a sense that more particles from the dipole direction reach the detector, but only dominates more over the isotropic background, which in absolute values decreases exponentially.

In the following the stability of the measured dipole strength will be tested by varying cuts that are directly related to the Sun. In this way, a correlation to such a variable...
might be identified to find a technical explanation for the anomaly.

**TRD performance**

The cut on the TRD hits normalized to hits in the inner Tracker (TrdN) has been introduced in Section 3.3.4 to remove unstable seconds where low energetic particles flood the upper part of detector and reconstruction efficiencies drop. Figure 4.36 shows the position of these seconds, which represent only 4% of the measuring time, in GTOD. An extended cluster of bad seconds is visible south-west of the SAA and towards the poles. The distribution of the TrdN value was shown in Figure 3.31. To understand the impact on the fit result, the cut is scanned systematically from 10 to 1, removing more and more of the tail towards low TrdN values.

To understand the impact in the signal-free GTOD coordinate system, a dipole fit is performed in GTOD. On the left-hand side of Figure 4.37, the dipole amplitude $\delta$ is shown with rigidity for the different TrdN cuts. It can be seen that the dipole amplitude converges towards lower values, and therefore isotropy, when the cut is strengthened. The signal mainly originates from the $\rho_{FB}$ component, as it would be expected from Figure 4.36. The fraction of removed events is small, except for TrdN<1, where the fit uncertainty is significantly increased, but the effect on the fitted dipole strength is significant. The cut used in the analysis is TrdN<1.4. Also in galactic coordinates an effect is evident. The right-hand side of Figure 4.37 shows the same study in GSE. The signal is stable among the independent subsamples with high statistical uncertainty.

The study shows that the TrdN cut is indeed efficient in removing bad seconds in which the Earth’s magnetic field is deformed and low energetic particles flood the detector up to a level where the efficiency drops, with strong impact in GTOD. In GSE however, the excess is stable with the solar activity. In galactic coordinates the dipole strength increases with loosening the TrdN cut.

**Solar beta angle**

The solar beta angle is one of the most influencing factors on the temperature environment of a satellite. A sketch to support the explanation of $\beta_{Sun}$ can be found in Figure 4.35: Dipole components $\rho_{\alpha}$, from correction variation, with rigidity for protons in GSE. The red band represents the fit result with fit uncertainty from $R_{p/IsoSky}$. The black points show the mean and width of the distributions of $\rho_{\alpha}$ from the 100 simulated correction functions. The width of the distribution is stated as a systematic uncertainty on the dipole component. No shift in the position of the dipole components absolute value is observed. A deviation from the isotropic expectation in east-west and forward-backward cannot be explained by the systematic uncertainty.
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Figure 4.36.: Map of seconds with bad TRD performance, removed by a cut on TrdN<1.4. In total about 4% of measuring time are removed. It has been discussed in Section 3.3.4 that the cut is highly time-dependent. The TRD performance is mostly affected towards the polar region and around the SAA, but also some single orbits of bad TRD performance are removed.

Figure 4.37.: Reconstructed dipole strength $\delta$ from the fit to $R_{p/IsoSky}$ with increasingly restrictive cuts on TrdN in GTOD, GAL, and GSE. In GSE, the dipole strength converges towards lower values with a stronger cut on TrdN. In GAL, the dipole strength decreases as well, but is subject to the high statistical fluctuations because no dipole signal above the statistical expectation is present, as for GTOD and GSE. In GSE the dipole strength stays constant and the dipole anomaly is recovered independently of the TrdN cut value.

4.38 together with the variation of the ISS beta angle $\beta_{\text{ISS}}$ for one year. Being the angle between the orbit plane and the sun vector, $\beta_{\text{ISS}}$ describes the fraction of time the satellite is directly exposed to the sun and from which direction. A $\beta_{\text{ISS}}$ of zero means that the orbital plane is aligned with the sun vector, making the sun always shining from the side. The satellite is exposed relatively equally to the sun from all directions and spends some time shadowed by the Earth. An angle of $\beta = \pm 90^\circ$ means that the satellite will not be shadowed by the Earth at all and will be completely illuminated from the top, or bottom direction. The ISS reaches $\beta_{\text{ISS}}$-angles from about -70$^\circ$ to +70$^\circ$, as shown on the right-hand side of Figure 4.38. For AMS-02 a high negative $\beta_{\text{ISS}}$ results in low temperatures, while an extreme positive $\beta_{\text{ISS}}$ causes a stable and high temperature. For $\beta_{\text{ISS}} \approx 0$, the thermal interaction with the ISS is most complex.

For the alignment of the AMS-02 sub-detectors, the beta angle has the biggest impact [180]. It is obvious that this variable is correlated to the sun and might reflect in GSE. To check the stability of the result, the data was split into three independent subsamples of
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Figure 4.38.: The ISS beta angle $\beta_{ISS}$, as angle between the ISS orbital plane and the sun vector (Left). The beta angle is one of the most influencing factors on the temperature environment of a satellite. Right: ISS beta angle $\beta_{ISS}$ for the year 2015. A modulation on a basis of one month can be identified, overlaid with a longer term yearly modulation. The data has been split in three independent subsamples of $\beta_{ISS}^{\text{low}} < -30$, $\beta_{ISS}^{\text{high}} > 30$ and $\beta_{ISS}^{\text{moderate}}$ in-between indicated by the blue dashed horizontal lines.

In conclusion, the result is stable under the strongest variations of the detector’s environment described by the ISS solar beta angle and the TRD performance cut. Both are powerful studies to gain confidence in the result, which will be discussed in Chapter 5.

Discussion of AMS-02 day-night cycle

The study on the stability of the result with the solar beta angle only covers long term temperature variations on timescales of several days. To study temperature variations from the AMS-02 day-night cycle on timescales shorter than one orbit the GSE longitude can be used. The detector experiences day and night once every orbit of 94 minutes, which comes together with temperature variations up to 90 degrees on the outside of the detector, depending on the solar beta angle. Since the GSE system cannot be assumed to be signal-free a rate correction approach to flatten the particle rates with the day-

Figure 4.39.: Dipole strength $\delta$ of fit to $R_{p/IsoSkp}^{\text{Rate}}(\beta)$ in GSE. The data has been divided in subsamples of moderate, high and low beta angle. The signal is stable among the independent subsamples with high statistical uncertainty.
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night cycle cannot be applied and variables need to be studied directly as a function of the longitude in GSE. Effects arising from the orbit are expected, but do not influence previous particle flux analyses done with AMS-02, which focused on flux measurements integrated over time. Time and orbit dependent effects were never studied in such detail as needed in the presented analyses.

In the AMS-02 proton flux analysis [5], a significant contribution to the systematic uncertainty arises from the uncertainty on the rigidity scale, which is sensitive to the alignment and the field strength of the magnet, which varies with temperature. To study the Tracker rigidity scale, the ratio of the ECAL energy deposit over the Tracker rigidity $E_{\text{Dep}}/p_{\text{Tracker}}$ for minimum ionizing particle (MIP) protons is studied as a function of the GSE longitude $\phi_{\text{GSE}}$ projected on the ecliptic plane. The analysis sample are fullspan protons, selected following Section 3.3.2 within ECAL acceptance and less than 350 eV of energy deposit. Figure 4.40 shows the relative mean $E_{\text{Dep}}/p_{\text{Tracker}}$ as a function of the GSE longitude $\phi_{\text{GSE}}$ projected on the ecliptic plane for six bins of minimum rigidity. The relative variation is parameterized with a function $f(\phi_{\text{GSE}}) = 1 + A_{\text{EW}} \times \sin(\phi_{\text{GSE}}) + A_{\text{FB}} \times \cos(\phi_{\text{GSE}})$. The parametrization is equivalent to the dipole expansion in east-west with $A_{\text{EW}} \equiv \rho_{\text{EW}}$ and forward-backward direction with $A_{\text{FB}} \equiv -\rho_{\text{FB}}$.

A small and constant variation in east-west direction is evident, and a forward-backward component $A_{\text{FB}}$ rises with rigidity. The observation is interpreted as a variation of the rigidity scale with the AMS-02 day-night cycle. A shift in the rigidity scale affects the spillover fraction at high rigidities, as introduced from Figure 3.23 which directly removes particles from the analysis. A rigidity-dependent anisotropy would be introduced as observed in the fit to $R_{p/\text{isoSky}}$ and $R_p/p'$. In Figure 4.41 the comparison between the
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Figure 4.41.: Strength of the Tracker rigidity scale variation in GSE forward-backward direction $A_{FB}$, as defined in Figure 4.40, with rigidity in a cumulative binning with maximum rigidity of 1800 GV (black markers). In blue markers the result of the dipole component $\rho_{FB}$ of $R_{Rate}$ in GSE is shown with different y-axis, plotted in blue. Both follow the same trend in rigidity. The observation is interpreted as a shift in the Tracker rigidity scale with the AMS-02 day-night cycle which causes a deficit of high rigidity protons due to spillover.

To confirm that the observed variation in the GSE longitude is indeed introduced by the Tracker, the ECAL energy scale has to be studied separately to exclude the energy deposit as the cause of the variation. For this study, the energy deposit $E_{MIP}$ of MIPs in ECAL are used. The $E_{MIP}$ peak position, determines the ECAL energy scale. Figure 4.42 shows the energy deposit in eV of MIP protons, selected as background protons following Section 3.3.1, with a rigidity from 100 to 350 GeV. The distribution is parameterized by a lognormal function and peaks at around 198 eV. The position of the $E_{MIP}$ peak with rigidity is shown aside. The variable is studied as a function of the GSE longitude $\Phi_{GSE}$ projected on the ecliptic plane. Figure 4.43 shows the relative position of the $E_{MIP}$ peak as a function of the GSE longitude $\Phi_{GSE}$ projected on the equatorial plane for three bins of rigidity. The relative peak position is defined as the peak position in a bin of $\Phi_{GSE}$ divided by its global mean from Figure 4.42. The variation is again fitted with the same function as before with the parameters $A_{EW} \equiv \rho_{EW}$ and $A_{FB} \equiv -\rho_{FB}$. An approximately constant variation in east-west direction of about 0.27% without significant forward-backward variation is evident. In summary, a variation constant with energy in the ECAL energy scale in GSE east-west direction is found. Independently of ECAL, a variation of the Tracker rigidity scale towards higher rigidities in GSE forward-backward is identified.

Even though the correlation between the rigidity scale variation and the observed dipole components of the proton analysis in GSE is suspicious, the described study is only of a qualitative manner. To finally settle the observed anomalies in the GSE coordinate system a quantitative analysis of the observations is required. Also, a variable which allows for a separate study of the Tracker rigidity scale without using ECAL would be beneficial. For this task, the TRD could be used. The analysis in the GSE longitude emphasizes the importance of the study and understanding of several coordinate systems,
where different effects are enhanced as argued in Section 3.1.1. To get a full picture of the AMS-02 day-night cycle, the selection efficiencies need to be studied in the GSE longitude, as well. An extended quantitative analysis of the GSE longitude system is beyond the frame of this thesis.

Assuming that the transformation between the Tracker rigidity scale variation $A_{FB}$ and the fitted dipole components $p_{FB}$ from Figure 4.41 is the only source of the GSE anomaly, the forward-backward component can be corrected in the fit and a corrected dipole amplitude can be calculated. As argued, a bias towards isotropy might be introduced due to the qualitative manner of the correction. The dipole amplitude of protons $R_{Rate/Iosky}$ in GSE after correcting for the Tracker rigidity scale variation is shown in Figure 4.44. The correction removes the excess from isotropy for the higher rigidity bins. The excess in the GSE east-west component for protons at low rigidities persists. The east-west variation in the ECAL energy scale can not explain this observation since ECAL is not directly or indirectly involved in the selection of the fullspan proton sample.
Figure 4.44.: The reconstructed dipole amplitude for \( R_{\text{p/IsoSky}} \) in GSE after correcting for the Tracker rigidity scale variation. The yellow band represents the statistical expectation of the measurement in case of isotropy, the blue line is the estimation up to which level a dipole amplitude can be introduced by the one-dimensional correction function in magnetic latitude, quoted as a systematic limitation. The correction removes the excess from isotropy for the higher rigidity bins. The bin at 80 GV shows a slightly increased excess after the correction, which can be explained by a large deviation from the Tracker rigidity scale variation \( A_{FB} \) and the fitted dipole components \( \rho_{FB} \) in this bin, evident from Figure 4.41.

A dedicated study on the impact of the observed GSE dipole on the other coordinate systems, especially galactic, has been performed in [154] with the conclusion that the dipole within the ecliptic plane will not reflect in the other coordinate systems. A north-south component, which is not observed, would, however, be shared in galactic coordinates. As a conclusion, the result in galactic coordinates can be reviewed independently of GSE. A weakness in the approach used in [154] is that dipole signals of varying amplitude and direction in time are difficult to study. To include such time-dependent effects, the one-dimensional efficiency correction in the geomagnetic latitude might be dismissed in favor of a two-dimensional efficiency evaluated in the signal coordinate system directly. To cure the problem of low event numbers in a two-dimensional binning, the efficiency can be expanded in a dipole, or a multipole through a fit, as used in the later analysis. Methods based on this idea are currently under study but suffer from their own systematic uncertainties, and the robustness against correlations is not straightforward to justify. However, they are expected to potentially reduce the systematic limitation of the one-dimensional correction function.

**Stability in time**

The analysis in time for the IsoSkyMaps is a powerful tool to further access systematic problems in the method. Changes in the detector’s operational state show up as a step in the time-dependence. In fact, many of the systematic effects that were described above were found by the time dependent analysis. Maps are produced in the same seasonal binning used before, with the five year data divided into 20 seasons. This also means that any change in the environmental conditions on a shorter time scale than a season cannot be identified.

Figure 4.45 shows the seasonal analysis in galactic coordinates for the rigidity intervals above 18 GV and above 80 GV in their scaled dipole components. In the low rigidity...
Figure 4.45.: Time evolution of the scaled dipole components in GAL for $R_{Rate}^{p/IsoSky}$ in the rigidity range from 18 to 1800 GV (top) and 80 to 1800 GV (bottom). The 5 years sample has been divided into 20 seasons, each of a quarter of a year. In the first season, the detector was still in commission phase with unstable configuration which causes fit components to be off scale. In winter 2011, the defect in Tracker layer two caused a change in the acceptance. Also in this bin, fit components are off scale.

In the lower rigidity ranges, also the constant fit of the seasonal analyses, shown in Appendix B.7 for GAL and Appendix B.8 for GSE in all rigidity ranges, does not reproduce the time integrated results, especially for GSE. This supports the conclusion that deviations from isotropy are of systematic origin being sensitive to the available sample size. Variations in the angular distribution of the incoming direction in GSE need to happen on smaller time scales than the one observed. Figure 4.46 shows the seasonal analysis in GSE coordinates in the same rigidity bins. The observations described in the galactic coordinate system, hold for GSE as well. High fluctuations in the 18 GV bin, in disagreement with the time integrated result, and anomalies in the 80 GV bin.

From the analysis with low rigidity protons as a reference for high rigidity for protons in GSE $R_{p/p}^{p}$, a steady trend in the forward-backward component was observed in the 80 GeV rigidity. This observation cannot be confirmed from Figure 4.46.

As the number of protons is high, the analysis was performed in a much smaller time-
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Figure 4.46.: Time evolution of the scaled dipole components in GSE for $R_{p/isoSky}^{\text{Rate}}$ in the full range from 18 to 1800 GV (top) and 80 to 1800 GV (bottom). The five years sample has been divided into 20 seasons, each of a quarter of a year. In the first season, the detector was still in commission phase with unstable configuration which causes fit components to be off scale. In winter 2011, the defect in Tracker layer two caused a change in the acceptance. Also in this bin, fit components are off scale.

binning of Carrington rotations as well. One Carrington rotation is the time in which the Sunspots circle around the Sun’s surface at the equator, which takes about 27 days. The analysis shows good agreement with the seasonal analysis but does not provide additional information.

4.3.1.3. Conclusion on proton absolute anisotropies

About 51 million events with rigidity greater than 18 GV were studied in fullspan tracker acceptance. The number gives a statistically expected limit of $\delta_{p}^{95\% \text{Exp}} \approx 0.07\%$ with an upper 1σ quantile of 0.09%. The fit results show a significant deviation from the isotropic hypothesis in both, galactic and GSE coordinates at the lowest rigidities. In further studies, it has been shown that a systematic limitation at the 1‰ level limits the sensitivity of the analysis. The isotropic expectation in GTOD is not fulfilled either at low rigidities where the sensitivity for systematic effects is high, because of the large number of selected protons. If the uncertainty from the correction function is included, results in galactic coordinates are in agreement with the isotropic hypothesis. The excess in GSE east-west direction persists.

For galactic coordinates, a limit is set, following the Bayes construction. The limit with rigidity is shown in Figure 4.47. For the full rigidity range above 18 GV the limit on the dipole amplitude in galactic coordinates of

$$\delta_{p}^{95\%}(18 \text{ GV}) = 0.13\%$$

is set. At 80 GV the analysis is not dominated by systematic effects anymore. A limit on
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Figure 4.47.: Upper limit on the dipole amplitude for $R^{Rate}_{p/isoSky}$ in GAL. For rigidities below 80 GV the limit does not reach the statistical expectation, due to the systematic limitation of the method.

the dipole strength in galactic coordinates at this rigidity the limit is set at

$$\delta_p^{95\%}(80 \text{ GV}) = 0.18\%$$

in agreement with the isotropic expectation and the independent relative proton anisotropy.

In GSE a significant deviation from isotropy is observed, even with the systematic uncertainty included, at a strength of $\delta(18 \text{ GV}) = 0.23\%$. The signal persists under the variation of sensitive environment variables, with high impact on the detector performance. The anomaly will be investigated in a dedicated Section 5.1.

For the analysis in electrons, a sensitivity of about 0.5% is required, for positrons 2%, as suggested from the discussions in Chapter 4.1 on the relative anisotropies. The systematic limitation of the IsoSkyMaps from the proton study at the per mille-level is well below this requirement such that the analysis can be used for a search in electron and positron absolute anisotropies.

4.3.2. Electron and positron absolute anisotropy

The analysis in electrons and positrons is performed in the same energy layers, in the range from 16 to 350 GeV, and fits are presented at the same cumulative energy bins with the layered fit method, as it has been described for the relative anisotropies in Section 4.1. The selection is the same, such that Tables 4.2 and 4.1 are valid for this analysis, as well.

The number of positrons is low, such that a time and rigidity-dependent rate correction is not feasible. Also, the efficiencies are hard to assess. It has been shown in the introduction of this chapter, that the livetime map gives results in agreement with isotropy for positrons, already. To improve the result, the detector performance is studied on electrons and resulting correction functions are used for the positrons as well. In general, the analysis of the correction functions in electrons is done in the same way as for protons, starting from the evaluation of the selection efficiencies.
4. Results

Figure 4.48: Relative efficiency, as divided by its global value, for the single track requirement in electrons as a function of the cosine in geomagnetic latitude. The dependency has been parameterized by a function $f(\cos(\theta_{M})) = p_0 + p_1 \times x^4$ (red line) which describes the latitudinal dependence with a normalized fit $\chi^2 < 1$. The decrease towards the geomagnetic poles originates from the increasing particle rate entering the tracker.

4.3.2.1. Efficiency evaluation

For the efficiency evaluation in electrons, the tag-and-probe method is used in the same way as for protons. A large difference is that for electrons a bias is introduced by the selected control sample which naturally is of reduced purity. For protons, which are the most abundant CR species, no significant background is contributing, rather than for the more rare electrons where the particle identification is of higher importance. In general, TRD cuts can be studied using a control sample selected by ECAL and vice versa.

For the protons, a strong dependence in the geomagnetic latitude originated from the trigger efficiency. The ECAL trigger used for leptons is highly efficient and robust against high particle rates, such that no contribution to the correction function is seen for the electron trigger. On the other hand, TRD is directly involved in the particle selection and is expected to be sensitive to the rate of low energetic particles. Also, the requirement for single-track events might show a strong latitudinal dependence with the increased particle rate towards the poles. Both cuts are strongly correlated through the usage of the inner Tracker track in the construction of the likelihood ratio $LR_{TRD}$. Hits in the TRD are clustered around this reconstructed trajectory. The correlation between these two sub-detectors will suppress the evaluated latitudinal dependence.

All cuts listed in Figure 3.20 were studied. Figure 4.48 shows the normalized efficiency with the geomagnetic latitude for the single track requirement in electrons, as an example. As it turns out, the presented single track efficiency is by far the one with the highest dependence on the magnetic latitude with a bending factor of 2%, followed by the good inner track cut. The TRD selection efficiency does not show a strong dependence on the magnetic latitude, which can be explained by the correlation to the inner Tracker, as discussed.

Possible variations in energy or time are studied separately using the pull as for protons, following Equations 4.2 and 4.3. The pull distribution for the single track efficiency is shown in Figure 4.49. Both distributions are reasonable Gaussian. Even though most of the efficiencies vary with energy or time, no significant dependence in the latitudinal behavior could be found for any of the contributing efficiencies. The observation is in
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Figure 4.49.: Pull distribution for the energy (left) and time (right) evolution in the geomagnetic latitudinal dependence of the single track efficiency for electrons. Both distributions are constructed using Equations 4.2 and 4.3 and both are reasonably well described by a Gaussian (red line) distribution. Consequently no dependency in time or energy on the latitudinal correction is seen.

agreement with the estimate given by the rate correction where no significant time and energy-dependence was found as well.

The latitudinal dependence of the combined electron selection efficiencies, as product of the single cut efficiencies, is plotted in Figure 4.50 together with the rate correction from the first-order map. A significant difference in the correction methods is evident. Possible sources are the correlation of Tracker and TRD as described, or charge-confusion which is estimated from Monte-Carlo simulated data. As for the protons, the deviation, marked by the green band, will be propagated as a systematic uncertainty.

![Figure 4.50: Geomagnetic latitudinal correction for electrons with energy greater than 16 GeV obtained from the first-order rate correction (red) and the efficiency evaluation (blue). The mismatch between both methods, marked by the green area, is propagated as a systematic uncertainty.]

4.3.2.2. Evaluation of systematic uncertainties

Systematic uncertainties were studied for electrons in the same way as for protons. The correction is varied within the systematic uncertainty band without any restrictive conditions e.g. on breaks or asymmetries. 100 random correction functions were created,
Figure 4.51.: Dipole components $\rho_\alpha$, from correction variation, with energy for electrons in GAL (left) and GSE (right). The red band represents the fit result with fit uncertainty from $R_{e^-/IsoSky}^{Rate}$. The black points show the mean and width of the distributions of $\rho_\alpha$ from the 100 simulated correction functions. The width of the distribution is stated as a systematic uncertainty on the dipole component. No shift in the position of the dipole components absolute value is observed.

and IsoSkyMaps were produced. The systematic uncertainty on the dipole components are shown in Figure 4.51 in galactic coordinates and GSE. As for protons, no shift in the absolute value of the dipole components can be seen, proving that the result is stable with the correction function. The statistical uncertainty is greater than the uncertainty coming from the correction function, where electrons are not sensitive to, over the whole energy range. Because of the low sample size, the systematic limitation is found to be even below the value for protons. The numerical values of the systematic limitation are quoted in Table 8.9 and Table 8.10 together with the fit results and the systematic uncertainty on the dipole components.

Figure 4.52 shows the fitted dipole components with energy of the fit in $R_{e^-/IsoSky}^{Eff}$ compared to $R_{e^-/IsoSky}^{Rate}$ in galactic coordinates. Both fits are in excellent agreement, independent of the correction function employed. Overall, the result is in good agreement with the isotropic hypothesis over the full energy range.

In conclusion, the anisotropy analysis in electrons is largely dominated by the statistical uncertainty. No systematic uncertainty has to be taken into account. The analysis has been shown in galactic coordinates, but returns the same result in GSE. Positrons are less abundant and no systematic impact has to be considered, either. The final results will be provided in Section 4.3.2.3 after the seasonal analysis.

Discussion of AMS-02 day-night cycle

In Section 4.3.1.2 the impact of temperature variations on a short timescale of one orbit from the AMS-02 day-night cycle were studied. A variation of the Tracker rigidity scale growing towards high rigidities was identified and correlated to the result of the
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Figure 4.52.: Fitted dipole components of $R_{e/IsoSky}^{eff}$ (red) with energy in comparison to $R_{e/IsoSky}^{Rate}$ (black) in GAL. Both fits are in good agreement with each other, and the isotropic hypothesis.

Figure 4.53.: Strength of the ECAL energy scale variation in GSE east-west direction $A_{EW}$, as defined in Figure 4.43 as a function of rigidity (black markers). The variation is approximately constant with the rigidity at a level of 0.27%. In blue markers the result of the dipole component $\rho_{EW}$ of $R_{e/IsoSky}^{Rate}$ in GSE, and as a function of ECAL energy in GeV, is shown with different y-axis. The variation in the ECAL energy scale can explain the deviation from the isotropic expectation for electrons in GSE east-west direction.

dipole fit in GSE for protons. In the same study, an approximately constant variation of the ECAL energy scale in GSE east-west direction of about 0.27% without significant forward-backward variation was found. The variation was parameterized with a function $f(\phi_{GSE}) = 1 + A_{EW} \times \sin(\phi_{GSE}) + A_{FB} \times \cos(\phi_{GSE})$, equivalent to the multipole expansion of the data in east-west and forward-backward direction used in the dipole analysis. Figure 4.53 shows the ECAL energy scale variation $A_{EW}$ as a function of rigidity, overlayed with the fit component $\rho_{EW}$ from the dipole fit to $R_{e/IsoSky}^{Rate}$ in ECAL energy. The different y-axis is equivalent to a linear transformation of the type $\rho_{EW} = \alpha + \beta \times A_{EW}$ between the ECAL energy scale variation and the data which is emphasized with the linear fit to the scattered plot on the right-hand side of Figure 4.53. The correlation factor is small, as expected for a constant shift. The observation can explain the small GSE east-west offset in the fit to $R_{e/IsoSky}^{Rate}$.

Stability in time

For the seasonal analysis, only the lowest energy bin at 16 GeV has sufficient events. Figure 4.54 shows the results of the seasonal analysis for the absolute electron study in GSE and galactic coordinates. Fluctuations are large but show no evident pattern. The anomalies in winter 2011 and at the end of the five years data-taking period, discussed
Figure 4.54.: Time evolution of the scaled dipole components in GAL (top) and GSE (bottom) for \( \frac{R_{\text{Rate}}}{E_{\text{isoSky}}} \) in the full range from 16 to 350 GeV. The 5 years sample has been divided into 20 seasons, each of a quarter of a year.

Figure 4.55.: Time evolution of the scaled dipole components in GAL (top) and GSE (bottom) for \( \frac{R_{\text{Rate}}}{E_{\text{isoSky}}} \) in the full range from 16 to 350 GeV. The 5 years sample has been divided into 20 seasons, each of a quarter of a year.
Figure 4.56: Left: Fitted dipole components of $R_{Rate}^{e^-/IsoSky}$ with energy, scaled to their fit uncertainty, in GSE. An excess in negative east-west direction is evident for the lower energy bins. Right: The reconstructed dipole strength for $R_{Rate}^{e^-/IsoSky}$ with energy in GAL (black markers) and GSE (red markers). The yellow band represents the statistical expectation of the measurement in case of isotropy which is independent of the reference map and the coordinate system. In GAL no excess above the isotropic expectation can be seen. A limit on the maximum dipole strength is stated at a credible interval of 95% using the Bayes construction (black line). In GSE, an excess above the isotropic expectation is significant for the first two energy bins at 16 GeV and 24 GeV.

previously, are present in the electron seasonal analysis as well. In GSE a shift in east-west towards negative values is seen to be constant with time with a large spread.

In positrons, the seasonal analysis is shown in Figure 4.55 for GSE and galactic coordinates, without anomalous behavior. The sensitivity to this variable, however, is low due to the small number of events in a seasonal bin. The seasonal analysis in positrons can be seen more as a cross-check than to carry physical information.

4.3.2.3. Conclusion

The adaptation of the IsoSkyMap method, which has been successfully used on protons, to the 900 thousand electrons in the energy range of 16 to 350 GeV, revealed no unforeseen problems. Corrections along the geomagnetic latitude were applied to the electron selection without major difficulties in the rate or the efficiency evaluation. Both are in excellent agreement with each other, and with the isotropic hypothesis in galactic coordinates, as it has been shown in Figure 4.52. Figure 4.56 shows the fitted dipole components of $R_{Rate}^{e^-/IsoSky}$ with energy, scaled to their fit uncertainty, in GSE coordinates. A significant deviation from the isotropic expectation in negative east-west direction is seen for the first bins, decreasing in significance with energy. The anomaly observed in the absolute analysis $R_{Rate}^{e^-/IsoSky}$ is in agreement with the relative analysis $R_{e^-/p}$, shown in Figure 4.11.

The measured dipole strength for the absolute analysis $R_{Rate}^{e^-/IsoSky}$ is shown on the right-hand side of Figure 4.56. In galactic coordinates no deviation from the isotropic expectation is evident and a limit on the dipole anisotropy of galactic origin of

$$\delta_{e^-}^{95%} (> 16$ GV) = 0.42\%$$

is set. This result is in good agreement with the statistical expectation and matches the
outcome of the measurement in relative anisotropy. The numerical values of the fit in $R_{e^+/IsoSky}$ can be found in Appendix B.9.

The GSE coordinate system shows the significant deviation decreasing with energy. No limit is set. A discussion of this anomaly will be given in Chapter 5.1. The numerical values can be found in Appendix B.10.

The corrections obtained from electrons is also applied to the positron $IsoSkyMap$, as effects introduced by the detector will be the same for both the particle species. The results in galactic coordinates are shown in Figure 4.57 with the dipole components, scaled to their fit uncertainty, and the measured dipole strength together with the upper limit. No deviation from the isotropic hypothesis is found. An upper limit on the dipole strength is set to

$$\delta_{95\%}^{e^+}(>16\text{ GV}) = 1.87\%$$

comparable to the result obtained in the relative anisotropies, and expected from the number of selected positrons. Without any correction applied the limit on a dipole anisotropy in positrons was $\delta_{e^+}^{95\%}(>16\text{ GV}) = 1.95\%$, which also matches the expectation. Numerical fit results of the analysis in $R_{e^+/IsoSky}$ in galactic coordinates can be found in Appendix B.11.

The result of the analysis of $R_{e^+/IsoSky}$ in GSE is shown in Figure B.12, without significant deviation from isotropy. An excess in this coordinate system could be useful in the interpretation of the excess seen in electrons at lower energies, and the protons, where a transition from east-west at lower rigidities to forward-backward above 80 GV. However, with a strength of 1% in electrons, the sensitivity in positrons is not high enough. From the analysis, an upper limit on the dipole strength in GSE is set to

$$\delta_{e^+}^{95\%}(>16\text{ GV}) = 1.66\%$$

in the full energy range for positrons. The observation of this coordinate system in the future might reveal interesting insights on the propagation of charged particles in the heliosphere.
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4.3.3. Treatment of background

The IsoSkyMap method provides reference maps in any celestial system with a sensitivity down to the per mille level. Above this level, the outcome of the analysis is determined by the data only. If the data sample is contaminated with background of any kind, the upper limits that are quoted under the assumption of a pure sample of a defined set of particles, are too optimistic. Background contamination could be particles of a different species (e.g. protons in the positron sample) or from the same species at a different energy (e.g. low energetic protons migrating into the analysis bin). To produce meaningful limits, which can be used by theorists, the results need to be corrected for background, which is present in the data sample.

To account for background, the purity \( p_{Layer} = \frac{N_{Sig}}{N_{Sig} + N_{Bg}} \), as fraction of pure events \( N_{Sig} \) in the selected sample contaminated with background \( N_{Bg} \), for every fit layer of the data sample is calculated and propagated to the dipole fit as a weight factor in the Likelihood function in Equation 4.1:

\[
L(d_1, d_2, d_3) = -\log \left( \prod_{j(E_{Min})} p_{Layer} \cdot \prod_{i=1}^{N_{Pixels}} f(R_i(dE_j)|R^{Exp}_i) \right).
\] (4.4)

In Section 3.3 the selection of protons, electrons, and positrons was described and the main sources of background were discussed. For protons, which can be selected with high purity because of their high abundance, the main contamination are protons of a different rigidity than the measured one which migrate into the analysis because of the finite tracker resolution. In a flux analysis, the bin-to-bin migration is treated by unfolding the flux, a statistical method which translates the measured rigidity to the true rigidity of a set of particles, using the resolution matrix shown earlier in Figure 3.23. For the anisotropy analysis, the unfolding procedure cannot be applied straight-forward and the migrated events are treated as background in the analysis bin. From the resolution matrix, the purity of a rigidity layer is constructed as the probability \( p(R_{Ana}|R) \), that an
Figure 4.59.: Effect of bin-to-bin migration originating from the finite Tracker resolution on the dipole analysis of protons. **Left:** Purity of the proton sample from bin-to-bin migration. The red line gives the purity $p(R|R)$ of migration between the single rigidity layers, as the fraction of events where the rigidity is measured within the same rigidity bin as the true rigidity, determined from Monte-Carlo. The rigidity bins suffer a high contamination from the neighboring bins which gives only a low purity. Migration between layers in the analysis range does not affect the analysis sample and can be disregarded. This gives a purity for every rigidity layer and analysis bin $p(R_{Ana}|R)$ as the probability of an event to be of a true rigidity $R_{Ana}$ within the analysis bin, when measured with rigidity $R$. Because of the large analysis range, the purity approaches one for the layers in rigidity. **Right:** Degradation of the upper limit with correction for contamination from bin-to-bin migration. The effective number of events in the analysis range is decreased which causes the limit to increase.

event with a measured rigidity $R$ has a true rigidity inside the bin of analysis $R_{Ana}$. In the two-dimensional resolution matrix from Figure 3.23 slices in $y$, along the x-axis are normalized to an integral of one to represent a probability density for a true rigidity $R_{Ana}$, in case of the measured rigidity $R$: $p(R|R)$. Events migrating within the analysis bin from one rigidity layer to another, are not counted as background, because in the construction of the limit the purity of the whole analysis sample is relevant, not the purity of a single layer. The purity $p(R_{Ana}|R)$ is the quantile

$$p(R_{Ana}|R) = \int_{R_{Max}}^{R_{Min}} p(R|R) dR$$

for every analysis bin and rigidity layer. On the left-hand side of Figure 4.59 the purity from migration for the layers in rigidity for every analysis bin is shown. To study migration effects, the Monte-Carlo spectrum is re-weighted to the measured AMS-02 proton flux [5]. The higher weight of low rigidity MC proton events, compared to the lower weight at high rigidities for the large rigidity-dependence of the flux, results in a high weight of migration events. This is the cause for the large fluctuations of the purity, as seen in Figure 4.59.

The right-hand side of Figure 4.59 shows the effect on the upper limit on the dipole amplitude for the fit in $R_{Rate/p/iso/sky}$. As to be expected, the limit weakens by accounting contamination in the sample. The degradation, defined as the factor by which the limit weakens, increases towards higher rigidities. The numerical values are presented in Table 4.6. The degradation reaches up to a factor of 2.

For electrons and positrons the purity from proton contamination has been shown in Figure 3.21 to be above 99% up to 100 GeV. A migration effect from the ECAL energy
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<table>
<thead>
<tr>
<th>$R_{\text{Min}}$ (GV)</th>
<th>$\delta_{p}^{95%}(R_{\text{Min}})$ (%)</th>
<th>$\delta_{p}^{95%}(\tilde{R}_{\text{Min}})$ (%)</th>
<th>degradation</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>0.133</td>
<td>0.134</td>
<td>1.01</td>
</tr>
<tr>
<td>25</td>
<td>0.145</td>
<td>0.148</td>
<td>1.02</td>
</tr>
<tr>
<td>40</td>
<td>0.154</td>
<td>0.162</td>
<td>1.05</td>
</tr>
<tr>
<td>80</td>
<td>0.188</td>
<td>0.225</td>
<td>1.20</td>
</tr>
<tr>
<td>150</td>
<td>0.371</td>
<td>0.530</td>
<td>1.43</td>
</tr>
<tr>
<td>300</td>
<td>1.008</td>
<td>1.339</td>
<td>1.32</td>
</tr>
<tr>
<td>500</td>
<td>1.067</td>
<td>2.318</td>
<td>2.17</td>
</tr>
<tr>
<td>1000</td>
<td>4.030</td>
<td>8.073</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 4.6.: Degradation of the upper limit on the dipole amplitude for protons from bin-to-bin migration. The limit weakens due to contamination from bin-to-bin migration which causes events of falsely reconstructed rigidity to migrate into the analysis bin.

<table>
<thead>
<tr>
<th>$E_{\text{Min}}$ (GeV)</th>
<th>$\delta_{e^{+}}^{95%}$ (%)</th>
<th>$\delta_{e^{+}}^{95%}(\tilde{e}^{+})$ (%)</th>
<th>degradation</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1.87</td>
<td>1.90</td>
<td>1.02</td>
</tr>
<tr>
<td>25</td>
<td>2.21</td>
<td>2.27</td>
<td>1.03</td>
</tr>
<tr>
<td>40</td>
<td>3.37</td>
<td>3.55</td>
<td>1.05</td>
</tr>
<tr>
<td>65</td>
<td>4.90</td>
<td>5.25</td>
<td>1.07</td>
</tr>
<tr>
<td>100</td>
<td>8.64</td>
<td>9.55</td>
<td>1.11</td>
</tr>
</tbody>
</table>

Table 4.7.: Degradation of the upper limit on the dipole amplitude for positrons from charge-confusion. The limit weakens due to charge-confused electrons entering the analysis.

resolution are negligible, as discussed in [1]. This results in a background free selection of electrons. For positrons a contamination from charge-confused electrons is present, as discussed from Figure 3.22. The charge-confusion is determined by Monte-Carlo as a function of energy. To calculate the purity $p_{CC}$ from the fraction of charge-confused events $f_{CC}$, the fraction of charge-confused electron events in the positron sample is calculated

$$p_{CC} = 1 - \frac{N_{e^{-}}}{N_{e^{+}}} \cdot f_{CC} \quad \text{(4.6)}$$

The purity is shown in Figure 4.60 with energy, aside with the evolution of the limit when charge-confusion is taken into account. The numerical values are presented in Table 4.7. The degradation reaches up to a factor of 1.1, less than for protons.

In this section a method to treat background contamination in the search for dipole anisotropies was introduced. Background contamination decreases the sensitivity for a signal and limits are set too optimistically if not taken into account. In published analyses on the search of a dipole anisotropy, as in [108, 157, 159, 161], such effects are not discussed.
Figure 4.60.: Effect of contamination from charge-confused electrons on the dipole analysis of positrons. **Left:** Purity of the positron sample, taking contamination from charge-confused electrons into account. The purity is defined as $(N^+ - N^- \times p_{cc})/N^+$, where $N^+$ is the number of positrons, and $N^-$ is the number of electrons in a layer weighted by the charge-confusion probability $p_{cc}$ shown in Figure 3.22. **Right:** Degradation of the upper limit with correction for electron contamination from charge-confusion. The effective number of events in the analysis range is decreased which causes the limit to increase.
5. Discussion

This chapter is dedicated to a discussion of the results obtained in the previous Chapter 4. Measurements with the IsoSkyMap will be discussed with respect to their plausibility and significance with a comparison to independent methods in relative anisotropies and results published by other experiments. Furthermore, an outlook on anisotropy searches with AMS-02 and future experiments will be given.

5.1. Dipole anomaly in GSE

Fit results in GSE show a significant deviation from isotropy for protons in both, the relative and absolute, analysis. Towards higher rigidities, a variation in the Tracker rigidity scale with the AMS-02 day-night cycle has been identified as the cause of the deviation in GSE forward-backward. To study if an additional bias is introduced in the construction of the IsoSkyMap, or if the deviation originates only from the data, the dipole components of the fit to $R_{p/p^*}$ and $R_{p/IsoSky}^{Rate}$ are compared, in the overlapping rigidities above 80 GV. For fits below 80 GV, there is no analysis available to cross-check the results of the absolute proton measurement. The comparison is shown in Figure 5.1 for galactic coordinates and in Figure 5.2 for GSE. For the comparison the fit components of the relative proton analysis $R_{p/p^*}$ have been shifted by the small deviations in the reference sample $p^*$, which is not perfectly isotropic, as it is measured with the $R_{p/IsoSky}^{Rate}$. With this small
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Figure 5.1.: Comparison of the dipole components obtained from the fit to $R_{p/IsoSky}^{Rate}$ and $R_{p/p^*}$ in GAL. The components of the relative study $R_{p/p^*}$ are shifted by the offset of the reference sample at 40 to 80 GV, measured with the absolute study $R_{p/IsoSky}^{Rate}$. With this small
5. Discussion

The pointing direction of the dipole can be calculated from the three dipole components in the celestial sky. For GSE, the proton dipole points towards positive east-west direction for low rigidities and turns towards negative forward-backward direction, away from the Sun, for higher rigidities. For electrons, the dipole points towards negative east-west direction for low energies due to the ECAL energy scale variation, losing significance towards higher energies. The development of the pointing direction as a function of energy for electrons and protons is presented in Figure 5.4. For better presentation, the negative pointing direction is drawn in the GSE system, as both observables point away from the Sun, for higher rigidities. The disagreement between the fits with the two independent reference maps can be explained by the absolute proton measurement $R_{p/lisosky}^{Rate}$, which shows a deviation from isotropy in the proton angular distribution.

Figure 5.3.: Comparison of the dipole components obtained from the fit to $R_{p/lisosky}^{Rate}$ and $R_{p/p^*}$ in GSE. The components of the relative study $R_{p/p^*}$ are shifted by the offset of the reference sample at 40 to 80 GV, measured with the absolute study $R_{p/lisosky}^{Rate}$.

Correction, both analyses are in excellent agreement with each other, even though completely independent reference maps are used. In conclusion, deviations from isotropy in protons are not introduced by the reference map, and are contained in the data.

The same comparison can be made with electrons in GSE, where a deviation from isotropy is evident in negative east-west direction for the bins at low energies. Towards higher energies, the significance decreases but a constant offset seems to persist. The ECAL energy scale has been identified as a cause of this deviation. The comparison is shown in Figure 5.3. The dipole fits in $R_{e/p}^{Rate}$ and $R_{e/lsosky}^{Rate}$ show the same behavior, independently of the reference map, except for the forward-backward direction where $R_{e/lsosky}^{Rate}$ tends to be more isotropic in the first two energy bins. The observation can be explained by the presence of the non-zero forward-backward component in the proton data, which is used as the reference.

Figure 5.2.: Comparison of the dipole components obtained from the fit to $R_{p/lisosky}^{Rate}$ and $R_{p/p^*}$ in GSE. The components of the relative study $R_{p/p^*}$ are shifted by the offset of the reference sample at 40 to 80 GV, measured with the absolute study $R_{p/lisosky}^{Rate}$.
5.1. Dipole anomaly in GSE

Figure 5.4.: Negative pointing direction of the measured dipole in GSE. The negative pointing direction is used to emphasize the turnover from east-west to negative forward-backward, away from the sun. The size of the circles represents the uncertainty in the direction measurement. The ecliptic plane is marked in red and the Sun’s position in orange, plotted with about ten times the real opening angle in the sky. **Left:** Pointing directions for protons as a function of rigidity. The pointing direction turns from east-west towards negative forward-backward with increasing rigidity. **Right:** Pointing directions for electrons as a function of energy. The opposite pointing direction at low energies in the east-west direction for positively charged protons and negatively charged electrons is striking.

The dipoles pointing direction evolve along the ecliptic plane, marked in red in Figure 5.4, in which several processes could cause an anisotropy in the data to explain the observation: The Sun’s magnetic field which is aligned with the ecliptic plane, the AMS-02 day-night cycle which causes variations in temperature, and the Earth’s movement around the Sun.

5.1.1. Compton-Getting Effect

As discussed in the previous section, the anomaly in GSE forward-backward in protons, and GSE east-west in electrons, are most likely introduced by a variation of the rigidity and ECAL energy scale with the AMS-02 day-night cycle. So far the analysis fails to explain the east-west component in absolute protons at low rigidities. The excess exceeds the estimation of the systematic limitation, evident from Figure 4.35. As a physical interpretation, the Compton-Getting effect from the movement of the Earth around the Sun might be the source of the observed component.

Figure 5.5 shows the measured dipole strength from protons in GSE and the expected amplitude from the Compton-Getting effect. The expected amplitude of $\approx 5 \times 10^{-4}$ is just in the sensitive region, but way below the measured dipole strength. The plot also gives the projection of the isotropic expectation to 2024, which is the expected end of operation of the ISS. A significant improvement in the sensitivity search for protons is not to be expected from a longer measuring time alone, which will be addressed in Section 5.4. But it is just enough to explore the Compton-Getting regime, in the condition the remaining east-west signal will be removed. To reach the sensitivity, also the systematic limitation...
from the correction function has to be improved. An idea how to decrease the systematic impact of the correction function was presented in the previous section.

An east-west signal would also be expected from the bending in the Sun’s magnetic field. In this case an opposite bending of the negatively charged electrons would be expected, once the sensitivity is reached. Also, such an effect would be dominant only at low rigidities. If the east-west excess is introduced by the Sun’s magnetic field, a turnover in the direction will be detected as data-taking time advances, and the Sun reverses its polarity. To observe such a turnover the dipole strength and direction on a small timescale could give insights on how the Sun’s magnetic field rearranges. So far, such a turnover is not observed even though the polarity has reversed in the end of 2013 [181]. A dedicated study with larger time bins and towards lower rigidities can be done with the presented methods. Also, the measurement of a similar dipole anisotropy in GSE for positrons or helium would help to identify a physical origin of the anomaly.

In case of a signal, a study including backtracing of the particles trajectories in the Earth magnetic field needs to be done, in particular at energies smaller than 100 GeV. Within AMS-02 backtracing is performed by an expert group on this subject. First results on backtracing in the GSE system show that a dipole signal can be shifted in the equatorial plane by the backtracing and a signal might be damped by some percent, dependent on the charge and energy. A signal cannot be created by the backtracing alone. From the comparison of relative and absolute anisotropies some conclusions on the impact of the backtracing can be drawn. In electrons, a reference map of different charge sign, namely protons, give the same result as the IsoSkyMap without any charge information, in galactic coordinates. If backtracing played a major role in the creation of a signal, a larger deviation in these two analyses would be expected. Of course, only the analysis with backtracing included can settle this issue. In this thesis, some observations on the measurement will be derived without the backtracing.
5.2. Comparison to previous measurements

5.2.1. Satellite measurements

For direct detection of charged cosmic rays only space-based experiments can contribute. Balloon flights usually do not cover a large fraction of the celestial sky, as they usually circle at the Earth’s poles. Two satellite experiments have published studies on the search of dipole anisotropies, which are FERMI-LAT and Pamela, both introduced in Section 1.4. Pamela has similar detection capabilities compared to AMS-02, but with a much smaller acceptance and therefore low sensitivity. An upper limit on a positron dipole anisotropy of $\delta_{PAMELA-e^+}^{95\%} = 0.166$ in galactic coordinates is reported [108]. The study is based on $10^3$ positrons in a rigidity range from 10 to 200 GV and protons are used as reference map. The PAMELA measurement is the only one directly comparable to the positron analysis presented in this thesis. The derived limit of $\delta_{AMS-02-e^+}^{95\%} = 0.0187$ at energies from 16 GeV to 350 GeV is stronger by a factor of 10. A comparable result was derived with three independent reference maps.

FERMI-LAT is not a spectrometer and therefore lacks the particle identification capabilities of AMS-02 and PAMELA. In particular, the experiment is not able to distinguish
between electrons and positrons. FERMI-LAT, however, has a much larger acceptance. Limits on a dipole anisotropy in a combined analysis of electrons and positrons were reported in [157] and [159]. In both publications, the *shuffling technique*, as presented in Section 3.2.3 was used to evaluate the reference map. The *shuffling technique* cannot be used to search for a large-scale anisotropy. Considering this issue, first presented in 2015 [158] and [160], a rate based method is used in [159], similar to the *livetime maps* discussed in Section 4.3. Figure 5.6 compares the FERMI-LAT results as a function of energy to AMS-02. For the comparison, a combined fit $R_{\text{Rate}}^{(e^-+e^+)/\text{IsoSky}}$ in electrons and positrons has been performed on the AMS-02 data with minor improvement compared to the electron analysis. Limits from FERMI-LAT are stronger by a factor of nearly 10, due to the high acceptance and longer data-taking time. On the other hand, the LAT is not capable of providing clean positron or electron anisotropies which are more sensitive observables for the search in astrophysical sources.

In a recently presented analysis, the angular distribution of protons, measured with the FERMI-LAT, was studied using the rate-based reference map [161]. The telescope orbits the Earth with a smaller inclination angle of 25.6°, compared to the ISS inclination of 51.6°, and therefore does not reach the polar regions where a correction for the high exposure of low energetic particles is needed. In this case the *livetime map* is similar to the *IsoSkyMap*, where such a correction is applied, and a reference map is more straightforward to construct.

Because of the large acceptance, 160 million events with an energy larger than 78 GeV could be analyzed, a factor of 40 compared to the 4 million events at rigidities larger than 80 GV, used in the presented analysis. The measurement of protons with an electromagnetic calorimeter requires sophisticated analysis. Despite the effort, the energy resolution for protons measured with FERMI-LAT is of only 20% to 40% at a confidence interval of 68.3% in the range from 50 GeV to 10 TeV [182] and a sample contamination of low energetic protons is present. The finite energy resolution and background worsens the true limit on the dipole amplitude, as discussed in Section 4.3.3 Even though
5.2. Comparison to previous measurements

the available number of events is much larger with FERMI-LAT, an analysis by AMS-02 provides a better momentum resolution with impact on the upper limit, which so far is not discussed in the FERMI-LAT analysis.

A comparison of the upper limit on the dipole anisotropy in galactic coordinates from FERMI-LAT, compared to the AMS-02 results is shown in Figure 5.7. As expected from the sample size, FERMI-LAT is able to set much stronger limits on a dipole anisotropy, but has a large deviation from isotropy in the lowest energy bin that is most likely caused by a systematic influence. In the presented state, the FERMI-LAT analysis also suffers large systematic effects in the quadrupole moments of the expansion.

For both observables, leptons and protons, the FERMI-LAT is able to set stronger limits for the large acceptance and the stable environment. The importance of the AMS-02 analysis presented in this thesis is the detailed understanding of possible environmental effects that affect the search for large scale anisotropies. The analysis sets limits which are best understood and therefore have a value for the community, even though they are not the strongest. The thesis suggests a road to follow for future analysis by FERMI-LAT, other planned space-based detectors, and the ground-based telescopes where new methods to create reference maps are needed to exploit the full detection power of the instruments. Some have already been used, as in the FERMI-LAT rate-based reference maps.

5.2.2. Ground-based measurements

The searches for anisotropies performed by ground-based detectors is fundamentally different from the presented analysis done with direct detection experiments. Ground-based detectors have a huge acceptance but poor particle reconstruction capabilities in the energy and incoming direction measurement, as well as poor particle identification. Also, ground-based experiments measure particles at much higher energies.

A natural limitation comes from their fixed position on the Earth’s surface, which comes with a limited coverage of the celestial sky. The high sensitivity, from the huge acceptance, requires high precision knowledge of the reference. For this reason, ground-based analyses are not able to recover a full three-dimensional dipole anisotropy, but only its projection on the equatorial plane, as described in Section 1.4. The dipole amplitude, projected on the equatorial plane is called $A_1$. In fact, ground-based telescopes were able to find anisotropies in CRs. A variety of measured $A_1$ are shown on the left-hand side of Figure 5.8 compared to the proton analysis presented in this thesis. For this comparison, the proton analysis has been performed in equatorial coordinates and the projection of the amplitude recovered in the three-dimensional dipole fit, onto the equatorial plane, is calculated. It should be noted, that the result is in agreement with isotropy and should not be confused with a measurement. A direct detection experiment, with limited acceptance compared to ground-based detectors, can contribute if a measured dipole has a significant component perpendicular to the equatorial plane. Also, the superior energy resolution would allow for a better reconstruction of a signal: If a dipole signal at some energy is washed out for the bad energy measurement, the true dipole amplitude could be larger than the one reconstructed.

It has been noted in Section 3.2.6.1 that the angular direction of a dipole anisotropy can be recovered with a higher probability than the dipole amplitude. Many of the ground-based analyses use this characteristic of a spherical harmonics expansion to quote their
5. Discussion

Figure 5.8.: Comparison of the measured $A_1$ and the right ascension by ground-based experiments, collected in [105], with the AMS-02 $R_{p/Isosky}$ proton analysis above 80 GV expressed in the same quantities. The AMS-02 $A_1$s are comparable with isotropy and should not be confused with a measurement. **Left:** The measured $A_1$, the dipole amplitude projected on the equatorial plane. Corrections to the amplitudes related to the different latitudes and zenithal-dependent efficiencies of the different experiments are not applied. **Right:** The right ascension measurement. The reconstructed direction in the presented analysis seems to match the given right ascension from the ground-based detectors better than an isotropic random distribution.

To state if the AMS-02 reconstructed values of right ascension follow the measurements of the ground-based telescopes, the conformity of the reconstructed direction with an isotropic expectation is tested. The distributions of reconstructed directions from the five independent rigidity bins at 80 to 150 GV, 150 to 300 GV, 300 to 500 GV, 500 to 1000 GV and 1000 to 1800 GV are projected onto the right ascension axis. Direction distributions are generated from the dipole fit, using a toy Monte-Carlo method to draw from a multivariate Gaussian distribution with the fitted dipole components, their fit uncertainty, and the correlation matrix. The distribution expected for isotropy is flat. The left-hand side of Figure 5.9 shows the distribution of the right ascension for the measured data (expressed in degrees), together with the isotropic expectation $H_0$, and the sum of 1000 toy Monte-Carlo distributions randomly generated from isotropic fits. The sum of the isotropic simulation matches the isotropic expectation $H_0$, which is constant. Of course, a single right ascension distribution, consisting of five more or less Gaussian shaped direction distributions, will not be perfectly flat. The more the five independent direction distributions cluster around a predominant direction, the more they deviate from $H_0$.

To test if the reconstructed directions are isotropically distributed, a p-test is performed. As test-variable, the area enclosed from the right ascension distribution and the isotropic hypothesis $H_0$ is used, counting areas below and above $H_0$ as positive. The smaller the value, the closer the test-variable matches the isotropic hypothesis. The distribution of
5.3. Physics implication of the results

No excess in the dipole amplitude that could be linked to an astrophysical process has been found in the presented analysis of proton, positron, and electron data taken with AMS-02. An anomaly in GSE east-west for protons at low rigidities has to be studied further to persist with a better understanding of the GSE coordinate system and the AMS-02 day-night cycle, as well as in time. This thesis provides two important results; one for experimentalists searching for large scale anisotropies, and one for theorists modeling CR transport in the galaxy. This section aims to comment on the astrophysical impact.

The main question addresses the pulsar hypothesis as origin of the rise in the positron fraction. Various models are available, trying to explain the rise with additional local sources. All acknowledge the dipole anisotropy as a smoking gun signal for the point source origin of positrons and electrons. The models make predictions for a dipole anisotropy in positrons with strengths of the sub-percent level \([42, 50]\), down to the per...
mille level [81][183]. Reference [81] investigates a dipole anisotropy from the electron primary production in Supernova remnants, with focus on the FERMI-LAT results, and predicts an amplitude of the order of $10^{-2}$, for energies above 100 GeV. With currently available AMS-02 data, dipole anisotropies with a strength of 2% for positrons, and 0.4% for electrons with energies above 16 GeV can be excluded.

For protons, a source anisotropy of diffusing protons with high propagation distance, compared to electrons or positrons, from the galactic center direction, where the source density is higher, towards the outer galactic regions with an amplitude of the order of $10^{-4}$ at 100 GeV is expected [184]. In an attempt to explain the anisotropies found by ground-based telescopes, discussed in the previous Section 5.2.2, nearby SNRs were studied as local source of protons [184–186]. The amplitude of the first harmonic, projected on the equatorial plane, $A_1$ are stated at the level of $10^{-3}$ for energies above 100 GeV. In this energy range, the proton flux hardens, as measured by AMS-02 [5], which might be explained by a local source of protons. With AMS-02 data, limits on the dipole amplitude of 0.13% is set for protons above 18 GV, and 0.19% for protons with rigidities above 80 GV.

It should be noted that predictions are made for the local interstellar spectrum (LIS), outside of the Heliosphere and the local environment. The local environment has been studied in [50], with the result that a modulation of the diffusion parameter in the local bubble can boost the LIS anisotropy up to 325%, or weaken it down to 0.6%, for electrons above 16 GeV. For protons, similar numbers are stated. The impact of the Heliosphere on the arrival directions of charged CRs has been studied extensively, mostly with focus on energies above 1 TeV [85–87]. Already for these, relatively high energies, the Heliosphere could redistribute a dipole to higher multipole orders. The impact on CRs with energies of 100 GeV is even less studied. The heliosphere is fixed with respect to the galaxy on timescales of hundreds of years, such that an effect on the arrival direction would appear in the galactic coordinate system, or equally in the equatorial coordinate system. To link a dipole signal in galactic coordinates with astrophysical point sources, an extensive study of the heliosphere is needed.

In GSE, the diffusion of CRs in the local Sun’s magnetic field, the Parker spiral, can be studied by searching for time dependencies. Also, the Compton-Getting effect might be observed in this frame. In fact, the excess in the GSE positive east-west component could be linked to one of these sources but needs further investigation.

### 5.4. Future of anisotropy searches in cosmic rays

With the increasing acceptance for the newest generation of CR detection experiments, a level of sensitivity can be explored at which the dipole amplitude (measured or excluded by an upper limit) becomes a potent observable to study the origin and propagation of charged CRs with discovery potential [187]. The precise measurements of the AMS-02 particle fluxes with unexpected features challenge the standard paradigm of CR propagation with assumption of isotropy. In this context, not only the search for pulsars as an astrophysical point source of positrons and electrons but also the measurement of anisotropies in nuclei is an important piece of information. The methods developed in this thesis provide the necessary tools for these studies. For AMS-02 this means that the search for anisotropies will be expanded towards helium, lithium and other heavier nuclei. Lithium, in particular, is an interesting observable, as it is a secondary and therefore has the potential to trace secondary production in the local environment.
AMS-02 will continue to take data up to the end of the ISS lifetime, currently expected in 2024. Compared to the five years of data analyzed in this thesis, the available number of events are projected to be more than doubled. Also, a full solar cycle will be measured continuously by 2024. The observation of changes in the anisotropy measurements in GSE, with the reversal of the Sun’s polarity, might give new insights of the rearranging of the Parker-spiral.

In addition, the sensitivity of the search of anisotropies in electrons and positrons will further increase, allowing to set stronger limits in the future. Stronger limits further restrict pulsar models as origin of the rise in the positron fraction. Figure 5.10 gives a projection of the expected upper limit on the dipole amplitude for positrons and electron in the year 2024, assuming a linear increase in available events. A linear growth of data is justified from the past, shown in Appendix C. On 8th May 2017, AMS-02 measured 100 billion events [188]. By 2024 an upper limit of about 1% is expected for positrons, which will further exclude pulsar models. In electrons, an upper limit of about 0.3% is expected, which is just a minor improvement compared to the current limit of $\delta_{95\%}$($>16$ GV) = 0.42%, which is slightly stronger than expected from the sample size. Both projections are well above the systematic limitation that was estimated to be of the order of $10^{-4}$ and therefore can be reached with the presented IsoSkyMap method.

For protons, the gain in sample size from the longer measuring time is negligible, besides the fact that the measurement is dominated by the systematic limitation at the lowest energies. A projection of the isotropic expectation in 2024 has been shown in Figure 5.5. Ideas to improve the IsoSkyMap analysis have been given at the end of Section 5.1. A larger gain in proton events, and therefore sensitivity, can be achieved by loosening the selection. To prove the analysis concept, the well understood, fullspan selection from the flux measurement has been used. The selection is based on clean reconstructed events, rather than maximizing the number of events, because the flux measurement is largely dominated by systematic uncertainties. The analysis of anisotropies has different requirements on the event quality and rigidity resolution. If the systematic limitation can be reduced by the proposed modifications, a looser selection in Tracker layer 1 accen-
Figure 5.11.: Upper limit on the dipole amplitude for protons, to be expected with different selections. The expectation is purely based on the available number of events in a chosen acceptance. Systematic uncertainties and boundaries are not considered which will significantly affect the analysis. Also, the decreasing Tracker resolution needs to be taken into account as increasing background contamination will affect the limit, as discussed in Section 4.3.3.

tance, dismissing layer 9, or even in the inner Tracker only acceptance could improve the limit significantly, as shown in Figure 5.11. Additionally, a looser selection removes cuts that require additional corrections, as discussed in Section 4.3.1.1. Especially the hit pickup efficiency in the external Tracker layers 1 and 9 require strong corrections with large time variation and uncertainty. On the other hand, even the loosening of the Tracker layer 9 fiducial volume, from ECAL area to layer 9 area, already showed worse results from interactions in RICH. Systematic uncertainties will significantly contribute to such an analysis, which requires an extensive study on its own. Also, the increasing background contamination from bin-to-bin migration, as is was discussed in Section 4.3.3, needs to be taken into account. The decreasing purity could compensate the gain in sample size. However, with an inner Tracker only acceptance, AMS-02 could increase the sensitivity of the measured anisotropy.

Finally, more satellite experiments have started taking data in the recent years, and others are planned. ISS-Cream\(^1\) arrived at the Space Station on August 16, 2017, to measure charged nuclei up to knee energies with large acceptance. The experiment should be able to adapt the IsoSkyMap method and provide sensitive measurements of the proton, helium, and lithium anisotropy, including separated by isotopes. The Dark Matter Particle Explorer (DAMPE) was launched on December 17, 2015, as a stand-alone satellite to measure high energy electrons. For the same purpose, CALorimetric Electron Telescope (CALET) has been installed on the space station in August 2015. First results have been reported recently on the flux of electrons and positrons by both experiments in [189] and [190]. Figure 5.12 gives a broad overview of currently flying and planned direct detection experiments. The experiments are plotted with their acceptance on the x-axis and expected lifetime on the y-axis. From both, the number of particles that are expected to be measured can be calculated and are shown in the plot as dashed lines. Experiments are divided into space and balloon experiments, and whether or not they have a magnet. DAMPE, CALET, and ISS-Cream are expected to collect events by at least one order of

\(^1\)Short for Cosmic Ray Energetics and Mass Experiment.
magnitude more than AMS-02. The larger acceptance makes the experiments valuable for the search in CR anisotropies. However, it should be noted, that AMS-02 will stay unique in the foreseen future, as it is the only high acceptance spectrometer, capable of separating matter from antimatter, based in space.

Figure 5.12.: Overview of currently flying and planned direct detection experiments [191]. The experiments are plotted with their acceptance on the x-axis and expected lifetime on the y-axis. From both, the number of particles that are expected to be measured can be calculated and are shown in the plot as dashed lines. Experiments are divided into space and balloon experiments, and whether or not they have a magnet. DAMPE, CALET, and ISS-Cream are expected to collect at least one order of magnitude more events than AMS-02, which is the only high acceptance spectrometer based in space.
6. Summary

By the time this thesis is written, AMS-02 measured cosmic rays for seven years without any atmospheric influences. It is expected that the detector can take data up to 2024 such that by now about 50% of the total data is collected. AMS-02 results pushed forward the understanding of cosmic rays, their origin and propagation up to a level never achieved before, challenging CR propagation models. The rise in the positron fraction and a hardening in the flux of protons and helium are exciting and unexpected results that demand further studies. An anisotropy, as directional dependence in the particle’s incoming directions, would provide an explicit signature to trace down the origin of these observations, if measured.

This work provides a novel method to search for directional dependencies in particle fluxes from a simulation of the isotropic sky as it is expected to be seen by a detector, named IsoSkyMap. Herein the livetime, as the fraction of time in which the detector was ready to measure a new event, is projected on the celestial sphere by using incoming directions of selected events which follow the detectors geometrical acceptance without using Monte-Carlo simulated data. Inefficiencies in the detector performance, originating from an increased rate of low energetic particles towards the geomagnetic poles introduced by the Earth’s magnetic field, were identified and quantified as a function of the geomagnetic latitude. The results are applied as corrections to the simulated particle rate in the IsoSkyMap. Corrections were obtained in two independent ways, a correction from a rate comparison in a signal-free coordinate system, named rate-correction, and directly from selection efficiencies. Differences in the strength of corrections in both methods were considered as systematic uncertainty. Undesired effects from unstable operations were studied carefully and removed in a second based definition of a good second. The Sun’s ability to deform the Earth’s magnetic field during active periods was found to be of major impact. Periods of high solar activity are identified in periods of a second, using the TRD on top of the detector and the Tracker. IsoSkyMaps allow for an absolute recovery of full three-dimensional dipole anisotropies. The measurement of, such absolute anisotropies, has never been achieved before within AMS-02 or other experiments. Different coordinate systems are used to study different impacts on the measurement, which are enhanced in a specific coordinate system. Greenwich True Of Date (GTOD) coordinates were used to identify effects introduced by the detector operation or other environmental effects. Geocentric Solar Ecliptic (GSE) coordinates are studied for the
search of solar effects, or systematic effects related to the AMS-02 day-night cycle. The search for an astrophysical source was performed in galactic coordinates, which are sensitive for the Heliosphere, as well.

The method has been applied to positrons, electrons, and protons. Data of the first five years of data taking up to March 2016 were analyzed with a total of 69,394 identified positron events and 913,421 identified electron events, in an energy range of 16 GeV to 350 GeV. For positrons, where the measurement of an anisotropy is of high interest to explain the rise in the positron fraction, the results can be summarized to:

- No sign of a dipole anisotropy of galactic origin could be found. An upper limit on the dipole amplitude for positrons is set to \( \delta_{e^+}^{95\%} (>16 \text{ GeV}) = 1.87\% \), using a Bayesian approach (see Figure 4.57).
- No time-dependent variation in the arrival direction of positrons is found in any coordinate system, above the statistical limitation. The measurement of the time dependence provides a systematic validation of the result.
- A complementary search of relative anisotropies, comparing the positron angular distribution in the celestial sky with the one of electrons or protons, the same results were found.

With event numbers expected to be collected until 2024, the upper limit on the dipole strength can be improved to the 1% level.

For electrons, which have higher sensitivity for a dipole anisotropy because of the increased sample size, results are:

- No sign of a dipole anisotropy of galactic origin could be found. An upper limit on the dipole amplitude is set to \( \delta_{e^-}^{95\%} (>16 \text{ GeV}) = 0.42\% \), using a Bayesian approach (see Figure 4.56).
- In GSE, a constant and small excess in the negative east-west direction within the ecliptic plane was observed (see Figure 4.56). The observation can be explained by a variation of the energy scale in ECAL with the AMS-02 day-night cycle (see Figure 4.53).
- No time-dependent variation in the arrival direction of electrons is found in any coordinate system.
- A complementary search, comparing the electron angular distribution in the celestial sky with the one of protons, is in good agreement with the IsoSkyMap analysis. However, deviations from isotropy appear in GTOD only for the relative study, pointing out a systematic limitation of this sort of analysis.
- In a dedicated study of the systematic limitation of the IsoSkyMap method in electrons, showed no sign of any systematic limitation down to the per-mille level.

Compared to other CR experiments, the obtained limits on the dipole amplitude are weaker, which is due to the limited acceptance of AMS-02 compared to FERMI-LAT or ground-based telescopes. However, the ability to separate the analysis to specific particles or divide them by charge sign is unique among cosmic ray experiments and improves the sensitivity towards physical processes assumed to induce anisotropies.
IsoSkyMaps have also been produced for protons to search for absolute dipole anisotropies in the flux of protons, for the first time. With AMS-02, 51 million protons with rigidity from 18 GV to 1800 GV were selected. The propagation distance in the galaxy is larger for protons than for electrons or positrons, because of the smaller energy loss during propagation. This allows to investigate the source propagation from the galactic center, where the source density is higher, towards the outer galactic regions. Also, the hardening in the proton flux, measured by AMS-02, can be tested to be of point-source origin and the large number of events allows to study the limits of the IsoSkyMap method. The following results were found for protons:

- A limitation on the sensitivity of the analysis was identified on the per-mille level from the finite accuracy of the description of the detector performance (see Figure 4.34).

- In galactic coordinates, no excess above the systematic limitation is found and an upper limit on the dipole amplitude is set to $\delta_p^{95\%}(>18 \text{ GV})=0.13\%$, using a Bayesian approach (see Figure 4.47).

- In GSE, an excess in negative forward-backward direction, away from the sun, is found to be above the limitation from systematics towards high rigidities. The amplitude is correlated to a variation in the Tracker rigidity measurement with the AMS-02 day-night cycle (see Figure 4.41). The dipole was found, not to propagate into the galactic coordinate system, so it does not impact the search for astrophysical sources.

- To validate results, a complementary measurement of a relative anisotropy, comparing the angular distribution in the celestial sky of low rigidity protons with the one of protons at higher rigidity, was developed. The method only provides results above 80 GV, with excellent agreement to the IsoSkyMap method (see Figure 5.1 and Figure 5.2). An upper limit on a dipole amplitude in galactic coordinates is set to $\delta_p^{95\%}(>80 \text{ GV})=0.22\%$ with the relative anisotropy, compared to $\delta_p^{95\%}(>80 \text{ GV})=0.19\%$ with the absolute result.

- No time-dependent variation in the arrival direction of protons is found in any coordinate system.

A connection to anisotropy measurements of ground-based experiments, where an anisotropy could be found above 100 GeV, but so far could not be pinned down because of limitations from which these type of experiments suffer, is of interest and demands to decrease the upper limit on the dipole anisotropy even more in the future. This can only be achieved by absolute anisotropy measurements but have to be taken over by following experiments with higher acceptance like ISS-Cream. This work gives the recipe and sets standards for future analysis. For example, the impact of contamination in the analysis sample from background or the finite energy measurement, has not been studied in previous publications. Such contaminations can wash out a dipole signal and significantly decrease the sensitivity of the measurement.

In general, the method introduced in this thesis allows to study absolute anisotropy measurements without limitation to any particle species. In future, a measurement of the absolute anisotropy of the most abundant elements helium and lithium is of interest, since lithium is a pure secondary, while with helium a mass dependence can be studied.
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Appendix
A. Overview of coordinate systems

Figure A.1.: Overview of the coordinate systems used in this thesis. Important fix points and planes are marked. The color-scale denotes the AMS-02 observation time for protons with rigidity larger than 18 GV, estimated using the IsoSkyMap method described in Section 3.2.4. In Geomagnetic coordinates the ISS position is shown instead of the observation time on the celestial sky.

(a) Greenwich True Of Date (GTOD): Bound to the Earth’s surface. AMS-02 operational effects enhanced (Signal-free).

(b) Magnetic Coordinates: Bound to the Earth’s magnetic field. Effects from the Geomagnetic field enhanced (Signal-free).

(c) Equatorial Coordinates: Fixed with respect to distant stars. Used in ground-based observations (Analysis system).

(d) Galactic Coordinates: Fixed with respect to the galaxy. Most natural for galactic sources (Analysis system).

(e) Geocentric Solar Ecliptic (GSE) Coordinates: Fixed with respect to the Sun (Analysis system, but sensitive to the AMS-02 day-night cycle).
B. Numerical values of fit results

This appendix chapter contains the raw fit values in tables for the main results that are presented in this thesis. A detailed discussion on how the analyses are performed and noticeable deviations from the isotropic expectation, if any, can be found in the corresponding sections in Chapter 4 and the discussion in Chapter 5.

The fits, in bins of energy or rigidity for protons in the full time period are presented with the number of events in the signal and reference sample, the values of the three dipole components and their corresponding fit error, as well as the calculated dipole strength and upper limit on the dipole strength. The upper limit at 95% confidence level is constructed following the Bayesian approach described in Section 3.2.7. However, with the given values the limit can be calculated, using any approach preferred by the reader.

The number of reference events in the search for absolute anisotropies is of no physical interest and therefore is omitted. In the Tables B.7-B.12 also the systematic uncertainties on the dipole components $\Delta \rho$, obtained from the analysis in Section 4.3.1.2 is given, as well as the resulting systematic limitation calculated from these values. A measured dipole strength below this limitation is considered to be an artifact from the reference map.

Below the tables, the time dependent fit result in the seasonal binning is presented for all bins of energy. All three fit components are shown with error bars from the fit error. The dipole components in the seasonal binning are fitted by a constant, shown as black line, with a fit error shown as green area. The line is supposed to guide the eye for any trend or break in the time dependence. In most of the cases, the constant fit to the time dependence matches the time integrated result, showed in the comparison with the magenta dashed line that marks the time integrated result.

For the positron analysis a systematic deviation from the seasonal analysis and the time integrated analysis is found that arises from the limited statistics in the positron sample which makes the fit unstable. In the absolute protons a deviation is found for the rigidity bins where the result is dominated by the systematic limitation. As discussed, the sensitivity to artifacts in the IsoSkyMap is strongly dependent on available statistics.
### B.1. Positron relative anisotropy - GAL

<table>
<thead>
<tr>
<th>$E_{\text{Min}}$ (GeV)</th>
<th>$N_{\text{Sig}}$</th>
<th>$N_{\text{Ref}}$</th>
<th>$\rho_{\text{NS}}$</th>
<th>$\sigma_{\rho_{\text{NS}}}$ (%)</th>
<th>$\rho_{\text{FB}}$</th>
<th>$\sigma_{\rho_{\text{FB}}}$ (%)</th>
<th>$\rho_{\text{EW}}$</th>
<th>$\sigma_{\rho_{\text{EW}}}$ (%)</th>
<th>$\delta$ (%)</th>
<th>$\delta^{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>69394</td>
<td>913421</td>
<td>-0.452</td>
<td>0.679</td>
<td>-0.128</td>
<td>0.673</td>
<td>0.853</td>
<td>0.663</td>
<td>0.974</td>
<td>1.774</td>
</tr>
<tr>
<td>25</td>
<td>34422</td>
<td>393084</td>
<td>-0.723</td>
<td>0.953</td>
<td>0.606</td>
<td>0.945</td>
<td>0.229</td>
<td>0.958</td>
<td>0.971</td>
<td>2.191</td>
</tr>
<tr>
<td>40</td>
<td>13937</td>
<td>129017</td>
<td>-0.454</td>
<td>1.492</td>
<td>1.529</td>
<td>1.491</td>
<td>1.137</td>
<td>1.501</td>
<td>1.959</td>
<td>3.762</td>
</tr>
<tr>
<td>65</td>
<td>5401</td>
<td>39598</td>
<td>-2.424</td>
<td>2.370</td>
<td>-0.139</td>
<td>2.352</td>
<td>1.815</td>
<td>2.388</td>
<td>3.031</td>
<td>5.912</td>
</tr>
<tr>
<td>100</td>
<td>2227</td>
<td>13434</td>
<td>-1.521</td>
<td>3.718</td>
<td>0.600</td>
<td>3.681</td>
<td>-1.725</td>
<td>3.723</td>
<td>2.377</td>
<td>7.767</td>
</tr>
</tbody>
</table>

Table B.1.: Fit of $R_{e^+/e^-}$ positron relative anisotropy in GAL.
Figure B.2.: Seasonal fits of $R_{e^-/e^+}$ positron relative anisotropy at a minimum energy of 16 GeV in GAL.
Figure B.3.: Seasonal fits of $R_{e^+/e^-}$ positron relative anisotropy at a minimum energy of 25 GeV in GAL.
B. Numerical values of fit results

Figure B.4: Seasonal fits of $R_{e+}/e-$ positron relative anisotropy at a minimum energy of 40 GeV in GAL.
Figure B.5.: Seasonal fits of $R_{e^+/e^-}$ positron relative anisotropy at a minimum energy of 65 GeV in GAL.
Figure B.6: Seasonal fits of $R_{e^+}/e^-$ positron relative anisotropy at a minimum energy of 100 GeV in GAL.
B.2. Positron relative anisotropy - GSE

<table>
<thead>
<tr>
<th>$E_{\text{Min}}$ (GeV)</th>
<th>$N_{\text{Sig}}$</th>
<th>$N_{\text{Ref}}$</th>
<th>$\rho_{\text{NS}}$</th>
<th>$\sigma_{\rho_{\text{NS}}}$(%)</th>
<th>$\rho_{\text{FB}}$</th>
<th>$\sigma_{\rho_{\text{FB}}}$(%)</th>
<th>$\rho_{\text{EW}}$</th>
<th>$\sigma_{\rho_{\text{EW}}}$(%)</th>
<th>$\delta$ (%)</th>
<th>$\delta^{95}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>69394</td>
<td>913421</td>
<td>-0.043</td>
<td>0.658</td>
<td>0.808</td>
<td>0.675</td>
<td>0.302</td>
<td>0.678</td>
<td>0.864</td>
<td>1.678</td>
</tr>
<tr>
<td>25</td>
<td>34422</td>
<td>393084</td>
<td>0.915</td>
<td>0.972</td>
<td>0.567</td>
<td>0.934</td>
<td>0.015</td>
<td>0.942</td>
<td>1.076</td>
<td>2.261</td>
</tr>
<tr>
<td>40</td>
<td>13937</td>
<td>129017</td>
<td>1.677</td>
<td>1.520</td>
<td>-1.055</td>
<td>1.458</td>
<td>-0.071</td>
<td>1.470</td>
<td>1.983</td>
<td>3.771</td>
</tr>
<tr>
<td>65</td>
<td>5401</td>
<td>39598</td>
<td>4.616</td>
<td>2.408</td>
<td>-2.295</td>
<td>2.318</td>
<td>-1.993</td>
<td>2.339</td>
<td>5.527</td>
<td>8.427</td>
</tr>
<tr>
<td>100</td>
<td>2227</td>
<td>13434</td>
<td>5.842</td>
<td>3.740</td>
<td>-2.056</td>
<td>3.607</td>
<td>-5.636</td>
<td>3.652</td>
<td>8.373</td>
<td>12.859</td>
</tr>
</tbody>
</table>

Table B.2.: Fit of $R_{e^+/e^-}$ positron relative anisotropy in GSE.
Figure B.7: Seasonal fits of $R_{ee}/e$ positron relative anisotropy at a minimum energy of 16 GeV in GSE.
Figure B.8.: Seasonal fits of $R_{e^+/e^-}$ positron relative anisotropy at a minimum energy of 25 GeV in GSE.
Figure B.9. Seasonal fits of $R_\text{e}/e^-$ positron relative anisotropy at a minimum energy of 40 GeV in GSE.
Figure B.10.: Seasonal fits of $R_{e^+/e^-}$ positron relative anisotropy at a minimum energy of 65 GeV in GSE.
Figure B.11.: Seasonal fits of $R_{e^+} / e^-$ positron relative anisotropy at a minimum energy of 100 GeV in GSE.
### B.3. Electron relative anisotropy - GAL

<table>
<thead>
<tr>
<th>$E_{Min}$ (GeV)</th>
<th>$N_{Sig}$</th>
<th>$N_{Ref}$</th>
<th>$\rho_{NS}$</th>
<th>$\sigma_{\rho_{NS}}$ (%)</th>
<th>$\rho_{FB}$</th>
<th>$\sigma_{\rho_{FB}}$ (%)</th>
<th>$\rho_{EW}$</th>
<th>$\sigma_{\rho_{EW}}$ (%)</th>
<th>$\delta$ (%)</th>
<th>$\delta^{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>913421</td>
<td>67717500</td>
<td>0.015</td>
<td>0.185</td>
<td>-0.177</td>
<td>0.183</td>
<td>0.051</td>
<td>0.179</td>
<td>0.185</td>
<td>0.419</td>
</tr>
<tr>
<td>25</td>
<td>393084</td>
<td>39292900</td>
<td>-0.051</td>
<td>0.278</td>
<td>-0.116</td>
<td>0.275</td>
<td>0.220</td>
<td>0.279</td>
<td>0.254</td>
<td>0.620</td>
</tr>
<tr>
<td>40</td>
<td>129017</td>
<td>17992000</td>
<td>-0.180</td>
<td>0.482</td>
<td>-0.014</td>
<td>0.478</td>
<td>-0.150</td>
<td>0.484</td>
<td>0.235</td>
<td>0.981</td>
</tr>
<tr>
<td>65</td>
<td>39598</td>
<td>7702590</td>
<td>0.814</td>
<td>0.863</td>
<td>0.654</td>
<td>0.856</td>
<td>-1.026</td>
<td>0.867</td>
<td>1.463</td>
<td>2.480</td>
</tr>
<tr>
<td>100</td>
<td>13434</td>
<td>3467950</td>
<td>0.591</td>
<td>1.470</td>
<td>0.278</td>
<td>1.458</td>
<td>-0.092</td>
<td>1.478</td>
<td>0.660</td>
<td>2.976</td>
</tr>
</tbody>
</table>

Table B.3.: Fit of $R_{e^-/p}$ electron relative anisotropy in GAL.
B. Numerical values of fit results

Figure B.12: Seasonal fits of $R_{e/p}$ electron relative anisotropy at a minimum energy of 16 GeV in GAL.
Figure B.13.: Seasonal fits of $R_{e^{-}/p}$ electron relative anisotropy at a minimum energy of 25 GeV in GAL.
Figure B.14.: Seasonal fits of $R_{e^-}/p$ electron relative anisotropy at a minimum energy of 40 GeV in GAL.
Figure B.15: Seasonal fits of $R_{e/p}$ electron relative anisotropy at a minimum energy of 65 GeV in GAL.
Figure B.16.: Seasonal fits of $R_{e^-/p}$ electron relative anisotropy at a minimum energy of 100 GeV in GAL.
### B.4. Electron relative anisotropy - GSE

<table>
<thead>
<tr>
<th>$E_{Min}$ (GeV)</th>
<th>$N_{Sig}$</th>
<th>$N_{Ref}$</th>
<th>$\rho_{NS}$</th>
<th>$\sigma_{NS}$ (%)</th>
<th>$\rho_{FB}$</th>
<th>$\sigma_{FB}$ (%)</th>
<th>$\rho_{EW}$</th>
<th>$\sigma_{EW}$ (%)</th>
<th>$\delta$ (%)</th>
<th>$\delta^{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>913421</td>
<td>67177500</td>
<td>-0.046</td>
<td>0.178</td>
<td>-0.602</td>
<td>0.184</td>
<td>-0.672</td>
<td>0.185</td>
<td>0.903</td>
<td>1.170</td>
</tr>
<tr>
<td>25</td>
<td>393084</td>
<td>39292900</td>
<td>-0.134</td>
<td>0.283</td>
<td>-0.362</td>
<td>0.273</td>
<td>-0.710</td>
<td>0.275</td>
<td>0.808</td>
<td>1.171</td>
</tr>
<tr>
<td>40</td>
<td>129017</td>
<td>17992000</td>
<td>0.455</td>
<td>0.493</td>
<td>-0.274</td>
<td>0.473</td>
<td>-0.577</td>
<td>0.477</td>
<td>0.784</td>
<td>1.352</td>
</tr>
<tr>
<td>65</td>
<td>39598</td>
<td>7702590</td>
<td>1.022</td>
<td>0.880</td>
<td>-0.924</td>
<td>0.845</td>
<td>-0.216</td>
<td>0.853</td>
<td>1.394</td>
<td>2.409</td>
</tr>
<tr>
<td>100</td>
<td>13434</td>
<td>3467950</td>
<td>0.721</td>
<td>1.499</td>
<td>-1.478</td>
<td>1.439</td>
<td>-0.834</td>
<td>1.451</td>
<td>1.844</td>
<td>3.628</td>
</tr>
</tbody>
</table>

Table B.4.: Fit of $R_{e^-/p}$ electron relative anisotropy in GSE.
B. Numerical values of fit results

Figure B.17: Seasonal fits of $R_{\mu}^e$ electron relative anisotropy at a minimum energy of 16 GeV in GSE.
Figure B.18.: Seasonal fits of $R_{e/p}$ electron relative anisotropy at a minimum energy of 25 GeV in GSE.
Figure B.19: Seasonal fits of $R_{e^{-}/e^{+}}$ electron relative anisotropy at a minimum energy of 40 GeV in GSE.
Figure B.20.: Seasonal fits of $R_{e/p}$ electron relative anisotropy at a minimum energy of 65 GeV in GSE.
B. Numerical values of fit results

Figure B.21: Seasonal fits of $R_{e^-/\gamma}$ electron relative anisotropy at a minimum energy of 100 GeV in GSE.
### B.5. Proton relative anisotropy - GAL

<table>
<thead>
<tr>
<th>$R_{\text{Min}}$ (GV)</th>
<th>$N_{\text{Sig}}$</th>
<th>$N_{\text{Ref}}$</th>
<th>$\rho_{NS}$</th>
<th>$\sigma_{\rho_{NS}}$ (%)</th>
<th>$\rho_{FB}$</th>
<th>$\sigma_{\rho_{FB}}$ (%)</th>
<th>$\rho_{EW}$</th>
<th>$\sigma_{\rho_{EW}}$ (%)</th>
<th>$\delta$ (%)</th>
<th>$\delta^{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>3843860</td>
<td>9531050</td>
<td>0.048</td>
<td>0.105</td>
<td>-0.044</td>
<td>0.104</td>
<td>-0.019</td>
<td>0.105</td>
<td>0.068</td>
<td>0.220</td>
</tr>
<tr>
<td>150</td>
<td>1231090</td>
<td>9531050</td>
<td>0.138</td>
<td>0.167</td>
<td>0.161</td>
<td>0.165</td>
<td>-0.081</td>
<td>0.167</td>
<td>0.227</td>
<td>0.426</td>
</tr>
<tr>
<td>300</td>
<td>348584</td>
<td>9531050</td>
<td>0.311</td>
<td>0.300</td>
<td>-0.300</td>
<td>0.297</td>
<td>0.519</td>
<td>0.301</td>
<td>0.676</td>
<td>1.041</td>
</tr>
<tr>
<td>500</td>
<td>133946</td>
<td>9531050</td>
<td>-0.002</td>
<td>0.478</td>
<td>0.095</td>
<td>0.473</td>
<td>0.507</td>
<td>0.480</td>
<td>0.516</td>
<td>1.119</td>
</tr>
<tr>
<td>1000</td>
<td>29562</td>
<td>9531050</td>
<td>-1.641</td>
<td>1.011</td>
<td>-0.157</td>
<td>1.001</td>
<td>2.113</td>
<td>1.017</td>
<td>2.680</td>
<td>3.966</td>
</tr>
</tbody>
</table>

Table B.5.: Fit of $R_{p/p'}$ proton relative anisotropy in **GAL**.
Figure B.22: Seasonal fits of $R_{p, p^r}$ proton relative anisotropy at a minimum rigidity of 80 GV in G.A.L.
Figure B.23: Seasonal fits of $R_{p/p}$ proton relative anisotropy at a minimum rigidity of 150 GV in GAL.
Figure B.24.: Seasonal fits of $R_{p/p^*}$ proton relative anisotropy at a minimum rigidity of 300 GV in GAL.
Figure B.25.: Seasonal fits of $R_{p/p^*}$ proton relative anisotropy at a minimum rigidity of 500 GV in GAL.
Figure B.26.: Seasonal fits of $R_{p/p^*}$ proton relative anisotropy at a minimum rigidity of 1000 GV in GAL.
## B.6. Proton relative anisotropy - GSE

Table B.6.: Fit of $R_{p/p^*}$ proton relative anisotropy in GSE.

<table>
<thead>
<tr>
<th>$R_{\text{Min}}$ (GV)</th>
<th>$N_{\text{Sig}}$</th>
<th>$N_{\text{Ref}}$</th>
<th>$\rho_{NS}$</th>
<th>$\sigma_{\rho_{NS}}$ (%)</th>
<th>$\rho_{FB}$</th>
<th>$\sigma_{\rho_{FB}}$ (%)</th>
<th>$\rho_{EW}$</th>
<th>$\sigma_{\rho_{EW}}$ (%)</th>
<th>$\delta$ (%)</th>
<th>$\delta^{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>3843860</td>
<td>9531050</td>
<td>-0.001</td>
<td>0.108</td>
<td>-0.396</td>
<td>0.103</td>
<td>0.135</td>
<td>0.104</td>
<td>0.418</td>
<td>0.566</td>
</tr>
<tr>
<td>150</td>
<td>1231090</td>
<td>9531050</td>
<td>-0.010</td>
<td>0.170</td>
<td>-0.886</td>
<td>0.163</td>
<td>0.017</td>
<td>0.165</td>
<td>0.886</td>
<td>1.131</td>
</tr>
<tr>
<td>300</td>
<td>348584</td>
<td>9531050</td>
<td>-0.729</td>
<td>0.307</td>
<td>-1.354</td>
<td>0.293</td>
<td>0.535</td>
<td>0.297</td>
<td>1.628</td>
<td>2.069</td>
</tr>
<tr>
<td>500</td>
<td>133946</td>
<td>9531050</td>
<td>-0.686</td>
<td>0.490</td>
<td>-2.046</td>
<td>0.467</td>
<td>0.786</td>
<td>0.474</td>
<td>2.297</td>
<td>2.990</td>
</tr>
<tr>
<td>1000</td>
<td>29562</td>
<td>9531050</td>
<td>-1.258</td>
<td>1.037</td>
<td>-2.181</td>
<td>0.988</td>
<td>0.057</td>
<td>1.002</td>
<td>2.518</td>
<td>3.781</td>
</tr>
</tbody>
</table>
Figure B.27.: Seasonal fits of $R_{p/p}$ proton relative anisotropy at a minimum rigidity of 80 GV in GSE.
Figure B.28.: Seasonal fits of $R_{p/p^*}$ proton relative anisotropy at a minimum rigidity of 150 GV in GSE.
Figure B.29. Seasonal fits of $R_{p/p}$ proton relative anisotropy at a minimum rigidity of 300 GV in GSE.
Figure B.30: Seasonal fits of $R_{p/p}$ proton relative anisotropy at a minimum rigidity of 500 GV in GSE.
B. Numerical values of fit results

Figure B.31.: Seasonal fits of $R_{\parallel}/p^*$ proton relative anisotropy at a minimum rigidity of 1000 GV in GSE.
### B.7. Proton absolute anisotropy - GAL

<table>
<thead>
<tr>
<th>$R_{Min}$ (GV)</th>
<th>$N_{Sig}$</th>
<th>$\rho_{NS}$</th>
<th>$\sigma_{\rho_{NS}}$</th>
<th>$\Delta_{\rho_{NS}}$ (%)</th>
<th>$\rho_{FB}$</th>
<th>$\sigma_{\rho_{FB}}$</th>
<th>$\Delta_{\rho_{FB}}$ (%)</th>
<th>$\rho_{EW}$</th>
<th>$\sigma_{\rho_{EW}}$</th>
<th>$\Delta_{\rho_{EW}}$ (%)</th>
<th>$\delta$</th>
<th>Syst. Limitation (%)</th>
<th>$\delta^{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>51211700</td>
<td>-0.0966</td>
<td>0.0244</td>
<td>0.0649</td>
<td>-0.0089</td>
<td>0.0241</td>
<td>0.0741</td>
<td>0.0187</td>
<td>0.0242</td>
<td>0.1339</td>
<td>0.0988</td>
<td>0.1369</td>
<td>0.1331</td>
</tr>
<tr>
<td>25</td>
<td>31428200</td>
<td>-0.0975</td>
<td>0.0310</td>
<td>0.0647</td>
<td>0.0115</td>
<td>0.0307</td>
<td>0.0675</td>
<td>0.0321</td>
<td>0.0311</td>
<td>0.1138</td>
<td>0.1033</td>
<td>0.1041</td>
<td>0.1453</td>
</tr>
<tr>
<td>40</td>
<td>13374900</td>
<td>-0.0564</td>
<td>0.0475</td>
<td>0.0573</td>
<td>0.0144</td>
<td>0.0470</td>
<td>0.0663</td>
<td>0.0775</td>
<td>0.0477</td>
<td>0.1081</td>
<td>0.0969</td>
<td>0.1125</td>
<td>0.1537</td>
</tr>
<tr>
<td>80</td>
<td>3843860</td>
<td>-0.0301</td>
<td>0.0886</td>
<td>0.0593</td>
<td>-0.0266</td>
<td>0.0877</td>
<td>0.0662</td>
<td>0.0477</td>
<td>0.0890</td>
<td>0.0933</td>
<td>0.0624</td>
<td>0.0919</td>
<td>0.1878</td>
</tr>
<tr>
<td>150</td>
<td>1231090</td>
<td>0.0477</td>
<td>0.1566</td>
<td>0.0642</td>
<td>0.1656</td>
<td>0.1550</td>
<td>0.0671</td>
<td>-0.0362</td>
<td>0.1572</td>
<td>0.0954</td>
<td>0.1761</td>
<td>0.0953</td>
<td>0.3714</td>
</tr>
<tr>
<td>300</td>
<td>348584</td>
<td>0.2081</td>
<td>0.2941</td>
<td>0.0637</td>
<td>-0.3256</td>
<td>0.2911</td>
<td>0.0684</td>
<td>0.5242</td>
<td>0.2955</td>
<td>0.0994</td>
<td>0.6512</td>
<td>0.0933</td>
<td>1.0080</td>
</tr>
<tr>
<td>500</td>
<td>133946</td>
<td>-0.1723</td>
<td>0.4742</td>
<td>0.0678</td>
<td>0.0108</td>
<td>0.4695</td>
<td>0.0681</td>
<td>0.4119</td>
<td>0.4764</td>
<td>0.1019</td>
<td>0.4466</td>
<td>0.1006</td>
<td>1.0666</td>
</tr>
<tr>
<td>1000</td>
<td>29562</td>
<td>-1.8099</td>
<td>1.0088</td>
<td>0.0616</td>
<td>-0.2305</td>
<td>0.9992</td>
<td>0.0709</td>
<td>2.0418</td>
<td>1.0150</td>
<td>0.1055</td>
<td>2.7382</td>
<td>0.1053</td>
<td>4.0304</td>
</tr>
</tbody>
</table>

Table B.7.: Fit of $R_{Rate}^{p/lsosky}$ proton absolute anisotropy in GAL.
B. Numerical values of fit results

Figure B.32.: Seasonal fits of $R^{Rate}_{p/Isoxy}$ proton absolute anisotropy at a minimum rigidity of 18 GV in GAL.
Figure B.33.: Seasonal fits of $R_{p/Iosky}^{Rate}$ proton absolute anisotropy at a minimum rigidity of 25 GV in GAL.
B. Numerical values of $f_i$.

Figure B.34.: Seasonal fits of $R_{p/lsosky}^{Rate}$ proton absolute anisotropy at a minimum rigidity of 40 GV in GAL.
Figure B.35.: Seasonal fits of $R_{p/losky}^{Rate}$ proton absolute anisotropy at a minimum rigidity of 80 GV in GAL.
Figure B.36.: Seasonal fits of $R_{p/lsosky}^{Rate}$ proton absolute anisotropy at a minimum rigidity of 150 GV in GAL.
Figure B.37.: Seasonal fits of $R_{p/losky}^{Rate}$ proton absolute anisotropy at a minimum rigidity of 300 GV in GAL.
Figure B.38.: Seasonal fits of $R_{\text{Rate}}$ proton absolute anisotropy at a minimum rigidity of 500 GV in \textit{GAL}.
Figure B.39.: Seasonal fits of $R_{p/\text{losk}}^{\text{rate}}$ proton absolute anisotropy at a minimum rigidity of 1000 GV in GAL.
### B.8. Proton absolute anisotropy - GSE

| $R_{\text{Min}}$ (GV) | $N_{\text{tag}}$ | $N_{\text{sig}}$ | $\rho_{\text{NS}}$ | $\sigma_{\text{NS}}$ | $\Delta_{\text{NS}}$ (%) | $\rho_{\text{FB}}$ | $\sigma_{\text{FB}}$ | $\Delta_{\text{FB}}$ (%) | $\rho_{\text{EW}}$ | $\sigma_{\text{EW}}$ | $\Delta_{\text{EW}}$ (%) | $\delta$ Syst. Limitation (%) | $\delta$ 95% (%) | $\Delta_{\text{NS}}$ (%) | $\Delta_{\text{FB}}$ (%) | $\Delta_{\text{EW}}$ (%) |
|-------------------------|-----------------|-----------------|-------------------|-------------------|-------------------|----------------|----------------|-------------------|----------------|----------------|-------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 18                      | 51217800        | 0.0273          | 0.0244            | 0.1095            | 0.1095            | 0.0220         | 0.0046         | 0.0818            | 0.0465          | 0.0046         | 0.0818            | 0.0465          | 0.0046         | 0.0818            | 0.0465          | 0.0046         | 0.0818            | 0.0465          | 0.0046         | 0.0818            | 0.0465          | 0.0046         | 0.0818            | 0.0465          | 0.0046         | 0.0818            | 0.0465          | 0.0046         |
| 25                      | 314278200       | 0.0151          | 0.0217            | 0.1642            | 0.1642            | 0.0173         | 0.0077         | 0.0706            | 0.0465          | 0.0077         | 0.0706            | 0.0465          | 0.0077         | 0.0706            | 0.0465          | 0.0077         | 0.0706            | 0.0465          | 0.0077         | 0.0706            | 0.0465          | 0.0077         | 0.0706            | 0.0465          | 0.0077         |
| 40                      | 137479000       | -0.0477          | 0.0847            | 0.1287            | 0.1287            | 0.0866         | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         |
| 80                      | 38438600        | -0.0339          | 0.0907            | 0.1195            | 0.1195            | 0.0907         | 0.0119         | 0.0465            | 0.0465          | 0.0119         | 0.0465            | 0.0465          | 0.0119         | 0.0465            | 0.0465          | 0.0119         | 0.0465            | 0.0465          | 0.0119         | 0.0465            | 0.0465          | 0.0119         | 0.0465            | 0.0465          | 0.0119         |
| 100                     | 123409000       | -0.0293          | 0.1063            | 0.1528            | 0.1528            | 0.1063         | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         |
| 150                     | 34838400        | -0.0145          | 0.1227            | 0.2150            | 0.2150            | 0.1227         | 0.0173         | 0.0465            | 0.0465          | 0.0173         | 0.0465            | 0.0465          | 0.0173         | 0.0465            | 0.0465          | 0.0173         | 0.0465            | 0.0465          | 0.0173         | 0.0465            | 0.0465          | 0.0173         | 0.0465            | 0.0465          | 0.0173         |
| 200                     | 13934800        | -0.0519          | 0.4538            | 0.1126            | 0.1126            | 0.4538         | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         |
| 500                     | 29562           | -0.0113          | 1.0346            | 0.1173            | 0.1173            | 1.0346         | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         |
| 1000                    | 29562           | -0.0113          | 1.0346            | 0.1173            | 0.1173            | 1.0346         | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         | 0.0465            | 0.0465          | 0.0123         |

Table B.8: Fit of $R_{\text{Min}}$ proton absolute anisotropy in GSE.
Figure B.40.: Seasonal fits of $R_{p/150}$ proton absolute anisotropy at a minimum rigidity of 18 GV in GSE.
Figure B.41.: Seasonal fits of $p^{Rate}_{p/Ioskyy}$ proton absolute anisotropy at a minimum rigidity of 25 GV in GSE.
Figure B.42.: Seasonal fits of $R_{p/Ilosky}^{Rate}$ proton absolute anisotropy at a minimum rigidity of 40 GV in GSE.
Figure B.43.: Seasonal fits of $R_{p/lsosky}^{Rate}$ proton absolute anisotropy at a minimum rigidity of 80 GV in GSE.
Figure B.44: Seasonal fits of \( R_{\mu}^{\mu} / R_{\mu}^{\mu} \), proton absolute anisotropy at a minimum rigidity of 150 GV in GSE.
Figure B.45: Seasonal fits of $R_{p/lsosky}^{Rate}$ proton absolute anisotropy at a minimum rigidity of 300 GV in GSE.
Figure B.46: Seasonal fits of $R_{p/lsosky}^{Rate}$ proton absolute anisotropy at a minimum rigidity of 500 GV in GSE.
Figure B.47.: Seasonal fits of $R_{Rate}^{Rate_p/IsoSky}$ proton absolute anisotropy at a minimum rigidity of 1000 GV in GSE.
### B.9. Electron absolute anisotropy - GAL

<table>
<thead>
<tr>
<th>$E_{\text{Min}}$ (GeV)</th>
<th>$N_{\text{Sig}}$</th>
<th>$\rho_{NS}$</th>
<th>$\sigma_{\rho_{NS}}$</th>
<th>$\Lambda_{\rho_{NS}}$ (%)</th>
<th>$\rho_{FB}$</th>
<th>$\sigma_{\rho_{FB}}$</th>
<th>$\Lambda_{\rho_{FB}}$ (%)</th>
<th>$\rho_{EW}$</th>
<th>$\sigma_{\rho_{EW}}$</th>
<th>$\Lambda_{\rho_{EW}}$ (%)</th>
<th>$\delta$</th>
<th>Syst. Limitation (%)</th>
<th>$\delta^{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>913421</td>
<td>-0.132</td>
<td>0.184</td>
<td>0.007</td>
<td>$-0.087$</td>
<td>0.182</td>
<td>0.018</td>
<td>0.107</td>
<td>0.178</td>
<td>0.015</td>
<td>0.191</td>
<td>0.054</td>
<td>0.422</td>
</tr>
<tr>
<td>25</td>
<td>393084</td>
<td>-0.214</td>
<td>0.276</td>
<td>0.029</td>
<td>$-0.069$</td>
<td>0.274</td>
<td>0.027</td>
<td>0.193</td>
<td>0.277</td>
<td>0.012</td>
<td>0.296</td>
<td>0.042</td>
<td>0.645</td>
</tr>
<tr>
<td>40</td>
<td>129017</td>
<td>-0.282</td>
<td>0.481</td>
<td>0.054</td>
<td>$-0.043$</td>
<td>0.476</td>
<td>0.035</td>
<td>-0.231</td>
<td>0.482</td>
<td>0.060</td>
<td>0.367</td>
<td>0.060</td>
<td>1.032</td>
</tr>
<tr>
<td>65</td>
<td>39598</td>
<td>0.759</td>
<td>0.861</td>
<td>0.054</td>
<td>0.571</td>
<td>0.853</td>
<td>0.034</td>
<td>-1.141</td>
<td>0.864</td>
<td>0.073</td>
<td>1.485</td>
<td>0.076</td>
<td>2.498</td>
</tr>
<tr>
<td>100</td>
<td>13434</td>
<td>0.601</td>
<td>1.468</td>
<td>0.057</td>
<td>0.224</td>
<td>1.453</td>
<td>0.065</td>
<td>-0.157</td>
<td>1.473</td>
<td>0.064</td>
<td>0.661</td>
<td>0.061</td>
<td>2.969</td>
</tr>
</tbody>
</table>

Table B.9.: Fit of $\frac{R^{\text{Rate}}_{e^{-}/\text{isosky}}}{\text{GAL}}$ electron absolute anisotropy in GAL.
Figure B.48.: Seasonal fits of $R^{Rate}_{e/\cosky}$ electron absolute anisotropy at a minimum energy of 16 GeV in GAL.
Figure B.49.: Seasonal fits of $R_{e/\text{Isosky}}$ electron absolute anisotropy at a minimum energy of 25 GeV in GAL.
Figure B.50.: Seasonal fits of $R_{Rate/e_{losky}}$ electron absolute anisotropy at a minimum energy of 40 GeV in GAL.
Figure B.51.: Seasonal fits of $R_{c/losk}$ electron absolute anisotropy at a minimum energy of 65 GeV in GAL.
Figure B.52.: Seasonal fits of $\frac{n_{Rate}}{n_{Isosky}}$ electron absolute anisotropy at a minimum energy of 100 GeV in GAL.
### B.10. Electron absolute anisotropy - GSE

<table>
<thead>
<tr>
<th>$E_{Min}$ (GeV)</th>
<th>$N_{Sig}$</th>
<th>$\rho_{NS}$</th>
<th>$\sigma_{\rho_{NS}}$ (%)</th>
<th>$\Delta_{\rho_{NS}}$ (%)</th>
<th>$\rho_{FB}$</th>
<th>$\sigma_{\rho_{FB}}$</th>
<th>$\Delta_{\rho_{FB}}$ (%)</th>
<th>$\rho_{EW}$</th>
<th>$\sigma_{\rho_{EW}}$</th>
<th>$\Delta_{\rho_{EW}}$ (%)</th>
<th>$\delta$</th>
<th>Syst. Limitation (%)</th>
<th>$\delta^{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>913421</td>
<td>-0.016</td>
<td>0.176</td>
<td>0.249</td>
<td>-0.128</td>
<td>0.183</td>
<td>0.007</td>
<td>-0.859</td>
<td>0.184</td>
<td>0.025</td>
<td>0.868</td>
<td>0.070</td>
<td>1.131</td>
</tr>
<tr>
<td>25</td>
<td>393084</td>
<td>-0.011</td>
<td>0.282</td>
<td>0.011</td>
<td>-0.008</td>
<td>0.271</td>
<td>0.023</td>
<td>-0.993</td>
<td>0.274</td>
<td>0.031</td>
<td>0.993</td>
<td>0.032</td>
<td>1.374</td>
</tr>
<tr>
<td>40</td>
<td>129017</td>
<td>0.578</td>
<td>0.490</td>
<td>0.030</td>
<td>-0.075</td>
<td>0.470</td>
<td>0.033</td>
<td>-0.882</td>
<td>0.476</td>
<td>0.059</td>
<td>1.057</td>
<td>0.060</td>
<td>1.638</td>
</tr>
<tr>
<td>65</td>
<td>39598</td>
<td>1.195</td>
<td>0.877</td>
<td>0.052</td>
<td>-0.757</td>
<td>0.842</td>
<td>0.050</td>
<td>-0.448</td>
<td>0.852</td>
<td>0.055</td>
<td>1.484</td>
<td>0.058</td>
<td>2.495</td>
</tr>
<tr>
<td>100</td>
<td>13434</td>
<td>0.843</td>
<td>1.494</td>
<td>0.026</td>
<td>-1.571</td>
<td>1.434</td>
<td>0.060</td>
<td>-0.876</td>
<td>1.451</td>
<td>0.062</td>
<td>1.986</td>
<td>0.064</td>
<td>3.741</td>
</tr>
</tbody>
</table>

Table B.10.: Fit of $R_{e/\mu}^{Rate}$ electron absolute anisotropy in GSE.
Figure B.53.: Seasonal fits of $R_{e^{-}/lsosky}^{Rate}$ electron absolute anisotropy at a minimum energy of 16 GeV in GSE.
Figure B.54.: Seasonal fits of $R_{e^−/lsosky}^\text{Rate}$ electron absolute anisotropy at a minimum energy of 25 GeV in GSE.
Figure B.55.: Seasonal fits of $R^{rate}_{e^-/isosky}$ electron absolute anisotropy at a minimum energy of 40 GeV in GSE.
Figure B.56.: Seasonal fits of $R_{\text{e-}/\text{Isosky}}^{\text{Rate}}$ electron absolute anisotropy at a minimum energy of 65 GeV in GSE.
Figure B.57: Seasonal fits of $\eta_{e^{-}/l_{0}s_{ky}}$ electron absolute anisotropy at a minimum energy of 100 GeV in GSE.
### B.11. Positron absolute anisotropy - GAL

<table>
<thead>
<tr>
<th>$E_{\text{Min}}$ (GeV)</th>
<th>$N_{\text{Sig}}$</th>
<th>$\rho_{NS}$</th>
<th>$\sigma_{pNS}$</th>
<th>$\Delta_{\rho_{NS}}$ (%)</th>
<th>$\rho_{FB}$</th>
<th>$\sigma_{pFB}$</th>
<th>$\Delta_{\rho_{FB}}$ (%)</th>
<th>$\rho_{EW}$</th>
<th>$\sigma_{pEW}$</th>
<th>$\Delta_{\rho_{EW}}$ (%)</th>
<th>$\delta$</th>
<th>Syst. Limitation (%)</th>
<th>$\delta^{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>69394</td>
<td>-0.623</td>
<td>0.655</td>
<td>0.034</td>
<td>-0.213</td>
<td>0.647</td>
<td>0.082</td>
<td>0.890</td>
<td>0.637</td>
<td>0.081</td>
<td>1.107</td>
<td>0.077</td>
<td>1.869</td>
</tr>
<tr>
<td>25</td>
<td>34422</td>
<td>-0.978</td>
<td>0.912</td>
<td>0.654</td>
<td>0.438</td>
<td>0.904</td>
<td>0.079</td>
<td>0.205</td>
<td>0.915</td>
<td>0.087</td>
<td>1.091</td>
<td>0.113</td>
<td>2.213</td>
</tr>
<tr>
<td>40</td>
<td>13937</td>
<td>-0.729</td>
<td>1.416</td>
<td>0.130</td>
<td>1.358</td>
<td>1.404</td>
<td>0.151</td>
<td>0.454</td>
<td>1.422</td>
<td>0.131</td>
<td>1.607</td>
<td>0.128</td>
<td>3.371</td>
</tr>
<tr>
<td>65</td>
<td>5401</td>
<td>-1.799</td>
<td>2.241</td>
<td>0.111</td>
<td>0.423</td>
<td>2.222</td>
<td>0.216</td>
<td>-0.319</td>
<td>2.243</td>
<td>0.150</td>
<td>1.875</td>
<td>0.151</td>
<td>4.899</td>
</tr>
<tr>
<td>100</td>
<td>2227</td>
<td>-1.103</td>
<td>3.498</td>
<td>0.152</td>
<td>0.163</td>
<td>3.475</td>
<td>0.153</td>
<td>-4.243</td>
<td>3.486</td>
<td>0.197</td>
<td>4.387</td>
<td>0.204</td>
<td>8.638</td>
</tr>
</tbody>
</table>

Table B.11.: Fit of $R_{e^+/\text{nskgy}}$ positron absolute anisotropy in GAL.
Figure B.58.: Seasonal fits of $p_{e^+}^{Rate}/I_{osky}$ positron absolute anisotropy at a minimum energy of 16 GeV in GAL.
Figure B.59.: Seasonal fits of $P_{e^+}/P_{\text{isokly}}$ positron absolute anisotropy at a minimum energy of 25 GeV in GAL.
Figure B.60.: Seasonal fits of $R_{e-/Isosky}^{Rate}$ positron absolute anisotropy at a minimum energy of 40 GeV in GAL.
Figure B.61.: Seasonal fits of $R_{e^{-}/sosky}$ positron absolute anisotropy at a minimum energy of 65 GeV in GAL.
Figure B.62: Seasonal fits of $R_{e^+ / \nu_{	ext{solar}}}$ positron absolute anisotropy at a minimum energy of 100 GeV in GAL.
### B.12. Positron absolute anisotropy - GSE

<table>
<thead>
<tr>
<th>$E_{\text{Min}}$ (GeV)</th>
<th>$N_{\text{Sig}}$</th>
<th>$\rho_{NS}$</th>
<th>$\sigma_{\rho_{NS}}$</th>
<th>$\Delta_{\rho_{NS}}$ (%)</th>
<th>$\rho_{FB}$</th>
<th>$\sigma_{\rho_{FB}}$</th>
<th>$\Delta_{\rho_{FB}}$ (%)</th>
<th>$\rho_{EW}$</th>
<th>$\sigma_{\rho_{EW}}$</th>
<th>$\Delta_{\rho_{EW}}$ (%)</th>
<th>$\delta_{\text{Syst. Limitation}}$ (%)</th>
<th>$\delta_{95%}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>69394</td>
<td>-0.147</td>
<td>0.634</td>
<td>0.130</td>
<td>0.673</td>
<td>0.649</td>
<td>0.126</td>
<td>-0.534</td>
<td>0.654</td>
<td>0.022</td>
<td>0.872</td>
<td>0.117</td>
</tr>
<tr>
<td>25</td>
<td>34422</td>
<td>0.813</td>
<td>0.930</td>
<td>0.090</td>
<td>0.606</td>
<td>0.893</td>
<td>0.093</td>
<td>-0.951</td>
<td>0.903</td>
<td>0.090</td>
<td>1.390</td>
<td>0.092</td>
</tr>
<tr>
<td>40</td>
<td>13937</td>
<td>1.926</td>
<td>1.444</td>
<td>0.107</td>
<td>-0.860</td>
<td>1.383</td>
<td>0.048</td>
<td>-0.947</td>
<td>1.400</td>
<td>0.049</td>
<td>2.312</td>
<td>0.048</td>
</tr>
<tr>
<td>65</td>
<td>5401</td>
<td>4.700</td>
<td>2.281</td>
<td>0.172</td>
<td>-2.029</td>
<td>2.191</td>
<td>0.142</td>
<td>-2.389</td>
<td>2.221</td>
<td>0.114</td>
<td>5.649</td>
<td>0.111</td>
</tr>
<tr>
<td>100</td>
<td>2227</td>
<td>5.394</td>
<td>3.550</td>
<td>0.157</td>
<td>-1.422</td>
<td>3.417</td>
<td>0.059</td>
<td>-6.360</td>
<td>3.476</td>
<td>0.156</td>
<td>8.459</td>
<td>0.151</td>
</tr>
</tbody>
</table>

Table B.12.: Fit of $R_{e^+/IsoSky}$ rate positron absolute anisotropy in GSE.
Figure B.63: Seasonal fits of $R_{\text{Rate}}^{\text{iso}}$, positron absolute anisotropy at a minimum energy of 16 GeV in GSE.
Figure B.64.: Seasonal fits of $R^{Rate}_{\text{e}/\text{Isosky}}$ positron absolute anisotropy at a minimum energy of 25 GeV in GSE.
Figure B.65: Seasonal fits of $R_{\gamma e}^{\text{gal}}$, positron absolute anisotropy at a minimum energy of 40 GeV in GSE.
Figure B.66: Seasonal fits of $R_{\text{Rate}}$ for positron absolute anisotropy at a minimum energy of 65 GeV in GSE.
Figure B.67.: Seasonal fits of $\epsilon_{e^{+}/Isosk_y}$ positron absolute anisotropy at a minimum energy of 100 GeV in GSE.
C. AMS-02 collected data

Figure C.68 shows the cumulated number of collected CR events measured by AMS-02 with time from May 2011 to August 2017. The graph shows the number of events transferred to ground, and the number of events reconstructed in the POCC; both are overlayed. The grow in statistics in time is perfectly linear over the whole period. On 8\textsuperscript{th} May 2017, AMS-02 measured 100 billion events [188]. In the analysis presented in this thesis, data up to 11\textsuperscript{th} May 2016 was analyzed, including about 80 billion of collected events.

Figure C.68.: Cumulated number of collected events with time from May 2011 to August 2017 that were transferred to ground, and the number of events reconstructed [192]. Both graphs are overlayed and show a linear grow in statistics over the full measuring time.