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Abstract

Space-based observations of the thermodynamic cloud phase are frequently used for the analysis of aerosol indirect effects and other regional and temporal trends of cloud properties; yet, they are mostly limited to the cloud top layers. This study addresses the information content in cloud top phase distributions of deep convective clouds during their growing stage. A cloud-resolving model with grid spacings of 300 m and lower is used in two different setups, simulating idealized and semi-idealized isolated convective clouds of different strengths. It is found that the cloud top phase distribution is systematically shifted to higher temperatures compared to the in-cloud phase distribution due to lower vertical velocities and a resulting stronger Wegener-Bergeron-Findeisen process at the cloud top. Sensitivity studies show that heterogeneous freezing can modify the cloud top glaciation temperature (where the ice pixel fraction reaches 50%), and ice multiplication via rime splintering is visible in an early ice onset at temperatures around $-10^\circ$C. However, if the analyses are repeated with a coarsened horizontal resolution (above 1 km, similar to many satellite datasets), a significant part of this signal is lost, which limits the detectability of these microphysical fingerprints in the observable cloud top phase distribution. In addition, variation in the cloud dynamics also impacts the cloud phase distribution, but cannot be quantified easily.

1 Introduction

At temperatures between 0 and approximately $-37^\circ$C, atmospheric hydrometeors can occur both in the liquid and in the ice phase. The liquid phase is metastable in this temperature range, while the more stable ice phase forms through homogeneous or heterogeneous ice nucleation (including collisional contact with other ice crystals) and - once the first ice is present - growth from the vapour phase [Lamb and Verlinde, 2011]. As this can lead to rapid formation of hydrometeors with significant fall velocities through the Wegener-Bergeron-Findeisen process [Findeisen, 1938; Storelvmo and Tan, 2015], most precipitation on Earth, in particular over continents, stems from clouds with mixed-phase or ice tops [Mülmenstädt et al., 2015]. Furthermore, the radiative effects of liquid and ice clouds differ due to changes in hydrometeor size distributions and scattering properties [Petty, 2004; Liou, 1981] as well as differences in the typical cloud altitude, thickness and lifetime. Thus, liquid, mixed-phase and ice clouds have distinct effects on the surface and top-of-the-atmosphere radiative budgets [Matus and L'Ecuyer, 2017; Cesana and Storelvmo, 2017]. Anthropogenic disturbances can impact the phase partitioning in clouds through microphysical and thermodynamic ef-
fects, with implications for the effective radiative forcing and equilibrium climate sensitivity

[Lohmann, 2017; Storelvmo, 2017].

Observations of the cloud phase distribution reveal a strong dependency on temperature, but also on other factors, such as the cloud type. Furthermore, the results depend on the methods used to discriminate ice and liquid and on averaging scales. In-situ aircraft observations within stratiform clouds showed that the local cloud phase structure is mostly uniform on scales of 100 m [Korolev et al., 2003; Mazin, 2006]. Already at temperatures just below 0°C, the frequency of purely liquid clouds derived from these observations is substantially lower than 1. This early ice onset is less pronounced in observations with ground-based lidar [Seifert et al., 2010; Kanitz et al., 2011], possibly because only ice precipitating clouds can be identified as mixed-phased with this method. Aircraft-based remote sensing of the vertical phase profile in convective clouds, seen from the side, has shown promising first results [Martins et al., 2011; Jäkel et al., 2017], but no data set large enough for statistical analysis is available from this method yet.

Satellite observations with active sensors (CALIOP (Cloud-Aerosol Lidar with Orthogonal Polarization) and CloudSat) [Choi et al., 2010a; Hu et al., 2010; Tan et al., 2014; Zhang et al., 2015; Cesana et al., 2016; Kikuchi et al., 2017] provide (in spite of a sparse coverage) a global picture of the cloud phase distribution, and are valuable for the evaluation of global climate models [Komurcu et al., 2014; Cesana et al., 2015]. CALIOP yields information on the vertical phase distribution within the cloud up to saturation of the lidar signal (at an optical thickness of approximately 5) [Winker et al., 2010]. Cloud phase products from passive sensors like MODIS (Moderate Resolution Imaging Spectroradiometer) [Naud et al., 2006; Choi et al., 2010b; Morrison et al., 2011], POLDER (POLarization and Directionality of the Earth’s Reflectances) [Weidle and Wernli, 2008], AIRS (Atmospheric Infrared Sounder) [Naud and Kahn, 2015] and AVHRR (Advanced Very High Resolution Radiometer) [Carro-Calvo et al., 2016] have a better coverage of the globe due to wider swaths and provide better statistics, allowing also for detailed studies of specific cloud regimes. However, the retrieved cloud phase refers to the cloud top only. Yuan et al. [2010] proposed a method to derive vertical profiles of the cloud phase for larger cloud systems by analysing the effective radius at different cloud top temperatures within the ensemble. This method was successfully applied to deep convective cloud clusters [Rosenfeld et al., 2011].
Deep convective clouds are usually mixed-phase clouds with liquid layers at the bottom and ice at the cloud top, which is in most cases below $-37^\circ$C. However, while deep convective clouds evolve from a relatively low cloud base and rise to higher levels (cumulus stage), the cloud top can still be to a large part liquid (cumulus congestus or cumulonimbus calvus) with only moderate ice contents, and its contours are still well defined. Only in the mature stage (cumulonimbus incus or cumulonimbus capillatus) a dense anvil of pure ice spreads at the cloud top [Houze, 1993]. Zipser [2003] argued that for tropical hot towers, which undergo substantial dilution by entrainment, the additional latent heat release during ice formation is crucial to provide enough buoyancy for an ascent to the tropical tropopause. It is this stage of ice formation at the cloud top during the growth phase of a deep convective cloud that this study focusses on. Deep convective clouds are most frequent over tropical, subtropical and midlatitude continents in summer as well as over the tropical oceans [Yuan and Li, 2010; Peng et al., 2014]. Numerical modelling has indicated that the glaciation of these clouds is at least to some extent sensitive to the concentration of ice nucleating particles [Connolly et al., 2006; van den Heever et al., 2006; Ekman et al., 2007; Fan et al., 2010; Hiron and Flossmann, 2015; Paukert et al., 2017], but most studies have focussed on the variation of aerosols acting as cloud condensation nuclei [see the reviews by Tao et al., 2012; Fan et al., 2016], and resulting effects on warm phase microphysical processes, dynamical invigoration and precipitation at the ground.

In this study, we address the question in how far the cloud top phase distribution of deep convective clouds (as retrieved from passive satellite sensors) differs from the in-cloud phase distribution and what parameters and microphysical processes it depends on. To this end, we use idealized and semi-idealized high-resolution simulations. Deep convective clouds were chosen because their cloud tops transition the entire mixed-phase cloud temperature range during the growing phase of the cloud.

In section 2, the model simulations and the analysis methods are described. In section 3, the results are shown and discussed. In the conclusions, implications for the interpretation of cloud phase observed from space are discussed.
2 Methods

2.1 Model description

The nonhydrostatic limited-area model of the Consortium for Small-Scale Modelling (COSMO) [Baldauf et al., 2011], version 5.0, was used in a research configuration in this study. As the model is employed at grid spacings below 1 km, no convection parameterization nor subgrid cloud scheme are used. The two-moment microphysics scheme [Seifert and Beheng, 2006; Seifert et al., 2012] includes six hydrometeor categories (cloud droplets, rain, ice crystals, snow, graupel and hail). A saturation adjustment scheme is employed for condensation and evaporation of liquid condensate down to a temperature of 233 K, while depositional growth and sublimation of ice are parameterized as time-dependent processes. Cloud condensation nuclei (CCN) activation is calculated according to Segal and Khain [2006] under the assumption of a continental CCN spectrum. Primary ice formation is included with a combined parameterization of deposition nucleation and condensation freezing and a separate treatment of immersion freezing of rain drops. Deposition nucleation and condensation freezing is formulated as a relaxation to a temperature- and ice supersaturation-dependent ice nucleating particle (INP) concentration \( N_{INP} \) [Murakami, 1990; Reisner et al., 1998]:

\[
N_{INP} = N_0 \left( \frac{e/e_{sat,i}}{\text{MAX}(e_{sat,w}/e_{sat,i}, 1.001)} - 1 \right)^{4.5} \cdot \exp \left( -k_T \cdot \text{MAX}(T_C, -27.15) \right)
\]

(1)

\[
\Delta N_i = \text{MAX} \left( N_{INP} - (N_i + N_s), 0 \right)
\]

(2)

Here, \( e \) is the water vapor pressure, \( e_{sat,i} \) the saturation vapor pressure with respect to ice, \( e_{sat,i} \) the saturation vapor pressure with respect to liquid water, \( T_C \) the temperature in °C and the constants are \( N_0 = 0.01 \text{ m}^{-3} \) and \( k_T = 0.6 \text{ °C}^{-1} \). \( N_i \) and \( N_s \) are the prognostic number concentrations of ice crystals and snow. \( \Delta N_i \) is the change in \( N_i \) due to deposition and immersion ice nucleation within one model timestep. The parameterization is applied for all gridpoints with \( T_C < 0 \text{ °C} \) and \( e > e_{sat,i} \). At water saturation, this parameterization has a somewhat stronger temperature dependence than typical observed ice nucleating particle concentrations [DeMott et al., 2010], with values around \( 10^2 \text{ m}^{-3} \) at \(-15 \text{ °C}\) (which is at the lower end of the observed range) and a maximum of \( 1.2 \times 10^5 \text{ m}^{-3} \) for \( T_C \leq -27.15 \text{ °C}\) (only observed in dust-laden air masses).

Rain drop freezing is parameterized as a time-, temperature- and volume-dependent process, assuming that the probability of the presence of an ice nucleating particle in the droplet increases proportionally to the droplet volume [Bigg, 1953]. Recent model improve-
ments to harmonize freezing of cloud droplets and rain drops and to treat both as aerosol-dependent processes [Paukert et al., 2017] are not included in this study. Homogeneous freezing of cloud drops is parameterized following Cotton and Field [2002] for temperatures below −30°C.

Secondary ice formation is included for the rime-splintering process proposed by Hallert and Mossop [1974].

\[ \Delta N_i = C_{HM} \Delta q_{rim} \text{MAX} \left( 1, \text{MIN} \left( 0, \frac{T - 265}{268 - 265} \right) \right) \text{MAX} \left( 1, \text{MIN} \left( 0, \frac{270 - T}{270 - 268} \right) \right) \]  

with \( C_{HM} = 3.5 \cdot 10^8 \text{ kg}^{-1} \), the rimed condensate mass \( \Delta q_{rim} \) and temperature \( T \) in K.

Riming is allowed between cloud droplets of a minimum mean diameter of 10 \( \mu \text{m} \) and ice crystals, snow particles (both with a minimum diameter of 150 \( \mu \text{m} \)), graupel and hail (both with a minimum diameter of 100 \( \mu \text{m} \)), and between rain drops (without further size restriction) and ice crystals, snow particles (again with minimum diameters of 150 \( \mu \text{m} \)), graupel and hail (without size restriction). Other potential ice multiplication processes [Field et al., 2017; Sullivan et al.] are not included.

2.2 Setup of the simulated cases

Two simulation setups for deep convective clouds are used in this study. The first one is a highly idealized setup with convection triggered by a warm bubble over flat terrain, following Weisman and Klemp [1982] and Weisman and Rotunno [2000]. The initial thermodynamic profile has a low-level water vapor mixing ratio of 14 g/kg and a convective available potential energy (CAPE) of 2200 J/kg. For the background flow, a quarter-circle shear profile to 2 km above ground level with unidirectional shear above (up to a maximum horizontal wind speed of 31 m/s at 6 km above ground level, with constant wind above) was used. A temperature disturbance of 2 K, with a radius of 10 km, was placed in the south west corner of the domain (60 km distance from the domain boundaries) at an altitude of 1.4 km. The model resolution used for this case is 300 m, with \( 1000 \times 800 \) horizontal grid cells, and 64 vertical levels. Similar simulations with the COSMO model were presented e. g. by Zeng et al. [2016]; Paukert et al. [2017]; Hande and Hoose [2017].

The second setup is semi-idealized, with realistic topography and an initial temperature and humidity profile (CAPE of 774 J/kg) from radiosoundings near Jülich, Germany [Hande et al., 2017; Hande and Hoose, 2017]. The initial wind profile is taken from Weisman and Klemp [1982] (unidirectional shear of 5 m/s, with a wind direction of 225°), and the bound-
ary conditions are fixed. Convection is triggered by local convergence in the flow over the orographically structured terrain. The solar insolation is kept constant corresponding to the position of the sun at 12 p.m. local time. The horizontal resolution for this simulation is approximately 110 m, with $600 \times 600$ horizontal grid cells, and 100 vertical levels. For this setup, a small ensemble of three members is generated by increasing either the near-surface temperature or the dew point temperature in the boundary layer by 2 K.

### 2.3 Diagnostics

In the following, cloud top conditions are compared to those within the cloud. The definition of "cloud top" employed in this study is designed to mimic the capability of passive satellite sensors, which receive signals only from the uppermost layers of a cloud. Different approaches have been followed in the literature. As an example, Weidle and Wernli [2008], in order to extract a dataset comparable to POLDER-1 observations, integrated the ice and liquid mass concentrations up to a minimum cloud water path of $10 \text{ g/m}^2$, which is roughly equivalent to an optical thickness of 3 (coinciding with the threshold for reliable cloud detection by POLDER-1 [Chepfer et al., 2000]). Here, we follow the approach by Pincus et al. [2012]. For a MODIS satellite simulator of the cloud phase, they suggested to average the cloud phase, weighted by the extinction due to liquid and ice particles, levelwise from the uppermost cloud layer up to an optical depth of 1. Similarly, we calculate the cloud top liquid fraction $lf_{CT}$ by

$$lf_{CT} = \frac{1}{\tau_{lim}} \int_{0}^{\tau_{lim}} lf(z)(\beta_{e,c} + \beta_{e,i})(z) dz.$$ (4)

Here, $\beta_{e,c}$ and $\beta_{e,i}$ are the shortwave extinction coefficients of the liquid and ice hydrometeors, and $lf(z)$ is the levelwise liquid mass fraction ($lf = q_c/(q_c + q_i)$), with the mixing ratios of cloud droplets $q_c$ and of ice crystals $q_i$. Large hydrometeors (rain, snow, graupel and hail) are not included in $lf$ because of their relatively small contribution to the optical extinction. Similarly, the cloud top temperature $T_{CT}$ is obtained as follows:

$$T_{CT} = \frac{1}{\tau_{lim}} \int_{0}^{\tau_{lim}} T(z)(\beta_{e,c} + \beta_{e,i})(z) dz.$$ (5)

While Pincus et al. [2012] suggested a threshold optical depth $\tau_{lim}$ of 1 for the MODIS simulator, we use here $\tau_{lim} = 0.2$. For this threshold optical depth, the highest Hanssen-Kuiper skill score was found in a comparison of the CLAAS-2 (CLoud property dAtAset using SEVIRI, Edition 2) cloud phase product (derived from geostationary Meteosat Spin...
ning Enhanced Visible and Infrared Imager (SEVIRI) measurements) and CALIOP [Benas et al., 2017].

The glaciation temperature $T_{50}$, i.e. the temperature at which $l_f = 0.5$ is reached, is diagnosed here in the following way: In temperature intervals of 1 K, the mean $l_f(T)$ is calculated for all mixed-phase pixels, i.e. pixels at which $\epsilon < l_f < 1 - \epsilon$ ($\epsilon = 10^{-4}$). To exclude pixels with very low amounts of cloud condensate, only those pixels with an extinction coefficient $\beta_{e,c} + \beta_{e,i}$ larger than 0.002 m$^{-1}$ within the cloud (with a layer thickness of 100 m, this corresponds to an optical thickness of 0.2) are included. For the cloud top analysis ($l_f_{CT}$), only cloud top pixels with an optical depth larger than 0.2 are included. The glaciation temperature is then interpolated linearly between the neighbouring temperature bins encompassing $l_f = 0.5$. If $l_f$ does not decrease monotonically with decreasing temperature, the highest temperature with $l_f \geq 0.5$ is chosen.

As retrieval schemes for passive satellite sensors, e.g. Pavolonis et al. [2005], provide a binary distinction into liquid or ice clouds (a mixed-phase cloud type is often defined, but not used), we also define a binary liquid cloud top fraction $b_l$, which is given by the number $(N)$ of liquid pixels divided by the total number of cloudy pixels. As liquid pixels, we define all pixels with a cloud top liquid mass fraction larger than 0.5, mimicking a perfect satellite retrieval.

$$b_l(T_{CT}) = \frac{N(l_f_{CT}(T_{CT}) > 0.5)}{N(l_f_{CT}(T_{CT}) > 0.5) + N(l_f_{CT}(T_{CT}) \leq 0.5)}$$

(6)

$b_l$ is thus defined as one value for each value (or bin) of cloud top temperature $T_{CT}$, sampling all pixels throughout the cloud evolution.

3 Results

3.1 Cloud cross sections

Fig. 1 illustrates the vertical structure in the simulated clouds at a mature convective stage, after approximately 3 hours into the simulation. Both clouds exhibit a warm cloud base, a mainly liquid updraft core, a narrow region of mixed phase and a large ice anvil. The cloud is much smaller in the semi-idealized simulation and the anvil does not reach as high as in the warm bubble setup. Therefore, the outflow also still contains some pockets with liquid water (Fig. 1(d)). As expected from the higher CAPE, the maximum updraft
is larger with 30 m s\(^{-1}\) in the warm bubble case as in the semi-idealized case with 15 m/s.

The extinction coefficient is highest within the main updraft in both cases (values of approximately 0.5 m\(^{-1}\)), but reaches its maximum at lower levels in the warm bubble simulation. In the pure ice region directly above the updraft, values are below 0.01 m\(^{-1}\) (Fig. 1(e) and (f)), and in the anvil in the warm bubble case in larger distance from the updraft core, below 0.001 m\(^{-1}\), in agreement with observational and modelling studies [e.g., Garrett et al., 2005; Fan et al., 2010]. Also regions of falling ice at lower levels exhibit low extinction coefficients below 0.001 m\(^{-1}\). The uppermost layer of the cloud, wherever below 0°C, is always a mixed-phase or ice layer with a low extinction coefficient. Overlayed on the plots in the second row of Fig. 1 is a black line indicating where an optical depth of 0.2 is reached, when integrating from cloud top downwards. The ice-containing layer at cloud top often has an optical depth lower than 0.2, such that an integration as in Eq. (4) leads to an averaging of this layer with lower layers, which have a higher liquid mass fraction.

### 3.2 In-cloud and cloud top liquid mass fractions

As a first diagnostic, the in-cloud liquid mass fraction \(lf\) is analysed. The liquid fraction, sampled at intervals of 6 minutes from all cloudy gridpoints with a minimum extinction coefficient of 0.002 m\(^{-1}\), is shown as scatterplot versus the pixel temperature in Fig. 2 (a) and (c) for the warm bubble simulations and in Fig. 2 (b) and (d) for the semi-idealized simulations. The data points are colorcoded by the vertical velocity in Fig. 2 (a) and (b) and by the liquid plus ice cloud condensate mass mixing ratio in Fig. 2 (c) and (d). The relative frequency of occurrence of the points is shown in Fig. 2 (e) and (f). In both model setups, in-cloud liquid fractions smaller than 0.9 are common already at temperatures lower than \(\approx -2^\circ\)C, while they approach 0 only below \(-30^\circ\)C. At the lower end of the mixed-phase temperature range, a clear tendency of higher \(lf\) with higher vertical velocity becomes apparent, which is probably due to the suppression of the Wegener-Bergeron-Findeisen process in strong updrafts, where the supersaturation with respect to water is maintained. This interpretation is also supported by the trend to higher condensate mixing ratios at these pixels, in particular in the semi-idealized setup (Fig. 2 (d)). We assume that the condensate mass is generally high in regions of strong condensation/depositional growth and low in regions of evaporation/sublimation, although no perfect correlation with the condensation rate is expected due to accumulation over time, advection, sedimentation and other loss processes. These confounding factors might contribute to the small values of condensate mass in the...
regions of strong updraft and high $lf$ at the low temperature end for the warm bubble case (Fig. 2 (c)). Low values of $lf$ occur also at temperatures between $\approx -4$ and $\approx -12^\circ$C in regions with low upward vertical velocities or downdrafts. As shown later, these are caused by ice multiplication via rime splintering, and are presumably enhanced by the Wegener-Bergeron-Findeisen process.

Next, the cloud top liquid mass fraction $lf_{CT}$ is plotted against the cloud top temperature $T_{CT}$ (Fig. 2 (g) and (h)), both calculated as a weighted average over the topmost cloud layers until an optical depth of 0.2 is reached (Eq. (4)). The cloud top phase distribution is generally characterized by more pixels with intermediate values of $lf_{CT}$. This and also the higher frequency of pixels along a diagonal straight line (seen in the histograms in Fig. 2 (i) and (j)) can be explained by the averaging of cold, pure ice layers and warmer, liquid in-cloud layers.

It is also apparent from Fig. 2 (g) and (h) that at cloud top, the vertical velocities are significantly smaller as within the cloud. Therefore, in-situ ice formation through the Wegener-Bergeron-Findeisen process is expected to be more efficient. Thus, at a given temperature lower than $\approx -20^\circ$C, the cloud top liquid fraction is typically lower at the cloud top than within the cloud. An exception are values of $lf_{CT} \leq 0.3$ for $T_{CT} \leq -35^\circ$C, which are rare at in-cloud pixels (Fig. 2 (a) and (b)), but appear more often in the cloud top diagnostic (Fig. 2 (g) and (h)), again as a result of averaging. The shift to lower liquid fractions due to the more active Wegener-Bergeron-Findeisen process results also in a shift of the diagnosed glaciation temperature, which is also indicated in Fig. 2 for both in-cloud and cloud top pixels in both simulation setups. In the warm bubble case, $T_{50}$ shifts from $-28.6^\circ$C (in-cloud) to $-26.4^\circ$C (cloud top), while in the semi-idealized setup, the shift is even larger ($-29.3^\circ$C (in-cloud) versus $-22.8^\circ$C (cloud top)).

### 3.3 Liquid cloud top pixel number fraction and resolution effect

Also from data throughout the entire simulation period, the binary liquid cloud top pixel number fraction $blf$ (Eq. (6)) is binned into cloud top temperature intervals of 2 K and shown in Fig. 3 as black lines. Comparing the temperature where $blf$ reaches 0.5 to $T_{50}$ derived from the cloud top liquid mass fraction (Fig. 2 (g) and (h)), $T(blf = 0.5)$ is for both simulations higher than $T_{50}$, by about 2°C for the warm bubble simulation and by about 1°C for the semi-idealized simulation. This is because $T_{50}$ refers to mixed-phase pix-
els only (with the intention to define a diagnostic related to the glaciation process), and pure ice pixels excluded for its calculation, while \( T(\text{blf} = 0.5) \) is an integral variable also including those gridpoints where no liquid water is or has ever been present. It is also apparent in Fig. 3 that \( \text{blf}(T) \) is not symmetric: it approaches \( \text{blf} = 0 \) much faster than \( \text{blf} = 1 \).

When the model output is averaged to coarser grids (combining \( 2 \times 2, 5 \times 5, 8 \times 8 \) and \( 10 \times 10 \) pixels into one mean value) before calculating cloud top values and \( \text{blf} \), two effects can be observed in \( \text{blf}(T) \): the curves shift to lower temperatures (by several \( ^\circ \text{C} \)), and they become more symmetric because with coarser resolution, they converge towards \( \text{blf} = 1 \) at temperatures above \( \approx -15^\circ \text{C} \). As predominantly ice pixels generally have lower optical depths and lower condensate masses than predominantly liquid pixels, their number is reduced disproportionally during the coarse graining, which involves averaging of adjacent pixels weighted by the condensate mass. This effect is expected to be most pronounced for homogeneous mixtures of ice and liquid cloud pixels. However, the shift of the curves in Fig. 3 is not monotonic, because these conditions (homogeneous mixtures, higher condensate masses in liquid cloud pixels) are not always fulfilled and because sample size is limited.

### 3.4 Sensitivity studies: impact of ice multiplication, heterogeneous freezing and the thermodynamic profile

Eight sensitivity experiments were run for the semi-idealized setup: switching off ice multiplication (i.e., disabling Eq. (3)); scaling heterogeneous ice formation by multiplying \( N_0 \) in Eq. (1) by 0.01, 0.1, 10, 100 and 1000; and changes to the thermodynamic profile by increasing either the near-surface temperature or the dewpoint temperature in the boundary layer by 2 \( ^\circ \text{C} \) each. The latter two modifications lead to an increase in CAPE from 774 to 1265 and 1889 \( \text{J kg}^{-1} \) and lead therefore to significantly more vigorous convection.

The results for the in-cloud liquid mass fraction (for the simulations without ice multiplication and with \( N_0 \times 1000 \)) are displayed in Fig. 4. Without ice multiplication, all values of an in-cloud liquid mass fraction smaller than 0.6 at temperatures above \( -15^\circ \text{C} \) disappear (Fig. 4(a)). This also results in an increase in the liquid cloud top pixel number fraction \( \text{blf} \) to values above 0.9 in the same temperature range (Fig. 5(a)). The increase of heterogeneous INP, by contrast, mostly affects the in-cloud liquid mass fraction at temperatures below \( -15^\circ \text{C} \) (Fig. 4(b)), and the glaciation temperatures (\( T_{50} \) and \( T(\text{blf} = 0.5) \)) shift by several \( ^\circ \text{C} \) as a function of \( N_0 \) (see again Fig. 5(a)). Interestingly, lower values of \( N_0 \) only result
in small changes, and the simulations with $N_0 \times 0.01$ and $N_0 \times 0.1$ do not differ significantly. This is probably due to rain drop freezing, which is parameterized independent of $N_0$, becoming the dominant primary ice formation process in these simulations. In contrast, increases in $N_0$ lead to a monotonic and strong shift of $T(\text{blf} = 0.5)$.

Fig. 5(b) illustrates the effect of coarse graining on these features. As discussed in section 3.3, averaging to a coarser grid results in a shift of the glaciation temperature to lower values and in a more symmetric behavior of $\text{blf}(T)$. Compared to the effect of an increase of INP by two orders of magnitude, the effect of the averaging is small, and the difference in glaciation temperature between the control simulation and the simulation with $N_0 \times 1000$ remains very similar. In contrast, the signal of the early ice onset caused by ice multiplication becomes weaker on a coarser resolution, to the extent that the shapes of the curves are nearly identical when analyzed on a 1.1 km grid.

The changes to the thermodynamic profile, despite significantly higher CAPE and resulting higher vertical velocities inside the cloud (not shown), lead only to small changes in the binary liquid cloud top pixel number fraction (Fig. 5(c)). Interestingly, the cloud top glaciation temperature $T(\text{blf} = 0.5)$ increases slightly in both sensitivity experiments, which seems to contradict the earlier finding that higher vertical velocities induce a lower glaciation temperature. This is because cloud top vertical velocities are small anyway (see Fig. 2(e) and (f)) and do not change substantially in the sensitivity experiments (not shown). So the difference in cloud top phase between the warm bubble and semi-idealized simulations seem to be mainly due to differences in cloud structure and organization, not directly due to the different convective strength. Overall, the impact of these modifications to the thermodynamic profile on the cloud phase distribution are much smaller than the impact of the changes to primary and secondary ice formation parameterizations.

4 Discussion and conclusions

In our analysis of the phase distribution within and at the top of convective clouds based on two different setups with the COSMO model, the following features are apparent:

- In the in-cloud phase distribution, we see a strong signature of vertical velocity. Physically, this can be explained by the suppression of the Wegener-Bergeron-Findeisen process in strong enough updrafts [Korolev, 2007]. As the microphysics scheme employed here [Seifert and Beheng, 2006] includes a saturation adjustment scheme for
condensation and evaporation of liquid condensate, the dependence of the Wegener-Bergeron-Findeisen process on updraft velocity is only represented in a simplified manner, namely by the suppression of evaporation if the updraft is strong enough to maintain supersaturation with respect to liquid water. It would be interesting to study this effect in a model with a prognostic treatment of supersaturation [e.g., Morrison and Grabowski, 2008].

• Mainly due to this vertical velocity signal, we find a systematic bias of the cloud top phase distribution compared to the in-cloud phase distribution. This has implications for the signal received by space-based passive remote sensing instruments. The maximum vertical velocities occur within the cloud, while the simulated cloud top regions are dominated by smaller vertical velocities and thus lower liquid mass fractions at a given temperature. The cloud top glaciation temperature is therefore systematically higher than an equivalent in-cloud glaciation temperature. In the available global climatological studies of the supercooled liquid fraction or the cloud glaciation temperature, this shift is not seen: While Carro-Calvo et al. [2016] report cloud top glaciation temperatures around $-25$ to $-30^\circ C$ based on an analysis of AVHRR observations, several studies based on CALIOP measurements (penetrating into the clouds at least to some extent) find supercooled liquid cloud fractions of 50% at temperatures between $-15$ and $-25^\circ C$ [Hu et al., 2010; Choi et al., 2010a; Komurcu et al., 2014]. This discrepancy could be due to the fact that also CALIOP can not detect phase changes in convective clouds because of a saturation of the lidar signal, and the expected effect is smaller for optically less dense clouds. Additionally, uncertainties remain in both the phase retrieval and the cloud top temperature retrieval from passive sensors [Taylor et al., 2017].

• Heterogeneous ice nucleation significantly influences the cloud phase distribution during the cumulus stage of the simulated convective clouds, and determines the derived glaciation temperature, even if the clouds eventually reach temperatures at which homogeneous freezing dominates. This finding is in agreement with previous studies. Such an impact was also deduced from negative correlations between supercooled liquid cloud fraction and dust amount globally [Choi et al., 2010a; Tan et al., 2014] and for East Asia [Zhang et al., 2015]. Min and Li [2010] observed a strong enhancement of ice formation at warm temperatures during a Saharan dust outbreak over the eastern tropical Atlantic. By analysis of a large number of deep convective cloud systems
over China and adjacent regions, Rosenfeld et al. [2011] found dust-influenced clouds to have relatively high glaciation temperatures, along with clouds under influence of heavy air pollution. Model studies also report earlier or more pronounced glaciation if ice nucleating particle concentrations are increased [van den Heever et al., 2006; Diehl and Mitra, 2015], but stress the complex and nonlinear feedbacks on further microphysical processes leading to precipitation formation, latent heat release and cloud dynamics [van den Heever et al., 2006; Ekman et al., 2007; Paukert et al., 2017].

- In our simulations, we see a clear impact of ice multiplication via rime splintering, that is visible in both the in-cloud and the cloud top phase distribution. Its fingerprint is the reduction of the supercooled liquid fraction at temperatures between approximately \(-5\) and \(-15^\circ\)C. As the average reduction is only in the order of 10-20\%, this does however not impact the derived cloud glaciation temperature. In contrast, Rosenfeld et al. [2011]'s analysis of convective cloud systems, maritime cloud exhibited the highest glaciation temperatures, and the authors attributed this to secondary ice formation processes occurring in these clouds. It is possible that other ice multiplication processes not included here could lead to a stronger impact and affect also the simulated cloud glaciation temperature. In any case, it seems advisable that for the detection of ice multiplication processes in observations, not only the cloud glaciation temperature \(T_{50}\) is analysed, but the entire cloud phase distribution wherever possible.

- Coarse-graining the simulation results from sub-km grid spacings to 1 to 3 km shifts the cloud top phase distribution to lower temperatures. In addition, the fingerprint of secondary ice formation in the binary cloud top pixel number fraction practically disappears. The reason for this effect is the lower contribution of ice cloud pixels compared to liquid cloud pixels to mass-weighted averages. If satellite retrievals implicitly include a similar weighting, this points to the need of very high resolution observations for the detection of such a signal from space. To date, only NPP/VIIRS (the Visible Infrared Imaging Radiometer Suite onboard the Suomi NPP (National Polar-orbiting Partnership) satellite) provides a cloud phase product available at sub-km resolution for the relevant cloud altitudes (nominally, 750 m resolution, or even 375 m if high-resolution channels are used [Rosenfeld et al., 2014]). The resolution of the MODIS cloud products is 1 km, same as that of the CALIOP level 2 vertical feature mask in the upper troposphere [Tan et al., 2014]. Long-term, gridded datasets from passive sensors have even coarser resolutions, e.g. the AVHRR-based Pathfinder
Atmospheres-Extended (PATMOS-X) dataset (1x4 km$^2$) [Heidinger et al., 2014], or SEVIRI-based CLAAS-2 (3x3 km$^2$) [Benas et al., 2017]. Note that the influence of vertical resolution has not been studied because of our focus on comparability to passive sensors measuring at visible and infrared wavelengths, but would be relevant for the comparison to active sensors, which provide vertically resolved phase information. Active radar sensors can also inform about larger, precipitating hydrometeors, which have been excluded from our analysis, but may exhibit a different phase partitioning behavior.

- No robust conclusions can be drawn at this point regarding the relative sensitivity of the cloud phase distribution to cloud dynamics and to microphysics. The two model setups, one more idealized, and strongly convective, and the other one more realistic, and with a less unstable profile, yielded qualitatively similar cloud phase distributions, which were however shifted by several K. But when the thermodynamic profile of the second setup was modified to give higher CAPE values, the binary cloud top phase distribution changed only little. This gives hope that microphysical sensitivities could be detected for ensembles of clouds, which form in similar but not identical thermodynamic conditions. If the conditions are too different, the resulting variability in the phase distribution is expected to dominate over the effect of different microphysical pathways, e.g. aerosol-induced heterogeneous freezing. We have not investigated the sensitivity to horizontal wind shear, which is also of importance for convective cloud development [e.g., Fan et al., 2009].

In summary, our simulations show that while the cloud top phase distribution of deep convective clouds differs systematically from the in-cloud phase distribution, it still contains valuable information on microphysical processes such as the strength of primary and secondary ice formation. Future studies should address larger ensembles of clouds, more realistic model setups and the sensitivity to the choice of microphysical parameterizations. Furthermore, satellite simulators could help to derive the expected signal received by different sensors more exactly. The exploitation of passive satellite sensor information on cloud glaciation processes has to take into account the limitations due to resolution and co-variability of thermodynamic and aerosol conditions.
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Figure 1. East-west cross sections through the main updraft of the simulated clouds. Left column: warm bubble simulations at 3 h from model start, right column: semi-idealized simulations at 2 h 48 min from model start. (a) and (b): vertical velocity, (c) and (d): liquid mass fraction $l_f$ (color shading) and a contour of an optical depth of 0.2 (integrated from cloud top), (e) and (f): shortwave extinction coefficient. The temperature axis is based on domain-average temperatures for each altitude level and is therefore not accurate within the clouds. The color shading is only plotted for pixels with condensate mass $q_c + q_i > 10^{-8}$ kg/kg.
Figure 2. In-cloud and cloud top liquid fraction. Left column: warm bubble simulations, right column: semi-idealized simulations. (a), (b), (c) and (d): pixelwise in-cloud liquid fraction; (e) and (f): normalized 2D histograms of the in-cloud liquid fraction vs temperature \(N/(\Delta T \Delta l f N_{tot})\); (g) and (h): pixelwise cloud top liquid fraction; (i) and (j): normalized 2D histograms of the cloud top liquid fraction vs temperature \(N/(\Delta T \Delta l f_{CT} N_{tot,CT})\). Note the nonlinear y-axes in (e), (f), (i) and (j).
Figure 3. Binary liquid cloud top pixel number fraction for original model grid (black lines) and different degrees of coarse graining (colored lines). (a) warm bubble simulation, (b) semi-idealized simulation.

Figure 4. In-cloud liquid mass fraction ((a) and (b)) for sensitivity experiments in the semi-idealized setup.
Figure 5. Binary liquid cloud top pixel number fractions for the sensitivity experiments for the semi-idealized setup. (a) Control run and the sensitivity simulations with scaled ice nucleation and without ice multiplication. (b) Comparison of results on the original model grid (110 m resolution) and diagnosed on a 1.1 km grid. (c) Sensitivity experiments (110 m resolution) with modified input thermodynamic profiles: increases of near-surface temperature $T$ and dew point temperature $TD$. 