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Abstract. This paper presents an analysis of the stability and accuracy of different Lat-
tice Boltzmann schemes when employed for direct numerical simulations of turbulent
flows. The Single-Relaxation-Time scheme of Bhatnagar, Gross and Krook (BGK), the
Multi-Relaxation-Time scheme (MRT) and the Regularized Lattice Boltzmann scheme
(RLB) are considered. The stability and accuracy properties of these schemes are inves-
tigated by computing three-dimensional Taylor-Green vortices representing homoge-
neous isotropic turbulent flows. Varying Reynolds numbers and grid resolutions were
considered. As expected, the BGK scheme requires sufficiently high grid resolutions
for stable and accurate simulations. Surprisingly, the MRT scheme when used without
any turbulence model fails to obtain mesh convergence for the type of flow considered
here. The RLB scheme allows for stable simulations but exhibits a strong dissipative
behavior. A similar behavior was found when employing the mentioned LBM schemes
for numerical simulations of turbulent channel flows at varying Reynolds numbers
and resolutions. The obtained insights on accuracy and stability of the considered
Lattice Boltzmann methods can become useful especially for the design of effective
turbulence models to be used for high Reynolds number flows.
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1 Introduction

In the last three decades, the Lattice Boltzmann Method (LBM) became a promising
alternative to conventional methods, like solving the Navier-Stokes equations with Fi-
nite Volumes or Finite Elements. Flows through porous media, multi-phase and multi-
component flows with and without heat transfer as well as flows around complex ge-
ometries have been investigated by several authors, see, e.g. [1,7]. With LBM the compu-
tational domain is discretized by an equidistant mesh, on which a discrete set of velocity
distribution functions is solved numerically. This set of velocity distribution functions
corresponds to discrete lattice velocities, which are used to recover the macroscopic mo-
ments in terms of a Hermite Polynomial expansion. Although the LBM has been ap-
plied to a wide range of fluid-dynamics applications, turbulence modeling in the LBM
framework still requires considerable research and has not reached the level of matu-
rity as seen for Navier-Stokes-based methods, see references [37, 38] and [39]. Important
recent advances have been made by Sagaut et al., see Sagaut [39] and Malaspinas and
Sagaut [31, 32]. The approach proposed by Malaspinas and Sagaut [31] is based on the
Approximate Deconvolution Method (ADM) of Stolz and Adams [40]. The discrete Boltz-
mann equations are filtered and subsequently deconvoluted with a regularized inverse
filter operation in order to reconstruct the proper macroscopic equations for LES within
the kinetic theory. The ADM as implemented in [31] is based on the BGK collision ap-
proach, yet it can be extended for any other standard collision operator like the MRT and
the RLB approach. Due to the substantial differences of the different collision models, see
also Section 2, it is crucial to understand their properties in terms of stability and accu-
racy, when used for the simulation of turbulent flows. Moreover, these properties have
to be taken into account when adapting turbulence models to LBM schemes.

To the author’s knowledge, a comparison of the stability and accuracy of different
discrete LBM schemes without turbulence models when applied to three-dimensional
turbulent flows of varying Reynolds number and employing different mesh resolutions
has not been presented so far. For Navier-Stokes equation based methods it is common
practice to investigate the properties of the discretization scheme in terms of spatial and
temporal properties. The Lattice Boltzmann algorithm corresponds to a finite difference
scheme with spatial accuracy O(∆x2) and a temporal accuracy O(∆t). This work aims to
investigate the stability and accuracy of different discrete collision schemes for the LBM
by carrying out resolved and under-resolved Direct Numerical Simulations (DNS) of
Homogeneous Isotropic Turbulence at varying Reynolds numbers. Since no turbulence
models will be employed, the observed dissipation will be only due to viscous effects
and numerical dissipation of the selected collision scheme. For selected LBM schemes
we will provide insights on the accuracy and stability, which can be useful for the further
development of turbulence models in the LES-LBM framework. The effectiveness of tur-
bulence models strongly depends on the properties of the numerical scheme employed
to solve the basic flow equations. For the type of flow considered in this work some of the
recently presented LBM schemes can provide stable simulations of appropriate accuracy.



The Karlin-Bösch-Chikatamarla (KBC) model, see Karlin et al. [21], uses an entropic for-
mulation, which increases stability significantly. This model was developed further by
Dorschner et al. [9, 10]. Geier [14] and Geier et al. [13] introduced another advanced LB
model, which showed excellent stability for the simulation of turbulent flows. However,
in this work we investigate the stability and accuracy of three widely used Lattice Boltz-
mann collision operators: the Bhatnagar, Gross and Krook (BGK), the Multi-Relaxation-
Time (MRT) and the Regularized Lattice Boltzmann scheme (RLB), when computing the
Taylor-Green vortex which represents a typical homogeneous isotropic turbulent flow.
For assessing details on numerical stability and accuracy for wall-bounded turbulent
flows, we employ these three models also for the turbulent channel flow as a benchmark
test case.

The paper is structured as follows: In Section 2 the LBM is introduced briefly, and
differences between the Single-Relaxation-Time scheme of Bhatnagar, Gross and Krook
(BGK), the Multi-Relaxation-Time (MRT) and the regularized Lattice Boltzmann scheme
(RLB) are explained. Simulations of HIT without turbulence models at different Reynolds
numbers, mesh resolutions and with different discrete lattice schemes are compared in
Section 3. The results of the three LBM schemes to the turbulent channel flow at Reτ=180,
Reτ=395 and Reτ=590 for varying resolutions are outlined in Section 4. Based on spectral
analyses of the flow field the lattice schemes are analyzed systematically. The interaction
between the discrete schemes and mesh resolutions are investigated and the limitations
of individual discrete schemes for the simulation of turbulent flows will be discussed.
Finally, conclusions are drawn in Section 5.

2 The Lattice Boltzmann Methods

With LBM, a set of kinetic equations in terms of discrete velocity distribution functions
fα(t,x) are solved numerically at time t and position x. The discrete Boltzmann equations
can be written as

fα(t+∆t,x+cα∆t)= fα(t,x)+Ωα, (2.1)

where Ωα is the collision operator, which represents non-linear and viscous effects and
cα with α=0,1,··· ,q−1 is a set of discrete lattice velocities. Depending on the particular
scheme (BGK, MRT or RLB), the collision term is modeled in different ways, see [1,3,7,8,
28,29]. Macroscopic moments are reconstructed with a Gauss-Hermite quadrature based
on the Hermite Polynomial expansion of fα on a discrete lattice. The first two moments
of the velocity distribution functions are the conserved moments, namely the density ρ

and the momentum ρu, which read

ρ=∑
α

fα, (2.2a)

ρu=∑
α

cα fα, (2.2b)



while the momentum flux is the second-order off-equilibrium moment of the velocity
distribution functions

Π=∑
α

f
neq
α cαcα. (2.3)

In order to reconstruct the macroscopic equations of fluid motion, a Chapman Enskog
expansion is used, see references [2,27] among others. In Eq. (2.3) f

neq
α = fα− f

eq
α is the non-

equilibrium part of the velocity distribution function. The velocity distribution functions
are expanded with a simple multi-scale expansion factor, which is directly related to the
Knudsen number ǫ. For the discrete distribution functions this procedure can be written
as

fα = f
(0)
α +ǫ f

(1)
α +ǫ2 f

(2)
α +··· (2.4)

and is subsequently inserted into the discrete Lattice Boltzmann equation, which is Taylor-
expanded in space and time up to second order. The macroscopic equations are obtained
by taking the zeroth- and first-order velocity moments and a subsequent integration over
the velocity space.

To close the evolution equation of the particle distribution function (2.1), the colli-
sion term needs to be modeled. One well-known approach is the linearization around
small perturbations of the thermodynamic equilibrium f

eq
α . This approach is called the

Bhatnagar-Gross-Krook (BGK) ansatz, see [15, 16, 18, 41], which represents the collision
term as a linear relaxation towards Maxwellian equilibrium

Ωα :=− 1

τ

(

fα(t,x)− f
eq
α (t,x)

)

. (2.5)

The relaxation time τ is related to the viscosity and f
eq
α is a low Mach number truncated

Maxwell-Boltzmann distribution, which is adjusted in such a way, that Eq. (2.3) is satis-
fied and mass and momentum are conserved. A widely used formulation for f

eq
α is given

by

f
eq
α =ρωα

[

1+
cαu

c2
s

+
1

2c4
s

(uu−c2
s δ)uu

]

. (2.6)

The constant weights ωα are obtained by a Gauss-Hermite quadrature on the lattice, cs

is the lattice speed of sound and δ is the Kronecker delta. Although, the BGK approach
has been applied successfully to a wide range of fluid mechanics, see [17, 43], it suffers
from instabilities at high Reynolds numbers, which originate from the evolution of mo-
ments of fα, which can not be attributed directly to physical quantities in fluid mechanics.
To remedy this shortcoming, a Multi-Relaxation-Time (MRT) scheme was developed by
D’Humiéres et al. [8]. The main idea is to transform the collision step into the momen-
tum space and to relax each moment separately in order to reduce instabilities arising
from the temporal growth of such unphysical moments. Thus, the single relaxation time
τ from the BGK model is replaced by a relaxation time matrix S, which relaxes each mo-
ment mα := M fα independently. The matrix M is a linear transformation matrix and the



corresponding algorithm for the MRT scheme reads

fα(t+∆t,x+cα∆t)= fα(t,x)−M−1S(mα(t,x)−m
eq
α (t,x)). (2.7)

Our implementation is based on the original formulation of D’Humiéres et al. [8], where
the moments are defined as

mα=(ρ,e,ǫ, jx ,qx, jy,qy, jz,qz,3pxx,3πxx,pww,πww,pxy,pyz,pxz,mx,my,mz) (2.8)

and the diagonal relaxation time matrix is given by

S=diag(0,s1 ,s2,0,s4,0,s4,0,s4,s9,s10,s9,s10,s13,s13,s13,s16,s16,s16), (2.9)

where s1=1.19, s2=s10=1.4, s4=1.2, and s16=1.98. The coefficients s9 and s13 are related
to the viscosity ν as

ν=
1

3

(

1

s9
− 1

2

)

=
1

3

(

1

s13
− 1

2

)

. (2.10)

The MRT model has been found to increase the stability of the LBM method substan-
tially. Yet, Freitas et al. [11] have shown that inconsistent formulation of boundary condi-
tions for stresses on domain boundaries, where velocities are prescribed, can also cause
instabilities of the MRT model for Reynolds numbers larger than Re ≈ 5000 for three-
dimensional flows. More recently, Geier et al. [13] showed stability and accuracy prob-
lems for the MRT model at high Reynolds number flows.

In another attempt to suppress instabilities, Latt [28] proposed a regularization of the
aforementioned BGK algorithm, employing an approximation of the first-order multi-
scale expansion term

f
neq
α = fα− f

eq
α ≈ f

(1)
α =− ∆t

ωc2
s

ωαQα :∇ρu. (2.11)

Here, Qα is the first-order non equilibrium moment Qα=∑cαcα f
neq
α . The non-equilibrium

distribution function f
neq
α is used to approximate the first-order multiscale expansion

term in Eq. (2.4). This term is included in the BGK model, such that the regularized
BGK algorithm reads

fα(t+∆t,x+cα∆t)= fα(t,x)+(1−ω) f
(1)
α (t,x). (2.12)

This regularization operation is not only necessary within the flow field, but also at the
boundaries. The main issue with respect to boundary conditions in the RLB scheme is
the proper reconstruction of the unknown distribution functions propagating into the

flow domain. Different approaches to model f
(1)
α at domain boundaries are proposed

in [29, 30]. All simulations conducted in this work are performed with the open source
LBM software openLB, see [20, 23, 24].



3 Homogeneous Isotropic Turbulence: The Taylor-Green Vortex

By computing the evolution of the well-known three-dimensional Taylor-Green vortex
[4], properties of the Lattice Boltzmann collision schemes outlined in Section 2, are inves-
tigated. The velocity and density field of a three-dimensional cubic domain of length 2π

has been initialized with

u0=
2√
3

sin

(

2

3
π

)

sin(x)cos(y)cos(z),

v0=
2√
3

sin

(

−2

3
π

)

cos(x)sin(y)cos(z),

w0=0,

ρ0=1.

(3.1)

Periodic boundary conditions are applied in all spatial directions. Reynolds numbers of
Re = 800, 1600, 3000 and resolutions of N = 64, 128, 256 and 512 mesh points for each
spatial direction were considered. The results were compared to DNS results of Brachet
[4]. For adapting the time step according to the resolution we applied diffusive scaling
in order to reconstruct the incompressible limit of the Navier-Stokes equations, see [34]
among others. The numerical setups in terms of the lattice velocity uL as well as the Mach
number Ma=uL/cs are listed in Table 1.

Table 1: Numeri
al setup for the Taylor-Green-Vortex at di�erent resolutions.

N uL Ma ∆x ∆t

64 0.1 0.1730 0.0981 0.00981

128 0.05 0.0865 0.0490 0.00245

256 0.025 0.0432 0.0245 0.000612

512 0.0125 0.0216 0.0122 0.000152

In the following, stability properties of the LBM schemes and their accuracy regarding
the prediction of the temporal evolution of the integral energy dissipation rate computed
from the resolved flow scales are discussed. In Fig. 1 the integral energy dissipation rate

ǫ= dE(t)
dt for Re=800 is shown.

For the coarsest resolution of N=64 the MRT as well as the RLB scheme underestimate
dissipation rates compared to the BGK scheme and the reference DNS data of Brachet [4].
When increasing the resolution to N=128, the evolution of the dissipation rate is slightly
better recovered by the MRT approach compared to the BGK scheme. Again dissipation
rates are always predicted lower by the RLB model compared to results of the BGK or
the MRT scheme. For a resolution of N = 256 only small differences between the three
considered LBM schemes can be found, and at the highest resolution of N=512 at Re=800
they are in very good agreement with the reference DNS data. For Re=1600, see Fig. 2,



Figure 1: Temporal evolution of the dissipation rate of the Taylor-Green vortex predi
ted by the BGK, MRT

and RLB s
heme at Re=800 for the resolutions N=64, 128, 256 and 512 
ompared to DNS.

distinct differences between the schemes can be observed. When using the BGK scheme
at the coarsest resolution of N = 64 instabilities in the flow variables develop at t ≈ 5s,
which lead to diverging simulations. Employing methods for a pressure initialization
according to [6] did not improve the stability of the BGK scheme. It can be concluded, that
these instabilities of the BGK scheme result from a too coarse resolution of the developing
flow scales, which is similar to the characteristics of linear finite-difference schemes. In
[26] a similar behavior of the BGK scheme had been observed. At the coarsest resolution,
the MRT and the RLB scheme allow for stable simulations, however dissipation rates are
predicted significantly lower compared to DNS reference data.

At an increased resolution of N=128 the flow scales developing during the simulation
are sufficiently resolved for BGK scheme to remain stable and predict dissipation rates



Figure 2: Temporal evolution of the dissipation rate of the Taylor-Green vortex predi
ted by the BGK, MRT

and RLB s
heme at Re=1600 for the resolutions N=64, 128, 256 and 512 
ompared to DNS.

with similar accuracy as with the MRT scheme. Again, the RLB scheme captures the
peak dissipation rate at t≈9s but predicts its magnitude by approximately 38% too low
with respect to the DNS reference data, and by approximately 23% too low with respect
to the BGK and MRT results. When increasing the resolution further to N = 256 the
accuracy of the BGK and of the RLB scheme improves, whereas the MRT scheme exhibits
instabilities from t ≈ 7s onwards. In an attempt to stabilize the simulations a pressure
initialization according to [6] was carried out, which however did not alter the observed
behavior of the MRT scheme. At the highest resolution of N=512 the BGK and the RLB
scheme showed good agreement with reference DNS data and only after the peak of the
dissipation rate at t≈9s notable differences become visible. At N=512 the MRT scheme



Figure 3: Temporal evolution of the dissipation rate of the Taylor-Green vortex predi
ted by the BGK, MRT

and RLB s
heme at Re=3000 for the resolutions N=64, 128, 256 and 512 
ompared to DNS.

exhibits instabilities at t≈1.5s, which is significantly earlier compared to the simulation
at N=256, and the simulation diverges again.

The same tendencies found before for both lower Reynolds numbers, also prevail at
Re=3000, see Fig. 3. The RLB scheme again is stable for all resolutions considered, yet dis-
sipation rates are less accurate compared to successful simulations employing the BGK
or the MRT scheme. The MRT scheme allows for stable simulations only when using a
strongly under-resolved setup with N =64 mesh cells in each direction at this Reynolds
number of Re=3000. For the resolutions N=256, 512 the MRT simulations diverged and
by employing N=128 cells in each direction the solution converged towards an unphys-
ical state for t> 10s. Using the BGK scheme stable and reasonable accurate simulations
where performed for mesh resolutions of N=256 and N=512.



The distinct differences between the schemes with respect to mesh resolution and
Reynolds number found so far are summarized as follows:

• The BGK scheme allows for stable simulations in case flow scales are sufficiently
resolved by the employed mesh. Yet, a criterion to quantify this Reynolds num-
ber dependent resolution requirement for turbulent flows has not been found so
far. For increasing mesh resolution an increasing accuracy and hence mesh con-
vergence can be obtained. If the turbulent flow scales are not sufficiently resolved,
non-linear instabilities were found to develop, which is in agreement with previous
observations, e.g., Luo and Lallemand [26].

• The MRT scheme shows good results regarding the integral energy dissipation rates
for under-resolved DNS setups. For increasing resolutions, accuracy improved for
the lowest Reynolds number of Re= 800 considered here. However, for increased
resolutions at higher Reynolds numbers of Re= 1600, 3000 non-linear instabilities
became apparent and simulations diverged. The latter finding seems to prevent the
MRT scheme to obtain mesh convergence when used in a DNS setting.

• The RLB scheme has been found to perform stable simulations at all Reynolds num-
bers and resolutions considered here. Yet it suffers from the largest numerical dis-
sipation compared to the other schemes.

For further analysis of the behavior of the LBM schemes, three-dimensional energy
spectra E(ξ,t)= 1

2 < û(ξ,t)û∗(ξ,t)> for all three Reynolds numbers, different spatial res-
olutions and at two instants in time, t = 6s and t = 8s, are considered in the following.
Here û(ξ,t) is the complex Fourier transform of the velocity field and û∗(ξ,t) is the com-
plex conjugate respectively [40]. In Fig. 4, energy spectra at Re= 800 for the resolutions
N=64, 128, 256 are shown. When employing the BGK scheme at the coarsest resolution
N=64 significantly large energy levels are present at the highest wave numbers for both
instants in time t= 6s and t= 8s. For this resolution, the spectra of the BGK scheme do
not show the expected strong decrease of energy in the dissipative range at the highest
wavenumbers, whereas the MRT as well as the RLB scheme exhibit this characteristic.
Therefore, the more accurate prediction of the energy dissipation rate of the BGK scheme
for N=64 compared to the MRT and RLB scheme, see Fig. 1, is due to this unphysical ef-
fect in the high wave number range. If the resolution is increased to N=128 and N=256,
this accumulation of energy at high wave numbers when using the BGK scheme is re-
duced, see Fig. 4. For N ≥ 256 all three LBM schemes show very similar energy spectra
and a short inertial as well as a dissipative range can be observed.

In Fig. 5 energy spectra are shown for Re=1600. For the BGK scheme again increased
energy levels at high wave numbers can be observed in case flow structures are not suf-
ficiently resolved by the computational mesh. This behavior leads to a diverging simula-
tion using a resolution of N=64 for t>6s, see Fig. 5. The spectrum shows a large accu-
mulation of energy in the highest dissipative wave numbers, which changes the slope of
E(ξ) in this region being even larger than the well known slope of −5/3 for the inertial



Figure 4: Energy spe
tra of the Taylor-Green vortex for di�erent times and resolutions at Re=800 for the BGK,

MRT and RLB s
heme and a straight line of slope − 5
3 being 
hara
teristi
 for the inertial range of homogeneous

isotropi
 turbulen
e.



Figure 5: Energy spe
tra of the Taylor-Green vortex for di�erent times and resolutions at Re=1600 for the BGK,

MRT and RLB s
heme and a straight line of slope − 5
3 being 
hara
teristi
 for the inertial range of homogeneous

isotropi
 turbulen
e.



range. At t = 8s the simulation of the Taylor-Green vortex at Re = 1600 using the BGK
scheme and N=64 already diverged, so no graph is shown in the corresponding figure.
In case the resolution is increased to N=128 the BGK scheme still exhibits increased en-
ergy levels in the highest wave numbers, yet the simulations remain stable and integral
dissipation rates of acceptable accuracy where obtained. For resolutions N≥256 spectra
of the BGK scheme feature distinct inertial and dissipative wave number ranges. Using
the MRT scheme for simulations at Re=1600 reasonable results were obtained for low res-
olutions. However for N≥256 the simulations diverged. The reason for this behavior can
bee seen in Fig. 5 at N=256, t=6s−8s: The MRT scheme exhibits unphysical large energy
levels in the highest wave number region, which subsequently lead to the development
of instabilities and a break-down of the method well before t=8s. This finding is similar
to that for the BGK scheme in under-resolved setups, whereas for the MRT scheme this
accumulation of energy occurs for well-resolved setups. For the RLB scheme an inertial
as well as a dissipative region can be observed in all spectra considered. However, the
onset of the dissipative range, i.e. the strong decrease of kinetic energy, takes place al-
ways at significantly lower wave numbers compared to the BGK and the MRT scheme.
This pronounced reduction of energy in the high wave number range allows for stable
simulations, but it is also the reason for the strong numerical dissipation which impairs
the accuracy of integral dissipation rates as seen in Figs. 1-3. The obtained energy spectra
for the highest Reynolds number of Re= 3000, see Fig. 6, confirm the previously found
behavior of the considered LBM schemes. The RLB scheme allows for stable simulations
at all resolutions considered, but exhibits high numerical viscosity and consequently low
mesh convergence rates. The BGK scheme requires resolutions of N ≥ 256 for converg-
ing simulations of the Taylor-Green vortex at Re= 3000. At N = 256 unphysical energy
levels at high wave numbers develop at later times t≥8s, however these effects can still
be tolerated by the scheme and do not lead to instabilities yet. For the MRT scheme the
opposite behavior is found again: Only for the very coarse resolution of N=64 of Taylor-
Green vortex at Re=3000 stable computations are obtained. Of course, the accuracy with
respect to dissipation rates is rather low as expected. For increased resolutions of N=128
and N=256 the simulations became unstable after t=8s and t=2s, respectively.

For further investigation of the observed instabilities of the BGK as well as the MRT
scheme at Re = 3000 and a spatial resolution of N = 256 the temporal evolution of sin-

gle modes of the dissipation spectra ǫ(ξ,t) = dE(ξ,t)
dt are considered, see Fig. 7. The ref-

erence data of Brachet [4] on the temporal evolution of the integral dissipation rate at
this Reynolds number shows two characteristic changes before reaching its peak value at
t≈ 9s, see Fig. 3: At t≈ 4s the growth rate of the dissipation rate increases and at t≈ 6s
again a further increase of the slope of the dissipation-rate curve can be observed. When
considering the modes of the dissipation rate, Fig. 7, for both the BGK and the MRT
scheme the lower modes ξ=1,··· ,9 are smoothly increasing starting at t=0s until t≈6s,
hereafter only slight changes are notable. However the dissipation rate magnitudes of
higher modes ξ = 83,··· ,127 initially remain very low. At t ≈ 2s a strong growth of the
higher dissipation modes can be observed featuring a steep slope, which starts to flatten



Figure 6: Energy spe
tra of the Taylor-Green vortex for di�erent times and resolutions at Re=3000 for the BGK,

MRT and RLB s
heme and a straight line of slope − 5
3 being 
hara
teristi
 for the inertial range of homogeneous

isotropi
 turbulen
e.



Figure 7: Temporal development of dissipation modes of the Taylor-Green vortex for the BGK and MRT s
heme

at Re=3000 and N=256.

only after t ≈ 4s. At this instant in time, also the resulting first increase of the integral
dissipation rate in Fig. 3 can be identified. For the BGK scheme this growth of the higher
modes is accomplished rather smoothly without notable oscillations in the growth rates.
For the MRT scheme however, following the initial strong growth of the higher modes
a significant change of the growth rate can be observed for t ≥ 4.5s, where even nega-
tive slopes can be found. This leads to oscillations in the magnitude of the higher modes,
which subsequently are reduced in amplitude, but are still visible at later times, e.g. t≈6s.
At t≈ 7s a further increase especially of the highest dissipation modes can be observed
for the BGK scheme, Fig. 7(a). This corresponds to second steepening of the slope of the
integral dissipation rate as seen in Fig. 3. Thereafter the magnitude of the highest dissi-
pation modes for the BGK scheme change only slightly with two exceptions: For ξ=120
a large increase by approximately one order of magnitude can be observed and for the
mode ξ = 127 an even larger decrease by three orders of magnitude can be identified at
t≈ 8s. This is attributed to an instability of the BGK scheme in case flow structures are
not sufficiently resolved by the underlying mesh. The result of this instability can also
be seen in the energy spectrum for Re= 3000, N = 256, see Fig. 6, where for the instant
in time t=8s unphysical large energy levels at high wave numbers are present. Despite
these instabilities, the BGK scheme allowed for converging simulation using this setup.
This was not the case for the MRT scheme. In Fig. 7(b) a sudden increase of the three dis-
sipation modes ξ=113, 120 and 127 by approximately four orders of magnitude indicate
a large unphysical energy increase of these modes. Also the modes ξ=90, 97 and 104 are
found to grow continuously, which is unphysical and lead to an unstable simulation.

4 Wall Bounded Turbulence: The Turbulent Channel Flow

In this section the BGK, MRT and RLB schemes are tested for the turbulent channel flow
at three different Reynolds friction numbers (Reτ = 180, Reτ = 395 and Reτ = 590) for



varying resolutions. Results shall outline if the conclusions drawn for the homogenous
isotropic turbulence test case, can be transferred to wall-bounded turbulence. In this
section, we do not provide detailed mesh-convergence studies, but rather show results
obtained by varying the resolution at fixed Reynolds numbers as done in the previous
section.

Our numerical test case is based on the work of Bespalko [2] who performed a de-
tailed grid convergence study for the turbulent channel flow by applying the BGK scheme.
The domain has the extensions of Lx=12H, Lz=4H and Ly=2H in streamwise, lateral and
wall-normal direction, respectively, with H being the channel half width. In streamwise
and lateral direction, periodic boundary conditions were applied. In order to represent
the upper and lower channel wall, an extended finite difference boundary condition, out-
lined by Latt et al. [30], is employed. Due to the abundance of populations propagating
from the wall into the bulk flow, all populations in the wall cells are reconstructed to con-
serve density ρ and momentum ρu and to calculate the stress tensor σij. The stress tensor
is obtained by relating it to the strain rate tensor, which is constructed by finite differ-
ences of the velocity in the neighboring cells. Latt et al. [30] showed that this boundary
condition yields numerical stability and accuracy of second order, which makes it suit-
able for the simulation of flows at high Reynolds numbers. In contrast to other boundary
conditions, representing solid no-slip walls, the wall nodes are fixed on the wall leading
to a constant cell size and wall distance ∆x=∆y=∆z.

Resolution is varied in a similar way as for the Taylor-Green vortex, leading to re-
solved and under-resolved test cases. Adjusting the friction Reynolds number is achieved
by applying diffusive scaling. The viscosity is changed according to the Reynolds num-
ber and the lattice velocity according to the resolution. To estimate the viscosity we use
the Dean correlation, see [33]

ReB =

(

8

0.073

)4/7

Re8/7
τ , (4.1)

which connects the bulk Reynolds number ReB to the friction Reynolds number Reτ. With
ReB =

uBLz
ν , we can rewrite Eq. (4.1) as

ν=
uBLz

(

8
0.073

)4/7
Re8/7

τ

. (4.2)

Based on the work of Bespalko [2], we set uB=0.111 m
s . To account for the limited validity

of the Dean correlation at low Reynolds numbers, the viscosity for Reτ =180 is obtained
by a virtual log law which spans from the wall to the channel half height as described
in [2]

ν=
uBLz

2Reτ

(

1
κ ln(Reτ)+A

) . (4.3)

A full list of conducted simulations with the final physical state, lattice velocities uL,
resolution N and Mach number is given in Table 2.



Table 2: Performed simulations for the Turbulent Channel Flow.

Model N ∆y+ Reτ,target Reτ,real uL Ma

BGK 31 ≈5.8 180 − 0.111 0.1902

BGK 91 2.065 180 188.81 0.0378 0.0654

MRT 31 ≈5.8 180 − 0.111 0.1902

MRT 91 1.87 180 177.32 0.0378 0.0654

RLB 31 ≈5.8 180 − 0.111 0.1902

RLB 91 − 180 55.97 0.0378 0.0654

BGK 91 4.031 395 389.97 0.0378 0.0654

BGK 151 2.615 395 394.865 0.0227 0.0394

MRT 91 3.705 395 363.02 0.0378 0.0654

MRT 151 2.383 395 359.75 0.0227 0.0394

BGK 91 ≈6.48 590 − 0.0378 0.0654

BGK 151 3.981 590 589.91 0.0227 0.0394

MRT 91 ≈6.48 590 − 0.0378 0.0654

MRT 151 ≈3.907 590 − 0.0227 0.0394

Since the variation of the resolution leads to different wall distances in terms of the
non-dimensional y+= uτ∆z

ν value, the evaluation of the skin friction velocity uτ is differ-

ent. For properly resolved setups, i.e. ∆y+ < 5, uτ can be calculated as uτ =
√

τw
ρ with

τw being the wall shear stress. Configurations with ∆y+ > 5 we use Eq. (4.1) for calcu-
lating uτ. The different resolutions with the corresponding target and calculated Reτ are
listed in Table 2 as well. Note that proper ∆y+ values for the MRT model at Reτ =590 are
not given since the simulations reproduced an unphysical state. This will be discussed
later in this section. The RLB model did not achieve a turbulent state at Reτ = 180 with
N=31 and N=91, leading to friction Reynolds numbers which indicate laminar flow, see
also [42].

The target mass flow is imposed by applying adaptive forcing according to the work
of Cabrit [5]. The volume force is computed as

g=
u2

τ

N
+(uB−〈ux〉)

uB

N
, (4.4)

where uB is the bulk velocity, 〈ux〉 the instantaneous space average of the streamwise
velocity component and g the resulting volume force. The force is included into the LBM
schemes by employing the approach of He et al. [19] for the BGK and RLB scheme. For
the MRT scheme we make use of the forcing approach of Ladd and Verberg [25].

A proper initialization of the velocity field and triggering of turbulence is needed
in order to reach the desired turbulent state. We employ a 1/7 power law i.e. u(z) =

uchar (z/H)
1
7 , which is superimposed with statistically random perturbations u′, v′ and



w′ drawn from a normal distribution 1
σ
√

2π
e
− r−µ

2σ2 . Hereby r is a random number between

−1 and 1, µ=0 is the mean and σ the standard deviation, which was set to 5%.

Statistics are obtained for all schemes in the same way to have a consistent comparison
of the applied models. Averaging is performed spatially over horizontal planes in the
homogeneous directions and temporally after the flow was uncorrelated. Based on the
work of Moser [35] the flow is weakly correlated (≈0.08) at a streamwise distance of 2m.
This leads to a sampling time of ∆t=18.01s with uB=0.111 m

s . After a physical simulation
time of t=163.12s, we continue averaging over a time period of ∆t=8596s, i.e. 79.5 flow
through times for Reτ=180. For increasing Reτ, the correlation decreases, yet we kept the
sampling time constant and increased the flow through times according to the increase
of the turbulent time scale. By assuming the ratio of the large- and small-time turbulence
scale behaves as tL

tη
=
√

Reτ, see [36], the flow through times increased to 117.7 and 143.9

for Reτ =395 and Reτ =590 respectively.

4.1 Convergence analysis of the turbulent channel flow

Before mean statistics are shown, a visualization of the unsteady flow field is given and
the statistical convergence of the simulations is demonstrated. For increasing Reynolds
number the BGK approach consistently predicts an increasing number of small scale flow
structures, see Fig. 8. When the MRT scheme is employed, only for the lowest Reynolds
number Reτ = 180 a reasonable flow field can be obtained, see Fig. 9. For Reτ = 395 and
Reτ = 590, strong unphysical oscillations develop. The presence of side walls and the
viscous damping in these regions presumably prevents instability of the simulations, yet
the results are not physically meaningful.

The RLB scheme is not shown in this context, since we found it to re-laminarize for
N = 31 and N = 91 at Reτ = 180. Strong numerical dissipation, which already lead to
under predicted dissipation rates in the previous section, apparently damps the initial
disturbances, which in turn should trigger the flow to a turbulent state. Increasing the
resolution from N = 31 to N = 91 amplifies this effect, since the imposed fluctuations
are now distributed across a larger range of wavenumbers. Consequently, for an equal
amount of kinetic energy that is associated to the fluctuations, the relative kinetic energy
per wavenumber is decreased. Since we did not employ better initialization techniques or
restarted a RLB simulation from a converged BGK solution we omit further investigations
of the RLB model for Reτ =395 and Reτ =590. The convergence of the Reynolds friction
number Reτ =180 during the initial transition phase is depicted in Fig. 10 for N=91.

In Fig. 11 we demonstrate the symmetry for the streamwise Reynolds stresses u′u′

at Reτ = 180. For both, MRT as well as the BGK scheme, the differences in the peak
value is below 3%. Although one could argue that this value leads to poorly-converged
statistics, the symmetry across the channel height is satisfied to be more than 99.5% for
both schemes. Consequently we can assume that, (i) the flow statistics are practically
converged and (ii) since for all simulations outlined, the overall discrepancies in terms
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of the peak value prediction between the different numerical schemes is higher than the
error in the statistics, the interpretation of the results is not affected by the averaging
procedure.
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hannel half is provided.

4.2 Mean velocity statistics

In Fig. 12 the mean velocity profiles for Reτ =180 from DNS of Kim et al. [22] are shown
along with the under-resolved simulations using the BGK, MRT and RLB schemes. For
y+ <= 10 the reference DNS and the under-resolved simulations of the BGK and MRT
scheme are in fair agreement. In the logarithmic region an increased normalized velocity
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Figure 13: Mean Reynolds stresses of turbulent 
hannel �ow at Reτ =180 and N=31 
ompared to the DNS of

Kim et al. [22℄.

u+= u
uτ

by ≈5% for the BGK simulation and by approximately 3% for the MRT simulation
can be found. The average velocity profile of the RLB scheme corresponds to a laminar
flow profile. The employed resolution is, compared to the Reynolds number applied,
at an intermediate level in the bulk (∆y+ ≈ 5.8). In Fig. 13 the corresponding Reynolds

stresses u
′
u

′ and u
′
v
′ for this setup are shown.
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The u′u′ stresses are underestimated by both schemes, which is caused by the low
resolution applied. The BGK model has a slightly better agreement with the reference
data compared to the MRT model over the whole channel height. Although both LBM

models predict reduced magnitudes for u′u′ compared to the reference data, the wall
normal location of the peak value of this stress component was found correctly. The

mean u
′
v
′ stresses are predicted with good accuracy by the BGK and MRT scheme when

compared to the reference DNS.

For a resolved simulation at Reτ =180 the resolution was increased to N=91, which
corresponds to the setup of Bespalko [2] and gives a resolution of ∆y+≈2 within the bulk
and wall region. The simulations with the MRT and the BGK model run stable. For the
mean velocity profiles very good agreement of the BGK and MRT results with reference
DNS can be found. While the MRT model slightly underpredicts the velocities close to
the wall, an over estimation of the mean velocities is found in the bulk flow. On the other
hand the BGK scheme overpredicts the velocity field slightly in the wall-nearest region
whilst excellent agreement was found in the bulk region when compared to the DNS
data, see Fig. 14.

Fig. 15 shows that the u′u′ and u′v′ stresses predicted by the BGK scheme are in good
agreement with the reference DNS data. Differences in the amplitude of the stresses in
the bulk region can be related to the higher predicted Reτ,real, see Table 2. For the MRT

scheme, the peak value and the magnitude of the u′u′ stress are in very good agreement

with the reference data. For the u
′
v
′ stress minor deviations from the reference DNS are

visible for both the MRT and BGK scheme. Since this resolution is nearly the same as



Figure 15: Mean Reynolds stresses for turbulent 
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ompared to the DNS

of Kim et al. [22℄.

in the numerical setup applied by Wang et al. [44], who found excellent agreement for
the Reynolds stresses by applying the MRT scheme at Reτ =180, we assume that for this
low Reynolds number both the different forcing approach as well as the straight velocity
boundary condition have a negative influence on the accurate prediction of the stresses
in vicinity of the wall in our case.

By increasing the friction Reynolds number up to Reτ = 395 with N = 91, again the
BGK model shows good agreement with the reference data of Moser et al. [35] for both
the velocity field and the Reynolds stresses, see Figs. 16 and 17. Discrepancy of the peaks

predicted by the BGK scheme are ≈7.9% and ≈11.2% for the u
′
u

′ and u
′
v
′ stresses respec-

tively. The MRT model underpredicts the mean flow field in vicinity of the wall y+<40,
while the bulk region was overpredicted. Regarding the Reynolds stresses, see Fig. 17,

one can see that the u
′
u

′ as well as the u
′
v
′ stresses are grossly and irregularly overpre-

dicted by the MRT scheme for the same amount of physical time averages. For Reτ =395
and N=91 the MRT model converged to a state exhibiting unphysical oscillations. A sim-
ilar behavior was found when increasing the resolution to N = 151, see Figs. 18 and 19.

The difference of the u
′
u

′ and u
′
v
′ stresses predicted by the BGK scheme are only ≈6.8%

and ≈ 9.1% respectively compared to the reference DNS data. For the MRT scheme, the
mean velocity profile is under predicted in the wall-nearest region, while the mean ve-
locity exceeds the DNS data in the bulk region by ≈ 6%. The stresses are similar as for
N=91, yet even for the same physical time of averaging, more fluctuations are observed.

In Fig. 20 the velocity field predicted by the BGK scheme for Reτ =590 and N=91 is
illustrated. Although the resolution is quite coarse at this Reynolds number (y+≈6.48),
the simulation covers the fully turbulent state, see also Fig. 8. The agreement of the
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Figure 17: Mean Reynolds stresses of turbulent 
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mean velocity field with the reference DNS data is found to be excellent, see Fig. 20,
while the stresses are under-predicted by almost 20% over the whole channel height, see

Fig. 21. Beyond that, the location of the stress maximum is shifted for the u
′
u

′ and u
′
v
′

stresses, which is most probably caused by the very low resolution of ∆y+ ≈ 6.48. The
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Figure 19: Mean Reynolds stresses of turbulent 
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ompared to the DNS

of Moser et al. [35℄.

MRT model assumed an unphysical state for the resolution N=91, which is evident from
unphysical spurious oscillations, that propagate throughout the whole channel, see also
Figs. 9 and 21. For this setup, even the general quality of the evolution of the stresses
is not in accordance with the DNS data. The quality of the results does not change by
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Figure 21: Mean Reynolds stresses of turbulent 
hannel �ow at Reτ =590 and N=91 
ompared to the DNS of

Moser et al. [35℄.

increasing the resolution to N=151, see Figs. 22 and 23, except that the uncertainty of the
stresses predicted by the BGK scheme decreased to ≈10%.

Recently, Gehrke et al. [12] presented similar results when computing the turbulent
channel flow. Although the boundary conditions were not identical, the MRT model
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Figure 23: Mean Reynolds stresses of turbulent 
hannel �ow at Reτ =590 and N=151 
ompared to the DNS

of Moser et al. [35℄.

produced similar spurious noise in their simulations and the BGK model was able to
reproduce the reference data with increased accuracy. The independency of the boundary
conditions indicate, that the problems of the MRT model are intrinsic when calculating
turbulent flows directly on different mesh levels.



4.3 Spectral analysis

We analyze the wall-normal energy distribution in spectral space. Fig. 24 shows the nor-
malized energy for the BGK and MRT scheme at all investigated Reynolds numbers and
N = 91. Similarly to the energy spectra depicted in Section 3, the MRT model shows an
unphysical increase of energy in the high-frequency range for Reτ = 395 and Reτ = 590.
Since the energy is normalized, it is visible, that a high amount of energy is shifted from
the low wavenumber range towards the high wavenumber range for Reτ =395, which is
even more apparent for Reτ = 590. These high wavenumber fluctuations of the velocity
represent the unphysical flow state shown in Fig. 9.

Figure 24: Wall normal spe
tra of the normalized energy of the BGK and MRT s
heme for all investigated

Reynolds numbers and N=91.

5 Conclusions

In this paper, the accuracy and stability of three popular lattice schemes, the BGK, MRT
and RLB approach, when employed for simulations of turbulent flows were investigated.
Homogeneous isotropic turbulence was considered by computing the Taylor-Green vor-



tex. Different resolutions and Reynolds numbers were considered. As it was found ear-
lier by several authors, the BGK scheme [7] suffers from numerical instabilities for in-
creasing Reynolds numbers at fixed resolutions. The reasons are unphysical moments,
which are amplified exponentially in time for under-resolved setups. Nevertheless, when
increasing the resolution, mesh convergence and accurate results were obtained. Due to
the low dissipation found for the BGK model at medium and well resolved setups, the
adaption of advanced turbulence models, such as ADM, seems to be promising for this
type of collision operator. To circumvent the instabilities of the BGK scheme at low res-
olutions, the MRT scheme [8] was derived. In our investigation this expected feature of
the MRT scheme was confirmed, but only in under-resolved test cases. Increasing the
resolution towards DNS lead to unstable simulations, and no mesh convergence could
be achieved with the MRT-LBM for of homogeneous turbulence considered in this work.
The RLB scheme allowed for stable simulations at all resolutions and Reynolds numbers
considered for the Taylor-Green vortex and mesh convergence was achieved. The RLB
suffers from large numerical dissipation, which grossly decreases accuracy.

By computing turbulent channel flows at Reτ =180, Reτ =395 and Reτ =590 for vary-
ing resolutions, some features found for the Taylor-Green vortex could be confirmed. For
the rather low Reynolds number of Reτ =180, very good agreement was found for both
the BGK and MRT scheme, while the MRT scheme showed even better agreement with
the reference data. By increasing the Reynolds number to Reτ = 395 and Reτ = 590, no
mesh convergence for the MRT model was found. While the BGK model lead to rea-
sonable and good results, the MRT model showed the appearance of spurious velocity
oscillations in the bulk. For an increasing Reynolds number these oscillations were also
found in the vicinity of the wall. Although the MRT model did not became unstable,
the simulations reproduced an unphysical state. The RLB model was only applied for
the lowest Reynolds number at Reτ = 180 and it was found, that the flow field resulted
in a laminar state, which was confirmed by the velocity profile and the temporal evolu-
tion of the Reτ. Additional work has to be performed on the validation of the forcing
approach to reach the target turbulence state. Since the mean velocity profile is maybe
affected by the development of spurious oscillations, mode coupling between such spu-
rious fluctuations and forcing oscillations may occur. Different initialization techniques
and Reynolds numbers should be applied by computing the turbulent channel flow with
the RLB scheme to test the general application of this model for wall-bounded turbulent
flows.

For the MRT model it is believed, that the high order moments are responsible for the
absence of mesh convergence at high Reynolds numbers employing a resolved numeri-
cal setup with diffusive scaling, see Sections 3 and 4. It was shown, that the MRT model
produces an unphysical amount of energy in the high frequency space. Due to the de-
veloping strong oscillations, the classical energy transfer of a turbulent flow is disturbed.
The results obtained in this work can be useful for further development of turbulence
models and underline the suitability of the BGK scheme as an efficient and accurate DNS
tool for turbulent fluid flows.
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