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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

FEM chip formation simulations and machining tests of orthogonal cutting were undertaken in order to investigate the influence of cutting 
speed and tool wear on cutting force, chip segmentation frequency, and residual stress state for Ti-6Al-4V. In addition, acoustic emissions, 
measured by a piezoelectric sensor adapted to the tool shank, were analyzed to extract chip segmentation frequency in-process using time-
frequency representations and periodograms. Results show the capability of robust chip segmentation frequency measuring. The hypothesis of 
compensating the negative effect of tool wear on the component’s residual stress state by means of targeted adjustment of process parameters 
can be derived. 
 
© 2018 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 51st CIRP Conference on Manufacturing Systems. 
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1. Introduction  

In order to maximize the fatigue strength and thus to 
provide elongated service life of mechanical components 
made of Ti-6Al-4V alloy, a defined setting of surface layer 
states, in particular of the residual stress state, is of 
elementary importance. Progression in tool wear during 
machining leading to a change in the thermomechanical load 
spectrum directly impacts the residual stress state of the 
machined component [1]. The process-reliable and wear-
independent adjustment of the component’s residual stress 
state during the machining of the material Ti-6Al-4V is an 
objective to strive for in the course of the component’s service 
life. Due to the lack of in-process measurability of the tool 
wear state and the component’s residual stress state during 
machining, an indirect evaluation based on process 
characteristics must be used. 

During machining Ti-6Al-4V alloy a segmented chip 
formation can be obtained within the entire reasonable 
process parameter area [2]. Nguyen et al. [3] investigated the 
capability of measuring the chip segmentation frequency 
using a polyvinylidene fluoride (PVDF) thin film 
piezoelectric dynamic strain sensor in order to characterize 
the tool wear state in orthogonal cutting of Ti-6Al-4V alloy. It 
could be demonstrated that the PVDF piezoelectric sensor can 
be used in-process to characterize the effects of tool wear on 
the chip segmentation characteristics. It was found that tool 
wear causes an increase in the chip segmentation frequency 
and a reduction in the amplitude of chip serration. 

On the basis of the already known correlations between 
tool wear state and the chip segmentation frequency, the 
possibility of assessing the component’s residual stress state 
by means of the acoustically measured chip segmentation 
frequency is to be investigated in the context of this work. 
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Nomenclature 
b  width of cut 
d  depth 
F  energy density of STFT 
Fc  cutting force 
f  frequency 
fcs chip segmentation frequency 
fS sample rate 
h  cutting depth 
P energy density of periodogram 
r cutting edge radius 
t  time 
tS sample time 
VB width of flank wear land 
vc cutting speed 
x  raw AE data 
  clearance angle 
  wedge angle 
σRS

long  residual stress in longitudinal direction 
σRS

trans  residual stress in transversal direction 

2. Process knowledge 

In order to determine the possibility of assessing the 
component’s residual stress state by means of the measured 
chip segmentation frequency the correlation between both 
values is to be evaluated in the following using chip formation 
simulation with ABAQUS for the orthogonal cutting of 
Ti-6Al-4V alloy. The influence of cutting speed and tool wear 
state on the chip segmentation frequency fcs is studied. The 
value fcs is evaluated by analyzing the simulated temporal 
evolution of the cutting force Fc. 

2.1. FEM Modelling 

A continuous remeshing method for the formation of 
segmented chips was developed for ABAQUS allowing to 
avoid intensive element distortions and was demonstrated in 
[4]. The Johnson-Cook model [5] in combination with the 
material parameters identified by Recht et al. [6] to describe 
the workpiece material behavior in the strain hardening area 
and with the material parameters identified by Sun et al. [7] to 
describe material failure was used. Friction between the tool 
and the workpiece was considered using Coulomb’s law. The 
used simulation model has been validated in [4] by comparing 
cutting forces, temperatures and chip shapes with 
experimentally achieved results. A K10 series uncoated 
cutting tool was implemented with geometry parameters 
shown in Table 1. 

Table 1. Geometry parameters of the used cutting insert. 

clearance angle  7° 
wedge angle  77° 
cutting edge radius r 30 μm 

2.2. Results and discussion 

Figure 1 shows simulated results for the residual stress 
depth distributions in longitudinal and transversal directions 
for different cutting speeds vc and tool wear states VB. Since 
chip segmentation influences the stress and strain states and 
thus the component’s residual stress states during machining, 
averaged values of the residual stress states versus different 
positions behind the tool were stated analogous to Schulze et 
al. [8]. 

 

 

Fig. 1. Simulated residual stress depth distributions in longitudinal (a) and 
transversal (b) directions for different cutting speeds and tool wear states and 

corresponding detailed illustration of surface residual stresses (c,d). 

On the one hand Figs. 1 (a) and (b) prove the amount of 
induced compressive residual stresses into the component’s 
surface layer in both directions to be less for increasing tool 
wear in the depth range up to approximately 70 µm. Similar 
results were demonstrated by Chen et al. [9] investigating the 
effects of tool flank wear and chip formation on residual 
stress after orthogonal cutting of Ti-6Al-4V alloy by means of 
experimentally validated FE chip formation simulation. 
Increasing tool wear led to higher thermal loading in the 
contact zone between the tool and the workpiece inducing a 
higher amount of tensile residual stress [9]. On the other hand 
residual stress depth distributions fitted with a B-spline 
function in Figs. 1 (c) and (d) show a higher amount of 
induced surface compressive residual stresses for decreasing 
cutting speed vc. 

Figure 2 shows simulated results for the temporal evolution 
of the cutting force Fc for different cutting speeds and tool 
wear states. 
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Fig. 2. Simulated temporal evolution of cutting force Fc for different cutting 
speeds vc and tool wear states. 

During machining of Ti-6Al-4V alloy chip segmentation leads 
to a periodic temporal force evolution after the occurring 
impulse caused by the cutting edge entering the material for 
all simulated configurations. Results show clearly an 
increasing chip segmentation frequency fcs with growing 
cutting speed vc (Δfcs,vc=55/90 ≈ 5.6 kHz). Furthermore, a slight 
increase of fcs can be stated for a growing tool wear state with 
Δfcs,VB=10/140 ≈ 1.4 kHz. Sun et al. [10] showed that the 
measured cyclic cutting force during machining of Ti-6Al-4V 
alloy was a result of chip segmentation and demonstrated the 
analyzed cyclic force frequency to match the measured chip 
segmentation frequency. 

The chip segmentation has a direct impact on the residual 
stress depth distribution (see Fig. 1) as well as on the temporal 
evolution of the cutting force Fc and chip segmentation 
frequency fcs (see Fig. 2). Therefore, a correlation between 
cutting speed vc as process correcting variable, tool wear as 
process disturbance variable, cutting force Fc, in particular the 
periodicity fcs of the evolution of the cutting force Fc as 
process characteristic parameter and the residual stress state 
as target value can be stated. Consequently the chip 
segmentation frequency fcs emerges as a process characteristic 
variable with a high potential for assessing the component’s 
residual stress state during machining. 

3. Analysis of acoustic emission signals 

Nguyen et al. [3] have shown that in-process analysis of 
chip segmentation frequency can be done by using a 
frequency analysis of acoustic emission (AE) signals. They 
used fast Fourier transform (FFT) for signal analysis and 
validated their results on the basis of chip segmentations with 
distinct periodic saw-tooth chip morphology. At lower cutting 
speeds or feeds, a comparison between fcs obtained by chip 
analysis and fcs obtained by acoustic emission signals showed 
higher deviation. One of the reasons identified by Nguyen et 
al. is the irregularity of periodicity at lower feeds or cutting 
speeds. This is in compliance with the results from Barry et al. 
[11], who showed that during machining Ti-6Al-4V, aperiodic 
saw-tooth chip morphology can occur as well, if process 
parameters like cutting speed and feed rate are selected below 
defined thresholds. Then chip segmentation is time-
dependent, piecewise periodic with stochastic perturbations or 
even not measurable in some ranges, because no distinct 

periodic part can be identified. The FFT algorithm implies 
periodic signals and the quality of the results depend on the 
compliance with the assumption. Therefore, an irregularity in 
the periodicity or a local variation of fcs distort the chip 
segmentation frequency obtained by the FFT algorithm. Other 
authors used time-frequency transformations to process 
acoustic emission signals such as wavelet packet transform 
[12], wavelet transform [13] or short-time Fourier transform 
(STFT) [14]. 

In the scope of this work, acoustic emission signals are 
analyzed by STFT in order to measure time-dependent 
frequencies and cope with piecewise periodic signals. 

3.1. Signal acquisition 

Orthogonal cutting experiments on Ti-6Al-4V were 
conducted on a vertical hard broaching machine by Karl-
Klink GmbH. The experimental setup is displayed in Fig. 3. 

 

Fig. 3. Schematic view of the experimental setup. 

An uncoated carbide insert (P8CC-6090173/WKM 
CCMW120404) by Walter AG was used for the cutting 
process. Table 2 shows the corresponding insert geometry 
parameters. 

Table 2. Geometry parameters of the used cutting insert. 

clearance angle  7° 
wedge angle  83° 
cutting edge radius r 30 μm 
 
The workpiece geometry was selected to realize a cutting 
length of 80 mm and a cutting width of 4 mm. To minimize 
the impulse caused by the entering of the cutting edge into the 
material and therefore prevent a fracture of the insert, the 
workpiece was designed wedge-shaped on the first 30 mm of 
the cutting length. A piezoelectric sensor was mounted 
directly onto the tool shank. Acoustic emission measurement 
during the cutting process was carried out using the AE 
analyzing device Optimizer4D by QASS GmbH. Thereby, a 
sample rate of fS = 3.125 MHz was used. The evaluation of 
the measured raw data was carried out with Matlab software. 
Table 3 shows the selected process correcting variables for the 
conducted experiments. 

Table 3. Process correcting variables for the orthogonal cutting process. 
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VB width of flank wear land 
vc cutting speed 
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  wedge angle 
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value fcs is evaluated by analyzing the simulated temporal 
evolution of the cutting force Fc. 
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and with the material parameters identified by Sun et al. [7] to 
describe material failure was used. Friction between the tool 
and the workpiece was considered using Coulomb’s law. The 
used simulation model has been validated in [4] by comparing 
cutting forces, temperatures and chip shapes with 
experimentally achieved results. A K10 series uncoated 
cutting tool was implemented with geometry parameters 
shown in Table 1. 

Table 1. Geometry parameters of the used cutting insert. 
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wedge angle  77° 
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2.2. Results and discussion 

Figure 1 shows simulated results for the residual stress 
depth distributions in longitudinal and transversal directions 
for different cutting speeds vc and tool wear states VB. Since 
chip segmentation influences the stress and strain states and 
thus the component’s residual stress states during machining, 
averaged values of the residual stress states versus different 
positions behind the tool were stated analogous to Schulze et 
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Fig. 1. Simulated residual stress depth distributions in longitudinal (a) and 
transversal (b) directions for different cutting speeds and tool wear states and 

corresponding detailed illustration of surface residual stresses (c,d). 

On the one hand Figs. 1 (a) and (b) prove the amount of 
induced compressive residual stresses into the component’s 
surface layer in both directions to be less for increasing tool 
wear in the depth range up to approximately 70 µm. Similar 
results were demonstrated by Chen et al. [9] investigating the 
effects of tool flank wear and chip formation on residual 
stress after orthogonal cutting of Ti-6Al-4V alloy by means of 
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Increasing tool wear led to higher thermal loading in the 
contact zone between the tool and the workpiece inducing a 
higher amount of tensile residual stress [9]. On the other hand 
residual stress depth distributions fitted with a B-spline 
function in Figs. 1 (c) and (d) show a higher amount of 
induced surface compressive residual stresses for decreasing 
cutting speed vc. 

Figure 2 shows simulated results for the temporal evolution 
of the cutting force Fc for different cutting speeds and tool 
wear states. 
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Fig. 2. Simulated temporal evolution of cutting force Fc for different cutting 
speeds vc and tool wear states. 

During machining of Ti-6Al-4V alloy chip segmentation leads 
to a periodic temporal force evolution after the occurring 
impulse caused by the cutting edge entering the material for 
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cutting speed vc (Δfcs,vc=55/90 ≈ 5.6 kHz). Furthermore, a slight 
increase of fcs can be stated for a growing tool wear state with 
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segmentation frequency. 
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In order to determine the influence of wear on the chip 
segmentation frequency, new as well as worn inserts were 
used. The abrasion of the inserts was also carried out by 
orthogonal cutting. Figure 4 compares the profile sections of 
the used inserts in initial state and in worn state. The profiles 
were measured using the contour measuring unit MarSurf 
XCR20 by Mahr GmbH. The width of flank wear land (VB) 
was 133 µm. 

 

Fig. 4. Comparison of the profile sections of the cutting edges on used cutting 
inserts. 1) crater wear, 2) built up edge, 3) plastic deformation, 4) flank wear / 

width of flank wear land VB. 

Figure 5 shows light microscopic images of the chips with 
periodically arranged segmented chips after the orthogonal 
cutting. The average chip segmentation frequency was 
calculated with the measured distances between the segments 
and by neglecting the chip compression. To estimate the 
influence of the chip compression, the ratio of cutting depth h 
to the average segmented chip height was calculated and came 
to values of 1.13 – 1.26. 

 

Fig. 5. Light microscopic images of the resulting segmented chips. 

3.2. Signal processing 

Raw sampled AE data x[n] = x(n tS) with sample time tS are 
converted into time-frequency representation by discrete 
STFT, because transient signal portions during cutting process 
and time-dependent variables have to be analyzed in time-
dependent frequency representation. Discrete STFT is 
calculated by 
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The function γ(t) is a Gaussian window of range 
t ϵ [−2.5σ,2.5σ] in this case, where σ = 1.048 ms represents 
the standard deviation of γ(t). In order to transform the entire 
AE data, γ(n tS) is shifted in time for m∙ΔM sampled data 
points of sample time tS, where ΔM∙tS corresponds to the half 
of the window size. Consequently, each window is 
Δt = 5.24 ms wide and overlaps half of the neighbor windows. 
In equation (1), m is the discrete time index of STFT and the 
index k represents defined frequencies, up to maximum 
frequency index K-1. Both time and frequency data points are 
scaled equidistantly. 

In order to further analyze occurring frequencies, the 
absolute STFT values |Fx

γ[i,k]| of every time step i ϵ [i0,ic) 
during orthogonal cutting and the whole frequency range are 
separated. Temporal averages are calculated for each 
frequency bin k ϵ [0,K-1] by means of the appropriate absolute 
STFT values:  
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Each squared absolute STFT value |Fx
γ[i,k]|2 represents an 

estimation of the energy density at time i and frequency k. 
The temporal averages Px

γ[k] of those energy densities are 
combined in a frequency-dependent periodogram. Due to 
analysis by periodograms, signal noise energy is reduced and 
frequencies are emphasized, which have been detected during 
the entire cutting process. 

3.3. Results and discussion 

Although detailed frequency analysis is performed by 
means of the periodograms, time-frequency representations 
already show lots of process characteristics. Exemplarily, the 
time-frequency representation of orthogonal cutting with 
cutting speed of vc = 55 m/min and new insert is illustrated in 
Fig. 6. Based on the grey-scale representation of the 
spectrogram in Fig. 6, machine operation can be located 
between t = 1.46 s and t = 1.54 s (bright stripe for the whole 
frequency range). This period corresponds to the time range 
of the realized orthogonal cutting test. At f = 5 kHz, energy 
density values are very high during orthogonal cutting, 
therefore chip segmentation frequency is assumed to be 
around this frequency here. Additionally, steady-state 
interference signals of constant frequency can be seen, mostly 
before and after the cutting process. 
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Fig. 6. Time-frequency representation of orthogonal cutting with cutting 
speed vc = 55 m/min and new insert; logarithmic energy density in grey-scale 

values and normalized to maximum value (bright intensities correspond to 
high values). 

Resulting periodograms, calculated as described in Section 
3.2, are given in Fig. 7, in which the effect of different cutting 
speed is analyzed, and in Fig. 8, where the effect of tool wear 
is investigated. 

In case of different cutting speed (Fig. 7), the frequency 
with maximum energy density for vc = 90 m/min is 
significantly higher than the frequency for vc = 55 m/min. 

For orthogonal cutting with different inserts (Fig. 8), the 
frequencies of the calculated maximum energy densities are 
equal. Therefore, no relation between the condition of the 
insert and the maximum in periodogram can be stated. 
Possible reasons are the periodogram’s frequency resolution 
of Δf ≅ 190 Hz and interference signals from the process, like 
the steady-state signals with constant frequency in Fig. 6. 
Instead of taking the frequency with maximum energy 
density, an analysis of harmonics leads to wear-dependent 
frequencies. In Fig. 8, two local maxima are labeled in the 
frequency range of the fifth harmonic of the maximum of the 
periodogram. The fundamental oscillations corresponding to 
these harmonics at f = 44.06 kHz and f = 45.78 kHz are  
f = 8.81 kHz for the new insert and f = 9.16 kHz for the worn 
insert. 

Table 4 presents a comparison of the chip segmentation 
frequencies determined experimentally (by light microscopy) 
and those calculated by AE signals with respect to the 
relevant parameter configurations. 

Table 4. Comparison of the chip segmentation frequencies determined 
experimentally (by light microscopy) and those calculated from AE signals 
during orthogonal cutting. 

vc 55 m/min 90 m/min 90 m/min 

h 150 µm 150 µm 150 µm 

VB 0 µm 0 µm 133 µm 

fcs, exp 5.45 kHz 8.38 kHz 9.66 kHz 

fcs, AE 5.15 kHz 8.81 kHz 9.16 kHz 

 

 

Fig. 7. Periodogram (logarithmically scaled) based on STFT of orthogonal 
cutting of Ti-6Al-4V with different cutting speed vc. 

1) f = 5.15 kHz, 2) f = 9.346 kHz. 

 

Fig. 8. Periodogram (logarithmically scaled) based on STFT of orthogonal 
cutting of Ti-6Al-4V with new and worn insert. 

1) f = 9.346 kHz, 2) f = 44.06 kHz, 3) f = 45.78 kHz. 

The experimental results obtained by light microscopy 
conform to the acoustic emission results. All respective 
frequencies are in the same frequency range and show similar 
tendencies. This tendencies suit the simulated effects and the 
simulation results of Section 2. 

Small deviations in the frequency results of Table 4 occur, 
for example, due to varying chip segmentation frequency and 
frequency resolution of Δf ≅ 190 Hz of the periodograms. 
Furthermore, frequencies measured by light microscopy 
strongly depend on the examined part of the chip. 

As the frequencies have been determined in the same range 
and with similar tendencies, a measurable correlation between 
chip segmentation frequency and residual stress state can be 
stated. Consequently, the process can be monitored by AE and 
the component’s residual stress state can be controlled with 
the knowledge of the simulation results. 
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In order to determine the influence of wear on the chip 
segmentation frequency, new as well as worn inserts were 
used. The abrasion of the inserts was also carried out by 
orthogonal cutting. Figure 4 compares the profile sections of 
the used inserts in initial state and in worn state. The profiles 
were measured using the contour measuring unit MarSurf 
XCR20 by Mahr GmbH. The width of flank wear land (VB) 
was 133 µm. 

 

Fig. 4. Comparison of the profile sections of the cutting edges on used cutting 
inserts. 1) crater wear, 2) built up edge, 3) plastic deformation, 4) flank wear / 

width of flank wear land VB. 

Figure 5 shows light microscopic images of the chips with 
periodically arranged segmented chips after the orthogonal 
cutting. The average chip segmentation frequency was 
calculated with the measured distances between the segments 
and by neglecting the chip compression. To estimate the 
influence of the chip compression, the ratio of cutting depth h 
to the average segmented chip height was calculated and came 
to values of 1.13 – 1.26. 

 

Fig. 5. Light microscopic images of the resulting segmented chips. 

3.2. Signal processing 

Raw sampled AE data x[n] = x(n tS) with sample time tS are 
converted into time-frequency representation by discrete 
STFT, because transient signal portions during cutting process 
and time-dependent variables have to be analyzed in time-
dependent frequency representation. Discrete STFT is 
calculated by 
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The function γ(t) is a Gaussian window of range 
t ϵ [−2.5σ,2.5σ] in this case, where σ = 1.048 ms represents 
the standard deviation of γ(t). In order to transform the entire 
AE data, γ(n tS) is shifted in time for m∙ΔM sampled data 
points of sample time tS, where ΔM∙tS corresponds to the half 
of the window size. Consequently, each window is 
Δt = 5.24 ms wide and overlaps half of the neighbor windows. 
In equation (1), m is the discrete time index of STFT and the 
index k represents defined frequencies, up to maximum 
frequency index K-1. Both time and frequency data points are 
scaled equidistantly. 

In order to further analyze occurring frequencies, the 
absolute STFT values |Fx

γ[i,k]| of every time step i ϵ [i0,ic) 
during orthogonal cutting and the whole frequency range are 
separated. Temporal averages are calculated for each 
frequency bin k ϵ [0,K-1] by means of the appropriate absolute 
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estimation of the energy density at time i and frequency k. 
The temporal averages Px

γ[k] of those energy densities are 
combined in a frequency-dependent periodogram. Due to 
analysis by periodograms, signal noise energy is reduced and 
frequencies are emphasized, which have been detected during 
the entire cutting process. 

3.3. Results and discussion 

Although detailed frequency analysis is performed by 
means of the periodograms, time-frequency representations 
already show lots of process characteristics. Exemplarily, the 
time-frequency representation of orthogonal cutting with 
cutting speed of vc = 55 m/min and new insert is illustrated in 
Fig. 6. Based on the grey-scale representation of the 
spectrogram in Fig. 6, machine operation can be located 
between t = 1.46 s and t = 1.54 s (bright stripe for the whole 
frequency range). This period corresponds to the time range 
of the realized orthogonal cutting test. At f = 5 kHz, energy 
density values are very high during orthogonal cutting, 
therefore chip segmentation frequency is assumed to be 
around this frequency here. Additionally, steady-state 
interference signals of constant frequency can be seen, mostly 
before and after the cutting process. 
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Fig. 6. Time-frequency representation of orthogonal cutting with cutting 
speed vc = 55 m/min and new insert; logarithmic energy density in grey-scale 

values and normalized to maximum value (bright intensities correspond to 
high values). 

Resulting periodograms, calculated as described in Section 
3.2, are given in Fig. 7, in which the effect of different cutting 
speed is analyzed, and in Fig. 8, where the effect of tool wear 
is investigated. 

In case of different cutting speed (Fig. 7), the frequency 
with maximum energy density for vc = 90 m/min is 
significantly higher than the frequency for vc = 55 m/min. 

For orthogonal cutting with different inserts (Fig. 8), the 
frequencies of the calculated maximum energy densities are 
equal. Therefore, no relation between the condition of the 
insert and the maximum in periodogram can be stated. 
Possible reasons are the periodogram’s frequency resolution 
of Δf ≅ 190 Hz and interference signals from the process, like 
the steady-state signals with constant frequency in Fig. 6. 
Instead of taking the frequency with maximum energy 
density, an analysis of harmonics leads to wear-dependent 
frequencies. In Fig. 8, two local maxima are labeled in the 
frequency range of the fifth harmonic of the maximum of the 
periodogram. The fundamental oscillations corresponding to 
these harmonics at f = 44.06 kHz and f = 45.78 kHz are  
f = 8.81 kHz for the new insert and f = 9.16 kHz for the worn 
insert. 

Table 4 presents a comparison of the chip segmentation 
frequencies determined experimentally (by light microscopy) 
and those calculated by AE signals with respect to the 
relevant parameter configurations. 

Table 4. Comparison of the chip segmentation frequencies determined 
experimentally (by light microscopy) and those calculated from AE signals 
during orthogonal cutting. 

vc 55 m/min 90 m/min 90 m/min 

h 150 µm 150 µm 150 µm 
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fcs, exp 5.45 kHz 8.38 kHz 9.66 kHz 

fcs, AE 5.15 kHz 8.81 kHz 9.16 kHz 

 

 

Fig. 7. Periodogram (logarithmically scaled) based on STFT of orthogonal 
cutting of Ti-6Al-4V with different cutting speed vc. 

1) f = 5.15 kHz, 2) f = 9.346 kHz. 

 

Fig. 8. Periodogram (logarithmically scaled) based on STFT of orthogonal 
cutting of Ti-6Al-4V with new and worn insert. 

1) f = 9.346 kHz, 2) f = 44.06 kHz, 3) f = 45.78 kHz. 

The experimental results obtained by light microscopy 
conform to the acoustic emission results. All respective 
frequencies are in the same frequency range and show similar 
tendencies. This tendencies suit the simulated effects and the 
simulation results of Section 2. 

Small deviations in the frequency results of Table 4 occur, 
for example, due to varying chip segmentation frequency and 
frequency resolution of Δf ≅ 190 Hz of the periodograms. 
Furthermore, frequencies measured by light microscopy 
strongly depend on the examined part of the chip. 

As the frequencies have been determined in the same range 
and with similar tendencies, a measurable correlation between 
chip segmentation frequency and residual stress state can be 
stated. Consequently, the process can be monitored by AE and 
the component’s residual stress state can be controlled with 
the knowledge of the simulation results. 
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4. Conclusion 

The possibility of assessing the component’s residual stress 
state by means of the acoustically measured chip 
segmentation frequency was investigated for the orthogonal 
cutting of Ti-6Al-4V alloy. FEM simulations were undertaken 
in order to investigate the correlation between the cutting 
speed vc, tool wear state, residual stress state and chip 
segmentation frequency fcs. Furthermore, chip segmentation 
frequency could be measured by means of acoustic emission 
signals and subsequent signal processing in orthogonal cutting 
tests. The key findings of this work are: 

 
 The chip segmentation has a direct impact on the residual 

stress depth distribution as well as on the temporal 
evolution of the cutting force Fc and chip segmentation 
frequency fcs. 

 A higher amount of induced surface compressive residual 
stresses along with a significant decrease in chip 
segmentation frequency fcs can be stated for decreasing 
cutting speed vc. 

 A significant decrease of induced compressive residual 
stresses into the component’s surface layer along with a 
slight increase of chip segmentation frequency fcs can be 
stated for a growing tool wear state. 

 Chip segmentation frequency during orthogonal cutting 
of Ti-6Al-4V can be monitored in-process using time-
frequency analysis of acoustic emission signals. 

 
Consequently, the acoustically measured chip segmentation 
frequency fcs emerges as a process-characteristic variable with 
a high potential for assessing the component’s residual stress 
state during machining of Ti-6Al-4V alloy. The hypothesis of 
compensating the negative effect of tool wear on the 
component’s residual stress state by means of targeted 
adjustment of the process parameters can be derived and will 
be aimed in future work. 
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