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1 Introduction

The past decade witnessed the rapid development of high dimensional statistics in
deterministic design. High dimensional time series analysis, due to the time depen-
dency, still faces several theoretical challenges. Among the time series models, the
Vector Error Correction Model (VECM) is especially complicated because of the
non-stationary components. The classical estimation strategies (e.g. Johansen’s ap-
proach) fail to provide consistent estimates for dimensions larger than three. More-
over, it is impossible to apply existing statistical methods to determine VECM in
high dimensions. This dissertation aims at providing feasible regularized methods,
which can determine and estimate high dimensional VECM with robust statistical
properties. The detailed analysis is divided into three parts contained in Chapters
2-4. 1 develop new tailored Lasso-type methods and prove their statistical proper-
ties. From the application side these techniques are highly valuable for appropriately
treating complex potentially non-stationary systems not only in economics, finance
but also in weather and climate systems. I also illustrate this for portfolios of Credit
Default Swaps in a banking-sovereign network (Chapter 3). In Chapter 5, I provide
a detailed empirical study on a high-frequency portfolio where new high-dimensional
techniques allow to account for liquidity effects through the Limit Order Book in
a very detailed way. With this the new spillover channels in the system can be
identified.

In Chapter 2, I introduce the idea treating cointegration rank selection in VECM
as a Lasso-type variable selection problem. Such an approach relies on the QR-
decomposition of the least squared estimator, which provides the pre-estimators for
both the possible orthonormal basis spanning the cointegrating space and the corre-
sponding loading matrix. Therefore, the inner products between the non-stationary
components and the different basis become the regressors in the Lasso step. In
the true model, only 7 (the rank) out of m (the dimension) basis have non-zero
loading coefficients. To detect the r important basis, I construct weights from the
pre-estimator of the loading matrix and apply adaptive Lasso for the purpose of con-
sistent model selection. The number of non-zero columns in the penalized estimator
for the loading matrix is exactly the cointegration rank. Lag selection is relatively
easier since it only includes stationary components. Therefore, the adaptive Lasso
method can be applied directly in lag selection part. In order to focus on the main
idea of Lasso-type cointegration rank selection, theoretical results for fixed dimen-
sional VECM are derived in this chapter. Monto Carlo simulations show that the
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Lasso-type method works well for VECM determination up to 16 dimensions, which
is beyond the ability of Johansen’s method.

In Chapter 3, I extend the Lasso-type method for VECM determination to high
dimensions, where the dimension is allowed to increase with the number of ob-
servations. Such an extension of VECM requires completely different statistical
treatment: For the first, consistency of covariance matrix estimation depends on the
ratio between dimension and number of observations; for the second, many standard
results on convergence in distribution, e.g. central limit theorem, can’t be applied in
this setting. Although there are literatures dealing with high dimensional stationary
time series, how to deal with the non-stationary components in high dimensions is
still an open question, which is the most difficult part in this chapter. To overcome
this challenge, I derive the high dimensional strong invariance principle, which ap-
proximates the partial sum of stationary time series by Brownian motion. Another
difference from the fixed dimensional case is that adaptive Lasso doesn’t necessarily
lead to variable selection consistency in high dimensions without extra assumptions.
This chapter is the first in the literature that derives the conditions under which
adaptive Lasso is consistent in variable selection consistency with large probability.
Last but not least, only very weak assumptions on the error terms are imposed so
that this method is applicable to real financial data. Detailed numerical simulations
confirm the power of this method. In the last section, this method is applied to
estimate the VECM of European CDS data. The forecast error variance decompo-
sition results show that the countries in the south, i.e. Italy, Spain, Greece, and
European banks form two clusters. Within each cluster, the elements are strongly
interconnected over time.

Chapter 4 considers an ultra-high dimensional Cointegrated Vector Autoregressive
Models (CVAR) where both the loading matrix and the cointegrating vectors are
assumed to be sparse. In such case, a step of pre-screening is introduced to avoid
overfitting in further steps. After reducing the dimensions significantly, I consider
the reduced rank regression approach (RRR) rather than the Lasso-type approach
as in Chapters 2 and 3. The consecutive ratios of the eigenvalues from RRR indicate
the cointegration rank and the right eigenspace spanned by the first r eigenvectors
from RRR approximates the subspace spanned by the cointegrating vectors. The
advantage of RRR estimator is that the estimator for the cointegration vectors does
no longer suffer from endogeneity bias but the consistency result allows rather small
cardinality of the pre-selected subset. This new approach combining pre-screening
and RRR has strong practical implications for financial arbitrage strategies.

In Chapter 5, an empirical study with high dimensional high frequency trading data
is conducted in order to measure market impacts in a robust way. The main contri-
bution of this chapter is that not only prices but also volumes at different levels from



the limit order books across stocks are included in the large dynamic system. This
can only be estimated with the appropriate regularized estimation strategy for the
underlying high dimensional vector autoregressive model. Different from the tradi-
tional approach for fixed dimensional case, here I employ a bootstrapping method to
derive directed impulse response function and forecast error variance decomposition.
Empirically asymmetric market impacts are identified during the period of Brexit
and some stocks in financial industry are significantly leading the prices of others.

Chapters 2-4 are joint work with Melanie Schienle. Chapter 3 is in the third round
revision for potential publication at the Journal of Econometrics. Chapter 5, which
has been submitted to Review of Financial Studies, is joint work with Melanie
Schienle, Shi Chen and Wolfgang Hérdle.






2 Lasso-Techniques for Model
Determination & Estimation of
Non-Stationary Time Series in Higher
Dimensions

2.1 Introduction

Complex financial systems are dynamic, multi-dimensional and often contain a large
number of non-stationary potentially cointegrated components. Many financial data
show such properties, e.g. Credit Default Spreads (CDS), foreign exchange rates,
interest rates, etc. The level prices are nonstationary but there exist some linear
vectors such that a stationary process can be generated by taking the inner product
of the coefficient vector and the price vector. Interestingly, the unobservable station-
ary process is very important in predicting the return process. Such an economic
result was modeled by the vector error correction model (VECM) as introduced
in Engle and Granger (1987). But how to determine the number of such linear
vectors in subspace sense (or cointegration rank) and how to estimate the whole
model become a challenging econometric problem after that. Sequential Johansen
test proposed (Johansen, 1988, 1991, 1995) have been the most popular approach-
ing in estimating VECM in the past decades. Other than that, bootstrap based
modifications of sequential likelihood tests as e.g. in Cavaliere et al. (2012) or by
information criteria such as Chao and Phillips (1999), Wang and Bessler (2005)
are proposed in estimating VECM for model selection consistency. However, even
for settings greater than dimension two, existing econometric techniques often fail
to provide accurate, testable and computationally tractable estimates. As the di-
mension of variables becomes larger in model financial market, there is thus a need
for econometric procedures which can consistently directly determine and estimate
appropriate full-dimensional VECM specifications in such higher but still fixed di-
mensional settings.

In this paper, we provide a Lasso-type technique for consistent and numerically
efficient model selection which is feasible for both, standard low but also higher
dimensions. Moreover, the proposed adaptive shrinkage method allows for model
choice and direct estimation in the same step. Model determination is treated as
a joint selection problem of cointegrating rank and VAR lags. Even for moderate
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cross-section dimensions, the amount of possible combinations of cointegration rela-
tions and VAR lags becomes quite large. In this case, we exploit that from a large
fixed number of potential cointegration relations, in practice, only a few of them are
actually prevalent for the system. In the same way, a small number of VAR lags are
considered sufficient for a parsimonious model specification, but within this maxi-
mum lag range, our model selection technique is independent from the lag ordering.
In this sense, the problem is assumed to be sparse. We show consistency of the
variable selection by the proposed Lasso-VECM estimator and derive its asymptotic
properties for inference. For refined estimation in particular in larger dimensional
finite samples, we provide a refined estimation strategy and derive its statistical
properties. Moreover, with only linear computational complexity, all procedures
remain computationally tractable also for higher dimensions. A simulation study
shows the effectiveness of the proposed techniques in finite samples. This is also
illustrated by the empirical example with sovereign CDS data.

Our work builds on the excessive literature of VECM as summarized e.g. in Liitke-
pohl (2007) as well as on results for Lasso techniques in the standard i.i.d. case.
Lasso was proposed by Tibshirani (1996) and its asymptotic properties were first
studied in Knight and Fu (2000). The adaptive Lasso by Zou (2006) improved on
the selection properties by penalizing different variables differently. Yuan and Lin
(2006) introduce group-Lasso which allows for simultaneous exclusion and inclusion
of certain variables. For the Lasso optimization, there are several standard solution
algorithms such as the coordinate descent (Friedman et al., 2007; Friedman et al.,
2010, or others), the interior point method (Koh et al., 2007), or the orthant-wise
limited-memory Quasi-Newton optimizer (Andrew and Gao, 2007).

But the application of Lasso-type technique to non-stationary time series is new in
the literature. There exist some empirical and simulation work employing penalizing
algorithms for VECM without mathematical proofs, see e.g. Signoretto and Suykens
(2012), Wilms and Croux (2016). While Liao and Phillips (2015) provides a solution
of applying Lasso to VECM with theoretical properties, penalizing the eigenvalues
of an asymmetric matrix makes its approach different from standard Lasso-type
techniques and thus the technical proof challenging.

The rest of the paper is organized as follows. In Section 3.2.1, we derive the Lasso
objective function in a VECM specification in order to jointly determine the coin-
tegration rank and the VAR lags. The asymptotic results for model selection and
estimation of the proposed Lasso-VECM estimator are stated in Section 2.3. Be-
sides, Section 2.3 also discusses the refinement of the estimate given the estimated
rank and lag. Section 2.4 extends the previous econometric analysis to a non i.i.d.
setting. In Section 3.5 we study the finite-sample performance of the method in sev-
eral simulation experiments. We also provide an empirical application to sovereign
CDS data in Section 3.6. Section 3.7 concludes. All proofs are contained in the
Appendix.



2.2 Model and Estimation

2.2 Model and Estimation

In order to illustrate the main ideas of the proposed Lasso methodology, we first
derive our Lasso objective function in a simple setting for a known fixed VAR with
one lag. Thus model determination here only consists of cointegrating rank selection
and estimation. We denote this setup as special case described in Subsection 2.2.1.
Results are of independent interest, as such models are widely used in the applied
literature. In Subsection 3.3, we generalize the setting to a general unknown VAR
with unknown general lag order which then also enters the model selection prob-
lem. Thus complete model specification then amounts to both rank and lag order
determination.

Throughout the paper, we use the following notation. For a € R™, we write ||a||} =
a’ Aa for any non-singular positive definite matrix A. The corresponding empirical
norm is denoted by ||a|\12¢i = d’Aa with a consistent pre-estimate A of A. ||a|[3
denotes the squared Iy norm. For matrices we use the Frobenius norm || - ||p.

In general, we consider an m-dimensional I(1) time series Y;, i.e. Y; is nonstationary
and AY; = Y; — Y;_1 is stationary for t = 1,...,T. Our setup is higher-dimensional,
thus m can be large but fixed. Thus obtained results provide a strong improvement
of conventional model selection techniques in the VECM setting, but are different
from high-dimensional statistical techniques where the dimension can also grow with
sample size T

2.2.1 Special case

For simplicity in this subsection, we assume that Y; is generated from a VAR(1)
process

YVi=A1Y 1 +w (2.1)
with equivalent VECM representation
AY; = IIY:i 1 +u (2.2)

fort=1,...,T, where Il = A; — I,,, is an m x m matrix of rank r with 0 <r <m
marking the number of cointegration relations in the system. II can be decomposed
as II = af’, where 8 marks the r long-run cointegrating relations and « is a loading
matrix of rank r. This decomposition is unique up to a nonsingular matrix H, so
only the space of cointegration relations is identified but not S. In this setting,
VECM determination reduces to selection of the correct cointegration rank.

For the error term wu;, we first employ a standard white noise assumption which
allows to focus on the key aspects of our Lasso selection procedure while keeping
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technical results simple.

Assumption 2.2.1. The error term u; is i.i.d. distributed with N'(0,%,) where ¥,
s a symmetric, positive definite m X m matriz.

In Section 2.4, we show how Assumption 2.2.1 can be generalized admitting linear
forms of weak dependence. Such a general setting requires changes in the Lasso
procedure and leads to different statistical properties of the modified technique.

Our shrinkage selection procedure is based on an available consistent pre-estimate
of the cointegration matrix II. It is well known, that for the model setting in (2.2)
and Assumption 2.2.1 the standard least squares estimator

- I . r N
fi = (t_zl AVY/, ) (t_ZIYHYH) (2.3)

is consistent while its asymptotic properties depend on the unknown cointegration
rank. Moreover, the least squares estimate X, = % ZtT:l(A}Q—HKg_l)(A)Q—HYt_l)’
of the error variance-covariance matrix ¥, is also consistent (see e.g. Liitkepohl,
2007).

The distribution of II relies on a Q-transformation of Y;, which allows to disentangle
stationary and nonstationary components. It pre-multiplies all elements in (2.2)
from the left with the specific matrix ) defined as follows

g . : -
o-| 5| @t -lawe m@s))
where a| and 3, denote the orthogonal complement of « and 3 respectively.! Note
in particular, that the I(1) assumption on Y; ensures that 5« and o/, 3, are non-
singular component matrices in r x r and (m — r) x (m — r) respectively, thus
appearing inverses in Q! exist and all matrices are well-defined.

Thus by Q-transformation, we obtain a new vector Z; = QY; = [(8'Yy), (¢/\ Y2)'] =
[Z1 4, Z3,]" decomposed into a distinct stationary and nonstationary part. In par-
ticular by definition, the first component Z;; of dimension r is stationary and the
(m — r)-dimensional remainder Zs; is a unit root process.

For determining the cointegration rank, we therefore aim at empirically disentangling
the stationary part Z;; from the non-stationary Zs; with the help of a Lasso-type
procedure. The basic principle of standard Lasso-type methods is to determine
the number of covariates in a linear model according to a penalized loss-function

L For m = r, we denote by M, an orthogonal complement of the m x 7 matrix M with rk(M) =r.
Thus M, is any m x (m — r) matrix with rk(M,) =m —r and M'M, = 0.
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criterion. Likewise, the determination of the cointegration rank in (2.2) amounts
to distinguishing the vectors spanning the cointegration space from the basis of its
orthogonal complement. This is equivalent to separating the non-zero singular values
of IT from the zero ones, where the number of non-zero singular values corresponds to
the rank. Thus, the corresponding loading matrix for 3’Y;_1 is & while the remainder
B Yi—1 should get loading zero. We say the underlying model has a sparse structure
with respect to the rank if m/r = ¢; and ¢; » 1. In this case, which we consider as
practically prevalent in the higher-dimensional setting, only a very limited number
r of cointegration relationships occur while there are potentially many options m.
The problem is more sparse, the larger c¢;. In such cases, Lasso-type methods are
tailored to detecting corresponding non-zero loadings.

To construct a Lasso-type objective function for rank selection, we require a pre-
estimate for § and () respectively, which we obtain from the QR decomposition
(with column-pivoting)? of II’ as

I = RS (2.4)

Q7
5% 5% 1,rxm
1,mxr 2,mx(m—r) §/

2,(m—r)xm

where S is an orthonormal matrix, i.e. S’S = I. Risan upper triangular ma-
trix and further properties of this decomposition can be found in Stewart (1984).
Column-pivoting orders columns in R according to size putting zero-columns at the
end.? Since II is a matrix of full-rank and also a consistent estimate of 11, the lower
diagonal elements of the last (m — r) columns of the matrix R’ are expected to be
small, converging to zero asymptotically at unit root speed 7. This is shown in
Lemma 2.2.1, where we derive convergence results of the QR-decomposition compo-
nents R and S from the least squares pre-estimate Ir'.

Lemma 2.2.1. Let Assumption 2.2.1 hold for I in (2.3). We denote by }NE/l the first
r and by R, the last m —r columns of R in the QR-decomposition (3.7) of II'. Let
B be orthonormal and H be some (r x r)-orthonormal matriz. Then

2To avoid confusion between the orthogonal matrix Q from QR-decomposition and the Q matrix
defined previously, we write the former as matrix S.

3Such a decomposition exists for any real squared matrix. It is unique for invertible I if all diagonal
entries of R are fixed to be positive. There are several numerical algorithms like Gram-Schmidt
or the Householder reflection which yield the numerical decomposition.

* Generally, column pivoting uses a permutation on R such that its final elements R(4,5) fulfill:
|R(1,1)| = |R(2,2)| = ... = |R(m,m)| and R(k,k)*> = >7_, . R(i,j)>.

i=k+1
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~ 1
13 - pHlF = Oyx)
~ 1
IRalle = Op(7)

VTvee(R\H —a) —4 N(0, S @ %)

. T
where %Zthl B'Yi 1Y) 18 —p Ez121. More rigorously, \# Z,E:i] B'Y,—1 —p B.(s)
and X,1,1 18 the covariance matriz of Brownian motion B,i(s).

Remark 2.2.1. 1. An orthonormal version of B3 in II' = Ba’ can always be con-
structed for the cointegration space e.g. by using the Gram-Schmidt algorithm.
It is unique up to rotation, i.e. up to any orthonormal matriz H. The form
of ¥.1,1 depends on the specific representation of B in the cointegration space.

2. If we directly have II' = fa’ as QR-decomposition, i.e. H = I,.. Then

\/T’Uec(ﬁll - a)AQR —d N(Oa (Ez_llzl ® EU)AQR)

where Agr = {(i + (j — 1)m) Tz, =1,2,...,m, 5 =1,2,... ,7}. The sub-
seript A notation denotes for a vector v a subvector of elements v; with i € A,
and for a matriz A a submatriz containing only elements a; j withie A,j € A.

Lemma 2.2.1 clearly shows that the last m —r columns of R converge to zero at rate
T, faster than the v/T- rate of the first r stationary columns. We exploit this idea
in constructing adaptive weights for a model selection consistent Lasso procedure,
which put a faster diverging penalty on true zero singular values of II and less on the
non-zero ones corresponding to the underlying stationary components. In particular,
we expect that zero columns in R’ can be easily detected by adaptive Lasso, as
non-zero columns estimated as close to zero would converge slower than true zero
components approach zero according to Lemma 2.2.1. Therefore relating penalties
in adaptive Lasso to inverses of these initial estimates shrinks true zero components
faster to zero than the other ones, which results in a higher penalty for the true
zero parts and the detection of the appropriate basis for the cointegration space.
Then this adaptive penalty causes the number of non-zero columns in the penalized
estimate of R’ to produce a consistent estimate for the rank r of II. Hence elements

}Az(i,j) of R minimize the following criterion over all R(i,7) for i,5 =1,...,m
I AY; = R'S'Yo1 50 + ), =" —|R(i, ])] (2.5)
t=1 e i [RG5)

where R(i,7) is the (i,7)th element of an un-penalized pre-estimate R generated
from the QR-decomposition of II' in (3.7). The penalization parameter A\ and the

10
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weight v for adaptiveness are fixed and in practice pre-determined in a data-driven
way. See the simulation and application in Sections 3.5 and 3.6 for details. We then
obtain an estimate of the true cointegration rank # from (2.5) as 7 = rank(f%), where
rank(R) equals the number of non-zero columns in /. Another advantage of such an
objective function is that even non-zero columns in R’ can still have zero elements,
which exploits the sparsity structure of R sufficiently and thus leads to extra efficient
gains. We use a GLS-type loss function in (2.5) and also in the subsequent subsection
for efficiency purposes in general cases of X,. All are operationalized with the
corresponding FGLS approach by minimizing the corresponding empirical norm with

pre-estimated ¥ 1.

Due to the properties of the QR-decomposition with column-pivoting, non-zero
columns of R’ still have many zero elements which is also reflected by the estimates
obtained from the adaptive Lasso procedure above. This is different from two-step
estimates obtained from sequential likelihood pre-tests or information criteria. In a
higher-dimensional setting, however, this case might be prevalent as for any given
cointegration relationship, there might be a substantial number of variables which
remain unaffected by it. Such type of efficiency gain from sparsity is impossible if
the penalty was directly imposed e.g. on the eigenvalues of II, compare Liao and
Phillips (2015).

Moreover, compared with existing literature for our setting, our approach features
several advantages: Firstly, the employed QR-decomposition is real-valued without
further constraints on the matrix II. Thus the Lasso criterion (2.5) only contains
real-valued elements and can be minimized with standard optimization techniques.
In higher-dimensions, however, a corresponding eigenvalue decomposition would
most likely contain complex values leading to a non-standard harmonic function
optimization problem in a respective Lasso objective function. Secondly, the form of
the Lasso objective functions is linear in coefficients and therefore straightforward
to implement relying on available numerically efficient standard Lasso procedures.
So our method is direct and ready to use. And thirdly, the form of our objective
function directly allows to employ sparsity constrains for efficient estimation which
seems important in particular in higher dimensional settings.

2.2.2 General case

Now we generalize the special case to settings with a general unknown VAR struc-
ture. Suppose the general structure of the true process {Y;} is

AY; = MY, 1 + BiAY,_1 + -+ BpAY,_p + us (2.6)

fort =1,...,T. As before, the dimension of {Y;} is m, the rank of IT is r < m. We
set the maximum possible lag length P as sufficiently large but fixed independent
of T, such that it is an upper bound for the true lag p, i.e. p < P. In this case,

11
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Bpi1,...,Bp are all zero matrices. For sparsity, additionally P/p = co with ¢z » 1.

The econometric analysis of VECM in the general case also relies on the decompo-
sition of a transformed Y; into a stationary and a non-stationary component. Its
existence is generally guaranteed by the Granger representation theorem (see Engle
and Granger (1987)) which requires the following assumptions:

Assumption 2.2.2. 1. The roots for |(1 —2)I,, — 11z — Z§:1 Bj(1—2)z7| =0 is
either |z| =1 or |z| > 1.

2. The number of roots lying on the unit circle is m — r.

3. The matriz o/, (I, — >¥_, B;)B.1 is nonsingular.

Note that in the special case, these assumptions are trivially met by the chosen
setup.

For estimation purposes, we rewrite the general VECM defined in (3.13), for t =
1,...,T, in matrix notation as

AY =Y | + BAX + U (2.7)

where AY = [AY&, e ,AYT], Y,1 = [YO, ce ;YT—I], B = [Bl, e ,BP], AX =
[AXo,...,AX7_1] where AX, 1 = [AY, |,...,AY/ p] and U = [u1,...,ur].
W.lo.g, ¥ = 0 for £ < 0. Moreover, we denote I'y = [Y;_5,AY/ ,,...,AY/ 5]
Under Assumptions 2.2.1 and 3.2.2, it holds by Lemma 1 in Toda and Phillips (1993)

1 (7]
—= >, Tt —p Br(s) (2.8)
where Br(s) is a Brownian motion with covariance

Y21 XziAg >
) _ zlz z 29
' ( EAaczl EA:L‘AQ? ( )

The least squares estimate for (3.2) is denoted by [ﬁls, Elsl, which will be used to

get the consistent estimate X, = #PH(AY — 1Y — BisAX)(AY — ﬁle—l —

Bi,AX) of £, (see e.g. Liitkepohl, 2007).

For model selection, we disentangle the joint lag-rank selection problem by em-
ploying a Frisch-Waugh-idea in the VECM model (3.2). With this, we obtain two
independent criteria for lag and rank choice which can be computed separately. For
rank selection, the partial least squares pre-estimate II can be obtained from the
corresponding partial model when removing the effect of AX in AY and Y_; by

12



2.2 Model and Estimation

regressing AYM on Y_1 M with M = Ir — AX'(AXAX')"'AX. Thus it is
~ —1
= (aymy’,) (vamy’,) (2.10)

Lemn~1a 2.2.2. Under Assumptions 2.2.1 and 8.2.2, the partial least squares esti-
mate I1 defined in (3.4) satisfies

vee[Q(1 - Q™' Dr]
N(O Ezllzl Az ®E )
d vec{ 11,/2 SO _dW!) So LWl ds)_l(a’lZuaL)_%@z_Ql

where Dy = diag(NTI, Tlyn—r), Xy = QS,Q', Z_1 = BY_1, +Z1MZ" | —,
Yl Az = Yxlal — EszgiMEmn with all the compoment covariance matrices

defined in (2.9);

1

wi = (alEuaL)_%[O(m_,,)xr, Ly |52 Wy, and W, Wi, are standard Brown-

ian motions with dimension m —r, m respectively and the exact from of © is defined
s (2.20) and (2.21) in the proof.

Here we have X,1,1 A, instead of X,1,1 in the variance part of the stationary com-
ponent due to the partial estimation problem and the residual maker M. In the
non-stationary component, the term © appears due to the lagged differenced term
AX.

Lemma 2.2.2 shows that II is a consistent estimate. Thus we can employ the idea of
the previous subsection for rank selection and separate the problem into stationary
and nonstationary parts as in the spemal case. We thus obtain for the components
of the QR-decomposition II = R'S":

Lemma 2.2.3. Let Assumptions 2.2.1 and 3.2.2 hold for Il in (3.4). We denote by
R the first v and by R the last m —r columns of R in the QR-decomposition (3.7)
of II' defined in (3.4). Let 8 be orthonormal and H be a (r x r)-orthonormal matriz.

~ 1
||S1 —BH||lFr = Op(f)
~ 1
1Bellr = Op(7)

\/Tvec(]%H —a) —q N(O, Ezllzl Ar @ 2u)

where Tﬁ’ MY B —p Xoaz1.a0 and X,1.1 A, 1S defined as in Lemma 2.2.2.

Remark 2.2.2. Discussions analogous to Remark 2.2.1 also apply here.

13



2 Lasso-Techniques for Model Determination & Estimation of Non-Stationary
Time Series in Higher Dimensions

Thus from Lemma 2.2.2 and 2.2.3, we can construct a corresponding adaptive Lasso
procedure as an analogue to (2.5) in vector form. Hence components R(7,j) of R

minimize the following criterion over all R(i,7) fori,j =1,...,m
N m rank
vec(AY M) — (MY! S ® I,)vec(RN|? 1 + P R(i,j 2.11
[vec( ) = (MYZ1 5 ® Im)vec(R) |7 o501 ”21 |R(z’,j)|7| (e, ) (2.11)

where now fi(z, j) is from the QR-decomposition of II' in the partial model (3.4).
We choose the cointegration rank as 7 = rank(R), where rank(R) is the number of
non-zero columns in R’ .

Likewise, for independent lag selection, the effect of the nonstationary term Y_; in
(3.2) must be filtered out in AY and AX for unbiased estimation in the partial
model via regression of AYC on AXC with C = I+ — Y’ (Y_1Y’;)"'Y_;. Thus we
obtain B as minimizing the following objective function over all components By (i, j)
fork=1,...,Pandi,j=1,...,m

lag k

[vec(AY C) = (CAX' @ In)vee(B)|[] gy 2 Z B JT \Bk(z Pl (2.12)
k=11i,j=1

for fixed tuning parameters )\iajg&’j .7, where 7 here and in the rank selection (2.11)

might differ. Moreover, the pre-estimate B in the adaptive Lasso weight can be
taken from the partial least squares estimate B = (AYCAX')(AXCAX')~! due
to consistency. Though in practice, especially with larger dimensions and lags,
multicollinearity effects in AX are quite likely to occur which cause the least squares
estimate to become numerically instable. Therefore we also consider a robust ridge
type pre-estimate BR as B , which can be obtained from

B = argmin |vec(AY C) — (CAX' ® I,,,)vec(B)|? (2.13)
+vr St Do 1 Bri, )2

The following Theorem 2.2.1 shows that this pre-estimate is also consistent for ap-
propriate choices of tuning parameters

Theorem 2.2.1. If the tuning parameter vy in the ridge regression (2.13) satisfies
% —, 0, then VT (BF — B) = O,(1) under Assumptions 2.2.1 and 3.2.2.

As in the case of rank selection, a lag k should be included into the model, whenever
By, from the Lasso selection (2.12) is different from zero. Thus, in contrast to other
model selection criteria, a Lasso-type procedure allows for the inclusion of non-
consecutive lags, which we consider an additional advantage of the procedure. We
obtain an estimate p of the true lag length from (2.12) as p = maxi<k<p{k|B) # 0}.

Remark 2.2.3. 1. The residual transformation C' in the lag selection criterion
is similar to the second term of the PIC statistics introduced in Chao and

14



2.3 Main Results for Model Selection Consistency

Phillips (1999). Moreover, the lag selection procedure is independent of the
unknown rank.

2. Ridge regression can be further extended to elastic net (see Zou and Hastie
(2005)) or sure independence screening (see Fan and Lv (2008)) for a sparse,
consistent and numerically stable pre-estimate.

8. The separate two-step approach for rank and lag length can help alleviate the
numerical instability caused by multi-collinearity. The following subsection
will show that a larger than necessary lag P has no effect on model selection
consistency which is the main focus of the paper. Only obtained estimates of
suffer from a corresponding efficiency loss which can be cured with a refinement
(see Subsection 2.5.3).

2.3 Main Results for Model Selection Consistency

In this section, we state the asymptotic properties of the adaptive Lasso-VECM
procedure for the special and the general cases.

2.3.1 Model Selection Consistency for special VECM

The following theorem derives the statistical properties of the estimate from our
adaptive Lasso procedure (2.5) for special VECM.

Theorem 2.3.1. Suppose that \[%%/v/T — 0 and T30~V — o0 and I =
SR is a QR decomposition with column pivot. Then under Assumptions 2.2.1 the
objective function (2.5) yields:

1. limp o, P(A% = A) =1
where A is the set of indices for the non-zero elements of vec(R'), A% is the
set of indices for the non-zero elements of vec(R/) derived in (2.5).

2. \/TU@C(R/T — R4 —a N(0, (2,121 ®E;1);\1(Zzlzl X, a1 ®2;1);1) if r >0

Theorem 2.3.1 shows that our method is consistent in variable selection i.e., it
chooses the right rank and the correct sparse pattern with probability one. This
is our primary and main concern. Note that the weight function in the adaptive
Lasso procedure is crucial to achieve this property.

Additionally, the second part of the theorem gives the asymptotic distribution of
the adaptive Lasso-VECM estimate. It is asymptotically unbiased converging to a
normal distribution at the standard stationary speed v/T. The complicated structure
of the variance matrix is due to the sparse structure of R in our Lasso procedure.
However, this estimate suffers from endogeneity bias caused by the naive estimate
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2 Lasso-Techniques for Model Determination & Estimation of Non-Stationary
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of 8. More specifically, the bias in estimating 8 from the least squares estimate
IT depends on the term S(l] AW, (8)Wi,(s)’, in which the integrand W, (s) and the
differential part dW,,(s) are the same Brownian motion, thus dependent. The bias
could be further decreased if had the form S(l] dW1(s)Wa(s)" with Wy, W5 independent
Brownian motions. The latter can be achieved by reduced rank regression, see
Anderson (2002) for detailed asymptotics. Therefore, it is recommended to update
B after obtaining a consistent estimate for r. For details we refer to Subsection 2.3.3.

Remark 2.3.1. If we treat each column of R as a group and apply adaptive group
Lasso, with a similar proof we can show that the right rank can still be estimated
consistently. The asymptotic distribution of the nonzero columns of R’ is the same
as Liitkepohl (2007), page 277, where the true B is assumed to be known. Though, the
sparse structure is neglected which would produce inferior finite-sample estimation
and prediction results when the dimension increases.

2.3.2 Model Selection Consistency for general VECM

First, we show the result for the cointegrating rank selection according to criterion
(2.11) which uses the residual transformation M in order to focus on the respective
partial effect in the general VECM. The structure of the result resembles the one of
the special case.

Theorem 2.3.2. Suppose that /\’Z"‘ij’?/\/f — 0 and T%(V_l))\a‘}%“ — 0. Under
Assumptions 2.2.1 and 8.2.2 with the same notation for A as in Theorem 2.3.1 the
objective function (2.11) yields

1. limp o, P(AS = A) =1
where A% is index set of the non-zero elements of vec(R') in (2.11).

2. ﬁvec(R’T —R') 4 —4 N(0, (Zzul.Ax®Z;1);\1(Zzlzl.Aa’@E;l)A(EzlzLAm®2;1);\1)
forr > 0.

Thus Theorem 2.3.2 yields rank selection consistency. Moreover, for the variance
of the estimates of the non-zero components in R, a smaller P closer to the true
p would provide additional efficiency gains. Using valid restrictions on irrelevant
components of AX; 1 variation in X,1,1 A, could be reduced. As our focus here is
on model selection, however, this is a secondary concern and we point to Subsection
2.3.3 for refined estimation.

In addition to the rank, for general VECM, we also need to determine the correct lag
in a separate procedure. The following theorem shows the results using the Lasso lag
selection criterion (2.12) with adaptive weights from a ridge regression pre-estimate
BR. In this way, we account for prevalent multicollinearity effects in particular in
settings with higher dimensions and large lag lengths.
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2.3 Main Results for Model Selection Consistency

Theorem 2.3.3. Suppose that /\ﬁaﬂlf/\/T — 0 and T%(V_l)/\ézr‘f{,]f — o0. Then the
lag objective function (2.12) yields:

1. limp_,o, P(B}. = B) = 1;
where B is the set of indices for the non-zero elements of vec(B), By is the

set of indices for the non-zero elements of vec(B) in (2.12)

2. NTvece(By—B")g —a N(0, (Zazar-105 )5 (Carae 102, D)5(Zarar 105, 1) 5")
where YXazAz.21 = LAzAz — zAnglezzm with all the compoment covari-
ance matrices defined in (2.9).

Thus lag selection is consistent i.e., the true lags are selected with probability 1
even if they are non-consecutive. For estimation of the coefficients in the relevant
lag components, as in the case for the rank, we find asymptotic normality and unbi-
asedness at the standard stationary speed. Different to the rank selection result in
Theorem 2.3.2, however, the variance component XA Az .1 only depends on the true
rank r automatically and a pre-estimate for it is not necessary. This results from
the different speed of convergence which asymptotically separates the stationary
cointegrated component Z1 ;1 and the nonstationary parts. In this sense, penalized
estimates of lag coefficients are more efficient than the ones for R.

2.3.3 Refined Model Estimation in Higher Dimensions

With our proposed adaptive Lasso techniques, we can select the true model with
probability one for sufficiently many observations. Although both model selection
criteria (2.11) and (2.12) also yield consistent estimates for the coefficients of ap-
propriate variables, there is, however, substantial room for improvement on the
estimation side in particular in finite samples for higher dimensions. For pure model
estimation in higher dimensions, we therefore suggest a refined procedure for o and
By, with k € {1,...,p} which is still of Lasso type but no longer adaptive. With a
focus on model estimation, given the pre-selected rank and lag, we propose a pure
Lasso procedure rather than an adaptive variant. While the latter is targeted at
consistent model selection, a pure Lasso estimate performs better in estimation and
prediction (see Bithlmann and Van De Geer (2011) for the comparison of different
variants of Lasso).

Besides, we use an improved estimate 31 of 8 from reduced rank regression (see Ahn
and Reinsel (1990) and Anderson (2002)), which does not suffer from endogeneity
bias and yields improved finite sample performance. Please note, that generally
BT an efficient estimate of 3T relies on a precise estimate for the rank by matrix
perturbation theory, as well as a consistent estimate for the lag p. Therefore in
particular in higher-dimensional sparse settings, it can only be employed in the
estimation refinement step and is no option for the pre-step in model selection.
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A~ A
N ~

We thus obtain estimates &, By, ..., B}, as minimizers of

T p
2 1AY, = af"Yio1 = )] BrAYi |3
t=1 k=1

+ ZZAZ?% (i, 5)| + 2 Z N9 By (i, ) (2.14)

i=1j5=1 k=1i4,5=1

where )\f‘;”zlf, )\lagT are tuning parameters. For no penalty )\:‘;"7’? = )\l‘;gif = 0, we

recover the reduced rank regression estimates for a and BP from (2.14).

We show that with appropriate choices of tuning parameters, the penalized esti-
mates from (2.14) are consistent and yield the same asymptotic variance as the ones
from reduced rank regression, while its solution is sparse in finite samples and thus
improves the mean squared error in general. Though as the simulations in Section
3.5 will confirm, their finite-sample performance, however, is superior in particular
for estimation but also for prediction.

Theorem 2.3.4. Denote BP = [By,...,By|. If )\:‘;"7’?/\/7 —, 0 and )\iajgi_p/f —p
0, then the solution to problem (2.14) under Assumptions 2.2.1 and 3.2.2 satzsﬁes.

VT (uec([&T, B2)) — vee([a, Bp])) ~a N0, 55k ® )

where TV = [Y/_1B,AY/_4,...,AY/

/ 1 T yanZd
t—p] and T thl Ft Ft —p EFPFP.

Theorem 2.3.4 shows that asymptotically, the penalized estimate has the same distri-
bution as the reduced rank estimate. This is in contrast to the adaptive estimates in
Theorem 2.3.2 and 2.3.3. In finite samples, however, the variances of nonzero Lasso
estimates are smaller than those from the reduced rank because variables with small
coefficients are excluded from the model, see Section 3.5 for details. Thus even if
Lasso estimates may suffer from finite-sample bias, the overall mean squared error
might still be superior. Secondly, although reduced rank estimates are consistent,
i.e. in finite samples, estimates of irrelevant zero components are small but might
add up influencing estimation and prediction significantly. The advantage of the
penalized estimate in higher dimensions might result from the fact that the assump-
tion of sparsity in o and B; becomes increasingly justified with dimensions more
than 3, i.e. often only a small group of leading variables has impact on the whole
system while many others are irrelevant for the rest. Besides, the tuning parameter
can be chosen in the same manner as in univariate case.
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2.4 Extension to Dependent Error Terms

2.4 Extension to Dependent Error Terms

In this section we illustrate how Assumption 2.2.1 on 4.i.d. innovations can be re-
laxed. Generally, independent error terms help to simplify the theoretical analysis
but for real data they are often hard to justify. Therefore we provide explicit results
for more general weak dependence structures and show in which way they effect and
deteriorate estimates for  and 5. We illustrate the main effects in the setting of
the special case only.

Assumption 2.4.1. In the special VECM as (2.2) the error term can admit the
following linear dependence structure

0 [ee}
Up = Z KjWt—j with Z jH’iJ'HQ < 0.
3=0 J=0

where wy ud \ (0,%y) and ¥y, is positive definite matriz.

Assumption 2.4.1 is stronger than absolute summability due to the convergence of
unit root processes.

Lemma 2.4.1. Under Assumption 2.4.1, the least squares estimate for Il in (2.2)
s biased and satisfies

Q(ﬁ - H)Qil L [QTE;llzl, OmX(mfr)]

For the exact form of T as well as the asymptotic distribution ofﬁ we refer to the
Appendix (see Lemma 2.A.2).

The term Y measures the correlation between w; and Z;;—1 due to the auto-
correlation of u; under Assumption 2.4.1.

!/
Define = = [ g, ] as in the proof for Lemma 2.2.1, we have
1L

~ ~ / —1 /
(i - 1w et ) i | T

0

By a similar argument as for Lemma 2.2.1, we can conclude that

Lemma 2.4.2. By the same notation as in Lemma 2.2.1 and under Assumption
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2.4.1, the following results hold:

I1S1 — BH||Fp = Op(f)
~ 1
1Bellr = Op(7)

\/Tvec(é'lH —a— T2;11z1) —q N(0, 221121 Q@ Xw)

Due to the bias term, we can’t expect that the selection result from (2.5) is consistent
element-wise, but consistency in rank could still hold when the penalty term is
modified. The estimate R is obtained by minimizing the follwing objective function
row-wise in R(3,) fori=1,...,m

T m rank
I AY; — RSV |3+ —<—||R(i,)]]2 (2.15)
t; i=1 HR(%)Hg

Different from (2.5), we penalize each row in R as a group, similar to Yuan and Lin
(2006), Wang and Leng (2008). Therefore, there could be zero and non-zero rows in
R, but non-zero rows have no zero elements. By Lemma 2.4.2, the penalty on the
first r rows of R would be bounded and the penalty on the last m —r rows explodes.
Thus consistency of the estimate from (2.15) in rank selection is expected. Besides,
the first term in (2.15) is equivalent to the ordinary least squares problem rather
than a generalized least squares because we penalize the each row in R as a whole.

The statistical property is given in Proposition 2.4.1.

rank
rank i

Proposition 2.4.1. Given Assumption 2.4.1, suppose that N[7'" satisfies i/TT — 0

and T7_1)\£‘§’?k — o0, the solution to (2.15) is consistent in selecting the right rank.

When the dimension is higher, the variance of R from (2.5) generally increases due
to the non-sparse structure within non-zero rows of R.

2.5 Simulations

In this section, we investigate the finite-sample performance of the proposed model
selection methodology. Moreover, we also study estimation and prediction perfor-
mance of the refined Lasso estimates in comparison to reduced rank regression. This
includes standard settings of dimension three for comparison with existing low di-
mensional techniques. But in particular, we focus on cases up to dimension eight
and sixteen with a thorough simulation study of model selection quality as well as
the estimation and forecast fit. Such higher dimensional specifications are not fea-
sible with available standard techniques and provide a substantial generalization to
the common bivariate illustrations in this literature.
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2.5 Simulations

In all model specifications we consider independent multivariate Gaussian innova-
tions with covariance matrix ¥, = [pli~J I]Tj=1 for two particular cases p = 0.0
and p = 0.6. Thus our specifications include cases of strong cross-sectional depen-
dence. The chosen vanishing pattern of correlations corresponds e.g. to increasing
geographical distance in the case of the sovereign CDS application in Section 3.6.
For these settings, we use the general FGLS-type empirical versions of the objective
functions (2.11) and (2.12) for model selection with least squares estimate 3, for
Y-

For each model, we provide simulation results based on T' = 200 and T = 500
observations corresponding to roughly one year and 2.5 years of working days in
financial data. In each setting, simulation and model selection are repeated for
b = 100 times.

For transparency, we report all results dependent on the choice of tuning parameters
~v and A in the adaptive Lasso procedure. Thus for each setting, we show all results
on a two-dimensional grid of A = ¢I'/?2~¢ and v where ¢ = 0.1 and ¢ takes all
integers from 1 to 3 and ~ ranges from 2 to 5 in steps of 1. We use the same
penalty A for both rank and lag selection, which could in practice be refined with
different tuning parameters for each criterion. Although lag and rank selection work
independently, we found that the efficiency point in lag selection in Theorem 2.3.3
leads to superior finite-sample choices of p, which can then be used in setting P for
numerical efficient rank selection in (2.11). In the literature, BIC is a standard way
to choose tuning parameters. For comparison, we mark the BIC-selection of (v, c)
in the Tables by underlining respective values. They are obtained as minimizing the
following criteria:

logT |
BIC’rank = 10g|27“es|+ g ’I“()\,’)/)m

logT .
BIOlzzg = 10g|2res|+ ?—, p()\,'y)m2

The first term of the criteria is the goodness of fit measured by the determinant
of the covariance matrix of the residuals, and the second terms are the penalty.
Because we are interested in the selection results of how many columns in R’ or
lags By, should be kept in the model, the number of free coefficients are #m or pm?
respectively.

Simulations for model selection are done in R. Lasso is implemented with the package
1bfgs (called through Rcpp for faster speed) which can solve the penalized model
for a fixed tuning parameter numerically very efficiently. For pure model estimation
part, we use the R-package grpreg, which works for a sequence of tuning parame-
ters and has the implemented option to select the optimal tuning parameter by BIC.
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2.5.1 Model Specifications

For the standard three dimensional case, we choose a setting considered in Chao
and Phillips (1999) for comparison purposes. For the higher dimensions, at each
level of model complexity with given dimension, cointegration rank and lag length,
our simulation settings are randomly chosen from all possible VECM specifications
satisfying the Assumption 3.2.2. In particular, all appearing unknown elements are
drawn independently from U[—1.5,1.5]. We then work with the first specification
which satisfies the standard assumptions. In this paper, we consider the following
cases:

model 1: m =3 2 p=1
model 22 m =8 =4 p=1
model 3: m =8 =2 p=2
model 4: m=16 r=8 p=1
For model 1, we use the following specification:
AY; = af'Y;_1 + B1AY, 1 + w (2.16)
with
/ —-0.25 0 L0 o0
af’ = 1.2 0 0 1 —05
0 0.5 '
and

0.25 0 0
Bi=| -12 01 0
0 —-05 025

In all other settings, the exact randomly chosen model specifications are provided
in 2.C.

2.5.2 Model Selection Results

For the simple three dimensional model 1, rank and lag selection results are reported
in Table 2.1. The results indicate that lag selection performs well independently of
the exact choice of tuning parameters with almost perfect results. For rank selection
in this simplest case, the penalty term should not be too large i.e. we require ¢ =1
with v = 2 for good finite-sample performance.
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2.5 Simulations

Model 1 (T = 200, p = 0.0) Model 1 (T = 500, p = 0.0)

c=1 c=2 c=3 c=1 c=2 c=3

~=12.0 | 100/95 100/100 96/100 | ~ —=2.0| 100/99 100/100 100/100
v=3098/100 80/100 59/100 | ~=3.0|100/100 100/100 99/100
v=4.0|80/100 50/100 24/100 | ~=4.0|100/100 87/100  62/100

~v=5.0 | 57/100 22/99 10/98 v=5.0| 83/100 50/100 20/100
Model 1 (T =200, p = 0.6) Model 1 (T = 500, p = 0.6)
c=1 c=2 c=3 c=1 c=2 c=3

~ =20 |100/86 100/100 92/100 | ~=2.0 | 100/81 100/99 100/100
v=3098/100 80/100 58/100 | ~=3.0 | 100/100 100/100 97/100
v =4.0|79/100 48/100 27/100 | ~y=4.0| 98/100 89/100  66/100
v =50 |54/100 27/100 14/100 | ~=5.0| 89/100 55/100  28/100

Table 2.1. Absolute numbers X X /Y'Y of correct model selections by solving (2.11)
and (2.12) for b = 100 repetitions of model 1 with m =3, r =2, p = 1.
For each parameter specification, X X denotes the number of correct rank
selections while Y'Y is the number of correct lag length identifications.

Underlining marks the choice with tuning parameters selected according
to BIC.

Models 2 and 3 are both of dimension m = 8, where traditional methods cannot be
employed either due to inconsistency in theory or because of numerical inefficiency.
The selection results for model 2 with p = 1 with » = 4 in Table 2.2 demonstrate
perfect performance in rank and lag selection generally for a wide range of tuning
parameters with ¢ > 1 and « > 3. This also holds even for the most difficult case with
p = 0.6 and T = 200, while for all other settings the range of acceptable parameters
is even wider. In comparison to the simple model 1, larger tuning parameters are
preferred both for rank and lag selection due to the higher complexity of the true
model. Note that in all cases, the results are based on a ridge regression pre-estimate
(2.13) for the lag choice criterion (2.12) in order to handle multicollinearity effects.
Lag selection results based on adaptive weights from least squares pre-estimates
perform substantially inferior.® The increased lag length p = 2 with r» = 2 poses
the challenge in model 3. There, in particular in the case of 200 observations, larger
tuning parameters are preferred for rank selection.

SResults are not reported here but are available on request.
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Model 2 (m =8, r =4, p=1,T =200, p =0.0) | Model 2 (m =8, r=4,p=1, T =500, p=0.0)
c=1 c=2 c=3 c=1 c=2 c=3
v=20| 99/34 100/72 99/84 v=2.0| 100/45 100/81  100/90
v=3.0 wOO\@‘ﬂ HDO\HOO HOO\HQO ~v=3.0 | 100/100 100/100 100/100
~v=4.0 | 100/100 100/100 100/100 v =4.0 | 100/100 100/100 100/100
v =25.0 @\Hoo 100/100 100/100 v=25.0 @\Hoo 100/100 100/100
Model 2 (m =8, r=4,p=1,T =200, p=0.6) | Model 2 (m =8, r =4, p=1, T =500, p = 0.6)
c=1 c=2 c=3 c=1 c=2 c=3
~v=20] 92/1 100/14 97/33 v=20] 99/1  100/7 100/16
v=3.0| 100/88 100/99 98/99 v=3.0 100/88 100/99 100/100
v=4.0 HOO\HOO @@\Hoo @@\Hoo ~v=4.0 | 100/100 100/100 100/100
v =5.0 | 100/100 99/100 99/100 v =5.0 | 100/100 100/100 100/100
Model 3 (m =8, r =2, p=2,T =200, p=0.0) | Model 3 (m=38,r=2,p=2,T =500, p=0.0)
c=1 c=2 c=3 c=1 c=2 c=3
v=2.0 mw\ﬁ 95/98 100/99 v =20 E\E 100/100 100/100
v=3.0 HOO\HOO Hoo\woo HOQ\HOO v=3.0 HOO\HOO Hoo\woo HOO\HOO
v=4.0| 100/94 100/65  100/41 v =4.0 | 100/100 100/100 100/100
v =50 100/41 100/11  100/1 ~=50100/100 100/91  100/68
Model 3 (m=8,r=2,p=2,T =200, p=0.6) | Model 3 (m=8,r=2,p=2,T =500, p=_0.6)
c=1 c=2 c¢c=3 c=1 c=2 c=3
v=2.01 35/63 80/80 90/92 v=201| 95/69 100/85  100/94
~v=3.0|92/100 97/99 99/97 ~v=3.0 | 100/100 100/100 100/100
v=4.0 @@\@O @@\%w 98/17 v=4.0 HOO\HOO Hoo\woo HOO\HOO
v=50199/13 99/0  99/0 v=50| 100/99 100/56  100,/26

and 3 with m =8, r =2, p = 2. Reporting style is as in Table 2.1.

Table 2.2. Absolute numbers of correct rank/lag selections by solving (2.11) and (2.12) for b = 100 repetitions for model 2
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2.5 Simulations

Model 4 (T = 500, p = 0.0) Model 4 (T = 500, p = 0.6)
c=1 c=2 c=3 c=1 c=2 c=3
v=201| 69/98 98/100 100/100 v=20] 11/93 58/100 84/100
~v=3.0 | 100/100 78/100 46/100 v =3.0 | 100/100 95/100 83/100
v=4.0| 49/100 11/100 5/100 v=4.0| 77/100 48/100 19/100
v=5.01] 9/100 2/100 0/100 v=5.0| 28/100 10/100 2/100

Table 2.3. Absolute numbers of correct rank/lag selections by solving (2.11) and
(2.12) for b = 100 repetitions for model 4 with m = 16, r = 8, p = 1.
Reporting style is as in Table 2.1.

For model 4, we consider a nonstationary VAR(2) process like in model 1 but of
dimension 16, i.e. m = 16, r = 8 and p = 1. Due to the complexity from the higher
dimensionality of the model we only report results for 7" = 500. For well-chosen
tuning parameters, both rank and lag selection results are perfect. In particular,
v = 2 with larger ¢ and v = 3 with smaller ¢ are crucial for good performance of
rank selection. Given the complexity of the model, however, there is still a range of
such admissible tuning parameters which ensures robust performance in application
scenarios where tuning parameters must be pre-chosen. As for models 2 and 3, we
use a ridge regression estimate for B in the lag selection criterion (2.12).

Simulations show that the lag selection results are generally better than rank se-
lection results. The reason lies in that rank selection problem is based on a pre-
estimated cointegrating space, which adds one more source of finite-sample bias.

2.5.3 Estimation Results

For known true model specifications, we estimate all four models above according to
the refined Lasso procedure (2.14) and compare estimation fits and one-step ahead
forecasts to reduced rank regression. For the case of model 1, we also illustrate their
finite-sample advantage if the model is known to the adaptive Lasso estimates from
the model selection procedure. In particular, we use Hadaptwe = R S’ where R’
comprises the first r columns of the solution to the adaptive Lasso rank selection
problem (2.11) and S/ consists of the first 7 rows of the orthonormal matrix defined

n (3.7).

We generally only report the most difficult case p = 0.6. We report pointwise em-
pirical quantiles of squared errors over all simulation iterations for II , By and the
1—step ahead squared forecast error. In particular, we evaluate ||II, — IT||3 and the



2 Lasso-Techniques for Model Determination & Estimation of Non-Stationary
Time Series in Higher Dimensions

T = 200 25% 50% 75%
||ﬂ£asso — 10| |2 7.974e~* 1.376e73  2.588¢ 3
I, — I1||3 7.536e~%  1.424e73  3.004e3
I 2
|| Madaptive — 1|3 3.902e73  1.807e 2 3.370e 2
||E1A,lasso — B3 1.606e=3  2.759¢73  4.206e~3
|B1s — Bill3 2.246e~3  3.561le™3  6.258¢ 3

|AY 711 jasso — AV |3 | 1.617e72 452772 1.032¢~!
|AY 7 105 — AV |3 | 1.818e72  3.928¢2  1.062¢ !

T =500 25% 50% 75%

Migsso — I1||2 3.502¢7%  5.562¢~%  9.509¢ 4

be 2
|11, — 11| 3 3.759¢~%  6.413¢~* 1.131e?
| adaptive — 1113 1.771e=3  1.131e72  2.919¢72
\|B1A,lasso - Bil)3 7.979¢~*  1.195¢7%  1.990e 3
Biis — Bil3 9.162e~* 1.47le 3 2.268¢3

> 2

|AYT 1 jasso — AV |3 | 1.442e72 291772 5.725¢ 2
|AY7 s — AYF |3 | 1.257e72 2.605e™2  4.507e 2

Table 2.4. Comparison of different estimation methods for Model 1

same loss function for By, where the norm denotes the squared Iy norm of vec(IL, —II)
divided by m?, in which  refers to cases where I1 is estimated by Lasso or least
squares. We divide by m in order to ensure comparability of results across differ-
ent dimensions. A?TH,* denotes the 1-step ahead forecast based on method * and

AY7 | is the forecast based on the true model. Again for comparability the squared
1

I3 norm is divided by m and the reported forecast error is normalized by ¥, 2.

The results for model 1 indicate the refined estimation leads to superior results if
the true model is selected. Besides, refined Lasso estimates of II and By are overall
better than the least squares (LS). In this simple 3-dimensional model, however, the
prediction based on the tailored high-dimensional Lasso procedure is dominated by
the one of LS due to the inherent sample bias.

For the more complex model 2 with m = 8 and r = 4, however, Lasso is substantially
superior to LS in both estimation and prediction (see Table 2.5). Similar results are
reported in Table 2.6 for model 3 and Table 2.7 for model 4. While in the standard
low-dimensional model 1, the advantage of using Lasso is not so significant, we find
that the more complicated the model is, the more superior becomes the Lasso in
particular in estimation. Moreover, the obtained simulation results confirms the
advantage of element-wise penalization on the loading matrix over penalization on
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2.6 Empirical Example

T = 200 25% 50% 75%
|Mass0 — 0| |3 8.293¢73  1.339¢~2 2.068¢ 2
|11, — 7] |2 3.569¢2  5.100e~2 7.193¢2
1 BLiasso — Bill3 4.396e73  8.778¢7% 1.333e~2
|B1.s — Bill3 2.964e~2 3.946e 2 5.289¢ 2

|AY 711 jasso — AV |3 | 2.998 5.872 15.150
|AY 1105 — AV 4|13 4.332 10.510 16.390

T = 500 25% 50% 75%
| Mass0 — 0|3 3.035¢73  4.384¢73  5.882¢ 3
1L, — 102 1.021e™3  1.532e2  2.107¢2
|| B 1asso — Bil|3 2.302¢™3  3.537¢3  4.676e 3
\|é1,l8 - B3 9.562e™3  1.302¢72 1.784e2

|AYT 1 jasso — AV |[3 | 6.553e™!  2.279 5.329
|[AY 7 s — AV |3 1.208 2.908 6.604

Table 2.5. Comparison of different estimation methods for Model 2

eigenvalues/singular values only. In the latter case, e.g. Liao and Phillips (2015),
the ”one-step” approach is not able to take the sparse structure of loading matrix
in higher dimension into account.

2.6 Empirical Example

In this section, we illustrate our Lasso-VECM approach on daily sovereign Credit
Default Swap (CDS) data. In particular, we are interested in long-term intercon-
nections of sovereign default risk within the European Union, which we identify as
cointegration relations between CDS spreads of respective countries. We focus on
CDS of five countries: United Kingdom (Y1), Germany (Y32), France (Y3), Belgium
(Yy) and Italy (Y5). Our analysis is based on data from Bloomberg and contains the
period from 01.2013 to 12.2015.

We set the maximum lag length to P=5, and determine the tuning parameters c
and « of the Lasso-VECM procedure via BIC among all ¢ and « on the grid from 1
to 5 with step 0.5. A is defined the same as in the simulation. For the BIC choice of
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2 Lasso-Techniques for Model Determination & Estimation of Non-Stationary
Time Series in Higher Dimensions

T = 200 25% 50% 75%
1050 — T1[[3 5.365¢%  7.092¢73  9.005¢7°
|11 — II]|3 3.655¢72  4.578¢72 5.86le 2
1 BLiasso = Bill3 2.694¢73 3.813¢73 4.911e73
|B1.s — Bill3 3.809¢72  4.769¢2  6.229¢ 2
1 B2 1asso — Ball3 1.633¢72  1.683¢2  1.740e~2
|| Bais — Boll3 3.183¢72 3.183¢72  3.720e 2

|AYT 1 jasso — AV |3 | 1.467e7! 3.232e7! 6.040e ™!
|AY 7 105 — AV |3 | 5.232e7! 1.179 2.824

T =500 25% 50% 75%
M50 — T3 1.939¢73  2.357¢3  2.888¢
|11 — II]|3 1.175¢72  1.641e=2  2.248¢2
IIBlA,msso — B3 1.046e3  1.404e=%  1.696e3
|B1.s — Bill3 1.329¢2  1.741e"2 2.318¢2
1 B2,1asso — Ball3 1.635¢72  1.667¢ 2 1.688¢ 2
|| Bais — Bal|3 1.909¢72  2.197e2  2.343¢72

|AYT 1 jasso — AV |[3 | 8.695e72  1.481le™!  2.495¢~!
|AY7 s — AYF |3 | 2.527e7! 5.200e~!  1.013

Table 2.6. Comparison of different estimation methods for Model 3
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2.6 Empirical Example

25% 50% 75%
| T1qss0 — | |3 5.654e72  6.065¢2  6.540e 2
b 2
I, — I1||3 9.650e72  1.159¢~! 1.374e!
I 5
|| B.1asso — Bil|3 1.718¢72  2.032e72 2.374e~2
|B1.s — Bill3 8.274¢72 1.004e~! 1.185e 2
1AYT 110550 — AV |1 | 7.623 17.190  39.280
|AY 1105 — AV 4|13 16.940  33.020  61.280
25% 50% 75%
Miasso — 11|12 5.297¢72  5.506e 2 5.859¢ 2
be 2
i ls — . e . e . e
10, — 11|13 7.435¢7% 8.232¢72  9.599¢ 2
|| B 1asso — Bil|3 2.223¢2 2.381e72 2.519¢ 2
||B1is — Bil|3 570572 6.479¢~2  7.428e 2
1AYT 140550 — A7 |13 | 7.078 12.900  26.600
|[AY 7 s — AV |3 9.052 17.210  36.290

Table 2.7. Comparison of different estimation methods for Model 4

c =1 and v = 1.5, we obtain the fitted model with rank 1 and lag 1,

1.9500 —2.5220

—0.5994  0.7754

II = 0.0000  0.0000
0.0000  0.0000

0.0000  0.0000

—1.7930  0.0000

0.0000 —1.4120

B = 0.0000  0.0000
0.0000  0.0000

0.0000  0.0000

1.3145
—0.4042
0.0000
0.0000
0.0000

0.6722
—0.2067
0.0000
0.0000
0.0000

0.0000  0.0000
0.0000  0.0000
—0.1833  0.0000
0.0000 —1.3662
0.0000  0.0000

—1.2419
0.3818
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000
0.0000

(2.17)

(2.18)

1T in (2.17) in shows that there is only one (stable) cointegration relationship during
the Euro-crisis periods. Accordingly, only UK and Germany, the leading economies
in EU, are affected by the long-run cointegration relations. In the short run, France
and Belgium act quite independently and the CDS spreads for France show more
persistence. Notably, the data of Italy behaves like a random walk, which is consis-
tent with the intuition that the risk is totally unpredictable due to the insolvency.
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2.7 Conclusion

In this paper, we propose a new method to determine the number of cointegration
relationships and VAR lags in a sparse vector error correction model. We derive
the asymptotic properties of the Lasso-VECM estimator. Our method is computa-
tionally efficient and easily applicable in higher dimensions. As for standard Lasso
techniques, future work needs to address theoretically and practically optimal ways
for a data-driven choice of the tuning parameters. Also, statistical properties of
post-adaptive Lasso selection estimates and predictions require a thorough investi-
gation which is beyond the scope of the present paper. Moreover, we also work on
extending the theoretical results to the high-dimensional case with r and p growing
with the sample size T. Statistical techniques for this case, however, are funda-
mentally different and demanding. They will be investigated in a separate technical

paper.

2.A Proofs

Proof of Lemma 2.2.1

Define Dy = diag(v/T1,,T1,,_,) and Eqg = Q(ﬁ — Q' Dr. Asymptotically each
element in matrix E is finite in probability.

/ /
Define an orthonormal matrix = = [ g, }, then ZII' = { % }, and
1

=l = EI+2Q' Dy ELQY

o LIr lﬁ/aJ_ _
— + | VT T ELQ b 2.19
[ 0 ] [ 0 FBar |9 (2.19)

From the last equahty, we know that the m — r smallest eigenvalues of =Ir are of
small order of # in probability, i.e., Op(%). The QR-decomposition of II' = SR

where R is an upper triangular matrix. Define

~

Ry 1§12
0 Ra

Therefore, by the properties of QR-decomposition with pivoting, the rank of =11
converges to r asymptotically is equivalent to that Rzg is negligible. Since R22 is an
upper-triangular matrix, the smallest m — r eigenvalues of =11 converge to zero at
the same rate as the diagonal elements of Ras. Due to the properties of column piv-
oting, all the elements in Ras have order Op(%). Besides, all the diagonal elements
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2.A Proofs

in Ry are significantly different from zero otherwise the asymptotic rank of =11 is
smaller than r.

Thus

B'S1Ry + 'SRy
B SiR1 + B S2Rs

=171/

=

By the last equality of (2.19), g8 L5’1R1 +4 LSgRg satisfies O ( ) element-wise. Thus
we conclude each element in (3 L51 has order Op(T) due to the fact that R; has
full row rank and S is orthogonal to Sy . Thus [|8,S1||F = O, (%), which means

that the subspace generated by Si is a consistent estimate for that generated by f.
Moreover, since _5’1 is an orthonormal matrix, 3’ 5’1 converges to an orthonormal
one, denoted by H at the rate of 7. Mathematically, by

I = (BS)(55)+ (8.5:)(5.8)
and
16151 |F = Op(=5)

the following can be derived

~ o~ 1
|5 = (BS) (B = Op(7)
or equivalently in finite dimensional case,
~ ~ 1
|1 = (BS1)) (B'S)l2 = Op(7)

which means that all eigenvalues of /3’ §1 converge to unit circle from inside at rate
of T. Equivalently, for some orthonormal matrix H, it holds that

F( - BH) = Oy(7)

If HB’(Sl —BH)||p converges to zero asymptotically, we have either (S —3H) € S(3,)
or |S; — BH|r — 0. The first possiblity is excluded by ||6J_51HF — 0, Therefore, we

conclude that asymptotically, Sy and (B characterize the same space with equivalent
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matrix representations.

Lastly, due to the faster rate of convergence for 3, the asymptotic distribution of the
estimate for « is not affected by the finite-sample error. By the sparse structure of R
imposed by QR-decomposition, the asymptotic distribution depends on the relevant
part only, which is similar to that of adaptive Lasso.

O
Lemma 2.A.1. With the notation defined in Section 3.3, we have
1 /
TAXCAX —p YAzAz.zl
1
ﬁ@@C(UCAX’) —p N(Ov EA:vAz.zl ® Eu)
1
TUOU/ —p Xy
where EAmAm.zl = ZAwA:v - ZAmzlzgllzlzzlAz-
lAXCAX/
T
R S /- ,
= 7 DIAX AX] - FAXY (YY) 7Y AX
t=1
1 X
= = Y IAX AX]
t=1
%Zlﬁlzi -1 %Zlﬁlzé t—1 L 31:1 1,t—1 271
_ %[ﬁzg‘zlet—lthily%Zz;l AXt71Zé7t71]< T§/2Z2,tflz,i,f1 TTi;Zz,tAZQ,;,l > [ \/%TZZ;‘LIZZz,FlAA;Z,I ]
1 X
= = DMIAX AX]
=1

1 ’ 1 ’ -1 1T
TZ1,-127 4 Tg/zzlyflzzt,—l) [ T i1 Z1,0-18X,_ 4 }

— [FXLAX 17 L Sy AXy 12}
T Qe t—121 4 _1>=373 Qut— t—125 4 1 / 1 / 1T /
[T 2 Lt—1"73/2 L1 241l mrEl2-121 1 7z421-145, 7373 St=1 22,01 8X4

Because %ZtT:I AXy 12141 —p LAz, ﬁzg‘ll AX; 175, 4 —p 0. Thus the
first result follows.

The second claim follows naturally because we have already proved the covariance
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2.A Proofs

matrix of AXC.
1
—~UCU
1G o, L, P
= 7 > g — FUYL (aYl)Tau

t=1
T
1 /
S
t=1

T
Lz, .2 Lz, 7, i LT :

171 T , 1 «T , T41,-141 1 377 41,—1%2 11 Yio1 2141y

T[ﬁZt:l’UItZ1,t717TZt:1’U4tZ2,t71]< T31/222*t’121 . TT%ZN,IZQFI ) [ \/%TZfT—1Z2 P

T

1 , 1
= = Z wuy + Op(75) —=p X

T = T

Proof for Lemma 2.2.2

By the same argument as that for the special case, we have

QUI —MQ Dy
— QUMY',Q'D;M (D7 QY- MY Q' DY)
-~ QUMZ. Dy (D;'Z Mz D;')!

where Z" | = [Z] 1,25, 1] and Z] _, Z5, , satisfy the following process:

AZy M = BaZy 1M+ B¢
Z2’71M = Z27,1M + Oélf

where ¢ = U — UAX'(AXAX')IAX.
In order to derive the asymptotic distributions, we also need some notations as
follows: By pre-multiply all the terms of general VECM by Q:

AY; =11Y; 1 + BAX; 1 + uy
We have

AZ, = QUQ ' Z_1 + 1y (2.20)
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where ¥; = QBAX;_1 + v¢, v+ = Qu¢ with covariance matrix X, and

Yy = O(L)v, (2.21)

Define © = ©(1) and Oy as the bottom-right (m — r) x (m — r) submatrix of ©.

1. Distribution of Error Terms:

According to Ahn and Reinsel (1990), %UAX’ = 0y(1), FAXAX’ = Opy(1) and

%AXt,l = Op(%). Therefore we have

[Ts]

1 1
T £ =>d Z’Iin S
N Z : ()
since 1 ST AX ) —,0.
T
1 1 1
48 = ZUU = ZUAX(AXAX')IAXU
t=1
_ Lty 1L 1 N1t '
= FUU T(ﬁUAX)(TAXAX) (ﬁAXU)
-, ¥
p u

2. Distribution of D' Z_1MZ' | D3*:

1 ! 1 !
_ _ 41 AMZ; _ —=ml1._1MZ, _
D 12_ A[Z/ D 1 _ T s 1,—1 T3/2 » 2,—1
TeseTT r%/zzz—lM 21 *leZl,—lM Zy 4

The distributions of each block in the matrix would be analyzed as follows:

1 1 1
TZL,lMZ{,_l = Tzl,,lzgﬂ_1 — TZL,lAX’(AXAX)‘lAXZ{’_I
1 1 1 1
= TZL,IZL_l — TZL,lAX’(TAXAX) 1fAXZ{7_1
—p Y21 — EzlAzZZiAQUZA:vzl
1 ! 1 !/ 1 / —1 /
WZL*lMZQ,—l - Wzl’*lzl—l - WZL*lAX (AXAX) AXZ27_1
1 1 1
= mzL_lzgﬁ1 — Wzl,_lAX’(TAXAX) 1TAXZ§7,1
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2.A Proofs

By the result from Ahn and Reinsel (1990), 7AXZ) | = O,(1), 7Z1,1AX" =
Op(1) and %ZL,lZé’_l = Op(1). Therefore, the blocks on upper-right and bottom-
left converge to zero in probablity to zero.

1 ) 1 . 11 1 ! .
ﬁZQ’flMZZ_l - ﬁZZ*lZQ,—l - TTZZ*IAX (TAXAX) fAXZZ_l

1
—d 922(alzuai)1/2j Wmfr(s)W;n—r(s)dS(O/iZuOél)lﬂ /22
0

3. Distribution of QUM Z' ;D' :

1 1
QUMZ' D' = [ﬁVMZL,l,TVMZZ,l]
1 1 1 1 1 1
1 1
= [ﬁVMZL—h TVZZ—l + pp(l)]

The last equality follows from —rAX Zy,—1 —p 0 as shown in Ahn and Reinsel
T2

(1990). Since we have shown that %Zl,,lMZ:’L_l —p L2121 A0 ﬁvec(VMZL,l) —q

N(0,2,1,1.A2: ® Xy). Besides, the %VZ27,1 converges in distribution to

l 1
oH| fo W (8)dWin ()] (0, S, ) /200,

To derive the desired result, we just need to combine all the separate terms.

Proof of Lemma 2.2.3

The proof directly follows from Lemma 2.2.2 and Lemma 2.2.1. O

Proof of Theorem 2.2.1

For a general form like y = X + u, where X has dimension n x p, %X 'X has
full rank and converges to ¥ in probability. The solution to ridge regression, i.e.,
argming |ly — XB|1* + v||8]|1, is Br = (X'X + vI,) ' X'y. Therefore, /n(Sgr —
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B) = —(GX'X + 2L) ' B+ (XX + 1) 7' 2= X"u. The bias term —(;X'X +

“1,) 718 —p 0 if 2 —, 0. Therefore limp—o, Bg = B holds. O

Proof of Theorem 2.3.1

Let vec(Rly) = vec(R') + vec(ErDy'), where Eg is an m x m matrix, and

2
Up(Eg) = |vec(AY)— (Y, S® Iy)vec(R + EgD7')
1@y
m rank
—"2"—|R(i, j) + ErD7' (i, j)]

where Er = arg min U7 (ER).

We want to minimize Ar(ER) = U (ER) — VUr(0).

Ar(ER) = vec(ErD7YY (8'Y 1 ® L) (It @ ) (Y18 ® Iy )vec(Er DY)
— ec(U) (Ir @ S (Y18 ® I, )vec(ErDTY)

m rank
+ Y <" (|R(i, ) + ErDz (i, §)| — |R(i, j
MZ:”R(Z.J)'V(\( ) 7 (0 )| = 1RG, 5)])

= vec(ER) (D7S'Y 1 ® L) (Ir @ S 1) (Y! 1 8D7 @ I )vec(ER)
- QUGC(EJIUYilngl),UeC(ER)

m rank
+ 6T (1R(i, §) + ErD71(i, §)| — |R(i, 2.22
32—1 |R(Z,’j)|7(\ (4,7) + ErDy (i, 7)| — |R(i, 7)) (2.22)

T
= vee(ER) (D7'S' Y Vi 1Y! | SD;' @ £, vec(ER)
t=1

T
- 2’[)60(2 E;luthl_lgD;l)’Uec(ER)

t=1
m rank
+ Y 2L (|R(i, §) + ErD3 (i, §)| — |R(, j
MZ_”R(M,)'V(u ) 7 (0 )| = 1RG5, 5)])

In Lemma 2.2.1 we see that the first r rows of S’ is a consistent estimator of g
Thus R; is a consistent estimate for «.
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Case 1: 0<r<m

T T
Y YiaY! =Q 'DrD;' Y 2, 1 Z] D' Dr@ !
t=1 t=1

1T B T
_ -1p T 1Zt:1 Zl,t—lzi,t—l T 3/22t:1 Zl,t—lzé,tq D)1
- ¢ g =325 T ! -2 7T / 7@
T Zt:l Z2’t71217t—1 T Zt:l Z2,t71227t_1

Let S =[8+ Op(%),gg] and Q! = [q1, ¢2]. Then, we have

T
DElgl Z }/t—l}/;/,lgD;l

t=1
— I+ ONP(%) \/TNOP(%) Tt Zthl Zl,t—lzi,t—1 T3/ ZtT:1 Zl,t—lZé,t—l
= 1 — _

| ﬁsé‘h Sé‘h T3/ Zthl Z2,t—IZi,t71 T QZtT:l Z2,t—IZ§,t71

| \/TOp(%) 4552

i 2zlzl 0
—4 S 1/2 1 / 1/2 0 1) s

0 S ([0 L 22§ WonWids) =2 | ) 55
m—-r

For the second term in equation (2.22), we have:

T T
vee(S, (Y wY_)SD') = vee(S, M (Y w Y, Q' D) Dr@Q ' SD;Y)
t=1 t=1

= wec([ T—1/222;1utzg7t_1 T S wZy, |

Ir+0p(%) %qigg )
\/TOp(%) qéSQ
N(0,3.1.1 %1

0

d veC{EulQ125(SéWde£l)/25[I ]%SQ} (2.24)

Next we should pay attention to the last term in eq. (2.22).

For the first r columns of matrix R/, the convergence rate of the least square es-
timator is v/T. Therefore, if R(i,j) # 0, @;; = |R(i,§)|™7 —, |R(i,5)|~" and
VT(|R(i,j) + 5=Er(i,§)| — |R(i,§)|) — sign(R(i,))|Er (i, 5)|. By Slutsky’s theo-

VT
rank
rem, we have =225 VT (|R(i, §) + 7 Er(i, j)| = |R(i, 5)]) — 0.
If R(i,j) = 0, T"2d;; = Op(1) and VT(|R(i,j) + JEr(i.j)| - [R(,5)) —
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rank % ~

|Er(i,j)|. By Slutsky’s theorem, we have i’j\’/TTT T*ﬂbi,jﬁﬂR(i,j)%—ﬁER(i,j)|—

For the last m — r columns of matrix R/, the convergence rate of the least square
estimator is 7. Therefore, if T(|R(i,5) + +Eg(i,j)| — |R(i,5)|) = |Er(i, )| and

rank

Ara ~ ol
STV TR(i, §)| 77 —p 00, where [TR(G, j)| = Op(1),

Thus, Ar(ERr) —q A(ER),where

A(ER) - vec(Eg ) Mavec(Er a) — 2Whvec(Eg 4) if vec(Er)y =0 Vk¢ A
B =1 o otherwise

where My = (X,1,1 ® X, 1) 4, and W4 ~q N(0, (2,11 @ X, 1) 4). A is convex and

the unique minimum of A at vec(Er)a = M21WA ~a N(0, (32121 ®E;1)21(221Z1®

S a1 @305

The proof before shows that the non-zero elements in R’ can be recognized with
this method. However, to prove consistency, we still need to prove that the proba-
bility that zero elements can only be selected as non-zero with probability zero, i.e.,

VE ¢ A limp_o P(K € A%) =0

Suppose R(i,j) = 0 but Rp(i,j) # 0, ie., k' = jm +1i ¢ A but ¥ € A%. Then
according to the Karush-Kuhn-Tucker (KKT for short henceafter) optimality con-
ditions we have

R 1 Apank R
X (It ® E;l)(vec(AY) — Xvec(RYy)) = fﬁsign(R'T(i,j)) (2.25)
2|R(i, )|

where X = Yi1§® I, and X} denotes the k' column of X.
Take Ty = VT if ¥ < r and Ty = T if ¥ > r. Then divide both sides of the
equation above by Ty, we get

_ L1 NGE (B ) (2.26)
L2 RGP

1
Tk/

X, (It @ 271 (vec(AY) — Xvee(RYy))

If we denote Dy = diag[v/T Iy, Tlpm-r)l, then LHS = T%/X,fc/ (Ir@%; Yvee(U) +
75X (Ir @ 2,1 X (vee(R)) — vec(RL)).

From the previous derivation of the asymptotic distribution of X’(Ir ® £, 1)X and
X'(I7 ® %, )vec(U), we can conclude that LHS is finite in probability.
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AT@nj]g/]‘*%(’Y*D 'rankT'y 1
K2WE]

. i,7,T
W—)O@.Ifj>7‘, 22

FOI' the R,HS, lf] < r, m — 00

By KKT condition, if a zero element is estimated to be nonzero, then the equa-
tion (3.46) musts hold. However, the LHS is finite in probability but RHS converges
to infinity. Therefore we can exclude this possibility with probability one.

Case 2: r=0

In this case, only the second part of the proof in Case 1, i.e. by KKT condition R’
can be estimated as non-zero with zero probability.

Case 8: r=m

Contrary to Case 2, for this case, only the first part of the proof in Case 1 is nec-

essary.
O

Proof of Theorem 2.3.2

The proof directly follows from Theorem 2.3.1 and Lemma 2.2.3 O

Proof of Theorem 2.3.3

Define vec(B) = vec(B) + vec(%EB) and
1 2
Ur(Eg) = |vec(AYC)— (C'AX' ® I,,)vec(B + —=Ep)
v I
T®Eu
i i L P
= k(,7) + —= B,k\%,]
k=14,5=1 ‘BRk i, )| VT
where Ep = [EB1,...,Ep.p|. Each Egy, k=1,..., P is an m x m matrix.

We want to find Ep so as to minimize U7 (FEp). This is equivalent to minimize

1
)
78)

— 2wec(Z,'UC) (C'AX' ®Im)vec(\/1T
lag,k

P m by
50 % T (1Bi5) + - Bnaliod)| - 1G]

k=11i,j=1 ’BR k(z j)‘v

Up(Eg) — Up(0) — vec(%EB)'(AXCAX’@)E;l)vec(

Ep)
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We have shown the asymptotics of FAXCAX’ and FUCAX’ in Lemma 2.A.1.

Besides every element in ER converges to the true value with rate /7, so oracle
property argument of adaptive Lasso in Zou (2006) follows.

O
Distribution of II under Assumption 2.4.1

Lemma 2.A.2. If error terms u; in equation (2.2) are defined in Assumption 2.4.1,
then the least squares estimate for 11 is distributed as

Uec[(@(ﬁ -~ - [QTX, ])DT]

T [ 1 T 1 1 T /
_ Q 7! l Qu Z, ] Tthl Zlﬂf—lZl,t—l T3/2 Zt:l Zlyt—lzlt—l
= vec \/7 Wil g L Wi t—1 1 T A 1T 7!
| 7572 Zt:l 2,t—141t—1 ﬁZt:l 2,t—142 -1

t=1
(07 Ezlzl ® EU) _

vee] (A Sy Wand Wy, P') + $7, 1)) Orn(z . ]
O } ‘1}

VTI, .
TIm . ), Yy 18
the covariance matriz of vy = Qu, A = QD(1)P with P satzsfymg Yw = PP and

I'(h) = Z;OZO QDj+thD§'Q/~

—d

% ([ Omryer Tmer 1 Ay WinWids)A

where W, is m-dimensional Brownian motion, Dp = <

When the error terms are dependent, the stochastic part {u;Z], 1} is no longer a
martingale difference sequence. Thus consistency of the least squares estimate does
not hold.

To calculate the bias term, we first transform the stationary AR(1) process of {Z; +}
into MA(o0) representation. Due to the stationarity of {Z;;}, we can derive from

G2y = B, where G(L) = I, — f'aL
that

Zvy = G(L) ' By = G(L) ' B'R(L)w; = X (L)w,
Therefore,

T
1
QUtZi,t—l = thZi,t—l + T Z Q(r(L) — 5(0))wtzi,t—1
t=1

N[ =
T
N[ =
I
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with 2 3/ Q(k(L) — k(0)wiZ], ) —p 37, QrSwX] | = QY. T is thus the
measure of the correlation between u; and Z;;_1, which is also the source of bias.
Its existence is ensured by the assumption on x(L) and the stationarity of Z ;.
This result leads to a modified version of asymptotic normality as

T
1
\/Tvec(f Z UtZ{,t—l —T) >g N(0,X,1.1 ® 3y)

After being corrected for the bias term, the asymptotic distribution has similar form
with the i.7.d error case. The asymptotics of the unit root process under Assumption
2.4.1 can be referred to Liitkepohl (2007)

O

Proof of Proposition 2.4.1

The proof is similar to the proof of Theorem 2.3.1 except that the coefficient matrix
R is from the QR decomposition of II + TEZ_ll '’ the biased counterpart. The
argument with respect to the penalty should be modified as follows.

If at least one element in R(i,) is non-zero, then

rank

# RZ, LE i, . RZ,
o (IRE) + g Brl )l = I1RG)I)

rank

:#Rz’, LE _ IR
T I1RE) + 7Bl = RGN

)\;ajzzk‘ HR(Z7) + %ER(% )H2 - HR 4 H2

(i)
1RGP IRG,) + J=Er(@)|] + RG]

)

|

Nk ST X (2R (0, §) + J=Er(i, ) (Er(i, 7))
1RGP IRG,) + J=Br()I| + RG]
—p 0

If all the elements in R(7,) are zero, then

rank

T (VG + (i)l = I
NI

= rhG )HWII* r(0)]]

)\rankT’y—

:LEZ',
)

— 0

41



2 Lasso-Techniques for Model Determination & Estimation of Non-Stationary
Time Series in Higher Dimensions

The left can be finished similar to Wang and Leng (2008). O

Proof of Theorem 2.3.4

As in the proof of Theorem 2.3.1, we define such an objective function:

~ 1 2

Ur(E) = Hvec(AY) —([ Y, 81 AXY |®Ln)vee(| a BP |+ ﬁE) .

+ NG lai, §) + —=Eo(i, )| (2.27)
pa VT

+

D=
NgE
NgE
el
E
<
+
3
2
<

o
Il
—
<.
Il
it
<
Il
_

where AXP is the first mp rows of AX, B? = [By,..., By and E = [Ey, E1, ..., Ep],
Ep has dimension m x r and Ey,..., E, are square matrix of dimension m.

As before, we want to minimize

Ar(E) = Up(E)—VU7(0) (2.28)
1 By 4

, 1
= vec(ﬁE)([ A XP E)

:|®Im)(IT®Z;1)([ YilﬁAT AXY ]@Im)vec(ﬁ

/ — ! A / 1
— 20ec(U)'(Ir @S, M)([ Y/,8 AXP ]®Im)vec(ﬁE)
ran. 1 . .
+ ;;Azj’ﬁ (2, j +ﬁEo(l )| = ez, 5)])
P m m
£ 0 D NIR(BLlind) + e Bulin )] = 1Be(i. )
k=1i=1j=1

Case 1: 0 <r<m
Because T converges to 3 at the rate of T, we can thus derive the asymptotic dis-
tribution of this term:

1[ Bty R
T { A } [ Y7157 AXP' | =y Srors

Based on the proof of Theorem 2.3.1, we can similarly show that
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(L BTY—l
VT | AXP
1 .

- Uec(ﬁzglU[ v/, Bt AxP )

—q N(0,3rrrr ® 2771)

] ® X7 ec(U)

For the penalty imposed kon matrix a, X >0 )\;’7‘;{‘7’3(|a(i,j) + ﬁEo(i,jﬂ _
(i, §)I) = 2024 21 —B (Eo(d, j)sgn(ai, ))I(a(i, j) # 0) + |Eo(i, j)[I(ali, j) =
rank

4,5,T

0)). By assumption, T 0. Therefore, asymptotically, the penalty on « disap-

pears and the estimate is consistent. The same argument works for By, k =1,...,p.

We have shown that the empirical covariance matrix of the regressors and that be-
tween regressor and error terms are all standard as stationary case. The asymptotic
distribution in Theorem 2.3.4 follows naturally.

The proof for Case 2 when r = 0 and Case 8 when r = m are also omitted here.
O

2.B Additional Results

The following lemma recalls the asymptotic distribution of reduced rank regression
(see e.g. Liitkepohl (2007), Johansen (1995) and Anderson (2002)).

Lemma 2.B.1. In special vector error correction model, suppose 5 = [I, (],
where B is of dimension (m — r) x r. The estimate from canonical correlation

N

analysis B has the form [B}, B}, where B, are the first v columns of V.

1 1
T(BaB — Bo) —a ( j W AW j WE_ W ds)! (2.20)
0 0
where

1

Wi, = Q%[0 Iy, |S2W,
1 1 1

W* = (&S2a)d22Q7'22W,,
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in which Q** denotes the lower right-hand (m — 1) x (m —r) block of Q1.

The key point in Lemma 2.B.1 is that W* and W} __ are two independent Wiener

processes. Thus compared with the term Y Q(S(l] WindW, ) N2 [ OT; (m=r) ] in Re-
m—r

sult 1 on page 273 of Liitkepohl (2007), we can see that the distribution in Lemma

2.B.1 is more concentrated around 0. For general VECM, a similar result applies.

2.C Model Specifications for Simulations

Model 2 (m =8, r =4 and p =1)

T 147 —1.3 0 —1.26

0 097 0 0

0 0 —0.74 0

| 119 08 0 0

“T 1 055 078 —1 —1.37

08 0.75 0 0

0 —0.74 —1.26 —0.78

| 0 —14 0 0 |
1000 0 0 —0.87 145
o100 o 0 0 148
=10 010 0 -129 —053 09
000 1 08 149 —0.82 —0.69

and B; = diag(—0.1852968, 0.4258125, —0.1638084, 0.07833603, —0.5304448, —0.06855371,
—0.7495951,0.5052671).

Model 3 (m =8, r =2, p=2)
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[ —0.1608246 0.291117
—0.4309348 —0.2267309
0.7295761  0.7436813
0.07949743 —0.5752491
—0.808063  0.3370188
—0.9472972  0.6852261
—0.8611832  0.6208253
0.8499345 —0.8429375

3= 1 0 01137227 —0.1445802 0.955692 —0.01119379 —0.1954843 —0.9958803
| 0 1 —04215756  0.1502944 —0.9341822  —0.5203012  0.4701862  0.1764804

and By = diag(0.5013845,0.1583768, 0.5494133, —0.3385856, 0.2190922, 0.7720483,
0.4980826, 0.02718882),

By = diag(—0.4011076, —0.1267015, —0.4395306, 0.2708685, —0.1752738, —0.6176387,
— 0.3984661, —0.02175106).

Model 4 (m =16, r =8 and p = 1)

B; = diag(—0.6148991,0.168343,0.3511661, —0.001352618, 0.1055825,
0.05016321,0.7834411, —0.2399435, —0.1913784, 0.3762232, 0.5340184,
0.4320375, —0.05925948, —0.4302867,0.6217901, 0.6814101) and
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[ —0.2045456 0.127218 —0.1044799 0.04996874 —0.05324593 0.1565453 0.332533 —0.457871
—0.4443822 —0.08324072 —0.0994021 —0.006434139 0.8885221 0.7546155 0.0222507 —0.417577
0.02561123 —0.2445912 —1.076358 0.8504335 0.1481624 0.6820225 0.6595054 —1.188968
—0.6543165 0.2423194 0.2819167 —0.1265963 1.482206 0.5994158 —0.4464372 0.2431477
0.2654349 —0.07548686 —1.339042 0.2375221 —0.2709482 0.2829385 0.4697307 —0.7166703
—0.3424121 0.2241369 0.6579697 0.3476774 0.6523763 0.03524423 —0.6483029 0.2463741
0.5500683 —0.1995099 —1.636145 —0.05230706 0.8620913 2.380207 0.5911425 —0.5798727
—1.777504 0.1451031 1.090046 —2.125592 2.355909 —0.1184615 —0.3810751 —0.07006646
0.03690864 0.2959453 0.4596786 —0.08504518 —0.8577548 —0.3276708 —0.04811136 0.1974386
0.1274685 0.3188476 —0.158153 0.865952 —0.5238296 0.3224605 0.1759896 —0.1743132
0.6877773 —0.267961 —1.200547 0.9718812 0.741968 1.127951 0.3476049 —0.6302973
—1.599591 0.08954511 0.6427153 —2.008208 1.474142 —0.9021317 —0.2037194 0.05227726
—0.5995118 0.325451 1.266808 —0.6414344 —1.09789 —1.814652 —0.4953283 0.4147672
2.089613 0.109772 —0.6641995 2.750278 —2.385913 0.4911569 0.05740444 0.3117873
0.381465 —0.04985673 —1.095212 0.1829222 0.28933 0.9338472 0.2275248 —0.8367844
—0.5197874 0.2886798 0.7498826 —0.510993 0.5903355 —0.4764813 —0.5320649 0.4731749
0.4759285 0.02027912 —0.4462453 0.8765776 0.3538885 1.604166 0.3237477 —0.9067662
—1.827018 0.3025833 0.1609587 —1.733295 1.83846 —0.07487888 0.102428 —0.09694286
—1.103659 0.3535146 1.854295 —1.316152 —1.050559 —3.093349 —0.7909543 1.054735
2.908839 —0.6697658 —1.253489 3.332786 —3.031778 0.6463785 0.1908991 —0.06797553
0.6142871 —0.4385424 —1.777284 0.4888148 0.8513589 1.79723 0.4217885 —0.7512186
—1.715195 —0.1673982 0.6688248 —2.041544 2.3071 —0.5986828 —0.5627274 0.3049924
0.4991491 —0.3568571 —1.473497 —0.03773816 1.083164 1.840999 0.4384005 —0.1480544
—1.143913 0.1124378 1.153012 —1.989919 1.528975 —0.4958258 —0.3311991 0.06841005
0.3286244 0.1224148 0.2050542 —0.06528752 —0.2779508 —0.1944027 —0.4047749 0.200832
0.4729683 0.3524514 0.2237484 0.347894 —1.312519 —0.9115838 —0.06049354 0.5031275
0.179212 —0.06148401 —0.2682591 0.002612084 0.2562654 0.6027553 0.06573209 0.06074722
—0.9053709 —0.281054 —0.04361244 —1.034311 1.04103 —0.09367657 0.06775278 —0.2801906
—0.7085927 0.09905573 1.315568 —0.7422261 0.3070841 —1.067854 —0.4093839 0.7709888
1.028702 —0.6319483 —0.7613088 0.3946705 —0.9016278 0.4049568 0.4971999 —0.4592194
—0.6739596 0.5794677 1.985851 —0.7148621 —1.103973 —1.672337 —0.4095454 0.8435712

1.520876 0.133889 —0.8365487 2.135475 —2.056529 0.9585998 0.6852929 —0.5481826




3 Determination of VECM in High
Dimensions

3.1 Introduction

In this chapter, we provide a Lasso-type technique for consistent and numerically
efficient model selection when the dimension is allowed to increase with the number
of observations at some polynomial rate. Model determination is treated as a joint
selection problem of cointegrating rank and VAR lags. In this case, we exploit a
sparse model structure in the sense that from a large number of potential cointegra-
tion relations, in practice, only a small portion of them are actually prevalent for
the system. In the same way, a small and fixed number of VAR lags is considered
sufficient for a parsimonious model specification. Within this maximum lag range,
however, our model selection technique is independent from the lag ordering detect-
ing non-consecutive lags. We show consistency of model selection by the proposed
adaptive group Lasso-VECM estimator requiring only weak moment conditions on
the innovations allowing for a wide range of applications. Moreover, we also cover
the case of weak dependence in the error term and obtain rank selection consistency
despite the fact that least squares pre-estimates of the cointegration matrix are in-
consistent in this case. As a by-product, we also derive the statistical properties of
the obtained Lasso-estimates for the loadings. A simulation study shows the effec-
tiveness of the proposed techniques in finite samples treating cases of dimension up
to 50 with realistic empirical sample sizes. In the empirical example, the new tech-
niques allow us to study a joint system of 15 credit default swaps (CDS) log prices of
European sovereign countries and banks - for which there has been no theoretically
valid and feasible model determination technique in the literature so far.

Our work builds on the excessive literature of VECM as summarized e.g. in Liitke-
pohl (2007) as well as on results for Lasso-type techniques from the standard i.i.d.
setting originating from Tibshirani (1996) and Knight and Fu (2000). In particular,
we employ ideas from adaptive Lasso by Zou (2006) for improved selection consis-
tency properties by weighted penalties and use the group structure as in Yuan and
Lin (2006) for group-Lasso which allows for simultaneous exclusion and inclusion of
certain variables. For the high-dimensional case, consistency results for Lasso have
been developed by Bickel et al. (2009) , Zhao and Yu (2006) and in a group-Lasso
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case in Wei and Huang (2010).

Besides the literature in VECM and Lasso-related methods introduced in the pre-
vious chapter, our proposed technique is particularly related to a recent literature
which uses Lasso in a high-dimensional time series context. Kock and Callot (2015)
and Basu and Michailidis (2015) provide model determination techniques in a sta-
tionary high-dimensional VAR context.

There has also been a recent empirical literature which employs Lasso-type penaliz-
ing algorithms for VECM without mathematical proofs, see Signoretto and Suykens
(2012), Wilms and Croux (2016). To the best of our knowledge, comparable settings
of determining cointegrated time series have only been investigated in three recent
theoretical papers by Liao and Phillips (2015) in fixed dimensions and Zhang et al.
(2018) and Onatski and Wang (2018) in high dimensions. In particular for fixed
dimensions, Liao and Phillips (2015) are the first to propose a Lasso-procedure for
VECM with theoretical proofs. Their procedure, however, penalizes the eigenval-
ues of a generally asymmetric matrix, which could introduce complex values but
this point is ignored in the theoretical results. Moreover, they fail to propose an
algorithm to implement the method in an efficient way. Zhang et al. (2018) provide
statistical results for a factor model dealing with high-dimensional non-stationary
time series with a focus on forecasting without employing a VECM structure. The
focus of Onatski and Wang (2018) is not on model selection consistency but on
asymptotic distributional results for testing which require explicit distributional as-
sumptions on the innovations.

The rest of the paper is organized as follows. In Section 3.2 and Section 3.3, we
derive the Lasso objective function in a VECM specification in order to determine
the cointegration rank and the VAR lags. The consistency results will be derived.
Section 3.4 extends the previous econometric analysis to a more general setting with
non 4.7.d. innovations. In Section 3.5 we study the finite-sample performance of the
method in several simulation experiments. We also provide an empirical application
to CDS data for European countries and banks in Section 3.6. Section 3.7 concludes.
All proofs are contained in the Appendix.

Throughout the paper, we use the following notation. For a vector x € R™, the [y
norm is defined as [[z][2 = 4/27%; 25 and ||zl = supj<jcm 7] is the oy norm.

For a matrix A = ((A;;)) of dimension m x I, [|[A||r = 4/~ 22:1 A?j denotes

the Frobenius norm and ||A||s = sup{||Az||s : € R! with ||z||o = 1} the I3 norm.
Besides, we denote by A;(C) the j-th largest eigenvalue of a square matrix C in
absolute value, where as 0;(A) is the j-largest singular value of A, i.e. O'JZ(A) =
Aj(A’A). Without loss of generality, we assume the sigualr values to be non-negative
for notational convenience. We use vec(A) = [A}, Ay,..., A" ] for vectorizing a

matrix A by stacking all columns where A.; is the jth column in matrix A. For
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rank(A) = 1 < m, the orthogonal complement to a matrix A is defined as A; =
{U e R™*(m=D |/’ A = 0}. For an orthonormal A of A it holds that A; € A, and
in addition that A" A} = I,,_;.

3.2 Cointegration rank selection

3.2.1 Set-up and fundamental results

We consider a general VECM set-up with unknown rank and general lag order which
both enter the model selection problem. Thus complete model specification amounts
to both rank and lag order determination.

In particular, we consider an m-dimensional I(1) time series Y;, i.e. Y; is nonsta-
tionary and AY; = Y; — Y;_4 is stationary for t = 1,...,T in the following general
VECM specification:

AY, = 1Y, 1+ B1AY; 1+ -+ BpAY;,_p +wy (3.1)
for t = 1,...,T, where B are m x m stationary lag coefficient matrices for k =
1,...,P and II is the m x m cointegration matrix of rank r with 0 < r < m

marking the number of cointegration relations in the system. II can be decomposed
as Il = af3’, where € R™*" constitutes the r long-run cointegrating relations and
a € R™*" is a loading matrix of rank r. This decomposition is unique up to a
nonsingular matrix H, so only the space of cointegration relations is identified but
not 3. Without loss of generality, we set 3 as orthogonal, i.e. 88 = I,.

Our setup is high-dimensional, thus both, dimension m and cointegration rank r,
can grow with sample size T'. This treats the practically most important case, as e.g.
for large dimensional portfolios with nonstationary components like credit default
swaps or exchange rates the number of relevant cointegration relations might increase
with sample size. Also from the technical side, this is the interesting innovative case,
treating high-dimensionality in the nonstationary parts. For the stationary transient
components, however, we set the maximum possible lag length P as sufficiently large
but fixed independent of T', such that it is an upper bound for the true lag length
p, i.e. p < P. In this case, Bpy1,...,Bp are all zero matrices. A fixed P or p is
chosen for convenience to keep proofs to a minimum with no apparent restriction for
practical problems. An extension to P or p increasing with 7" would be technically
straightforward and covered by standard arguments for stationary components (see
e.g. Basu and Michailidis (2015)).

In the following, we work with the matrix version of (3.1)

AY =TIY_, + BAX + W (3.2)

49



3 Determination of VECM in High Dimensions

where AY = [AE,...,AYT], Y_1 = [K),...,YT_l], B = [B1,...,Bp], W =
[wi,...,wr], and AX = [AXo,...,AX7_1] with AX,_1 = [AY] ,...,AY, 5]

For model selection, we disentangle the joint lag-rank selection problem by em-
ploying a Frisch-Waugh-idea in the VECM model (3.2). With this, we obtain two
independent criteria for lag and rank choice which can be computed separately.
For rank selection, the partial least squares pre-estimate II can be obtained from
the corresponding partial model when removing the effect of AX in AY and Y_4
by regressing AY Ma, on Y_1Mp, with Ma, = M = Ir — AX'(AXAX")7TAX.
Therefore, (3.2) is equivalent to

AY; = oY1 + @ (3.3)

with components AY = AY M, Y1 =Y 1M and W = WM. Thus model selection
is reduced to rank selection only in (3.3).

Given the high-dimensional set-up, we allow for very general error terms w; not
imposing any specific distributional assumption but just requiring moment assump-
tions to be satisfied which is key for the practical applicability of the procedure.

Assumption 3.2.1. For the error component wy in (3.1) exists a representation

wy = E}U/Qet where the elements satisfy the following conditions

1. e is a sequence of independent copies of e with E(e) =0 and E(ee’) = I, and
independence also holds for all elements ef with k =1,...,m.

2. Each element in e fulfills E(|e®|**%) < oo for some § > 0 and all k < m.

3. For ¥, = (de‘k)yfk:l there exist 7, > 0 and 0 < K, < oo such that
max;j<m Y | Swikl < Kw and Ap(Ew) = 7.

The requirement of i.i.d. components in the error term representation allows focusing
on the key aspects of our Lasso selection procedure in the high dimensional set-up
while keeping technical results to a minimum. In Section 3.4, we show how this
Assumption can be generalized admitting linear forms of weak dependence. Such a
general setting, however, requires a proof for a general strong invariance principle
which is key for our consistency results but not available under weak dependence
for high dimensions in the literature so far.

From the first two points in Assumption 3.2.1, ¥, denotes the covariance matrix of
wy. The third point imposes a sparse structure and ensures positive definiteness of
Y through bounding the smallest eigenvalue of ¥,, away from zero. This sparsity
condition is satisfied if 3, is a banded diagonal matrix with off-diagonal entries far
away from the diagonal decaying to zero fast enough (see e.g. Bickel and Levina
(2008)). In practice, this seems plausible e.g. in the case of sovereign CDS as treated
in the empirical example that geographical distance between countries implies such
a cross-section decay structure in the innovations naturally.
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Our shrinkage selection procedure for the cointegration rank is based on a least
squares pre-estimate of II from the Ma,-transformed VECM equation (3.3)

= (avmy,) (Y_lMYLl)_l (3.4)

of the cointegration matrix Il whose statistical properties rely on the decomposition
of the transformed }7} into a stationary and a non-stationary component. Such
a representation generally exists under the following assumptions (see Engle and
Granger (1987)):

Assumption 3.2.2. 1. The roots for |(1—z)I, =11z =37 Bj(1— 2)2| =0 is
either |z| =1 or |z| > 1.

2. The number of roots lying on the unit circle is m — 7.

3. The matriz o/ (I,—Y5_| B;)B1 is nonsingular with ||(o/| (Im—>%_, Bi)B1) |2 <
0.

The last point of Assumption 3.2.2 is a stronger version than in fixed dimensional
case which requires that the smallest singular value of o/, 3] to be significantly dif-
ferent from zero, which is equivalent to that the basis generating 5 can not be close
to any of the basis of a .

It is well known that for the standard low-dimensional setup with fixed m in (3.1)
and Assumptions 3.2.1 and 3.2.2, the standard least squares estimator in (3.4) is
consistent (see e.g. Liitkepohl, 2007). In our high-dimensional case, however, we
need to explicitly derive its statistical properties. These are key for the construction
and validity of a Lasso cointegration rank selection procedure in this paper.

Thus we require the following assumptions reflecting the high-dimensional setting.
In the subcase of fixed dimension m, these conditions are trivially fulfilled.

Assumption 3.2.3. 1. All singular values o;(a) of o fulfill 0 < op(a) < -+ <
o1(a) < o and there exist 71 > 0 and Ky > 0 such that

ro(a) = K .

2. For By, = (By(i,7))j=1 it holds that maxi<;j<m |Bp(i,j)| = ep > 0 with
ep > 0 and for B defined in (3.2) there exists a positive Kp < 00 such that
||B||2 < Kp.

With both dimension m and cointegration rank r increasing with sample size, o/«
converges by construction to a compact operator of which the spectrum is well-
known to have zero as an accumulation point (cp. Zhao and Yu (2006)). Since
therefore the smallest singular value of « in (3.3) has a converging subsequence
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to zero, Assumption 3.2.3 connects the admissible rate of divergence of the rank
r with the rate of decay in singular values of « (cp. the high-dimensional factor
model literature, e.g. Li et al. (2017)). Thus for deriving statistical properties of
corresponding estimates in this set-up this rate that o,(«) decays to zero restricts
the rate at which r can increase with T. We generally denote elements as relevant if
they are non-zero in finite samples but with potentially zero limits or accumulation
points asymptotically.

The assumption ||B||2 < o0 is important in a high dimensional setting for avoiding
that relevant non-zero elements concentrate on one row or one column only such that
a necessary moment bound on AY; can no longer be inferred from the assumptions
above.

The statistical properties of II rely on a @Q-transformation of the defining Ma,-

transformed VECM equation (3.3) which allows to disentangle stationary and non-
!/

stationary components. We set Q = [ (f, ] and Q' =[ a(fa)™t B« B ],
1

where oy and 3 are orthogonal complements of o and 3 respectively, as defined in

Assumption 3.2.2. After Q-transformation of (3.3) we get

AZl,t 5/0421,15—1 + V14
AZyy = oy (3.5)

whete 7, = Q¥ = (30, (V)Y = |7, 24| and % = Q@ = [, %)
Note that by definition, the first component ZLt of dimension r is stationary and
the (m — r)-dimensional remainder 22775 is a unit root process. We also denote
Zy = QY = |71, Zé,t],’ and v; = Quy = [v}, vh,]". From (3.5) the corresponding
estimate of the cointegration matrix is obtained as

~ ~ ~ ~ —1
By — 5z 5 ZtT—l 211121 41 ZtT—l Z1t-1254
Of1Q 1:( T AZ . STOAZ _) -1 241, IP] (3.6)
-1 Lt e VNS Zog a2y Yy ZogrZhy

with II from (3.4). For this, the statistical properties can be derived in a block-wise
way. The result is stated in the following theorem.

Denote by M = [M], M}]" an m-dimensional martingale process with covariance
QY,Q" with ¥, from Assumption 3.2.1 where each component MF constitutes a
Brownian motion starting at zero and M marks the first subvector of dimension r
and My for the vector of the last m — r elements. In the following, given the rank
r < m, for any matrix A € R"™*"™ denote the top-left r x r block of A by Aj1, the
bottom-left (m — r) x r block by Aja, the top-right r x (m — r) block by As;, and
the bottom right (m — r) x (m — r) block by Aay respectively.

Theorem 3.2.1. Let Assumptions 3.2.1, 3.2.2, and 3.2.3 hold. With Dy = diag(I,,TI;,—,)
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define
T ~ o1 o ﬁ’a V12
U =QIQ "Dy and ¥ = [ 0 Vi ] .

with Via = (§g dM;(5)Mb(s)) (s Ma(s)Mp(s)ds) ™! for i = 1,2 with My € R” and
My € R™™" as defined right above.

1
Then for r = O (m2T1+1> we get blockwise

I8 - @allle = 0, (2)

||E’12—V12HF = O m\/(IOgT)(loglogT)l/Q
B P

T1/2
~ mr
[Falle = 0, (4/5)

~ (log T)(log log T')1/2
W22 = Vaol[r = Oy ’m\/ Ti2

Under suitable restrictions on the expansion rates of m and r consistency of all
components in U can be reached. For the stationary components the standard
fixed-dimensional T~/2 rate is slowed down by the expansion rates of r and mr.
For the nonstationary components, however, the convergence rate depends on the
moment conditions of the innovations. In particular, the limit results for the non-
stationary blocks in Theorem 3.2.1 yield stochastic elements of ¥ with a general
martingale structure of only elementwise Brownian motions instead of a standard
multivariate Brownian motion. This is because generally in the high dimensional
set-up, a vector composed of elementwise Brownian motion processes does not nec-
essarily follow a multivariate Brownian motion in contrast to standard multivariate
fixed dimensional case, see Kosorok and Ma (2007). With higher moment assump-
tions on the innovation than Assumption 3.2.1, however, a Brownian motion type
limit and faster rates of convergences could be achieved. Though for general appli-
cability of our subsequent methodology to financial market data, the stated rates
are sufficient and we therefore refrain from imposing moments beyond 4 + §.

1
Note that the technical condition m271+1 imposes an upper bound for the expansion

rate of the rank r depending on the rate of decay of the smallest singular value
or(a) in T. Combined with Assumption 3.2.3, it implies that for fast decreasing
subsequences of o,.(a), the polynomial exponent 7 must also be large, imposing a
binding restriction on the rate of r. Whereas in the case with any subsequence of
o, () approaching zero not too rapidly, identification of relevant elements is easier
and thus r can increase faster.
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We can combine the blockwise results of Theorem 3.2.1 to obtain the following
corollary.

Corollary 3.2.1. Let Assumptions 3.2.1, 3.2.2, and 3.2.83 hold. Moreover, we re-

1
quire m = O(TY4=#) with e € (0,1] and r = O (m271+1>. Then:

10 — o[ = op(1)

~ /
with U as in Theorem 3.2.1 and ¥y = QIIQ~! = (BOOZ 8) = E(7).

Thus the Q-transformed I consistently estimates the population counterpart under
the stated conditions on m and 7. The admissible expansion rate m = O(TV/*~¢)
mainly results from the mild (4 + §) moment condition on the innovations in As-
sumption 3.2.1 and the strong invariance principle. Fixed dimensions are included
as a special case for ¢ = %. Hence, the relevant r-dimensional stationary part can
be consistently identified as all other components of ¥ have expectation 0.

3.2.2 Adaptive Group LASSO for rank selection: Idea, procedure and
statistical results

The basic principle of standard Lasso-type methods is to determine the number of
covariates in a linear model according to a penalized loss-function criterion. Likewise,
the determination of the cointegration rank in (3.1) amounts to distinguishing the
vectors spanning the r-dimensional cointegration space from the (m —r) basis of its
orthogonal complement. This is also equivalent to separating the r relevant singular
values of IT in (3.3) from the non-relevant ones, where the number of relevant singular
values corresponds to the rank. Thus, the corresponding loading matrix for the
stationary part Zl,t = ﬁ’z,l in (3.5) is a while the remainder ,83_}7,5,1 should get
loading zero in the @Q-transformed defining VECM equation (3.3). We use the QR
decomposition with column-pivoting! to detect the rank of II = af’ = SR as the
rank of R, where S is orthonormal, i.e. S’S = I, and R is an upper triangular
matrix 2. Column-pivoting orders columns in R according to size putting zero rows
at the end.? Thus the rank 7 of II corresponds to the number of relevant columns
in R.

1We denote the orthogonal matrix in the QR-decomposition by S in order to avoid labeling con-
fusion with the Q-transformation used in equation (3.5)

2Such a decomposition exists for any real squared matrix. It is unique for the invertible I if
all diagonal entries of R are fixed to be positive. There are several numerical algorithms like
Gram-Schmidt or the Householder reflection which yield the numerical decomposition.

3 Generally, column pivoting uses a permutation on R such that its final elements R(i, ;) fulfill:
|[R(1,1)| = |R(2,2)| = ... = |R(m,m)| and R(k,k)? > Zg:kﬂ R(i,)?. Further properties of
this decomposition can be found e.g. in Stewart (1984).
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The challenge is, to show that such disentangling of the stationary part 7, from
the non-stationary 22 also works empirically when starting from estimated objects
instead of true unobserved population counterparts. Thus calculating the rank from
a (QR-decomposition with column pivoting of the consistent pre-estimate Il does
indeed yield a consistent estimate of the true rank r. In particular, this requires en-
suring that true non-relevant singular values, loadings or entries can be distinguished
from elements which just appear as non-relevant due to estimation but which in fact
truly are relevant which would delude the rank choice. In the following, we show that
different speeds of convergence in the stationary and nonstationary parts, however,
help to disentangle the two components and can be cleverly exploited in constructing
weights for a consistent adaptive group Lasso procedure.

For the Lasso-type objective function, we obtain a pre-estimate for the space of
and 3| respectively from the QR decomposition with column-pivoting of IT" as

~ ~ ~ o~ (S Ry, 0\ (8
I = RS=(RrR RrR)[Z2) =11 A 3.7
(7 ) (sg) ( ' R'22> (Sa) 0

where S is m x m orthonormal, i.e. S'S = I, with components §{ e R™™ and
gé e Rm=—")xm_ R is an upper triangular matrix with blocks R, = (ﬁin Elz) €
R™™ and Rg = (0 ézg) e Rm=)xm and components with the same notation as
for Theorem 3.2.1 where EH e R™", ]%12 € R’”X(m_’”), and ]3@2 e R(m—r)x(m=r) of
R in (3.7). According to Corollary 3.2.1, for m = O(TY4¢) with ¢ € (0, 1] , the
estimate II is a matrix of full-rank and also a consistent estimate of II. Therefore
the lower diagonal elements of }N%’22 are expected to be small. In particular, they
converge to zero asymptotically at unit root speed 1/7 as is shown in the following
Theorem.

~

Theorem 3.2.2. Let Assumptions 3.2.1, 3.2.2, and 3.2.3 hold and ]:?’1 denote lihe
first r and by RY the last m —r columns of R’ in the QR-decomposition (3.7) of II'.

~ 1
Besides, define fi, = /21y R(k,j)?. Then for m = O(TY*=2) and r = O(m?1+1)
with € € (0, 1]

o mr3T
1. [[BLS1|[F = Op(¥5—).

2. [i satisfy

mr mr

i € [0,0) = 0y "™) 01(0) + Opy /M) k=1,2,..r
N 1

i = Op(f) k=r+1,....m

The first part of Theorem 3.2.2 provides identification of the cointegration space

)
[
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spanned by . In the respective rate, however, unit root speed is generally slowed
down by 4/m and r™ which is larger the faster o,(«) approaches zero in Assump-
tion 3.2.3. But the subspace distance between §1 and S converges at a faster rate
than the distance between R; and o/. This is the key point in order to disentan-
gle stationary and nonstationary components. Moreover, from point 2 of Theorem
3.2.2, the lo-type weight i achieves exact unit root speed for the irrelevant parts
without affecting identification of the loadings a in speed of convergence. Therefore,
[ir. yields a clearer separation of relevant and irrelevant columns and is the preferred
weight for an adaptive Lasso procedure. Note that Theorem 3.2.2 contains the fixed
dimensional case as a special case, where identification of the space of g from §1
is at unit root speed and the standard stationary speed 1/\/T is obtained for the
loadings.

The statistical properties of the QR-components of II derived in Theorem 3.2.2
inspire the construction of the following adaptive group Lasso objective function
(3.8) with group-wise weights for the determination of the cointegration rank (see
Wei and Huang (2010) for group Lasso in the standard univariate iid case). Hence
columns R’ (.,7) of the adaptive group-Lasso estimator R’ minimize the following

column-wise criterion over all R'(.,j) for j =1,...,m
)\Tamk’
Z | AY, — R'S'Y:1 |3 +Z P IR (-, )|l (3.8)
7j=1 J

where the penalization parameter \7¢"* and the weight + for adaptiveness in (3.8)
are fixed and in practice pre-determined in a data-driven way. See the simulation
and application in Sections 3.5 and 3.6 for details. We then obtain an estimate of
the true cointegration rank 7 from (3.8) as # = rank(R), where rank(R) equals the

number of non-zero columns in R’'.

This adaptive group Lasso procedure (3.8) exploits that according to Theorem 3.2.2
the last m — r columns of R’ converge to zero at a rate faster than the rate of the
first r stationary columns for the stated conditions on m and r. With this, we can
construct adaptive weights for a model selection consistent group Lasso procedure,
which put a faster diverging penalty on any element in the space orthogonal to
and less on those stationary components in the cointegration space.

Remark 3.2.1. According to Theorem 3.2.2, the subspace distance between §1 and
B converges at a faster rate than the subspace distance of Ry and o under the given
conditions on m and r. Therefore the first step estimation error from using S in
(3.8) instead of the infeasible true Sy is negligible for estimating R from the Lasso
criterion.

Moreover, even when m and r are both fixed, our approach features several advan-
tages compared with existing literature: Firstly, the employed QR-decomposition is
always real-valued without further constraints on the matrix II. Thus the Lasso cri-
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terion (3.8) only contains real-valued elements and can be minimized with standard
optimization techniques. In comparison, a corresponding eigenvalue decomposition
of an asymmetric matrix as e.g. in Liao and Phillips (2015) would in general contain
complex values leading to a non-standard harmonic function optimization problem
in a respective Lasso objective function. Secondly, after the QR-transformation
based on the consistent pre-estimator, the objective function (3.8) has the same pe-
nalized representation as standard Lasso problem and is therefore straightforward
to implement with any available numerically efficient algorithm. So our method is
direct and ready to use.

The following theorem provides the statistical properties of adaptive group Lasso
estimate from (3.8).
Theorem 3.2.3. Under Assumptions 3.2.1, 3.2.2, and 3.2.3 and if Xfp‘mk satisfies

rank rank —1
%TTWH/Q — 0 and % — 0, m = O(TY*¢) with ¢ € (0,1/4], and

ro= O(mgﬁlﬂ). Then the solution R of the adaptive group Lasso criterion (3.8)
satisfies
m m3/2 2
1. P(Zj:1 ]IR'(.,j);éo = T) =>1-C (W> for some Cy < 0.

2. ||Ry — aH||p = Op(4 /55) for some orthonormal matriz H.

Theorem 3.2.3 shows in part 1 rank selection consistency of the adaptive group

Lasso technique for all admissible penalties \7¢"F satisfying A%k = o(rﬁi ;:{1/2) and
3/2
% = o(A\}%%). Under our assumption on the explosion rate of m and 7, setting

e.g. v as 2 allows for a large set of possible ){p‘mk choices even if the exact rate of
r in unknown. Generally, the best finite sample performance is achieved if ~ is not
too large as also standard in the literature on stationary adaptive Lasso. Please see
also our finite sample results in Section 5.

The lower bound on )\Z}mk ensures that with probability approaching 1 the irrelevant

groups are excluded by the adaptive group Lasso procedure. Though if /\7"TC”“C in-
creases too rapidly also the non-zero columns of Ry will be shrunk to zero. Limiting
this bias induces the upper bound on ){ﬁmk. In total, a larger dimension m decreases
the lower bound for the probability that the right model is selected. While a large
rank r and small o,(«) restrict the possible set of )\TT‘mk, thus impacting the Lasso
technique in an indirect way.

In part two of the Theorem, we get as a by-product to consistent cointegration
rank selection also consistent estimates for a from the adaptive group Lasso crite-
rion (3.8). Note that the obtained rate of convergence coincides with the infeasible
oracle rate in the high-dimensional case when the true cointegration rate was known.
In the case of fixed 7 and m we recover the standard stationary TV/2-rate of conver-
gence.
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3.3 Lag selection

As for the rank choice, the standard VECM equation (3.2) is transformed in a Frisch-
Waugh pre-step in order to focus on the lag selection. In particular, the effect of
the nonstationary term Y_; is discarded by employing C' = Iy — Y’ (Y_1Y’ )71V 4
in (3.2)

AY; = BAX;_1 + Wy (3.9)

where we write Y = AYC and X = AXC with B = (By,...,Bp) € R™*™P In
contrast to the rank transformation M, the lag transformation C' contains nonsta-
tionary objects. Thus, the statistical properties of the transformed objects lv/t and
AX,_; must be explicitly derived. For the technical results we refer to Lemma 3.A.3
in the Appendix. For the true lag length p < P, we denote by Ip the set of indices
with non-zero lag coefficient matrices B; for 1 < j < p and set By € R™*™ with
I < pas By = (Bj)jer, the stacked matrix of non-zero lag coefficient matrices in B.

For lag selection, we obtain the least squares estimator B and the Ridge estimator
B of the transient lag components B from equation (3.9) as

T T -1
- 1 o 1 . .
B (T > AY;AX£1> (T > AXt_lAX{1> (3.10)

t=1 t=1
N 1 T - - 1 T - - )\ridge -1
— / / T
B = T;AYAXH T;AXt_lAXt,l—k e Imp | (311)

While we will show that both estimators are consistent, the least squares estimate
E, however, suffers from substantial multicollinearity effects. Therefore it is more
favorable in practice to work with the Ridge estimator B. In fact, for the construc-
tion of the adaptive Lasso procedure below it is crucial to base the weights on the
Ridge pre-estimate B for valid finite sample selection results on Iz and p.

The statistical properties of B and B are provided in the following Theorem.

Theorem 3.3.1. Let Assumptions 3.2.1, 3.2.2,1and 3.2.8 hold and B and B are as
defined in (3.10) and (3.11). Assume m = O(T'1~°) with € € (0,1/4]. Then

- logm
lvec(B = B)lle = 0p< T )
~ logm
lvec(B = B)lle = op< T )

if \Fi9¢ — o(\/T) for B in (3.11).
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Note that all components in both estimators depend on the initial transformation
C. Therefore for the consistency rates in Theorem 3.3.1 explicit rates of all blocks
in (3.10) and (3.11) are crucial and therefore derived in the technical Lemma 3.A.3
in the Appendix.

From Theorem 3.3.1 we obtain consistency results in the l5, norm for the vectorized
coefficient matrices B; with j = 1,..., P of the stationary transient components
in (3.13). In contrast to the rank selection case, for the stationary lag coefficient
pre-estimates there is no difference in speed between true zero coefficient matrices
and non-zero ones only estimated as zero as in standard stationary adaptive Lasso
selection problems. Thus we adopt the [, norm in order to carefully ensure that if
there exists at least one non-zero element in a coefficient matrix, the corresponding
lagged term is relevant to the model. Compared to I3 or Frobenius norm, I, increases
with the dimension m only at the logarithmic rate and is independent of the sparsity
structure. It is therefore preferred as weight for the adaptive step.

Thus the adaptive Lasso estimate B = (El, ...,B p) of the lag coefficient matrices
in (3.9) minimizes the following objective function in lag coefficient matrices B; €
R™*™ of B = (By,...,Bp) e Rm*xmP

T P P
§ gy l o
SUIAT: = 3 BiAT, 1B+ Xe9 S [vee( By)l157 113511 (3.12)
t=1 j=1 j=1

As in the case of rank selection, a lag k should be included into the model, whenever
By from the Lasso selection (3.12) is different from zero. Thus, in contrast to
other model selection criteria, a Lasso-type procedure allows for the inclusion of
non-consecutive lags, which we consider an additional advantage of the procedure.

We obtain an estimate p of the true lag length from (3.12) as p = maxi<p<p{k|By #
0}. We also define the estimated active set Iz of (3.12) as the set of indices with
non-zero B; for 1 < j < p, i.e., Iy = {j|B;j # 0} and By = (_éj)jejB e Rm™*Im with
[ < p consists of estimated coefficient matrices of the true active set Ipg.

In the objective function (3.12), we penalize each coefficient matrix jointly by group
Lasso rather than penalizing each element in the matrix separately. Such elemen-
twise Lasso would be less robust in finite sample performance and potentially lead
to problems in economic interpretation.

Remark 3.3.1. In the adaptive weight, theoretically also the use of the least-squares
estimate B is justified yielding the same consistency result as below for the Ridge
estimate B. For a numerically stable adaptive Lasso procedure in finite samples,
however, the use of the Ridge weight is essential in order to mitigate the large impact
of multicollinearity effects. Also pre-estimates from an elastic net type procedure
(see Zou and Hastie (2005)) or sure independence screening (see Fan and Lv (2008))
could be employed for a numerically stable weight in (3.12). Their detailed treatment,

however, is beyond the scope of this paper.
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The following theorem derives the statistical properties of the adaptive-group Lasso
estimates B of the lag coefficient matrices.

lag
Theorem 3.3.2. Let Assumptions 3.2.1, 3.2.2, and 3.2.8 hold. Moreover, /:/TT -0
)\l;gT%ﬁil) 1/4—¢ . A .
and oy E > 0 = o(T ), then for the solution B of (3.12) with Ip, I

and By, By as defined below (3.9) it holds that

2
1. P(Iy = 1) 21— ("Em=Ct)” with Cy < oo,

7 _
Aaor1/26-1)

2. [[Bo = Bollr = Op(75)-

Theorem 3.3.2 shows lag selection consistency together with consistency of the ob-
tained adaptive Lasso estimates By for m diverging not too fast. This implies also
consistency of the estimated lag length p from (3.12). Note that also nonconsecutive
lags are identified.

Note that for model selection consistency in the lag there is no impact of the fact
that the true rank r is unknown. Technically this is because after C' transformation,
the effect of the stationary component Z; ;1 is filtered out and the non-stationary
Z91—1 decays to zero. Therefore, the rank just appears in the second order effect,
see Lemma 3.A.3 in the Appendix for details.

For consistent lag selection, the tuning parameter must satisfy )\é?g = o(+/T) and

2 /2 . e
% = o()\lffg) with m = O(T"/*¢). These two conditions correspond to the
2

results from Zou (2006) in the fixed dimensional case. The restrictions on \;%"* are

significantly different from rank selection part for two reasons. First, the denomi-
m?2(logm)7/2
735G
in the rank selection. This is because the irrelevant basis there converges to zero at
the rate of T while in the stationary case, both relevant and irrelevant components
converge at the rate of v/T. This narrows down the possible set of )\lﬁg compared

to )\TT‘"‘]’“. Second, the largest element in each coefficient matrix must be strictly

nator of the condition = O(Aljfg ) is smaller than the corresponding part

bounded away from zero so that )\lﬁg = o(v/T) is required. Setting v as 2 or 3, yields

good finite sample performance for appropriate choices of )\lﬁg . Please see Section 5
for details.

3.4 Rank selection for weakly dependent error terms

In this section, we extend the cointegration rank consistency result to the case of
weakly dependent error terms. For our high-dimensional set-up, this requires the
derivation of a general functional convergence result under weak dependence which
has not been available in the literature so far and is of interest on its own. Moreover,

60



3.4 Rank selection for weakly dependent error terms

weak dependence also causes pre-estimates for the adaptive Lasso procedure to be
biased which is a challenge in the construction of an appropriate rank selection
criterion.

To derive and illustrate the main points, we focus in this section on the simple
VECM case only with no lags (See also e.g. Phillips (2014) in the fixed dimensional
case). Thus we work with

AY, = Y, +w (3.13)

for t = 1,...,T where the dimension m of Y; and rank r of II = af’ are diverging
with 7" as in (3.1). But now, we allow for a general weakly dependent form of the
error term u; in (3.13).

Assumption 3.4.1. The error term has the representation u; = Z;O:O Ajwi—; with
Ay = I, where for the components it holds that

1. wy satisfies Assumption 3.2.1.

2. the coefficient matrices satisfy Z;i1j||AjHF < .
In Assumption 3.4.1, the coefficient matrices of this infinite moving average process
uz must decay to zero fast enough so that u; is a weakly dependent multiple time

series and thus the partial sums can still be approximated by a Wiener process
element-wise. In particular, we get the following functional convergence result.

Theorem 3.4.1. Let Assumption 3.4.1 hold. Then each element in u; has bounded
(4 + 0)-th moment as the original innovation e;. Besides, the partial sum of each uf
can be approximated by Brownian motion, i.e.,

s<T

S
max| > uf — M*(s)| = Oqs.(TV*(log T)**(loglog T)"/?), k=1,2,...,m
t=1

where each component M(s)* in M(s) follows a Brownian motion starting at zero
and the covariance matriz of M(1) is X, = (I, + Z;i1 A (Im + Z;i1 Aj).

This theorem is the crucial element for deriving the statistical properties of the

adaptive Lasso pre-estimates and consistency of the cointegration rank selection
procedure.

We can directly obtain the least-squares estimator II of T for the simple VECM
(3.13) as

T T
=AY, ) VY )™ (3.14)
t=1 t=1

which coincides with the estimate from equation (3.4) for the no lag case p = 0.
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3 Determination of VECM in High Dimensions

We derive its statistical properties by using the Q-transformation from (3.5) to
distinguish the r stationary Z; from the m — r nonstationary components Zs in
7Z = QY = (Z1,75)". Note that the Q-transformed problem (3.13) simplifies in the
rank only case to

AZvy = PBlaZig1+ vy
AZyy = woy (3.15)

with vy = Qu¢ = (v} 4,v5,)" where v; € R” and vz € R™~". Note that here E(v; 27, ;)
is non-zero, due to the possible dependence in u; and thus in v; according to As-
sumption 3.4.1. This causes an endogenity bias such that left subspace generated
by Il in (3.14) does no longer approximate a but a, defined as

O[i = o+ 2 vlzl( 5) 1 v2z1(6j_al) 1BJ_
= Oé + 2 uzl (316)
with T, = B(wZ], ) and X1 = E(Z1,12]; ;). Wealsoset T}, = E(v 2] ; ;)

with i € {1,2}. Though, for a, defined in (3.16) Assumption 3.2.3 is not sufficient
to ensure non-singularity of a/,a,. Singularity, however, would affect rank selection
consistency of the Lasso procedure since the estimation error for the relevant r basis
would be inflated by an exactly zero smallest singular value of a,. We therefore
require the condition in part 1 of Assumption 3.2.3 not only for o but also for the
biased object a.. This is needed even in fixed dimensional case where an «, without
full row-rank would increase the estimation error for S in the Q R-decompsiton (3.7)
from unit root speed % in Theorem 3.2.2 to only % which makes it indistinguishable
from the stationary parts. Therefore we require the following assumption

Assumption 3.4.2. Let part 1 of Assumption 3.2.3 hold. Moreover, the singular
values of a. satisfy 0 < op(ax) < -+ < 01(aw) < 0. And there exist Ko > 0 and
7o > 0 such that 1o, (o) = K.

The size of 79 and 7 restricts the admissible expansion rates in r and m as shown
in the Theorems below. For the rest of the subsection, we assume wlog that 7 > 7.
The other cases would be easier to be identified.

Let M(s) denote the m-dimensional martingale process defined in Theorem 3.4.1,
where M; (s) marks the first r elements and Ms(s) the last m — r components.

Theorem 3.4.2. Let Assumptions 3.2.2, 3.4.1 and 3.4.2 hold. With Dy = diag (I, TIp—r)
and II from (3.14) define R R
U = QUQ 'Dy.

Moreover, denote

v, = )
I‘1)22'1Ez1 1—‘12212,21 ‘—‘( M2($) /2($>d3) ! + Vo
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3.4 Rank selection for weakly dependent error terms

where £ = (fa )*1((5 a+ 1 )le + Dotz + T + §8 dM, (5)M} (s)) and Vi; =

(Sé dM; (s)M (s +F0 So (s)ds)™t fori,j =1,2 withT® = > | E(vv]_,)
and all other elements as deﬁned below (3.16).

1
Then for r = O(m?271+1) it holds that

1011 — Tupillr = Op(—=)

~ (log T)3/2(log log T')
W12 = Ve 12|l = Op(m\/ T2 )

~ mr
||\I’21 - \I’*,21||F = Op( ?)

~ log T)3/2(log log T’
[Woo — Vool = Op(m\/( ) T2 )) :

There are two main differences between this result and the independent case in
Theorem 3.2.1. First, there is a bias term '} ; # 0 due to the correlation between
u; and Z;_1. Second, the rate of convergence for the unit root part is slightly smaller
due to the larger exponent in the log T-term. Though, the driving denominator is
still 7Y/4 as before. Moreover, the rate restriction on r coincides with the iid case
since the inverse of f'a in E causes the ly-norm of Z and thus of W, 12, ¥, 22 to
increase at rate of ™!

For the parts in the QR-representation of II we find the following key separation
into stationary and nonstationary components

Theorem 3.4.3. Let Assumptions 3.2.2, 3. 4.1 and 3.4.2 hold and ﬁ’ denote the
ﬁrst r and by R’ the last m — r columns of R’ in the QR-decomposition (3 7) of I

n (3.14). With iy = 4/ 237~ kR(k: §)2 form = O(TY*2) and r = O(m272+1) where
e € (0, 3] it holds that

mrT 27
11818 |F = O (VP

2. [i satisfy

3. maxigj<r |O'j(§l) - O'j(a*)| = Op( %) ’

Theorem 3.4.3 shows that identification of the cointegration space occurs at a slightly
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3 Determination of VECM in High Dimensions

slower speed of convergence as in the iid-case of Theorem 3.2.2. Weak dependence
in the innovation also slows down the convergence of the Lasso adaptive weights
in the true zero parts from unit root speed to % Both points make it harder for
adaptive Lasso (3.8) to disentangle true stationary and nonstationary components.
Technically, the difference in convergence rates of Theorem 3.4.3 and Theorem 3.2.2
results from the fact that for ¥, with the additional bias T}, ; the I bounds for
blocks in ¥ cannot be attained. Convergence in the third part can only be attained

for a, instead of a but the rate is unaffected.

Therefore, the same logic for the design of group Lasso weights from the iid case
can still be employed. Thus, we can still use the adaptive group Lasso objective
function (3.8) for rank selection with a pre-estimate S from a QR~decomposition of
Il in (3.14). As before, it yields a columnwise estimate of R’ from which we can
determine the cointegration rank. The statistical properties of this procedure are
provided in the following theorem.

rank
Theorem 3.4.4. Under Assumptions 3.2.2, 3.4.1 and 3.4.2, if \j9"F satisfies ATWTTWH/Q —
rank —1 1
0 and % — o0, m = O(TY*2) with ¢ € (0,1/4], and r = O(m2f2+1)~, then
the solution R of the adaptive group Lasso criterion (3.8) with pre-estimate S from
a QR-decomposition of 11 in (3.14) satisfies

m _ ~ rmB32pmi(v 1) 9 A
1. P(Z]Zl ]IR'(,]')#O = ’I") >1- CO(W) fOT' some C() < QO

2. ||k — awH||p = Op(\/*F)
for some orthonormal matriz H.
Theorem 3.4.4 shows that given our assumptions, even if the innovations are weakly
dependent, rank selection is still consistent. The estimate of the loading matrix,

however, only consistently identifies c. as defined in (3.16) which generally differs
from a.

3.5 Simulations

In this section, we illustrate the finite sample performance of our adaptive Lasso
methodology. We consider three different high-dimensional scenarios

1. dimension m = 20, rank »r =5 and lag p = 1
2. dimension m = 20, rank r = 5 and lag p =0
3. dimension m = 50, rank r = 10 and lag p =0

Exact model specifications of IT in (3.1) are constructed randomly by first generating
two orthonormal matrices U, V € R™*". Such orthonormal matrices can be obtained
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3.5 Simulations

from QR-decomposition or singular value decomposition of a matrix with each ele-
ment drawn from a standard normal distribution. Then we randomly draw elements
for an r x r diagonal matrix A from univariate standard normal until II = UAV’
first satisfies Assumption 3.2.2. As the main focus of this paper is rank selection
in a cointegrated model, in all set-ups coefficient matrices B; are set as diagonal
with elements also drawn from a univariate standard normal. In this section, we
set P = 3 to reduce computational time. Innovations w; in (3.1) are drawn from
the standard Normal or ¢-distribution with degrees of freedom df € {8, 20,200} ful-
filling the moment condition of Assumption 3.2.1. We study different degrees of
cross-sectional dependence, with banded covariance matrices of the innovations of
the form X, = (p'i*ﬂ)lj for p =0.0,0.2,0.4,0.6. We consider different combinations
of these parameters for sample sizes T" = 400, 800, 1200, 1600.

The exact specification of the considered setting and the estimating procedure can be
replicated from the R-code available at https://github.com/liang-econ/High_
Dimensional_Cointegration by setting the same seed. Throughout this section,
the tuning parameter )\TT“"’“()\?Q ) is selected by BIC as follows

. log T
min log | £, (V)] + “—[vec(A(N) l (3.17)

where A = R()\) in rank selection and A = B()) in lag selection, and 3, (\) denotes
the sample covariance matrix of the residuals for A from (3.3) or (3.9).

In the following tables, each cell contains the percentages X X /Y'Y of correct model
selections by solving (3.8) and (3.12) for b = 100 repetitions of the respective model,
where X X denotes the number of correct rank selections while Y'Y is the number
of correct lag length identifications. When the model has no transient terms, there
exists only one number X X representing rank selection results.

Table 3.1 studies the performance of the adaptive group Lasso procedure for m = 20
dimensions with true rank r = 5 and lag p = 1 with p = 0 in the cross-correlation
of the innovations. From top to bottom the difficulty of the selection problem
increases with less existing moments in the innovation terms. This is also reflected
in the reported results with excellent overall performance except in extreme cases
where TV* is smaller than 5, but the treated dimension is m = 20. Here, the
conditions for Lasso selection consistency with m = 0(T1/4) are hard to justify.
Though performance of the Lasso procedure is still quite good but affected by heavier
tails in the innovations in particular in the lag selection case. For the same setup of
IT and B as in Table 3.1, we report model selection results for an almost normal type
of innovation with df = 200 and substantial tail thickness df = 20 across different
levels of strength in the cross-sectional correlation 3, in Table 3.2. The results
show that even for substantial correlation with p = 0.6, performance is reliable for
T > 800 even in the case of for df = 20 innovations with excess-kurtosis of 0.375.
Generally, a larger degree of freedom leads to better rank selection results given


https://github.com/liang-econ/High_Dimensional_Cointegration
https://github.com/liang-econ/High_Dimensional_Cointegration
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T =400 T =800 7 =1200 7 = 1600
N(0,I,,) 84/98 100/100 100/100  100/100
df =200 81/96 100/100 100/100 100,100
df =20  76/98  100/100 100/100  100/100
df =8  82/99  100/100 100/100  100/100

Table 3.1. Model selection results for model 1 with m = 20, rank r = 5, lag p = 1,
p=0and vy =3.

T =400 T =800 7 =1200 7 = 1600
df =200,p =00 81/96 100/100 100/100  100/100
df =200,p=02 78/98 100/100 100/100  100/100
df =200,p=04 80/97 100/100 100/100  100/100
df =200,p=06 71/88  97/100  100/100  100/100
df =20,p =00  76/98 100/100 100/100  100/100
df =20,p=02  91/97 100/100 100/100  100/100
df =20,p=04  85/96 100/100 100/100  100/100
df =20,p=06  59/80  96/100  100/100  100/100

Table 3.2. Model selection results for model 1 with m = 20, rank » = 5, lagp =1
and vy =3

the same T and p. Besides, simulations show that the size of p has a significant
effect on model selection, which highlights the importance of Assumption 3.2.1 on
the structure of ¥, i.e, the column-wise sums of absolute values must converge fast
enough.

Note that Tables 3.1 and 3.2 are obtained for v = 3. Table 3.3 shows the effect
of v on model selection in finite sample in the same setting of model 1. In small
samples, v = 3 is generally the best choice for consistent rank and lag selection. But
with v = 2 only slighly weaker results are obtained, while larger choices increase the
weight in the penalty too much and yield substantially less appealing results across
all considered tail specifications, cross-correlations and samples sizes. Generally, in
the case of model 1 with 20 dimensions and r = 5, p = 1, the results demonstrate
that with a sample size of T = 800 we get 100% perfect rank selection across all
cross-correlation and tail scenarios given non-Gaussian innovations. Compare this
to usual simulation evidence in high-dimensional set-ups as e.g in Zhang et al. (2018)
which exclusively use Gaussian innovations and require sample sizes of T' = 2000 for
comparable performance.

Besides, we present the estimation error of the loading matrix Ry and the cointe-
grating space S; in Figure 3.1 for df = 20 and in Figure 3.2 for df = 200 in the case
p = 0.0. Because a and 3 are only unique up to rotation, the estimation error here
is measured by using orthogonal projection matrices to uniquely identify subspace
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3.5 Simulations

df =20 df = 200
T =400 | T =800 | T =400 | T = 800
_, [ p=007] 89/91 | 98/100 | 89/92 | 99/100
VTSl p=04| 78/82 | 97/100 | 75/88 | 94/100
_ | p=00] 76/98 | 100/100 | 81/96 | 100/100
1= =04 8/96 | 100/100 | 80/97 | 100/100
_, | .p=007 46/99 | 100/100 | 48/97 | 100/100
TR =04 50/99 | 100/100 | 48/97 | 100/100

Table 3.3. Model selection results for model 1 with m = 20, rank » = 5 and lag

p = 1 for different p cross-section dependence with different ~-choices.

distances. In particular, we employ the R package LDRTools based on average or-
thogonal projection matrices proposed by Liski et al. (2016). The left bar in each
plot corresponds to T" = 800 and the right one to 7' = 1200. The estimation error for
the cointegrating space is significantly smaller than that for the loading matrix due
to the faster rate of convergence. Moving from sample size 800 to 1200 significantly
improves results in both cases.

Est.Error of Loading Matrix
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Figure 3.1. Estimation Error of model 1 (m = 20, r = 5, p = 1) with ¢-distributed
innovations and df = 20 for p = 0 setting v = 3. Results are shown for

T = 800 marked as case 1 on the z-axis and for case 2 of T" = 1200

Model 2 uses the same II as model 1 but considers only rank selection in VECM

67



3 Determination of VECM in High Dimensions
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Figure 3.2. Estimation Error of model 1 (m = 20, r = 5, p = 1) with ¢-distributed
innovations and df = 200 for p = 0 setting v = 3. Results are shown for
T = 800 marked as case 1 on the x-axis and for case 2 of T" = 1200

without transient dynamics, i.e. setting B = 0. Thus the problem is simpler and
technically, the step of the Frisch-Waugh transformation by M in (3.3) can be omit-
ted. The results can be found in Table 3.4. In small samples with T" = 400 and for
large p, this provides improvements in comparison to 3.2. Thus without lags, we
get satisfactory performance even in these challenging cases of strong cross-sectional
dependence.

To test the performance of our method in case of weakly dependent innovations,
we generate the weakly dependent innovations according to a MA(2) process. The
innovations in the underlying MA process are i.i.d. generated from t-distribution
with degree of freedom 20 and 200 respectively. The weakly dependent innovations
are generated by

up = wy + Ajwi_1 + Agwyi_o

where w; follows t-distribution with covariance X,, = (p'i_j ‘)ij as defined before. Be-
sides, A1 = (a1,;) = (0.8'I,—;) and Ay = (az2,j) = ((—0.4)'I;—;) satisfy Assumption
3.4.1. As in Table 3.1, we set v = 3 and choose A by BIC. See Table 3.5 for results.
When T > 800, the rank selection results are satisfactory, which is consistent with
the theoretical results.
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T =400 T =800 7T =1200 T = 1600

df =200,p=0.0 100 100 100 100
df =200,p =0.2 98 100 100 100
df =200,p =04 96 100 100 100
df =200,p=0.6 75 100 100 100
df =20,p=0.0 98 100 100 100
df =20,p=0.2 97 100 100 100
df =20,p=04 94 100 100 100
df =20,p=0.6 74 100 100 100
Table 3.4. Model selection result for model 2 with m = 20, rank r = 5, lagp = 0
and vy =3
T =400 T =800 7T =1200 T = 1600

df =200,p=0.0 100 100 100 100
df =200,p =04 86 99 100 100
df =20,p=0.0 99 100 100 100
df =20,p=04 94 100 100 100

Table 3.5. Rank selection result for model 2 with m = 20, rank » = 5, lag p = 0 and
v = 3 and weakly dependent innovations.

In Table 3.6, we present the rank selection results for the 50-dimensional case of
model 3. Compare this to the usual simulation scenarios the high-dimensional
non-stationary time series literature which usually do not go beyond dimension 20
(see e.g. Zhang et al. (2018)). We focus on results for innovations following a ¢-
distribution with df = 20 and df = 200 respectively, with p = 0.0, i.e. X = Iy
only. For both cases, when T' > 2000, the true rank can be estimated almost 100%
correct. The increased sample size reflects the difficulty of the problem in dimen-
sionality.

For the high-dimensional set-ups treated before, there exists no other valid feasible
method for model determination against which we could evaluate our technique.
Therefore, although our techniques are tailored to the high-dimensional case, we
briefly illustrate that they can also be employed in standard low dimensions where
benchmarks exist. In particular, we compare our methods with the Lasso-type

T=800 T =1200 T =1600 T =2000 T = 2400
m = 50,df = 20 51 64 89 93 99
m = 50,df = 200 55 78 95 97 100

Table 3.6. Rank selection result for m = 50 with t-distributed innovations. p = 0
and v = 3.
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techniques in Liao and Phillips (2015) using the “hardest” of their 2-dimensional

1 05
and By = B3y = diag(0.4 04), By = 0 and ¥,, = diag(1.25 0.75). With 5000
simulation replications we get the following model selection results: for T = 100
we get 100%/86.14% while for T' = 400 we obtain 100%/,/99.96% which compare to
99.54%/99.80% and 100%/99.98% by Table 2 in Liao and Phillips (2015). In their
other settings, we also found similar comparable performance of the two techniques.
Results are omitted here for the sake of brevity but are available on request.

models treated with » = 1 and p = 3. In particular, we set II = (_1 _0'5)

3.6 Empirical Example

In this section, we employ our method to study the interconnectedness of the Euro-
pean sovereign and key players of the banking system during and after the financial
crisis. We use CDS log prices of ten European countries and five selected financial
institutions provided by Bloomberg terminal: Germany, France, Belgium, Austria,
Denmark, Ireland, Italy, Netherland, Spain, Portugal, BNP Paribas, SocGen Bank,
LCL Bank, Danske Bank, Santander Bank *. The sovereign countries we choose have
different debt levels. The considered time span is from Jan.1,2013 to Dec.31,2016
with 1041 observations. BNP Paribas, SocGen Banks are chosen because they rank
among the top three Europe based investment banks in Euro-Zone revenues. The
other three banks are selected across EU countries covering the whole span from
north to south and representing the variety of different financial market and general
economic conditions. Initial Augumented Dicky Fuller tests show that the 15 vari-
ables are non-stationary but the first-order differences are stationary.

Figure 3.4 suggests that there exits a strong co-movement among these components.
Using our Lasso procedure, we find that there exist two cointegration relations. Fig-
ure 3.3 gives an impression on the stable time evolution of these cointegrated series.
Moreover, the time when the cointegrated series exhibit extreme values coincides
with some important economic events. For example, in the middle of the year 2013,
European countries were bargaining over the solution for the sovereign debt crisis
while at the beginning of 2016 there occurred an economic slowdown in the key
global economies.

To present the inter-connections among these 15-dimensional VECM components,
we calculate the forecast error variance decomposition (FEVD henceafter) due to the
cointegrated part, i.e., the forecast error variance decomposition® derived from (3.3).
From Table 3.7 reporting the FEVC results for a 5-and 10-step forecast horizon, we

YUK is excluded due to Brexit
Ssee e.g. Section 2.3.3 of Liitkepohl (2007)
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can conclude that leading economies in European Union, such as Germany, are
neither risk-exporter nor risk-importer in the whole system.) Italy is the largest
risk-exporter among the considered sovereign countries and Spain ranks second.
Moreover, Italy and Spain have significant mutual influence on each other. The
banks have stronger interconnectedness among themselves than with the sovereign
countries. Moreover, Figure 3.5 shows the contribution of Italy to the FEVD of
other variables in the full horizon from step 0 to 30, which is consistent with the
results in Table 3.7.

1st Cointegration Relation
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Figure 3.3. Significant cointegration relations
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DE FR BE AT DK 1IE 1T NL ES PT BNP SOCGEN LCL DAN SANTAN

DE_5 96.03 227 0.02 028 020 0.01 021 007 062 002 003 0.14 0.05 0.02 0.04
FR_5 084 9583 0.16 125 0.01 0.08 026 0.07 045 0.10 0.20 0.30 0.09 0.12 0.24
BE_ 5 0.00 026 9795 008 009 054 0.02 055 0.01 0.08 0.08 024 0.05 0.06 0.00
AT 5 034 177 0.07 9534 031 045 002 066 068 008 0.13 0.00 0.02 0.02 0.13
DK 5 0.7 001 011 037 97.79 005 000 1.12 0.02 0.04 0.16 0.05 0.03 0.01 0.07
IE_5 004 004 029 023 0.02 98.07 0.66 035 0.03 0.09 0.03 0.01  0.08 0.05 0.01

IT_5 006 029 000 000 000 060 8239 0.00 1322 040 0.26 1.10 041 0.10 1.15

NL 5 009 016 045 051 0.77 0.64 0.01 96.74 0.01 0.01 0.01 0.00 001 024 0.36
ES 5 044 072 0.05 012 0.03 032 1483 0.00 8217 1.01 0.04 0.04 0.02 0.02 0.21
PT 5 001 0.00 016 0.02 0.05 074 153 003 128 9458 0.06 0.10  0.08 0.31 1.06
BNP_5 0.03 002 007 000 0.03 013 0.02 0.00 0.02 0.00 87.81 6.59  3.62 0.10 1.54
SOCGEN_5 0.07 0.07 002 002 002 006 028 001 001 0.08 6.19 87.63 422 0.15 1.19
LCL_5 0.01 0.05 0.05 0.10 0.00 035 049 001 040 0.01 10.93 13.18 70.87 0.23 3.33
DAN_5 001 005 004 000 0.00 0.06 0.17 010 0.00 0.09 0.04 0.10  0.15 99.05 0.14
SANTAN 5 0.00 0.17 0.00 002 002 001l 068 020 015 025 3.36 260 190 0.28 90.35
Sum_5 209 587 148 3.01 154 403 19.18 3.16 1691 226 21.52 24.45 10.73  1.69 9.47

DE 10 96.00 228 002 028 020 001 022 007 063 0.03 0.03 0.14  0.04 0.02 0.04
FR_10 0.80 9592 0.15 125 001 007 024 007 040 0.11 0.20 031 0.09 0.12 0.25

BE 10 0.00 0.26 97.96 0.08 0.09 054 002 055 0.01 0.07 0.08 024 0.05 0.06 0.00

AT 10 035 1.78 0.06 9527 0.31 044 0.02 066 071 0.09 0.14 0.00 0.02 0.02 0.14

DK 10 0.17 001 011 037 9779 005 000 1.12 0.02 0.04 0.16 0.04 0.03 0.01 0.07
IE_10 0.04 004 029 023 0.02 9815 0.62 035 0.02 0.07 0.03 0.00 0.09 0.05 0.01

IT 10 006 030 000 0.00 0.00 0.58 82.18 0.00 13.32 040 0.28 1.15 044 0.10 1.19

NL 10 0.10 0.16 045 051 077 0.65 0.01 96.72 0.00 0.00 0.01 0.00 0.00 0.24 0.36

ES_ 10 046 073 0.06 0.11 0.03 033 1497 0.00 8193 1.07 0.03 0.04 0.01 0.02 0.20
PT_10 0.01 0.00 0.16 0.02 0.05 074 1.54 0.03 1.29 9457 0.06 0.10  0.07 0.31 1.06
BNP_ 10 0.03 0.02 0.08 0.00 0.03 0.13 0.02 0.00 0.02 0.00 88.27 6.39 344 0.10 1.47
SOCGEN_10 0.07 0.07 0.01 0.02 0.02 0.07 028 0.01 0.01 0.08 6.07 87.93 407 0.15 1.16
LCL_10 0.01 0.05 0.05 0.11 0.00 0.38 053 0.01 043 000 11.44 13.80 69.44  0.23 3.52
DAN_10 0.01 0.05 0.04 0.00 0.00 0.07 018 0.10 0.00 0.09 0.03 0.09 0.13 99.09 0.13
SANTAN 10 0.00 0.17 0.00 0.02 0.02 0.01 066 020 0.14 025 3.33 257 1.87 0.28 90.48
Sum_10 210 592 149 3.01 155 4.08 19.29 3.16 17.01 2.30 21.87 24.87 1037 1.70 9.57

Table 3.7. Each cell implies the contribution of variable denoted by its column name
to the forecast error variance of the variable denoted by its row name.
The number in row names is the horizon of the FEVD. The row denoted
by Sum calculates the sum of each column except the element on the
diagonal, which is the total contribution to all the other variables.

3.7 Conclusion

This paper discusses how to determine high dimensional VECM under quite gen-
eral assumptions. It proposes a general groupwise adaptive Lasso procedure which
is easily implementable and thus ready to use for practitioners. We show that it
works under quite general assumptions such as mild moment conditions on the in-
novations while rank and dimension can increase with sample size T'. In particular,
consistency results in rank and lag selection are obtained for dimension m satisfying
m = O(T"Y*~¢) for some small and positive . Besides, we also derive the statistical
properties of the estimator in case of weakly dependent innovations. According to
our best knowledge, this paper is the first to provide a theoretically justified solu-
tion to model determination of VECM in a high-dimensional set-up. Questions like
efficient estimation of the cointegrating space and faster diverging rates in the di-
mension require different approaches and thorough investigation. They are therefore
left for future research.
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3.A Proofs

Technical Lemmas

Lemma 3.A.1. Let A € R™** B e RF*" with 01(A),01(B) denoting the largest
singular value. C € R™*™ s non-singular with largest/smallest singular value de-
noted by 01(C)/om(C) Given T observations the estimators for A, B,C are denoted
as g, é, C and satisfy

|A—Allp = 0(T)),  ||B—Bllr=0((T)), ||C—Cl|lr=0(T))

with q(T) — 0 as T — oo, then

IAB = ABllr = O(max(e1(A),o1(B))a(T)
16— lp = O, (C)a(T))

Proof. By the Mirsky version of matrix perturbation theory (see Theorem 4.11 of
Stewart and Sun (1990)), the singular values of the estimated matrix are consistent
for those of the true matrix, i.e.,

joj(A) = o5(A4)| = O(a(T))

Therefore,

|AB — AB||r (A= A)B + AB - B)||r
1(A = A)l|F[|Bll2 + [|All2l[(B = B)||r

— 0(c1(B)q(T) + o1(A)q(T))

N

The argument can be proved by showing that

6t —clp = [IGC = &)
< IELlIC = O)llrlIC )
— (o (C)2(T))

O

Lemma 3.A.2. Under Assumptions 3.2.1, 8.2.2 and 3.2.3, and m = (T1/4*€) with
e € (0,1/4] the following results hold:

L&Y AYAX] |la = Op(1) and || % 3, Vi1 AX[_y |2 = Op(1).
2. |5 S AXy 1 AX]_|]a = Op(1) and [|(5 X1 AX1AX]_ )M |2 = Op(1).

9. || S wAX]la = Op(1) and thus || S, @} — Sullp = O,( ).
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3 Determination of VECM in High Dimensions

Proof. To simplify the analysis, we rewrite the general VAR process in (3.2) as a
VAR(1) process by defining:

Ft1 = [Y;t,a AY}I? R AYt/—p—&-l],
Ft0 = [Zih AY?? SRR A}/;/*]FFl],

Then we get from (3.2) and the stationary components after Q-transformation of
(3.2) that

II+1, By ... Bp,1 Bp Wt
II Bl . Bp—l Bp Wt
F! = O Iy ... 0 O (gt 410 (3.18)
0 0o ... Iy 0 0
Ba+1. BB ... Bpr—l ﬁ/Bp B'wy
(0} Bl .. Bp_l Bp Wt
FO = 0 L ... 0 0 |Fo, +| O (3.19)
0 0o ... I, 0 0

Setting the matrix in (3.18) as ®;, the cointegrated process F}! has the compact
VAR(1) representation

e e}
Fl = ®1FLy + [wg,wy, 0,0 = X @[wijw) 5, 000"
j=0

The VMA (o) representation holds as the m(p + 1)-dimensional square matrix ®;
has m — r eigenvalues on the unit circle and all the others within the unit circle
due to Assumptions 3.2.2 and 3.2.3. In a similar way, denoting by ®( the matrix in
(3.19) we get

o0
F) = ®oFy + vy, w, O;n(p—l)]/ = 2 (I%[vll,t—j’ w'lf—J"O;n(P—l)]/
j=0

/
m(p—1)
matrix Y3, then with m = (T/47¢) for some finite K large enough:

with A1(®g) < 1 and |[®gl|2 < o0. Define o, = [vy ,_;,w;_;,0 | with covariance

T
1
Hf Z FYFY —B(F)F))|l2 + Op(m/VT)
t=1
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while

0
1, 24559412
j:O

Z 12311311312

|12]]2 (Z 123113 + i 193 H2>

j=K+1

HE(FtOFtO/)HQ

A

N

where [|X3([2 is bounded due to A;(¥,) < o by Assumption 3.2.1. Moreover,
Z] o [|®3]]3 is bounded for finite K and Z] k41 12313 is bounded due to Gelfand’s

formula, since ||®K||YE < A\ (@) + e(K) < 1 for sufficiently large K. Thus
IE: ST EPEY|| = Op(1) which implies points 1. and 2. in the Lemma.

For the lo- norm in part 3, it remains to show that ||+ ST ZiAX] ]2 = Op(1).
Note that the empirical covariance matrix between Z;;_1 and AX;_; is part of
the covariance matrix of F{ and thus bounded. Therefore the claim follows if
I 23;1 Zy—1AX{ |2 = Op(1). After Q-transformation of (3.2), we obtain for
all non-stationary components

Zoy = Zoyg—1+a | BAX; 1 +vgy

Define a stationary series f; = [vh;, AX{ |]" and its partial sum F? | = S £

Then

FF = (Fla+ f)(F+ f) (3.20)
= Ft2—1Ft2—/1 + Ft2—1ft + AFY + fuf}

By summing up (3.20) and dividing both sides by T, we get
1 X T
= 2 PR+ Z fiF} FR) (=) Z fifi
T \F VT =

has bounded Iy norm due to the stationarity of f;. Therefore %Zle Zot1AX]_
has bounded Iy norm since Za ;1 = [Ln—r, o/ B]FZ ;.



3 Determination of VECM in High Dimensions

Moreover, it holds that

1 o~ o~
||T Zwtwg - Eww”F

S LAy L ARETERS :
= ”T ;wtwt = Yww — (f ;thXt—l)(fAXt—lAXt—l) (f ; AXywp)l|r
1< 1 d
< ||f;wtw2 BwwllF + ZI( \/»ZthXt 1)( AX1AXG ) ; AXywy)||F
m m
Op(ﬁ) + Op(?) = Op(ﬁ)
as the first term in the second to last line ||+ ST wiw), — Suwllr = Op( f) due

to a standard law of large numbers for stationary time series. For the last term in
that line, note that the lo-norm of the expression inside the norm is Op(1), which
implies that the stated Frobenius-norm is at most Op(m). O

Proof of Theorem 3.2.1

Proof. For the claims of the theorem, it is sufficient to show that

Z AZZ) | —

[ (Ba)¥.1ax — Y102 ]
0 §3 dMy(s) My (s)’

F

r2 mr m?2(log T')(log log T')1/2
«/ 4/ \/ i ) ) (3.21)

Y, —(B'Q) "L (Sp102 + F dM; (s)M)(s
HD1 R Rl 7 el

and

F

m2(log T) (log log T')1/2
4/ = \/ i ) ) (3.22)

—1
where X1 Ay = X1 — EzleEAxEszl and Yy1p2 = B,Ewai-

We show (3 22) and (3.21) by studying blockwise elements of %ZtT:l AZZ]_| and
D; T t 1 Zy 1Zt 1- Thus according to (3.6) we need to consider the following 8
different blocks.
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1.+2. purely stationary blocks b1 = iTAZI MZL,I and x11 = iTZz,_J MZL,I
For the second block the standard law of large numbers argument from Lemma 3.A.2
yields:

T
Z Z 1,t— lzlt 1= Ezl EzleEszAsczl =+ Rl (323)

’ﬂ \

with ||R1||r = Op(r/v/T). For the first term we get from (3.5) we get

~

1 & L 1 & 1 & -
Y AZLZE = (B)= D 2 Zh = D el
T T T
t=1 t=1 t=1
This implies that

r

) (3.24)

T
1 S
7 Y AZ i Z1i1 — (B)Sara0llr = O
t=1

due to (3.23) and since %Zthl vl’téi?tfl = Ry with ||Ry + Ra||r = Op(r/VT) to-
gether with Lemma 3.A.2.

3. mized stationary/nonstationary block bys = LTAZ1 MZy

From (3.5) we get
t t

Zot = Z Ug,s = Z v2,s — R3 (3.25)

s=1 s=1

with ||Rs||p = Op(r/v/T) since ||+ ST v AXL e = Op(f) and Lemma 3.A.2.
Thus TAleZQ,—l can be further decomposed from (3.5) in AZ; by summation
by part in Zs _1 as:
1 L T / TR
5;;;;A2h¢2a¢_1 = 5(14‘1 2: 1,t— 1U2t—'iig%lqivlt+ﬂR4

with %Z’le 01,40y, = Yu102 + Rs where [|[Ry + Rs||p = Op(y/mr/\T). Hence we
get

1 &G o Vmr
N AZ1uZy o+ Sereellr = Op(Y = 3.26
HT;) 1 420-1 + Suallp = Op(=75) (3.26)

4. mized stationary/nonstationary bg; = iTAZgMZL_I
With (3.25) it holds that || 37 AZs 21, |lr = |1 27, varZt 1|l +Op(5F)
which leads to

I Y Al = O 327

t=1
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due to the independence condition in Assumption 3.2.1 and Lemma 3.A.2.

5. purely nonstationary block bss = iTAZgMZ’/&_I
From (3.25) we have

1S~ o 1S~
T Y AZyZy, = T D varZhy y + Re
t=1 t=1

with ||Rs||r = Op(\/\/?). We get componentwise for ¢,j = 1...,m in the leading
term on the right that

L T = Mai(9)}dMa, ()
t
e (b = M) + | (22800~ Ma(s))dMa (s))3.28)
T

For the first term, define h! — ﬁv%,t — My (%) and H} = >3 hl. Then by
integration by parts,

t=1 t=1
T-1
1 1 ;
= Hi — — vy HY
2,T—14HT 2,t41¢
T VT &
T—1
1 5 1 i 11d 1
= s 1 Hp — —= ) vo Hi + Op(—=)
T VT & VT
Therefore by strong invariance principle (see Theorem 12.7 of DasGupta (2008)),
supi<r|H}| = Op((logT)1/27E13§l°gT)l/4), which provides an upper bound for vari-

ance of the middle term. Therefore, we can conclude that |Z;r:1 ﬁéé’tilh{] =

/
Op((logT)lmzﬁlfﬁlogT)l 4). Along the same lines it can also be shown that for the

second term in (3.28) that

(log T')'/?(log log T')"/*
T1/4 )

T et 1
7ZZt7 - M als dM J\s) = Op
3 [ e ~ MM ) = Oy

Therefore we get from (3.28) that |+ Zthl 25'715_10%71&—&1) Mo ;(s)dMa ;(s)| = Op( (log T)l/QTUf}% log T)1/* ).
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Hence in total, we can conclude that

1~ ! m(log T)Y/2(log log T)'/*
I o Zsas = | IMa(Ma(s) 1 = Oy i ) (329)
t=1

Thus from equations (3.24)-(3.29) for the blocks b1, by2, ba1, baa we get the first part
(3.21) of the initial claim.

6. mized stationary/nonstationary block x 12 = LTZJ’_j MZ§7_1
From equation (3.5) we get with negligible R7 that
1 X 1 X 1 X
> >l _ /N ! = !
T t; AZ1 42541 = T ;(ﬁ ) Z14-1254q + T ; V1491 + Ry

Rearranging yields

T T T
1 ~ ~ 1 ~ 1 ~ _
T M ZaZy, g = (B 1(f MAZ Ty - T YvieZs, 1) + R
t=1 t=1 t=1
As the first term on the right has been treated in block 3 above we can use (3.26).
For the second term, the standard Brownian motion limit result applies. Moreover,
we use that by Assumption 3.2.3 we have ||(8’a)7!||2 = O(r™). Hence in total, we
find

T 1
S Zrvr Zyey + (F)H(Soren + f M M)
t=1 0

mr  mr(lo oglog T)1/2
— o<rT1\/T+ a gT)\(}Tgl eT) ) (3.30)

E
T

7. mized stationary/nonstationary block x 21 = LT (LTZQ’_] MZ;,—z)

From 12 in block 6, we know that each element in % Zle Zu,ligjt_l can at least be
bounded to be O,(r™). This bound is sufficient as for (3.22) the pre-multiplication
with D}l requires only to study xe1; which divides once more by 7. Therefore we
get similar to (3.30)

T
1 > vmrr™
75 25 2212 emallr = Op(F——) (3.31)
t=1

8. purely non-stationary block x 22 = iT (LTZ27_1 MZéy,I)
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3 Determination of VECM in High Dimensions

Similar to by from block 5 but now with an additional 7" in the denominator from the
pre-multiplication of D;l in (3.22) we get element-wise, for each 4,7 =1,... ., m—r

3 \

T ] 1
Z 231123, 1 —f My,i(s)Ma,;(s)ds = (3.32)
=1

Nl

T
Z . Zyy 1(\/>Z2t 1 — Ma;(s dS"‘Zf Z2t 1 M27i(3))M2,j(3)dS

T

From the strong invariance principle for i.i.d. random variables, we have |ﬁZ§7t_1 —

_ log T)Y/2(log log T') /4
Mai(57)] = Op((EE—friet)

M(s), maxe1_ ¢ |[M;(s) — M;(52)| = Op( IO%T) according to Lévy’s modulus
T =°=T

of continuity theorem. Thus (3.32) is bounded by Op((logT)l/ngll()/ilogT)l/4). This
yields

) and for any Brownian motion component in

log T)'/2(log log T')'/4
pxaualjmzmmmr-m(>§m ) ) (3.33)

Combining the blockwise results (3.23),(3.30)—(3.33) for x11, x12, X21, X22 We get the
second part of the initial claim (3.22).

~ o~ -1
For the final result in ¢, define £ = y~! = (DT% Zthl Zt,lZé_l) . Then we get
the corresponding blocks of £ by blockwise inverting as:

€11 = (x11 — x12X22X21) "
&2 = —&1x12Xa2
Er = —&oxaxil
€2 = (x22— x21x11x12) "

Note that any term containing yso; is of smaller order than the others as ||x21||r =
O ( mmﬂ ) due to (3.31). Therefore we find with (3.23),(3.30)-(3.33) and Lemma 3.A.1
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that

T

Hfll - 2;11,A;c||F = Op(ﬁ)

1
erz — S5t (B'0) ™ (Sorua fo M (s)Mj(s)ds) ™" + Vi)l

mr mr(logT)(loglog T)/2 )

= Op(rTl T \/T
|[§21]|F = Op(\/nT;Tn)

(log T)/?(log log T') /4

1
€= (| Ma(sIMa(5)d) 1 = Oyfom T

) (3.34)

Thus we get for U = (7 23;1 AZ,Z!_ )¢ from (3.21) and (3.34) together with
1

Lemma 3.A.1 and the assumption r = O(m?271+1) that

r

1011 — (Bl = op(ﬁ)

W12 — Vio|lp = Op<m\/(10gT)(1i)/g%ogT)1/2)
[Ta]lr = Opf %)

| Wog — Viol|p = Op(m\/(logT)(li)/ngogT)l/Z)

Proof of Corollary 3.2.1

Proof. The proof follows directly from Theorem 3.2.1 with ¥y = E(¥) and the weak
law of large numbers.

Proof of Theorem 3.2.2

O

Proof. Let us first derive two general assertions by which we show that the specific
claims of the theorem are implied. Define

B
BO_[ﬁi}
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We pre-multiply I by matrix Gy. Thus we get with U = QﬁQ_lDT as in Theo-
rem 3.2.1

~, ﬂ’ﬁ/ (I lﬁ/ai 15\
S (61ﬁ' > (5 [ ) @) o
_ ( oI > ( a(fla) Wy + B (o) B1) Wa a(fa) W + B () B1) oy )l
0 78al . :

~\/ ~
For the left block of (QA\I/) we use that by Theorem 3.2.1, || W9 ||r = Op (« /m’r/T)

and that ||¥1; — (Ba)||r = Op (rT~Y/2). Therefore we get from this part for the
first block on the left hand side of (3.35) that

18T — o||p = O, <\;T + ”;’“) — Op < ”;f) (3.36)

Note that (3.36) identifies the space of o up to rotation, as we can write without
loss of generality a = agAy with orthonormal a9 and Ag a diagonal matrix with
singular values of . Then

la(B'a) Wy —allr = |Jao(Ba0) " W11 — aohol|r < |Jao(Ba0)l2|[®11 — (B'a0)Ao||F =
= ||a0(6’a0)_1||2||§111 — (Ba)|lr = Op(%) )

For the second block on the left hand side of (3.35), note that \Tllg, \1122 have bounded
lo norms under our assumptions on m and r. Therefore we get

~ 1
18Tl = Oy() (3.37)

We now use (3.36) and (3.37) in order to prove the stated claims of the theorem
in reverse order and start with part 2. Due to the unitary invariance property of
singular values, we have

0j(Boll') = 7;(SII') = 0;(R) (3.38)
for all 7 =1,...m. With equation (3.36), this implies in particular that

|0, (R) — 0;(c)| = O( %) for j=1,...,r (3.39)

due to matrix perturbation theory (Mirsky version, Theorem 4.11 of Stewart and
Sun (1990)).

The column-pivoting step in the QR decomposition makes the Ell a well-conditioned
matrix, thus the largest r singular values in R are in R; which contains the first r-
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rows. Besides, the strict upper-triangular structure of R excludes linear dependence
between any two rows in R;. Therefore, we can conclude that

(3.40)

The matrix perturbation theory result (3.39) provides further bounds for /3 norm of
each row in Ry, i.e.,

o () = 0r(0) = Oply | )
o1(R) < 01() + Oply | )

In the same way we obtain from (3.38) together with (3.37), that
o (R)] = Op(1/T) (3.41)

for j =r+1,...,m. With the upper triangular structure column pivoting in ﬁ, this
implies 4/ 37", R(k,§)? = O,(1)T) for k = r +1,...,m Thus we have shown claim
2 of the theorem.

Moreover, (3.41) implies that ||Ras||r = Op(@) . We can generate a square matrix

RY by adding m — r rows of zeros to Ry. Then Uj(f%(l)) = oj(}Nzl) for j < r and
o;(RY) = 01if j > r. Therefore, by the fact that ||R — R{||p = ||Raz2||F, we can
conclude that

315

’Uj(é)_aj(él)‘ :Op( )7 J=1.,r

and thus

0 (R1) — 0(a)] = Oyl /%) for j=1,...,r (3.42)

Thus we have shown claim 3 of the theorem.

In order to show part 1 of the theorem, we re-write Boﬁ/ with the QR-decomposition
components of 1I as follows

5/1:! _ 5/%1?11 5'%11?12 + ﬂ/§31§~22 (3.43)
B B S1R11 B S1Ri2 + B SaRa
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By equating (3.35) and (3.43) we get
/S D IS D IS D 1 / /I N—13F / —17 !
( p1S1R11 B S1R12 + B S2Raz ) = T(ﬁlal) (a(ﬁ a) Wi + B (o BL) ‘If22>
which is equivalent to
B8 = —[ 0 [, SsRan ]ﬁi(ﬁlﬁfﬁ)_l

~ ~ V'~~~
+ %(Bian(a(ﬁ’a)*% BB ) By (BT (3.44)
Note that for the first term on the right hand side of (3.44) we get due to (3.37)
that Hﬂiggﬁ),QQHQ = Op(1/T). For the second one, ¥15 and Wgo have bounded Iy
norms since they can be approximated with Vio and Vg due to Theorem 3.2.1
and with Lemma 3.A.1, both V15 and V9o have bounded Iy norm. Therefore, the
upper-bound in I3 norm for ,Bj_gl is driven by the rate of (RiR})~!/T. From (3.42)
we have that the singular values of El can be approximated by those of a. Therefore
using Assumption 3.2.3 we conclude in total that |\Bi§1||p = Op(‘/mTrQT1 )

Proof of Theorem 3.2.3

Proof. The main idea of the proof is to show that the group-wise KKT condition
holds with high probability. The assumptions on )\TT‘mk ensure that the penalty on
the stationary cointegrated part decays to zero while that on the unit root part
diverges fulfilling the irrepresentible condition proposed in Zhao and Yu (2006).

~ ~ g N
Denote by S'Y; 1 = [ Zl’t ! ] where Z; 41 is the projection of Y;_1 onto the sub-
2,t—1

space generated by Sy According to Theorem 3.2.2, the subspace distance between
Sy and § | ie. ||S; —BH||p for some orthonormal H, converges at a faster rate than
the subspace distance of Ry and o under the given conditions on m and r. Therefore
the first step estimation error from using Sin (3. 8) instead of the infeasible true S
is negligible and wlog. we use th 1 instead of th 1 and th 1 instead of th 1
for the rest of this proof for ease of notation.

Since a and f are only identified up to rotation, we write wlog & = aHf with H as
defined for S;. Note that & and « describe the same space. Define ag = [&, Onyscm—r],
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dp =R —agand § R, for the first r columns in §r. Then we have

T N rank
DAY = (Z)_y ® Ln)vee(R) H2+Z IR G )l
t=1 j=1 Mi
T rank
= > @ — (Z}_y ® In)vec(Sr) ||2+Z ——llao(,j) + r(, 4)ll2
t=1 =1 M

—2wi(Z!_| ® In)vec(OR) + vec(6r) (Zy-1Z)_| @ Ln)vec(dr)

I
gl
=y
5

~
Il
fu

rank

+Z 3 (s 5) + 0r(, 7)I[2

Therefore, the minimization of (3.8) in R is equivalent to minimizing

rank

Z 2w (2!, @I )vec(Sr Hvec(Og) (Zi—1Z1_ @Iy )vec(dR) +Z [l (,5)+0r(, 5)||63.45)

t=1 j=1 j

in 0g. With Dy = diag{~/TI,,TI,, .} the term inside the first sum can be written
as

—2wj(Z|_1 D ®Iy )vec(SpDir) +vec(SpDir) (Dif Zi—1 21 Dy @Iy )vec(Sr Dir).
Thus the Karush-Kuhn-Tucker (KKT) condition for group-wise variable selection
from (3.45) is

,ii Z +\/75 i Z’ _ 7[/_\17T 0_‘(71) 5‘f’,T 5‘( ) ]
VT g g e WETACD VT RO
< L= Arijr
||(;*2?U)tzé,t—l + 2@51{1 T3/2 Z1 St 1Z2t 1)j||2 < 7TJ (3.47)
_ rank
where \;r = /\fﬂ and the subscript j denotes the jth column. The expres-

J
sion follows since the derivative of the first term in (3.45) w.r.t. vec(&RDlT) is
ZtT:1 _Q(ijizt—i@ﬂm)wt+2(D1_11Zt—IZLlD1_T1®Im)vec(5RD1T) Zt 1 thZt 1D1T+
26rDir D1} 211 Z]{_ Dip

_ a(,1) a(r)
Define V,, = [H@( DIarT** Tatr)] zﬂl] and
1 &~ ~ 1 &~
Sa1z1 = T Z Zit-121 41 Swa = —= Z w44

t=1 T t=1

1 &G~ 1 o

S22 = m Z Zl,t—IZé t—1 Swz2 = T Z thQ t—1

t=1 t=1

From the proof of Theorem 3.2.1, we can use that S,1,0 = X12/\/T in block 6.
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Thus we can conclude from (3.30) that |[S1.2||2 = Op(%). Moreover, (3.23) and
Lemma 3.A.2 imply that S,1,; and S,,1 have bounded [y norm. Therefore we can

re-write the first KKT-conditions (3.46) for the stationary part as

rank

)\

which implies that

)\rank

VT$ = 0p(“L=
[VTop]l2 p(ﬁ

The convergence in (3.49) follows from the condition on the tuning parameter
)\;ﬂan Tl’)’+
VT

PE 4 1) = op(1) (3.49)

2 — 0 in the theorem. It thus yields that each element in §r; converges
to zero at the rate of v/T. Hence, the first r columns of the solution R in (3.8) are
v/T-consistent for a.

Moreover, for the second part (3.47) of the KKT conditions, we plug in (3.48). Hence
for the exclusion of the non-stationary components from (3.8), it is sufficient if

rank )\Tank
H(Swzlsz_llzlszlz2 - Swz?)kH? < 2T Mr+k \/> ||(Vasz_11zlszlz2)k||(23'50)

for k = 1,2,...,m —r. It remains to show that (3.50) is bounded in probability
which implies selection consistency holds with probability one.

)\gﬂank . )\TCLTLk
Nid 1(VaS 121 Sa122)kll2 < T VaS21k1Sz122] P
)\Tank .
< [VallF 152 ll2]|Szz2]]2

VT

)\Tan r71
_ OP(LTT”*W*)

VT VT

Thus the RHS of (3.50) is dominated by the first term. The LHS of (3.50) is
dominated by Sy.2 since HSwzlSz_llzlSzlngQ = Op(rTl/\/T) due to (3.23), (3.30),
(3.26) and Lemma 3.A.2.

Moreover, for Sy.2 we use that 227:: = 22:1 o ws as in (3.25) to get for all i =
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3.A Proofs

1,2,....mand j=1,2,....m—r

T T

1 .y 1 L 1 .y o
E(5 Z wiZ%,t_1)2 = 72E(Z(wz)2(zg,t—l)2) + 72E(Z W Zy o ywiZy 4 1) + 0p(1)
T t=1 T t=1 T s#L

, T
= 2 DE(WPE( 1) + 0p(1) = Oyl Y1) = O3(E))
t=1

the residual denoted as 0p(1) is due to the difference between Z; and Z;.

Then we find that with N; = (Sw.2);; for any j , we have that

{Z;nzl N < c} =N {Nk < %} implies {ZZLI N > c} < Us {Nk > %} Thus
we can conclude that

2 Arank _ m )\rcmk . 2
Z N lur+k) Z 2T 'ur+k )
< AF

rank
‘N|> 2T\/*lur+k)
)\rankT'y— TTLC(]
< mCG(F——=—) < ( )?

< (———
)\g—fka'y_l

for some 0 < Cjy < o0 where we use Chebyshev’s inequality and (3.51) together with
P+ = Op(1/T) from Theorem 3.2.2 in the last line. Thus with om0 we

Arankpy—1
simultaneously exclude the last m — r columns with probability tending to 1. O

Lemma 3.A.3. Let the assumptions of Theorem 3.3.1 hold and }V/,)v(, and W are
as defined in (3.9). Then

m
N AVAY — Sayaillr = 0y(1=
| tzl t y.z1ll (\/T)
m
SNYAX, AKX =S allp = Oy
| Z 1-1AX{ 1 — Xazallr = (\/T)

t 1

1 m
7 ), Wy — Bu||r = Op(—=)
T t; VT
Proof. Let Dor = diag{~v/T1,,TI,—,} and the matrix @ as defined for (3.5). Then
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3 Determination of VECM in High Dimensions

we can write the transformation for lag selection C from (3.9) as
C = Ip=Y'  (YaY')7'Yoy = Ip =Y ,Q'Dy (Do QY1 Y, Q' Dyt ) ' Do QY-
= Iy = 2L\ Dor (Dyr 2122 Dor) ™ Doy 21
We therefore obtain
AY, = AY; — (N2, AV Z{_ 1 Dot (Do Z-1 211 D) ™ Dot Zoa
AXi 1 = AXy = (XN/_y AXi1Z]_ Do) (Do} Z-1 2, Do) ™ Dy Zia
W = wy — (N2 wiZ{_y Dyt ) (D Z1 2L Do)~ Dgf Zi
Denote S* = Dy Z_12" | Dyp and

1 T
Sto= TZZLHZLH
t=1
1 T
Stz = WZ;Zl,t_lZé,t—l
t=

T
1
552 = ﬁZZZt—lZé,t—l
t=1

Then [|S7;]]2 = Op(1) by Lemma 3.A.2. With x12 of block 6 in the proof of Theorem
3.2.1, we have ||S%||2 = ||x12/VT||2 + op(1) due to Lemma 2. Hence (3.30) implies
that [|ST5]|2 = Op(%). In the same way, Lemma 3.A.2 and (3.33) yield ||55,]]2 =

Op(1).

The inverse S*~! of S* has the following blockwise form

gzl _ [ (St — 512_5122_ S5)7! - — (St — Sf255% SE)_ISES;é_l (]3_52)
— (83, — 85,511 S%,) 185,57 (85, — 55,517 Sir) "
where 155557 S5ill2 < 1551121155 ll2l1S5ill2 = Op(*7+) for 1 < i # j < 2 by the
considerations above. We get
e _ r
||511 1_Ezll||F = Op(ﬁ)
z,—1 rT
IS5l = Oy r)

where the first equation is analogous to (3.23) and the second follows from above.
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3.A Proofs

Then we get
1 & 1 L
(—= > AY;Z{_ | Do) (Do Z-1Z' 1 Dg}) ™ (—=Doit Y Zi1AYY)
VT 4 vT T A
T
1 _ _
— TZAYtth 1S5 11 ZZU 1AY] + 3/22AYtZ2t 1S3 11 ZZM 1AY/
t=1 t—l t—l

T

1 1 1 1 1
Z AY;Z3 4 1551 17T3/2 Z Zo11AY/ + T3 Z AY;Zy, 155 17T3/2 Z Zap1AY/
t=1 t=1 t=1 t=1

For the first term we get

1 ,1 m
||*;AK€ZM lsfl Zzlt 1AY EAyleF (ﬁ
where a1 = E(AY: 2], )E(Z14 121, 1) 'E(Z1,-1AY). For the second one,
we have

)

T T
1 1
T3/2 Z AYiZyy 4 = 32 Z (aZl7t_1Z§’t,1 +BAX; 125, 1 + thé,tq) ;
t=1 t=1

which implies that Hﬁ Zthl AY;Zy, qll2 =0 (:/%) as well as HT3/2 Zt V211254 4ll2 =

Op(%) due to (3.30) and Lemma 2 from the first part of the expression. The lo

norms for the other two terms are negligible with faster rate Op(1/+/T) and Lemma
2. Therefore,

T T
1 41
I 7 2 MY S5 5 3 Zaemn AVl
t=1

-1
< Tg/QZAYtZzt 20192 2]l ZZM 1AY/[[24/r
t 1
,r.27'1+1/2

- o

Thus in total,

T T
1 m
-1 —1y-1 -1
; AY Z;_ 1D0T (DopZ-1Z-1 Do) (ﬁD T ;ZFIAYZ) — Xay.ellr = Op(ﬁ)
Therefore, we conclude that ||4 ST AY,AY/ — Eayallr = Op(%). In the same
way, the results for A)?t_l are obtained. The performance of Zthl Wy, can be

directly inferred from Lemma 3.A.2. O
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3 Determination of VECM in High Dimensions

Proof of Theorem 3.3.1

Proof. For the least squares estimate B , we consider

T
VT(B - Zm)@ ) ZAXt WAXT )

t 1

ﬂ\

Hence we can write the first component with $*~! from (3.52) explicitly as

thXt/—l

”Mﬂ

T
T 1 T ,
i 3 Ly L L AL Zinx)
= wAX =N w2, = N w2z, 157 | T a1l t—1
\/thl t t—1 [\/thl t41,t—1 T; t42.t 1] ﬁzZ;I Z27t,1AXtI_1

Thus Lemma 3.A.3 implies that

m

1 T

1 o 1
_ we A S{’_ - w l_ Z/ - E,1 oM™
Tt; t t—1 \ﬁTtE:l t(AXG , — 1,t—1%21 Yoa)|F = p(\F)

and therefore by Lemma 3.A.3 and Lemma 3.A.1 for (% S AX,  AX] )7L it
holds that

m

T
~ 1 _ -
IVT(B = B) = 7= Dy wi(AX[y = 21,15 Baaan) il = Opl(5)

=

With AXt,l DIy zl(AXt 1 — ZAmlEz_llZl,t,l), we can thus conclude that

o 1 & . - 1 & )
||vec(B — B)-WC(;Z wAX; )|l < [|(B — B)-7+ D wAX] L |lF = Op(73 3/2 )(3.53)
t=1 t=1

With triangle inequality and the maximal inequality in Chernozhukov et al. (2013),
which implies for vec(w;AX]_;)

1 & . logm
I ) veewAXL )l = Opy 2, (3.54)
t=1
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3.A Proofs

this implies the first claim of the theorem. As B satisfies

)\m'dge 1 T )\ridge
VI(B-B) = —“L_—B(= Y AX; 1AX] | +
(B-p) = —“LoB(G Y AKLAKL,

ImP)_1

1 i o 2 mdge
+(—= >, wAX]_)) AX; (AX]_ |+ Lnp) ™t
VT 5 T4
ridge ~ ~
for f/; — 0, the asymptotics of B and B coincide. O

Proof of Theorem 3.3.2

Proof. With the Lasso-estimator B from (3.12) for (By, Ba, ..., Bp) define dp =
B — B. Then we get for the first part of the Lasso criterion function (3.12) that

P
IAY; = 3 BjAY 2
j=1

=

~
Il
—_

(BAX;_1 + @; — BAX;_1)(BAX,_1 + @; — BAX;_1)

I
M=

-
I
—

(W — 6 Xy_1) (W — 0pXy_1)

Il
=

~
Il
—_

]. > 1 e ~
; — 2ﬁw£(X£71 ® Iy )vec(VT6g) + Tvec(\/féB)’(Xt_1XLl ® In)vec(vVT6g) .

Taking first order conditions w.r.t. vec(v/Tdg) yields

I

Nl

£
¢

~~
Il
_

T
2 2 - «
Z —_(AX_1 @ ILp)wh + = (AX;_1AX]_ | @ Iy)vec(VT8g)
a VT T
For the rest of the proof, we assume for ease of notation that all By, Ba,...,B,

are non-zero not just B, as Assumption 3.2.3 implies. Denote by 6% the first mp
columns of §g. Consistent lag selection requires that each m xm block in 5% contains
a non-zero element but the last m(P — p) columns are zero, which can be ensured
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3 Determination of VECM in High Dimensions

by the following KKT conditions:

T T Aljc‘tg b1
wAXY 4 — S0 (AXY | AX = - A
; w AXY ( BIAX)AXY ) zﬁ[||31||F||vec(Bl)||Zo

3 55)
1Byl llvec(B,) Il

T lag
1 - 1 - ~ ~
E ————w AXY L+ (VT (AXD  AXF < T_llvee(By)||27 3.56
Ht=1 \/T t t—1 T( B)( t—1 t 1)HF 2\/T ’ ( k)Hoo ( )

fork=p+1,...,P. A)Z'tk_l denotes the k-th m-dimensional block in A)Z't_l and
A)vfto_l for the first p blocks. In the same way as for rank selection, define

B B,

Vg, = .
= g e Bl

71

1Byl pllvec(By)|1%

T T
1 > 1 ~ ~
t=1
1 &y .
Swr1 = ﬁ Z thXfil Szoz1 = Z AX 1AXfil
t=1
Then from the first KKT condition (3.55) we get

VT8Y = SuwoSyg — (3.57)

Alzgg 1
VBySLo -

2yT 770

With Theorem 3.3.1 for Vg, and Lemma 3.A.3 for ||Syg'||2 = Op(1) it holds that

)\lag lag )\lag

f\IVBo Sz llr < \fHVBoHFHSzolIb = Op(%)

la
where the assumption on )\T , implies that O (i/T) = op(1). Thus on the true
active set in the lags, the effect of the penalty vanishes.

From the second part of the KKT conditions (3.56), we obtain by plugging in (3.57)
the following sufficient condition for exclusion of lags larger than p, i.e. of lags which
are not in the true active set

lag

Zf

where the subscript j of a vector denotes the j-th m? block. With Theorem 3.3.1

[vee(—Suat + SusoSz-Sava)slle < 2= (lvec(By)IZ = 1(VigSzq' Seowt )5l r(B-58)
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3.A Proofs

for Vp, together with Lemma 3.A.3 for stationary ||Szoz1||2 = Op(1) we find

1(VBoSag Sw0a1)511 7 < |VBeSo Szoatl|F < |[VBo 7S50 11218202112 = Op(1)

and similarly on the LHS that ||(Swz0S,5 Sz021)||F = Op(1/+/T). So both terms are
negligible in (3.58). We use that by Theorem 3.3.1 it holds that |[vec(Bpj)||e’ =

Op<(q/lm%)*7>. Then by (3.58) and setting Ny = vec(—Syz1)g, this yields

2

m? )\lag \/m o m Alag \/m .
B N> SR ) = B NE> IR Y
m?2 )\lag m _,
< Y RINI > (TR
(mQ(lOg m)V/QCI)Q for 0 < Ci < @

A9 T1/20-1)

where Chebyshev’s inequality was applied in the last line. For the second moment

bound C1, we use that due to Assumption 3.2.1. The bound then follows from
la /2(y—1)
Lemma 3.A.3. Hence for P fixed and due to w
m2(logm)7/2

that with probability tending to one, irrelevant lags are excluded by the proposed
Lasso procedure. O

— o0, the last line implies

Proof of Theorem 3.4.1

Proof. We first show that E(|uf|**?) is bounded for all k = 1,...,m.

Define A; = Alquv/z with A; from Assumption 3.4.1. Then >°, ilAllr < o.
Denote a; 1;; as the k, j-th element in A;. Not that the assumption 230:1 illAj||F <
implies that Z;Ozl ||4;|]2 < co. Thus for every & > 0 close enough to zero, there exists
an N such that for all n > N, ||A,||2 < e. Therefore, for all 1 < { < o0, we have

N _ o0 _ N _ o0
M4l + D Al < Y415+ D) <o
Jj=1 j=N+1 J=1 j=N+1

We use this to bound the 4 + 6-th moment of uf for k = 1,... m split up as follows

m o0 m
k ~ ~
up = Z ap kjet,j + Z Z ay kj€t—1,j
j=1

1=1j=1

Define the sequence X; = Z;”:l a rjet—1,5, then applying Rosenthal’s inequality
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3 Determination of VECM in High Dimensions

yields for the fourth moment of X;

CX(Z sl B er-i,

m m
= Oa.s. < Z ’al,kj‘4+5 + (Z d?,kj)2+5/2>
j=1

7=1

E(1X|"*)

N

)+ () e B(ef )

Ous. (IIAIE™ + 1AE) = O (1):

With this, we get for the partial sum ZIL:O X; that

L m
C’X(E Z [ |4+ (let—1,5 ‘4+5) + (2 Z &zQ,kjE(ef,lJ))?”/Z)

L
E( Y, X" <
=0 1=0j=1 1=0j=1
L m
1) 13
= Oas (Z Z |Cll k]|4+ Z Z 7k:j)2+ /2>
1=0j5=1 1=0j=1

oa.s.(; 1A + gﬁ 143)272) = Oa.s.(1)

For the L4, s-convergence of ZzL:O X, only remains to show that the partial sum
ZIL:O X is an Ly 5-Cauchy sequence. Define & = >3/_, X;, then for i < j, as i goes
to infinity,

j
E(&—&1") = E( 3 X'

l=i+1
J J
< G Y BXIT (Y B(x)TR)
l=i+1 l=i+1

= Oue( X AN + (X HADHR) = 00 )

l=i+1 l=i+1

Therefore, {; constitutes an L4, 5-Cauchy sequence and thus §; is L4ys convergent.
Therefore with dominated convergence,

B(luf)*0) = hmE\ZXl+ 2 X;[49)
I=L+1
o0
< Jim C(E(IZX1|4+5)+E(| > le“)) <0
—00
1=0 I=L+1

which is the first claim of the theorem.
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If the iid innovation eg in w; is replaced by an i.i.d. copy €y, its impact at time ¢ is
At (wp —wp) = AtE%U/Q(eO —é9) = Ay(eg — €g). Denote the kth row of A; by ay, then
it holds for éy = ey — €, that

. 1/4
(E(lameot)"" < <C4E(Z|5tk,jéoj'|2)4/2)

Z a2 )% = |ASY e < [JAdlFIIZY2) (3.59)

by Marcinkiewicz-Zygmund inequality since each element in e; has bounded 4-th
moment. Then according to Subsection 3.1 in Wu (2007), (3.59) bounds the physical
dependence measure 7y of Chen et al. (2013) elementwise. Thus we get for each
element k£ by Assumption 3.4.1 that

0

0
Z < |IZ£2M2 ) tllAd e < o0

t=0

which is the sufficient condition for the elementwise strong invariance principle in
Corollary 4 in Wu (2007). This implies the claim of the theorem. Moreover, the
covariance matrix of M(s) is obtained as Z;OZO A%, A by elementary calculations.

O

Proof for Theorem 3.4.2

Proof. To derive the results in Theorem 3.4.2, we first show the following block-wise
convergence results as in Theorem 3.2.1:

1 & (B')S.1 + T} —(B'a+ L)Y, — Sy1ue
- AZ Zl _ z vlzl T v2z1 vlv _ O
Iz G and- | e et e = 0rte)

1 L _(p / .
L7z l_lzzl (7/0) ™ (e + Ty + S + 1 + [ dMu ()MY(s)) ||

0 SOMQ s)M5(s)ds
= Op(an)

2( )3/2(
with a, = \/ + mr + \/m logTT1/210g10gT)

In a similar way as in the proof for Theorem 3.2.1, we proceed with the eight blocks
and highlight the differences.

1.42. purely stationary blocks by = iTAZJ MZL,I and x11 = iTZL_J MZ;},I



3 Determination of VECM in High Dimensions

For the second block, it follows from Lemma 3.A.2 that

r

T
1
=Y Z141Z1 41— 3% =0p(—=) . 3.60
I X, 211242 = Satlle = 04 ) (3.60)

For the first term we get from (3.15)

*ZAZHZM1—»304 ZthlZu 1T 7 ZUltZItl
=1 T4 T4

which implies with (3.60) that

T
1 r
—EAZZ_— ")y, — T} =0,(— 3.61
HTt:l Lt41,t-1 (6 O[) 1 v1z1||F p(\/T) ( )

3. mized stationary/nonstationary block by = LTAZ1 Z,é,-]
From (3.15) we have that Z;; = 22:1 v2,s which yields

T 1

T Z AZy tZ2t 1 = T Z thAZZt T(Zl,TZQ,T - Zl,OZé,o)
t 0

T
1 1
— _T(ﬁ’a + 1) ; Z1 410 — T ; V1t + R

with ||Rs||r = Op(y/mr/v/T). Hence

g

T
1
1= > AZ14 25 4+ (Bla+ I)Thhy + Sunellr = Oy

T 42, NG ) (3.62)

4. mized stationary/nonstationary block big = iTAZg 7 —1
With Zy; = 21;:1 v s from (3.15) we get that % Zthl AZQ,tZi’t_l = % Zthl ’UzthLt_l
which leads to

T
1 mr
I 2 AZuZ 1~ Chaalle = 0" 70) (5.63)
t=1

5. purely nonstationary block byy = iTAZg Z§7_1

Different from the block b22 in the proof for Theorem 3.2.1,the increment of Zs; is
no longer independent of F;_; due to the weak dependence of v; = Qu;. Therefore,
the standard discrete approximation of the stochastic integral (see, e.g. Section 2.5
of Chung and Williams (1990)) can not be directly applied.
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With Zo; = Y\ vas from (3.15) we get that

LT | T A
T Z Aoy Zhyy = T Z oy g = T Z V2t Z Ud,
=1 =1 =1 s=0

Define Y; = Y'_,us, due to the assumption that Z;OzleAjHF < o, for some
K > 0, it holds that
wYi_ g =wY,_ 1 + Ai(wi—1u;_q +wi—1Ti o)
+ Ay (wt_g(ug_l + u;_z) + wt_2T2_3>
+

K
+ Ag (’wt_K(Z u;_j) + wt_KTQ_K_1> + o(1)
j=1

By summing up u;Y_; over ¢ and dividing the sum by 7', the term - ST Agwy g, (Z?Zl uy_ ;)
(for 1 < k < K) satisfies

T k k
1 m
17 2 Awwei(Y i) = AxSu( Y A j)llF = 0p(||Ak||Fﬁ)
t=1 j=1 j=1
We leave the ||Ag||F in the convergence rate so that the sequence still converge at
the rate of % after summing over k.

Sum up Aka(Z;?:l Aﬁcfj) over k=1,..., K, ie.,

K k
Z Aka(Z A = AiS,Af
k=1 j=1
+ AQZwAll + AQZwA6
+ ...
+ AKEwA/K_l + AKEU,A/K_Q + -+ AKEwA6
— Tu(1)+Tu(2) + -+ Tyu(K)

where I'y (k) = E(uu;_;). The left terms can be summed up over ¢ and expressed
as

T K

1 ' 3 !
72 ( OAjwtht—j—l) =2 4(z

t=1 j= j=0 t=

T

/
Wt—j t—j—l)
1
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By the same argument as in proof for Theorem 3.2.1, we conclude that

1 & ! m(log T)3/*(log log T') /2
I 2w Ty~ | MM = Oy o )
t=1 0

where M,, denotes the m-dimensional Brownian motion with the same covarianc
matrix as w;. According to Theorem 3.4.1, we can conclude that

1< ! log T)%/*(log log T') '/
I T = | anan - Zr Ml = 0p(MBTI (o808 T, (564
=1

The convergence rate of those terms to > ;- ; I'y (k) is f’ dominated by the rate of
strong invariance principle and thus ignored here.

The desired result can be achieved by pre- and post-multiplying u;Y}_; by ' or ¢/, .

6. mized stationary/nonstationary block x12 = LTZJ,,J Zé’_l
From (3.15) we get that

1 ¢ , 1 G, , 1 ¢ ,
T ; AZ 175, 4 = T ;(5 Q) 21412544 + T ;Ul,tZQ,t—l
which we rearrange as
1z
*;ZM 1Z2t 1= (5/ ;Azltzu 1 T;m,tzé,t—l)-

Using (3.62) for the first term on the right, the strong invariance principle of Theo-
rem 3.4.1 for the second term as above and |[|(8'a)~!||2 = O(r™) by Assumption 3.4.2
it holds that

T 1
1 _
I3 2 ZrimiZa + () (Ba+ L)y + Sona + T + | aMiM) I
t=1 0

mr  mr(logT)3/2(loglo
_ O<TT1\/T+ ( gT)\ﬁ(l gl gT)) (3.65)

7. mized stationary/nonstationary block x21 = ( Zy 17 _1)
By similar argument as in the independent case for block o1, it is sufficient to work
here withe conservative upper bound Op(r™) from (3.65) for each element in the
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inner bracket. We thus obtain

T
1 vmrr™
75 25 22121 eallr = Op(F——) (3.66)
t=1

8. purely nonstationary block o2 = iT (%Z27_1 Zé_l)
As before, we show the distance between % Zthl Z24—1 Zé}tfl and Sé dMsM,. Element-
wise, we have

Tz ;Zm IZQt 1 J M, ;(s)My ;(s)ds
-l

T
+ ZJ

1

(GG Zhis — My (9)ds

H‘I

Sl

(5 Ze1 = Mas(s)) (M ()

We have shown that |ﬁZ§’t 1 — Mo (5] = Oy( 10gT)3/4T(lfﬁlogT)1/2) and for any
Brownian motion element in M(s), max:—1_ _: [M;(s) — M;(2)] = Oy( IO%T).
T =°=T

Thus in total, we get

(log T')**(log log T') /2
T1/4 )

@H@1JMWW=%W (3.67)

Now the first part of the initial claim follows from (3.61)-(3.64) and the second part
from (3.60) and (3.65)-(3.67). In the same manner as the proof of Theorem 3.2.1,
we can define ¥ composed of the blocks Y11 — X22 and &€ = ¥~ '. Then the final result
for W follows from direct calculations. O

Proof of Theorem 3.4.3

/ ~
Proof. Define By = [ b ] We thus obtain for BoIl’

s
pir \ (I Aipal oy
(ﬁiﬁ’) - <0 gﬁicﬂﬂ@ q’) (3.68)

Il
N
o~

?BLOIL > ( a(ﬁ'a)_lkfln +ﬁl(alﬁj_)_1\i21 a(ﬁ/a)_ltflu +5J_(a'l61_)_1€122 )/
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3 Determination of VECM in High Dimensions

From (3.68) and Theorem 3.4.2, we get

18T — o, ||

Il

)
i)
—~
l/

(3.69)

[ (3.70)

I
RS
gl

The I3 norms of \lel and \Ilgg may increase with ™, which slows down the converging
rate of the irrelevant basis.

Due to the unitary invariant property of singular values, we have
O'j(ﬂ()H/) = Uj(SH/) = O'j(R)
which implies that

|0, (R) — 05 (c)| = Op( %) for j=1,....r (3.71)
by matrix perturbation theory (Mirsky version, Theorem 4.11 of Stewart and Sun
(1990)) and (3.69). The column-pivoting step in QR decomposition makes the Ri
a well-conditioned matrix, thus the largest r singular values in R are contributed by
}Nﬁ, the first r-columns. Besides, the upper-triangular structure of R excludes linear
dependence between any two rows. Therefore, we can conclude that

(3.72)

The matrix perturbation theory result (3.71) provides further bounds for Iy norm of
each row in Ry, i.e.,

(3.73)
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Moreover, (3.73) leads to the conclusion that

| Roal | = Op(\/TET“) (3.74)

The difference between ﬁl and R is figg. Therefore, we can also conclude

~ ~ mr’! ,
o,(Ry) — oy (R) = 0,V o

T
and thus
~ mr ,
l0j(R1) — 0j(ow)| = Op( T) forj=1,...,r (3.75)
(3.68) can be further written as
5/11, _ 5/511}311 5'%11312 + 5/§g§32 (3.76)
Bl B S1Ri1 B SiRi2 + B S2Ra

with the after QR-decomposition components.
By equating the (3.68) and (3.76) we also have
( Bigléll ﬁlglﬁw + ﬂi§213b22 ) = %(ﬁiaL)(@(ﬁla)fl‘T’w + 5L(0<L6L)71‘T’22>/
which is equivalent to
glLS = —[ 0 Bigzﬁzz ]éﬁ(éléﬁ)_l
(o) (a(F0) s + fue] f) ) Ry (B

The singular values of ]-Nil can be approximated by those of a. Therefore we conclude
~ T1+2T
that [|8181]|r = Op(™7—2).

Proof of Theorem 3.4.4

Z14-1
2,t—1

subspace generated by Si. Because the distance between S; and B converges at the
rate of T', faster than other error terms mentioned above, we use Z; ;1 instead of

Proof. Denote §’Yt_1 = { ] where Zl,t_l is the projection of Y;_1 onto the

Zul’t_l in this proof. While both ngt_l and Zp;_1 are non-stationary process, we
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3 Determination of VECM in High Dimensions

can also use Zp;_1 instead of Zg t—1 to keep the proof easier to read. Besides, we do
not distinguish different matrix representatlons of &.

Define oy = [e,0],& = a + Eulezl LG = [&, Opmxm—r], Tt =uw — (& — ) Z14—1.
Then E(Z4-14}) = 0. dg and dp; are defined as before. We have the same Lasso
criterion function as in Theorem 3.2.3 which leads to the identical KKT optimality
conditions Thus the Karush-Kuhn-Tucker (KKT) condition for group-wise variable
selection from (3.45) is

_LT 1 Moo a1 A a(,r)
7T & e VT tzlzl“ L=t = [Zﬁl\@(,l)llz" TR

. A
H(Z -2 thQt 1+2\F5R1 52112y, 1>,||2< }] 3.78)

rank

where S\j,T = )‘TT and the subscript j denotes the jth column.
i

According to the definition of @, ||+ Z?:l W21 44|lF = Op(\/ 7).

Rewrite
A4t Air _a(r) 4 M a1) aGr) M
VT lla( D)l T2vTllaG )’ 2vT e Dlal " el Al 2vT
Define

T
1
Sa121 = Z Zvt-121 44 Suzl = —= Z Ut Zy 41
TH VT 5
L T | T
Siiz2 = T3 Z; Zyi-1Z54 4 Suzo = T Z:lﬁtzéi—l
t= t=

Then we can derive that

rank

VTp1 = — 2\/»

VoS, 2121 T SUZlSzlzl

ATTankrTz’Y+%
as —————=——
VT

To study the tail properties of elements in S,.2, we need the following results based

=0, |[0r1]|F = Op(\/7F)-
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on Beveridge-Nelson decomposition.

0 o o0
/
Ut—qly = Z jWt—q—j Z Agwe—r)’ Z ZA We—q—j Wi Al
0 k=0 0 k=0
q

]:

o o0
/ / /
Ajquir—jwi A}, + Z Z Aj—qui—jwi_ Ay

=q

I
—

I
.M8 W

<
Il
<
QX
Il
= o
<.

LS
Eo

I
.M8

<
Il
Q

Eo
Il

o

/ / /
Ajqu—jw; A}, + k—qWi— kW A,

HMS

’ ’
+ Aj+i7qwt7j7iwt ] + Z ZA —qWt— ]wt ]_ZA]_H

J=qi=1

8
s

~
I
<
~
I
—

The term leozq Ap—qwi_pw;_, Aj can be further decomposed as

0
/ /
Z Ap—qi—gwy_ Ay

k=q
0¢]
!/ / /
= ZAk qWi—qWi_ g Al — Z Ag—qui—qwy_g Al
k=q k=q+1
ee} [ee}
/ / / /
+ Z Ak—qwt—q—lwt—q—lAk_ Z Ap—qWi—g-1w;_g 1 A},
=q+ k=q+2
_l’_
e}
/ / / /
+ Z Ap—qWi—g-KWi g Ay — Z Ap—qWi—g-KWi_gq_ Ay
k=q+K k=q+K+1
+

0

/ /

= Z Ak_qwt_qwt_qu
k=q

o0 0
/ / / /
- ( Z Ak—qwtqut—qu_ Z Ak—qwt*qflwt—q—lAw
k=q+1 k=q+1

o0 0

/ / / /

S I T Y
k=q+K+1 k=g+K+1

Therefore, if we sum up ZZO:q Ap—qui_pw;_ A} over ¢, only Z];.O:q Ap—qwi—qui_, Al
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3 Determination of VECM in High Dimensions

remains and the other terms get deleted.

! /
Ap—qwi_pw;_ Al

N =
1=
8

-+
Il
—
bl
Il

q

1
Aquwt—qwr/:—q ket Op(f)

[
N
=
18

o~
Il
—_
Eo
Il

q

&z 1 & 1
- I;qu—ATt_letqwz_q) k+ Op()

The expectation of %Zthl Zf:q Ap_qw—gw_, Aj is thus Z,;'O:q Ap—_qXwAj,. Each
element in Zle (wpw; — X)) constitute a martingale process due to the independence
of wy. The bounded second moment of elements in wyw, —3,, is ensured by the (4+4)-
th moment condition for w; or e;. The martingale property of the other terms in

T ’ . . . . . -1 T /
D1 Ut—quy can be proved similarly since given i # j, & >3, wy_jw;_ ; converges to

zero due to the independent w;. To sum up, we have shown that each element in

1 o , ,
7T t; (ut,qut - E(ut,qut)> (3.79)

has bounded second moment. Because this result holds for a general ¢ > 0, after
linear combination, we can also show that each element in

T
1 (
Zy4—quy — E(Zl,tflul))
VT ; t t

has bounded second moment. This is also true if we sum up (3.79) over q. However,
to ensure the convergence, we must divide the new result by /T, i.e., each element
in

1 &1 ¢ L1 )
T ; <ﬁ ;Ut—qut - VT ;E(Ut—qut)> (3.80)

has bounded second moment. Summing up over ¢ is well-defined due the fast con-
vergence rate of A; according to our assumption. Therefore, it holds also for

T

1

=) (Zg,t_lv; -~ E(Zu_lvg)) (3.81)
t=1

From the block 6 in the proof of Theorem 3.4.3, the [y norm of %23’:1 12544
is inflated by »™ approximating I3 norm of (#’a)~!, which make it more difficult to
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exclude the irrelevant groups compared to the i.i.d case.

To exclude the irrelevant part, KKT condition is satisfied if

3 )\Tank L )\rank 3
[1(Suz1 5515152122 — Suz2)il]2 < giTﬂrfk T (VaS;hi Saz2)klla - (3.82)
)\Tank )\rank

\/*H(V Szlzl‘92122) H ) \/7”‘/ Szlz152’122”F

)\Tank
WT Vall £ IS5 l21]Sz122]]2

A

O ()\rTank,r.71+Tz'y+2 )
= o T

Thus the RHS of (3.82) is dominated by the first term. The LHS of (3.82) is
dominated by S,,.2 since the I3 norm of S,,15 1Z1,5'2122 converges to zero at the rate

of 7\"/—% as S,1,2. Denoting N; as element in S,,2 and NZ as the perturbation of

%Zthl Ut Zo4—1 from the expectation. By the same argument as above, we have

m ) )\rTank _
i=1

m ) )\rank B 2
< P(E N; >< oT l%lk) )
i=1
i rank
< YB(NI> 2 i)
i=1 2T\/7 tr
m - rTank
< SRR + el > =77
; ? QT\/E r+k
2
= 9 \/7747-17 _ mrTl ('Y+1)
< C’OT . <>\rank’T'y 1 C W

To make all the non-stationary parts excluded from the final estimator, we require
that

)\TTankTq/— 1

_ > 00
m3/2¢m1 (v+1)
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3.B Figures
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Figure 3.4. CDS data of Germany, France and Italy
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4 Pre-screening & Reduced Rank
Regression in Ultra-High Dimensional
Cointegration

4.1 Introduction

A new challenge for data analysis nowadays is high dimensionality, i.e., the number
of variables could be large compared with the number of observations. Moreover,
many data are further characterized by dynamics and non-stationarity. In theory,
how to estimate a high dimensional non-stationary time series model is still an un-
solved but important issue for statisticians and econometricians. Such a theoretical
result has strong empirical implications, for example, to search for possible cointe-
gration relations for statistical arbitrages from thousands of stocks.

The standard tool to model multivariate non-stationary time series is vector error
correction model, as proposed by Engle and Granger (1987). The first rigorous esti-
mation framework is Johansen’s approach proposed in a sequence of papers around
1990. Although it has been the most popular approach so far, the model selection
result is not consistent and the highest affordable dimension is eleven because the
complicated critical values come from simulation results. In order to improve the
model estimation results, several other methodologies have been proposed. One typ-
ical work is Chao and Phillips (1999), which compares different possible models by
posterior information criteria. Another consistent model selection and estimation
approach is proposed in Cavaliere et al. (2012) by adapting bootstrap techniques
to the time series setting. In the extended version, e.g. Cavaliere et al. (2014) also
shows the power of the bootstrap approach in presence of conditional heteroskedas-
ticity. But all these methods can only be applied with small sets of variables. The
new estimation strategy proposed in the previous chapter based on Lasso in high di-
mensions. In this way, the model selection result is consistent and detailed numerical
examples (such as 20 dimensions and 400 observations) are covered in the simulation.
However, their method can’t be directed extended to ultra-high dimensions without
further considerations. Therefore, a new method with sound statistical properties is
required to estimate the high dimensional VECM.
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In this paper, we determine the rank and cointegration vectors from reduced rank
regression (see e.g. Anderson (2002) and RRR hence-after) when the dimension is
much higher than the number of observations. For this goal, we assume the unknown
coefficient matrices satisfy some sparse structures. Thus a pre-screening step will
be introduced to reduce the dimension and avoid overfitting the further analysis. A
pioneering paper in high dimensional statistics is Bickel et al. (2009), which derives
the upper bound for the bias of Lasso estimate for additive model. Kock and Cal-
lot (2015) extends this method to high dimensional stationary vector autoregressive
model. However, this approach can’t be used for the estimation of cointegration vec-
tors in non-stationary case. In order to follow the reduced rank regression approach
as Anderson (2002), the ultra-high dimensionality requires pre-screening techniques
as introduced in Ma (2013), which estimates the principle components in a high
dimensional setting by assuming sparse factors. Gao et al. (2015) propose for the
first time the rate-optimal non-asymptotic minimax estimation of the canonical cor-
relation analysis in ultra-high dimensions. However, they fail to propose a feasible
algorithm to implement their method.

In order to characterize the accuracy of the estimated cointegration vectors, which
are estimated as the eigenspace for the relevant covariance matrices with large dimen-
sions, we require the results from the matrix perturbation theory, see e.g. Stewart
and Sun (1990), Li (1994) and Golub and Van Loan (2013). It should be noted that
different from existing high dimensional literature on principle component analysis,
high dimensional reduced rank regression proposed by Anderson (2002) requires gen-
eralized eigenvalue decomposition, which is more complicated from the perspective
of matrix perturbation theory.

High dimensional time series is still an open research field with the following typical
literature. A fundamental contribution is from Chen et al. (2013), which derives
the convergence rate of the sample covariance matrix with non-i.i.d non-Gaussian
observations based on Wu (2007), which shows the convergence rate of strong invari-
ance principle with non-i.i.d. non-Gaussian data. Lam and Yao (2012) proposes an
estimation framework based on factor model for rank selection and loading matrix
estimation. Then Zhang et al. (2018) extends Lam and Yao (2012) to a cointegrated
high dimensional time series and obtains similar results. But the focus of Zhang
et al. (2018) is only cointegration without taking VECM structure into account. A
very recent paper studying high dimensional VECM is Onatski and Wang (2018),
whose analysis relies on random matrix theory and can’t be extended to ultra-high
dimensions. Therefore, how to estimate ultra-high dimensional VECM by eigenvalue
analysis is still an open issue in literature. This paper contributes to the literature
in the following respects: i) we derive the statistical properties of estimators for
rank and cointegration vectors in high dimensional VECM by principal analysis; ii)
we propose a feasible algorithm to pre-screen the elements in loading matrix « and
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cointegration matrix S with good theoretical properties.

4.2 Model

In this paper we consider the cointegrated vector autoregressive model without tran-
sient term as in (4.1),

AY; =aBY1 +wy, t=1,2,...,T (4.1)

where the error terms {w;} are assumed to be i.i.d. N(0,0%1,) and o, 3 € R™*".
Besides, we need Assumption 4.2.1 for further analysis:

Assumption 4.2.1. We need the following assumptions for components in (4.1)
1. rank(a) = rank(B) =r, i.e. both o and B have full-column rank.
2. B8 =1, i.e. B is orthonormal.

3. Denote the singular value fo o as oj(a). W.lo.g, it is assumed that 0 <

Ur<04) <0 <L 0—2(04) < Ul(a) < o and #a) < 0.

4. The eigenvalues of I, + '« lie within the unit circle.

5. The dimension m can increase with T but r is fixed.

The last point in Assumption 4.2.1 implies that when T increases, the dimension m
also explodes. In our ultra-high dimensional setting, m >> T could also happen.
To focus on the main challenges in the analysis, the rank r is assumed to be fixed.

In fixed dimensional case, reduced rank regression can determine (4.1) by solving
the generalized eigenvalue problem

5105&)1501ilj = )\jSllj\j

where Soo = £ 11| AV;AY/, S19 = L 3, Vi1 AY/, St = S, S11 = & S Vi YY)
However, when the dimension is moving, the traditional analysis based on central
limit theorem doesn’t work here. When m > T', the matrix Sy is not even invert-
ible. Therefore, we must have stronger assumptions in ultra-high dimensions than

in Anderson (2002).

In high dimensional setting, we need to Assumptions 4.2.2 and 4.2.3 in order to
impose a sparse structure on (4.1)

Assumption 4.2.2. Fach o , the j-th column of o, satisfies the weak lg ball con-
dition, i.e. |aj|y < Cajk Y for all k and d € (0,2). The subscript (k) denotes the
k-th largest absolute value in o;.
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Assumption 4.2.3. The cointegrating space spanned by [ satisfies the following
assumptions

1. For a bounded positive number K < oo, only K rows in 8 have nonzero ele-
ments, i.e., Yy Lax;<, |8(k,j)l20 = K. Denote the set of indices for which
the corresponding rows in 3 have nonzero elements as Mg, i.e.

My = {k : max|[5(k, 7)| # 0}

Without loss of generality, we further assume that Mg = {1,2,--- | K} by
re-ordering Yz.

2. There exists a €g > 0 significantly different from zero thus that max <, |3(i, j)| >
eg forallie Mg, j <r.

It should be noted that the matrix representation of 3 is not unique but Assumption
4.2.3 is invariant after 8 being post-multiplied by an orthonormal matrix.

4.3 Pre-screening Techniques

4.3.1 Pre-screening for loading matrix

By pre-selecting the loading matrix «, we try to identify those rows with at least one
element significantly different from zero. If the k-th row in « has all the elements
very close to zero, then AY}¥ is mainly determined by the innovation wf and behaves
quite similar to white noise. In such a situation, we exclude these variables from
reduced rank regression since they provide little valuable information about the
canonical correlation.

Denote o as the k-th row of o. Then the sample covariance of AY/ is

1o ok 1o, & 2.l ke, 2w g k
st = 5 2, AV = 2 Y (M ) Yl 5 Y oM 2]
t=1 t=1 t=1 t=1
The first to term in (4.2) are positive while the last term in (4.2) converges to zero
due to the independence of w;. Therefore, we conclude that the smaller sij is, the
closer is o to zero. To keep only the significant stationary variables in AY; or

significant rows in «, we define the pre-screened sets

B = {k:sp>=0%(1+97)}
C {k: spp < o (1+ 7))

where yp =« lm% and ~y is the tuning parameter. Besides, denote the cardinality
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of B as s,.

AYF, if k € C, is mainly driven by the white noise term according to the pre-
screening rule. Such variables will not provide enough useful information in the
canonical correlation analysis. Thus, we only need AYtk with k£ € B in the RRR
step. The next lemma shows that the submatrix o€ of a with row index from C
has insignificant norm.

Lemma 4.3.1. Under Assumptions 4.2.1 and 4.2.2, for some positive and bounded
constants Cy and C1, it holds that with probability at least as large as 1 — Com ™1, it

holds that
C logm  _d? _1
P([aCl|p > Cir(y| =57) 73 ) < Com

Lemma 4.3.1 implies that o® of o captures almost all the variation due to «.

4.3.2 Pre-screening for cointegrating space

The pre-screening of 5 as defined in (4.1) relies on the correlation between each AY}"
and Ytk_l fork=1,2,---,mand n € B, i.e.

1

7 2 AV =AY (VE - YE) (4.2)

1=

dnk =
t

1

The idea behind the pair-wise correlation defined in (4.2) is that if the k-th row in
3 has only zero element, the correlation between the increments of ;¥ and AY/?,
is quite small. To normalize the coefficient of d,; in the last equality of (4.2), we
introduce d, in (4.3).

7 dnk
T 2 AY”

Such an approach is similar to partial correlation and suffers from endogeneity bias
due to the correlation among different AY/F, i.e., for some k, d,,;, could be be signifi-
cantly different from zero even if all the elements in the k-th row of 3 are all zero. In
Theorem 4.3.1 we present the pre-screening criteria for 5 with statistical properties:

Theorem 4.3.1. Under Assumptions 4.2.1, 4.2.2 and 4.2.3, define

5logm
T

1 -
M.={l<k<m:— d? 4.4
{ m: Z nk > C } (4.4)

¢ neB\k
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as the subset of relevant Y,F | for the reduced rank regression step with |M,| = K.
Then it holds that

]P’(MKQMC> >1—0( rk TK)

T4/2-1(log m)1/2 e
where (E(|AYtl|q))% <o foralll=1,2,...,m .

Remarks: We assume that only K rows in 5 (m x r) have non-zero elements.
Besides, the marginal effect of each Y;* ; has 7 channels on AY;. Both K and r are
small compared to m or T'. Therefore, the large dimension m would not impose a
strict condition on the probability inequality. Moreover, since K and r are small,
no very high moment assumption is required at this point.

It should be noted that the pre-selected set M, is in general larger than the real
Mg = {1 < k < m: B # 0}. This is due to the fact that by comparing the
pair-wise correlations, we can’t exclude those variables beyond Mg but have strong
correlations with some variable in M. To identify these variables, we could possibly
apply iterative penalization approach similar to Ma (2013), which is beyond the
scope of this paper.

4.4 Conditional Reduced Rank Regression

In this subsection, we focus only on the AYtj with j € B, denoted by AY;” and
Y/ | with j € M., denoted by Yt{/[l The analysis in the pre-screening subsection
implies that with large probability, AYtB and Yt¥1 capture almost all the canonical
correlation between AY; and Y;_i. Therefore, in this part, we can focus on the
reduced rank regression based on AY,” and Y. From now on, define

T
1 B B/
Soo = f;mg AY,

T
1
So1 = ftzZlAYtBYtA—Jl/
S = Su
| T
S = f;Yt%Yt%’

By solving the generalized eigenvalue decomposition problem (4.5)

$1050 So1hi = \iS11hi (4.5)
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we get the generalized eigenvalues M=A= > :\K and the corresponding
eigenvectors iLZ‘, fori=1,2,... ,K.

The rank can be estimated as

(4.6)

and the subspace generated by {ﬁl,ﬁg, .. .,ilf} is the estimator for the subspace
generated by S.

To characterize the accuracy of estimating S with ﬁj, we must derive the population
counterpart for each term in (4.5) and calculate the distance between the sample
covariance matrix and its population counterparts. This requires the transformation
from (4.5) to (4.7)

(4.7)
QMSIOSO—OZLSOIQM/D;l(QM/D;l)fII:[ _ QM511QM/D;1(QM/D;1>71I:IA
or
(4.8)
QY 81080 S Q™' D7 G = QM 51 QY' DI GA
where
My
M_ (B (L, 0
@-(e) o)
A:dia‘g{j\175\2"”’j\k} ﬁZ(iLl,ﬁQ,...,iLk)

with the K x r-dimensional matrix 5™ (™) as the submatrix of 3(a) containing
the rows from the set Mg; ai‘/f is an orthonormal matrix orthogonal to a™;

Compared to (4.5), (4.7) disentangles the stationary part Z; ;1 = M AY;Y, from
M

s, which is convenient to

the unit root process 237 | = o}'VM = St alw
derive the population counterparts. For the second, we introduce D:Fl because each
element in %Zthl Z%,lZ%’, 1 would not converge unless divided by one more 7.

In the final decomposition results, the generalized eigenvalues are not changed from
(4.5) to (4.7). Define H = (QM' D). H1 (G4 ) denotes the first r columns in
H (G’) ﬁ}l and Ha; denotes the first r and the rest K —r rows in H respectively.

G411 and Gop are defined similarly. Therefore, (4.5) and (4.7) are equivalent. Based
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n (4.7), we can derive the following results:

Theorem 4.4.1. Define

£0 _ (BM/a ) <5M,\/7WM M/ 6M/21]1\;/104J_M) (49)

B o BM M
El = —« ;CO + EW OéJ_/ (410)
E,21|AYB = EZlAYBEZj;/BZAYBZI (411)

where WM = {W(i,j): i,j€ M.} and WBM = (W (i,j): ieB, je M.} are
subsets of W, an m x m dimensional matriz with each element drawn independently
and identically from N(0,1). Then given Assumptions 4.2.1, 4.2.2 and 4.2.3, it
holds that

M M1 -1 Y.1ayB 0
D
11Q™ S10S55 S01Q (ﬁ’ ZA;BEAYB;;I 0) |2

[5a Kvs, VK
= Op( %—I—(logTv\/g) ;/_,S +T>

by 0

M Mr -1 z1

QY S1Q"' Dy —

H 11 T (56 O&/[ Sé W%Wé”’dsa%’) H2

/ K VK
Op( %—f—logT ;Sa—i-i

where WM stands for a K -dimensional standard Brownian motion. By solving the
generalized eigenvalue decomposition problem (4.12) with r non-zero eigenvalues,

(4.12)

(o ) (2 eghrar) ()1
E/IEZYBEAYBZI 0 G;1 £6 OZJ_M SO WS]MWS]w,dSOZ G21

By simple algebra, we can show that

1
GHGi = (ol L wMWMdsaMl")~ ( 2 ayeSayea Ay s c’)

From these results, we can propose the growth rate of K and s, for consistent
covariance matrix estimation. The rate of convergence provides an upper bound for
the estimation errors, which will play a role in the model selection and estimation
results.
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From now on we denote X1, X21, X192, X9 as the top-left r block, bottom-left

(K —r) x r block, top-right r x (K — r) block and bottom-right (K — r) block

respectively for a matrix X e REXK,

In order to continue with matrix perturbation theory for this generalized eigenvalue
decomposition problem, we want to use Theorem 2.6 in Stewart and Sun (1990). To
apply this result we need the following Lemma.

Lemma 4.4.1. There exist the following decompositions that

by B 0
@l z1|AY T = O
< 1SaysEaysn 0 !

\1=Ay s
A
X 0
q)/ z T _ Q
Kca o o) :
B
where Q1 and Qo are diagonal matrices, with
1 0
q)/ — N/ _ T B
! <_‘C,12A%’BEAYBZ12,211|AYB I,
T I 0\
= 1 _ _ _
— (ol §o WHWH dsa )~} EEA;BEAYlezzlllﬁyB +Ly) i)

for some non-singular matriz N1. Without loss of generality, we assume that Q2 +
0% =1, then

[Mills = 0p(1)  [INT!|l2 = Op(VEK)
0]l = Op,(VE) — [[T7Y]]s = Op(K)

Lemma 4.4.1 shows that the regular matrix pair (A, B) is diagonalizable, which is
an important prerequisite to study the perturbation of the generalized eigenvalues.
With this result, including the Lo norms of relevant components in the decomposi-
tions, we can continue with the consistency of the eigenvalues as shown in Theorem
4.4.2:

Theorem 4.4.2. Define the diagonal matriz R = 91(22_1 and Rj) as its j-th largest
element on the diagonal. Under Assumptions 4.2.1, 4.2.2 and 4.2.3, the generalized
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eigenvalues from (4.5) satisfy

N~ R = 32 [ Ba K v s,
max[A; — Ry op(K () 2 + (og T v s\ | = ))

Therefore, with probability larger than 1 — O, <K3/2( %+ (logT v s4)4/ %)),
the estimator from (4.6) gives the right rank.

All the generalized eigenvalues from (4.5) are bounded between zero and one and
thus would not lead to underestimation problem as in pure factor model such as
Lam and Yao (2012). Such a result is supported by simulation results.

In the next step, we can derive the estimation accuracy of the eigenspace. We divide
the perturbation analysis for eigenspace into two steps. In the first step ( Theorem
4.4.3 ), we replace the right (K — r)-columns of A = QMSmS()_()lSmQM'D;l as
well as the top-right r x (f( — r)-block of B = QMSHQM’D:;l by zero to get a
block triangular form so that the new matrix pair is also diagonalizable, which is
important for the eigenspace perturbation results. In the second step ( Theorem
4.4.4 ), we show that the deleted parts has insignificant effect on the eigenspace
estimation compared to the errors in the first step because these parts in A and B
converge to zero very fast.

Theorem 4.4.3. Define A = QMSloS&fSOlQM’D;l and B = QMSHQM’DFF.

Define
A = {111 OTX(K_T) B _ B;H Orng(—'r)
A Oy (k—r) Boy Baa

Denote the right r-dimensional right subspace for matriz pair (A,é) as Y1, then
under Assumptions 4.2.1, 4.2.2 and 4.2.3, the distance between G* and Y 1 can be
described as

" K2 [s Kvs
. 3 _ 7@ a
| sin®(G%, T 1)|]2 = OP<R(T) ( T+ (log T v \/Sa) T )>

Remark: Because the subspace can have different matrix representations, the dis-
tance between two subspaces must be measured by the "angle”, which can be referred
to Stewart and Sun (1990). Theorem 4.4.3 doesn’t give us the final result about the
statistical properties of the right subspace of the matrix pair (fl, B) because we omit
the part 12112, Agy and Bas. Therefore, we need to bound the distance between Tl,
the right eigenspaces of (A4, B) and T for (4, B). This is summarized in Theorem
4.4.4

Theorem 4.4.4. Under the same conditions as in Theorem 4.4.3, the distance
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between T,l and T.l caused by the terms Alg,AQQ and By is characterized by

. K5
||Sin@(T_1,T.1)H2 =0, =——
W(75,)

which is much smaller than the distance || sin ©(G*, Y.1)||2. Therefore, the relation
between the right eigenspace H 1 in (4.5) and Y 1 is

. - 1 .
Hy=pMTy + Ta%le

So far we have derived rank selection consistency in high dimensional VECM and
shown the statistical properties of the eigenspace. From the final results in Theorem
4.4.4, we can see that the estimated eigenspace from (4.5) approximates the space
generated by M plus a disturbances caused by ai” . But the perturbation is small
after being divided by 7', which benefits from the different convergence rate of the
non-stationary component Yt%

4.A Proofs

Proof for Lemma 4.3.1

Proof. For v, > 1, define

logm

B_ = {k:E(a"Z1;-1)? > 0®y4y T}
then with high probability B_ < B because
PB_¢B) = P(ukes_{swk < o*(1+77)})
(L +7)
< P({spp/os < ——LL)
kEZB: towk/ok < T o
1—
_ Z P({Skk/o']% 1< ( ’7+)’YT
keB_ L+veyr

_plor o
- v
= Op(me )T )

= Op(ml_(l_'Y-i—)Q 2

")

While E((a*Z1;-1)2) = Op(Xol|e||3).
Denote A? and ¢; as the j-th eigenvalue and eigenvector of the matrix E(Z; ;1 Z{,t,l)
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with AY > -+ > A\¥ > 0, then E((a*Z;,-1)?) = PV )\?(akqj)2 > \%||a®||3. Define

log m

}

and B, € B_ holds naturally. Thus we have B, € B_ < B and B¢ 2 B°.

= {k: Ala*]3 > o%yiy

© o, 2 d _2 a2
L e R A R e

where V satisfies 2V @ = ﬁalyyyp U

Proof for Theorem 4.3.1

Proof. We consider the rank 1 case to simplify the notations. The analysis can be
extended to rank r case directly because r is assumed to be finite in this paper. It
hods that

1

T (A =AY ) (413)

Y
5
[

1 M%

T
= a"(f'5 ZAYtAYt Zwm wi') AY

t 1

K
Z I—ZAYZ JAYF + — Z wl; — w)AYF

t=1 t=1

R i
" 35l 2 AVIAYE) + 7 M (ut — wf)AYE

~ dnk
%Zt 1 AYt ’
1 T

=« Zﬂl ZAYJAY» 7 2wy —w) A

=1 t=1
K k
n Zt IA}/t AY;
- (BH 2 ﬂ<T AY/? )
1=1,1#k TZt 1
%Zthl(w?ﬂ - w?)AY}k
k.2
T X A,

_|_
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According to our assumptions on w;, we conclude that

T
1

Tzw?+1AYtk —p 0
t=1

T 2
1 n k g nzk
waAY —
TH L P {O n#k

Besides,

L\ ot Ak I Ak

7 2, AY/AYY ) E(AY/AY)

t=1

Therefore, when k # n, with large probability, we have that
- o E(AYAYH)
f o oa(per 3, BAYAT)

=Tier E(AY)

In the next step, we take the average of Jik over n € B\k, i.e.,

K l k
1Z~ 1Z ZE(AYAY)Q
73 d12’Lk —>p 78 051% <Bk =+ U k.72t ) (415)
4 LEB\E @ eB\k 1=1izx E(AYY)

For a large number of s,, the last term in (4.15) converges to zero while the first
term is significant for either nonzero (j or variables which have little correlation
with those in the set B.

E(AY/AY})

To derive the tail probability of the distance between d,;, and +Zl[i1,l 2k TBAYE)
t

we need the probability inequality proposed by Liu et al. (2013), i.e.,

Cin
(nv)?

+ 0267047“)2

P(|Ejk| >v> <

Therefore, if we take v = ¢ long, the probability bound for the tail is

T
K Feiog e
T4(log m/T)4/2
_ rK + elog r+log K—clogm
Ta/2—1 (log m)Q/Q

+ efclog m)
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Proof for Theorem 4.4.1

Proof. Noting that after the Q™ transformation, we have

QM5 = T Z;ﬂ Z1 41 AY
T 21 2241 AV

and thus the reduced rank regression problem is now

(4.16)

<1%ZUPBZ11 jﬁzZUPBZé\f) & (1%211211 71}221,2224’> oA
M M M - M M r7 M
TZ21 PBZ{Z ﬁZm PBZzz ' TZ21 Z{l ﬁzm Z2l '

where Zy = [Z10, 211, - -, Zir) and Z3 = [Z30, 231, ..., Z3%p_1], P = AYP(AYPAYP)~1AY B
with AYB = [AY, ... AYP].

To derive the population counterparts for each term in the generalized eigenvalue
problem in (4.16), we need the large sample performance for each block in the
equation. First of all, we can show that

Eaysllz <o

1< Sq
[l 2 AYPAYE = Sayslla = Op(y [ 7)
t=1

To show the first result, we need to bound the Ly norm of X, first, i.e.

AZyy = MMz + MM
AR (I + BM/QM)ZLt_l + ﬁM,wiM

)

e @]
_ IBM/wt]W+ Z(I+/BM/QM)]/BM/1U%]
j=1

Therefore

0
Do =0’L + 0 Y (I + MMy (1 + gM M)
j=1
and

Yaye = aP¥ o + 18

Therefore, we can conclude that both ¥,; and ¥ Ay have bounded Lo norm. Be-
sides, the smallest eigenvalues are both significantly bounded away from zero.
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The second result is proved in Theorem 4.B.1.

Moreover, define Sxys = 7 ST AYPAYP then

|| AYB YBH2

15535 (Savs = Says ) Saysllz

N

15y sll2llSays = Saysllal[Say sz
= Oy(IISays = ZavslLI5ys13)

Similarly, we can show that

T
1
I X AT 2 = Sayalle = Oy **7)

_ S
HSAyB EAYlet 1~ EAYBEAYB,ZIHQ = Op( ?a)
T
1 S
ZZU 1AYP )SA;'B ZAYtBZLtfl)_EzHAYBHQ = Oy( ?a)
Ta T4

—1
where EZHAYB = EzlAYBEAszAYle'

In the next we can discuss each block as follows:
Left: Top-left

1 _ s
HflePBZil - ZzlAYBZA%/BzAYleHQ = Op( ?a)
is a direct result from the argument before since all the terms are stationary.
Left: Bottom-left Different from Top-Left block, the bottom-left block contains
a non-stationary part in

fZAn%tl

t=1

T

M/

Zri1254 1 + Ewt 2,t—1
r=

Il
I M’ﬂ

To study the term % ZtT:1 ZLt_lZ%’,l we rely on two expressions of Zthl AZLtZ%Ll,
i.e., on one hand
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ZAZMZN L= ﬁM’ZAYMZQt )
t=1 t=1
T

M1 M1 M1
= - Z 21t AZyy + ZirZypy — 21,025
t=1

Mr_ M1 M1 M1
= = 2w + 2y 0 231 — Z10Z5
t=1

Il
M’ﬂ

B M + 1) 7 4w} o] ZBM’wé‘/fwéW
t=1

On the other hand,

T T
Mr M My My, M rz M1
EAZ1 1254 = 25 QT 2112y + 25 Wi a4
t=1 t=1 t=1

Therefore, we get

(4.17)

18 o e ZZ” 12540 + = EBM/ M Zyy 1+ﬁM,E%a¥||F:Op(\/7)

it

Another partial sum term to be approximated in (4.17) is %Zle M ] Z2t 1
which is generated by % Zthl wW/_, withW;_q = ZZ;% wg and w ~; ;.4 N(O, o2l,).
According to Theorem 4.B.2; we conclude that

4.18)

SR

1 T
I Y Zre Z3, + (8MaM) (BM’TWMa + B 0l ||, = Op(log T
t=1
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Therefore

1 X
TZ YBZQt 1
T

B
= Z 1,t— 1Z2t 1+ = Zwt ZQt 1
T = t—l

N <BM/ 5M/ WM M/+5M/EM )> Jr7VVBM iw/

V2 V2

It should be noted that the Lo norm of W depends on its dimension, i.e.,

WM, = 0,(VK)

IWEly = Op(V K v s4)

according to Theorem 2.13 of Chapter 8 in Johnson and Lindenstrauss (2001).
Thus the £y and £ defined in (4.9) and (4.10) satisfy

1Lolls = Op(VE)  [|L4]]2 = Op(\/ K v s4)

Therefore,
1 T
‘(T Z Z%_lﬁYiB’)S;yB Z AY;BZi,t—l) L EA;BZAYBAW
T
< Z Z2t W AYP — ) ||2”SAYB Z AYtBZLt—ﬂHZ
TH
+ H£1H2H5Ay3 EAYBZ” 1) — EZYBEAYB,ZIHQ

/ /K (K V $q)Sa a /K a
logT v 5a)s logT\/\ﬁ) vs)

Left- Right Panel According to previous analysis, we can easily show that

H\N

VE
||T2Z1ZPBZQl 2 = Op(—-)
1 K
HTQZ%PBZ N2 = Op(7)
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Right

T
1
HT Z Zl,tflzi,t—l —Xalla = Oy
=1

T
1
"Tzzl,t—lz%/—l_ﬁﬂ‘b = Op(logT
t=1

K
T
1 T
||ﬁZZ2A,4t71Z1,t71||2 = Op(T)
K
T

t=1

T 1
1
I 2 282 ol [ WHWasallly = 0,108 T
t=1

Proof for Lemma 4.4.1

Proof. A and B are both block lower-diagonal matrices with the blocks on the
diagonal symmetric. Besides, the bottom-right block of A is zero but that of B is
positive-definite. We conclude that there exist matrices Py = Ay A" and Py =
BQ_QI(PlBH + Bs1) of dimension (K — ) x r thus that

I, 0 A 0 I, 0 _ (A 0N _,

P Ay 0 )\ P I ) o o)
(Ir 0 )(BH 0><Ir 0 )_(Bn 0)_3
PoIp, By Bos Py I, 0 By d

and || P1||2 = O(VK), ||Ps|l2 = O(VEK).

Moreover, due to the fact that Ay;, Bii, Boo are symmetric, there exist invertible
matrices N1 and diagonal matrix A thus that

N{<A011 8>N1

/( B 0 B

O

with || N2 = 0p<1), IN“Y]s = O, (x/ K) Note that the Crawford number for the

matrix pair (Ag, By) is significantly different from zero. Therefore, we can omit this
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term from the analysis. Let T = N} <II; 7 0 ), thus
2 tR—r

1Tl = 0 (VE) 1177112 = 0,(K)

Proof for Theorem 4.4.2

Proof. The perturbation result for the eigenvalues are direct result from Theorem
2.6 of Stewart and Sun (1990) based on Lemma 4.4.1. Only the first largest R,;) are
nonzero and all the others are zero. Therefore, 5\r+1 is close to zero and thus 2t

T

gives the first ratio jump in this test. O

Proof for Theorem 4.4.3

Proof. We can transform matrix pair (A, B) in a similar matrix as Lemma 4.4.1 and
get the same upper bounds for the Lo norm of relevant components. Then Theorem
5.3 of Li (1994) can be applied to get the result. O

Proof for Theorem 4.4.4

Proof. The effect of small perturbation from the matrix pair on the right eigenspace
is derived in Theorem 2.14 of Stewart and Sun (1990). The result can be derived

by noting that [|A1sl[2 = O(YE), || Ax|ls = 0p(X) and |[Bisl|> = Op(¥K). Simple
linear algebra will help derive the results. O

4.B Auxiliary Technical Results

Theorem 4.B.1. Under Assumption 4.2.1 and wy follows i.i.d. N(0,021,,) process,
it holds that

T
1 r
||T;Zl,t—1zi,tfl —Xll2 = Op( f)
1 I S
175 2, AYPAY = Sayalla = Op(y [ )
t=1
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Proof. Define vy = wy, then vy, follows i.i.d. N (0, I) and

T
1 r
2 > viavl, — Lll2 = O(y /=)
thl T

where the probability bound is derived in Proposition D.1 in the Supplement to Ma
(2013). Besides, by expressing Z;; as MA representation

0
Ziy = 2(5,04 + 1) v
j=0
we have
1 & © 1 &
=N 2zt =y, B+ LY (7 Y vieseiey) (Ba+ L)V
t=1 j=0,k=0 t=1
0 1 T )
— 2 (B'a+ 1) (T Z vl,t_jvi,t,j> (B'a+ 1)
j=0 t=1
2 0 Bar L) (5 Y vt n) (Ba+ L)
7=0h=—00,h#0 t=1

The first term in the last equality converges to Z;O:O(ﬁ’oz + 1) (B'a + I,.)’" and the
second term goes to zero. According to standard results from matrix perturbation
theory,

T T
1 1 r
||T Z Ul,t—jvi,tka? < T Z ||U17t—ﬂ’/1,tfk|\2 = Op( T) (4.19)
t=1 t=1

Therefore, we have the first result in the Theorem. The second result can be proved
in the similar manner. O

Theorem 4.B.2. By strong invariance principle, each component %ZtT:l uJZZI/VtJ;1
can be strongly approximated by a Brownian motion. Besides, the elements in
wW/_, are independent of one another.

|T Z thtj—l - 7Wij(1)| = Ou.s.(
t=1
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Proof.

1S
E((7 Y, wiwi ,)?)

t=1

T
1 o
= 2 B(wWE)
t=1
1 T

. 1
ﬁgQ Z EW/5) — 504
=1

The cross-terms disappear because of the independence across time, i.e. for any

h > 0, it holds that

E(w,’;Wg_lwi_hWtJ_l_h) = E(Wtj—1w7%—hwt]—1—hE(wz’}—tfl)) =0

The independence for different 4, j can be derived in a similar manner

E(wthj_lwatk_l)

E(WtJletk—l)

E (WY W B(wjul | Fioa) )

{

0

0 i1#h
CEW W) i=h
if j # k

This implies that % Z?zl w%Wtj_l and % Zthl wPW} | are independent of each other

as long as i # h or h # k.

O]
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5 Time-varying Limit Order Book
Networks

5.1 Introduction

Advancements in trading technologies allow an extremely rapid placement of buy
and sell orders. These rapid-fire trading algorithms can make decisions in millisec-
onds. The dynamic changes of the high frequency (HF) limit order book (LOB)
gives us vital insights into the market behavior. In an LOB shown in Figure 5.1, the
order book contains a quantity of limit orders and the corresponding price at which
you would issue a "buy" or "sell" limit order. When an investor places an order to
purchase or sell a stock, there are two fundamental execution options: place the
order "at market" or "at limit." The market ones are orders of purchase or sale at
the best available quote. On the other hand the limit orders are not immediately
executed since they are placed at a quote which is less favorable than the best quote,
e.g. the second level bid/ask order. The schematic representation of an LOB re-
flects the local decisions and interactions between thousands of investors, and thus
generates a high dimensional dynamic and complex system. Insights into this highly
dynamic LOB is therefore vital for pricing of assets, but requires skillful dimension
reduction techniques in combination with generalized impulse response analysis.

The limit order book has been analyzed in a variety of ways, theoretical analysis of
limit orders include Parlour and Seppi (2003), Foucault et al. (2005), Rosu (2009)
etc. Empirical examples are Handa et al. (2003) and Bloomfield et al. (2005). These
pieces of literature provide useful characterizations of limit orders, and discuss in
detail the evolution of liquidity in an LOB market. Kavajecz and Odders-White
(2004) suggests that limit orders may, in part, be informative about pockets of fu-
ture liquidity. However empirical evidence on the actual market impact of limit
order placements across stocks is virtually not existent, many questions of interest
to regulators and traders are unsolved: i) How does the order flows interact with
price dynamics, and further affect the market behavior? ii) Are the impacts on price
responding to incoming ask and bid market/limit orders widely symmetric? iii) If
not symmetric, how does the heterogeneous market impact caused by bid and ask
order for various stocks affect the whole market? iv) How to measure the impact of
market /limit order quantitatively? To address the arising questions, in this paper

131



5 Time-varying Limit Order Book Networks

Volume

F

Mid-price

PricefShare

dra bid  2nd bia 15t Did 1stask  2na ask  3rd ask

Limit buy orders Limit sell orders

Figure 5.1. A simplified example of the three level LOB, with market order and first
two levels of limit orders.

we conduct a comprehensive study on the interaction among price, bid and ask or-
der sizes. LOB provides a more complicated scenario that inspires us to construct
a high-dimensional object using both price and several levels of depth of order sizes
with historical order flow. Of particular interest is vast directed network analysis
based on the constructed high-dimensional object. The underlying assumption is
that there exists a sparse representation of the data. This may help us to under-
stand how information is impounded into price. For instance, the orders posted on
the selected order levels that induce significant price impact would be treated as
price drivers. In this way, investors’ decision-making can be addressed by making
trading price driven by order flows. The motivation to construct a network of LOB
stems from the lack of both theoretical setup and empirical support.

To do so the vector autoregressive (VAR) model is without doubt one of the most
useful tools that allows us to capture in a simple fashion their dynamic evolution.
However it imposes challenges of high dimensionality when we incorporating a va-
riety of time series, particularly where the vector observed at each time is high
dimensional relative to the time period. Researchers have developed various pe-
nalized estimators to filter out less relevant variables, key papers are on the Lasso
Tibshirani (1996), SCAD Fan and Li (2001), adaptive Lasso Zou (2006), elastic
net Zou and Hastie (2005), Dantzig selector Candes and Tao (2007). This paper
is different from this structure of thoughts since it focuses on network connectivity,
which is derived from generalized impulse response function. There has been a large
literature discussing sparse VAR estimation through different penalty terms. For
instance, Negahban and Wainwright (2011) imposed sparse dependence assumption
on the transition matrix of VAR model and studied the theoretical properties. Kock
and Callot (2015) discussed theoretical properties of Lasso and adaptive Lasso in
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VAR model that may reveal the correct sparsity pattern asymptotically. Basu and
Michailidis (2015) investigated theoretical properties of Lasso-type estimators for
high-dimensional Gaussian processes. Wu and Wu (2016) studied the systematic
theory for high-dimensional linear models with correlated errors. The Lasso-type
estimators penalize the regression coefficients with the model size via a shrinkage
procedure. Belloni et al. (2012) and Belloni and Chernozhukov (2013) studied the
post-model selection estimator that apply OLS to the first-step penalized estimators
to alleviate shrinkage bias.

Diebold and Yilmaz (2014) proposed connectedness measures built from generalized
forecast error variance decomposition (GFEVD) based on VAR systems, where the
GFEVD is developed by Pesaran and Shin (1998) and Koop et al. (1996) with an
intrinsic appeal to order-invariance. However the contributions of shares of fore-
cast error variation in various locations do not add to unity, and it is restricted
to Gaussian innovations. To solve this, we use the LN-GFEVD that has been re-
cently proposed by Lanne and Nyberg (2016). The LN-GFEVD is economically
interpretable, and can be implemented to both linear (Gaussian and non-Gaussian)
or nonlinear models. To keep the sparsity structure of high-dimensional VAR es-
timator, we apply a bootstrap-based method rather than a moving-average (MA)
transformation which is often done in fixed dimensional cases. In summary a new
connectedness table is obtained, where the directed connectedness "from" and "to"
are associated with the new forecast error variation for specific order book across
various stocks when the arising shocks transmit from one stock to the others. This
paper contributes to network construction through high-dimensional VAR estima-
tion, the resulting connectedness table facilitates convenient interpretation. At the
same time, a parsimonious algorithm without MA transformation can help to im-
prove the accuracy of final connectedness estimator.

We progress by focusing on the dynamics of LOB networks and their evolution.
First, we find that the network involving the trading volumes is a better measure
of the stock connectedness with the finance sector dominating the market in the
sense of having a stronger influence on the others. Second, financial stocks are size-
dominated, their price patterns are highly related to the market trading activity.
The impact caused by ask and bid orders are statistically significant, substantial in
size and significantly asymmetric. In particular, the NASDAQ market is more sensi-
tive to the market sell pressure. Third, we investigate the LOB trading activity and
find significant own-price and cross-price market impact. Moreover, we are able to
identify the significant market impact caused by the arrival of a large market/limit
order, and several robust risk transmission channels. Overall, our findings on the
time-varying LOB networks yield a better understanding of market behavior.

The rest of the paper is organized as follows. Section 5.2 introduces NASDAQ LOB
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market and the non-synchronous LOB data, we then elaborate the data preparation
based on volume-synchronization algorithm. In Section 5.3 we present the theoretical
framework for high-dimensional VAR, estimation, and construct the connectedness
estimator based on our setting. The empirical results of time-varying network are
illustrated in Section 5.4. Section 5.5 measures price dynamics under uncertainty
shocks. Section 5.6 concludes, while more technical details are relegated to the
Appendix.

5.2 Description of the Market and Data Preparation

5.2.1 NASDAQ Limit Order Book Market

Our sample consists of intraday trading data for selected NASDAQ stocks for the
sample period spanning 1st, June 2016 to 30th, July of 2016. These data come from
the LOBSTER academic data, which is powered by NASDAQ’s historical TotalView

using very detailed event information.

The basic structure of LOB is shown in Figure 5.2. The sample file has one time-
stamped record for every order entered for each stock throughout the trading day.
Trades are time stamped up to the nanosecond and signed to indicate whether they
were initiated by a buyer or seller by the "Direction" ticker, i.e. sell trade direction
are set to ‘-1’ and buy trade direction are set to ‘1. The ticker of "Event Type"
indicates the trading type, for example, 1: Submission of a new order, 2: Cancella-
tion (partial deletion of a order order), 3: Deletion (total deletion of a market/limit
order), 4: Execution of a visible limit order, 5: Execution of a hidden limit order
etc. Another important feature of this dataset is that each quote has been associated
with trading information and limit order book. To be more specific, the k-th row in
the "message" file (upper panel of Figure 5.2) describes the limit order event causing
the change in the limit order book from line k£ — 1 to line k£ in the "orderbook" file
(lower panel).

The sample is stratified by market capitalization and industry sector. The industry
breakdown of NASDAQ market is technology of 45.38%, Health Care of 11.43%
and Financials of 8.42% (as of 23.02.2018). We consider a sample portfolio with 9
assets listed in Table 5.1, together with their market order and first two levels of
limit orders, which attract the majority of trading activity, therefore becoming our
research interest.

We present the summary statistics of sample dataset in Table 5.2. The data is col-
lected for the normal trading day involving both visible and hidden orders, which
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Industry Stock Company MktCap (billion $)
Technology | IBM  International Business Machines Corp. 171.72
MSFET Microsoft Corporation 499.35
T AT&T Inc. 257.53
Healthcare JNJ Johnson & Johnson 328.91
PFE Pfizer Inc. 206.69
MRK Merck & Co. Inc. 181.56
Finance JPM JP Morgan Chase & Co. 326.04
WEFC Wells Fargo & Company 293.39
C Citigroup Inc. 168.06

Table 5.1. Sample data. MktCap is the market capitalization by Feb 25th, 2017.

NumObs AvgTrd AvgAP1 AvgBP1 AvgAS1

(¥10%) (¥10%) (in $) (in §) (100 shrs)

IBM 118.25 5.82 153.07 153.04 1.92
MSFT 584.55 25.91 52.28 52.26 24.19
T 223.45 6.67 38.75 38.74 36.36
JNJ 172.77 8.17 113.99 113.98 4.11
PFE 427.51 12.49 34.83 34.82 41.96
MRK 188.84 5.82 56.70 56.68 7.43
JPM 414.35 11.49 65.48 65.46 9.47
WEC 275.29 10.91 50.90 50.89 18.02
C 472.90 12.19 46.82 46.81 14.19
AvgBS1 AvgAS2 AvgBS2 AvgAS3 AvgBS3

(100 shrs) (100 shrs) (100 shrs) (100 shrs) (100 shrs)

IBM 2.17 1.95 2.26 2.09 2.26
MSFT 24.53 28.12 31.06 33.90 35.37
T 33.76 43.63 41.96 55.53 63.67
JNJ 3.62 5.86 4.44 7.74 4.90
PFE 42.29 48.07 48.09 50.94 55.68
MRK 7.36 14.34 11.30 24.20 13.87
JPM 9.45 13.10 11.82 17.41 15.09
WFC 17.01 20.68 17.72 23.58 19.05
C 12.97 18.58 16.48 22.23 19.60

Table 5.2. Summary statistics of selected stocks. NumObs denotes the average num-
ber of observation. AvgTrd is the average number of execution trades of
a market/limit order. AvgAP1 gives the average ask price for the first
order, and AvgAS1 represents the corresponding ask size.
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Time (sec) Event Type Order ID Size Price Direction
34713.685155243 1 206833312 100 118600 -1
34714.133632201 3 206833312 100 118600 -1

Ask Ask Bid Bid Ask Ask Bid Bid

Price 1 Size 1 Price 1 Size 1 Price 2 Size 2 Price 2 Size 2

1186600 9484 118500 8800 118700 22700 118400 14930
1186600 9384 118500 8800 118700 22700 118400 14930

Figure 5.2. Structure of LOBSTER data

run from 9:30 a.m to 4 p.m ET. To avoid erratic effects during the market opening
and closure, our sample period covers only the continuous trading periods between
9:45 and 16:00.

The main challenge in dealing with HF'T data is the presence of microstructure noise
arising from market frictions, where the noise-induced bias at very high sampling fre-
quencies contaminates the observed price. Whereas infrequent sampling frequency
leads to imprecise estimates, optimal sampling frequency is needed to acquire bias-
variance tradeoff, see Bandi and Russell (2006), Ait-Sahalia et al. (2005), Bandi
and Russell (2008). Here we implement the pre-averaging approach to exclude the
impact of microstructure noise, technical details can be found in Appendix 5.A.

5.2.2 Volume synchronization Algorithm

This section is devoted to the data preparation procedure by involving the order
flows. We propose an algorithm that achieves volume synchronization for high-
dimensional statistical setting.

As we know, the market order gets transacted at whatever price in that market, while
the limit order specify the price at which to execute the order. For larger orders
placed in the market, it takes longer to fill and can actually move the market on their
own. In contrast to a moderate time interval for price to reduce the microstructure
noise, the time interval for trading volumes should be small enough to capture the
large orders submitted by the market trader. Considering the facts, we propose a
trading volume measure, size intensity, S’tj that captures the trading crowd that
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provides a substantial amount of liquidity at the quotes,
Si, = Sy, (tjs1 — t5) (5.1)

where ¢; denotes the time stamp of jth LOB, S;; is the corresponding tick size at
t;. By size intensity can be summed up over a given moderate time interval and
therefore, matched with returns.

In the following we shall illustrate how to explicitly prepare the raw HF data. For
ease of illustration, the volume synchronization algorithm can be divided into four
steps,

Step 1: Set equally-spaced k time intervals starting at time T}

To + kAT, k=0,1,2,....K

Step 2: Define the price and size at time Ty + kAT as

PTO—HCAT = P, tn= max{tj; tj <Ty+ ]{ZAT}

Styrkar = Z Sty (tj+1 —t5)
To+(k71)AT$tj<To+kAT

the size variables denoted as STOJrkAT are the size intensity measure (5.1).

Step 3: Compute the changes of the log values,

Apryskar = 1og Pryipar —log Pr i k—1)ar

Astyspar = logStyiear —10g Sty (k—1)AT

Step 4: Pre-averaging both Apr, +xar and Asg, a7 to remove microstructure noise,

J

Apryrkar = ZngpTO""jAT
j=0
J

AStyrkar = ZngSTo-i-jAT
j=0

where g; > 0 and ZJJ:() g; = 1, the details are in Appendix 5.A.
Preparing data in this way alleviates microstructure noise, matches the price to the

size in a moderate interval and solves the problem of non-synchronicity.

For each stock, we take the mid price on the first level and the corresponding bid
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5 Time-varying Limit Order Book Networks

and ask sizes on the first three levels, i.e. market order, best limit order and 2nd
best limit order. Then we construct the variable,

u = (857 A5 A AST AZM AT AT (5.2)

where Aﬁgn) is the prepared price factor for stock n, Ag}"

(n)

stands for the corre-

sponding rth level of ask size factor, whereas A§IZT(”) stands for the rth level of bid
size factor for stock n.

By stacking the vector yt(n)T for different N stocks together, we define the large

vector V! to estimate as

v =™

e Yt (5.3)
Note that a critical assumption imposed to ensure the consistency of estimator is
the observations are weakly dependence. In our setting we divide the trading period
into 1-minute intervals and pre-average both Aﬁ,(;n), AS’?r(n) and A§fr(n) to reduce
microstructure noise over 15-min, yielding 375 observations per day.

5.3 Methodology

5.3.1 High-dimensional VAR estimation

Statistically, a high-dimensional (HD) VAR model facilitates consistent estimation
and better finite-sample performance. Economically speaking, estimation results
derived from a sparsity assumption help to explain the economic intuition. By
incorporating the lags terms in the penalized VAR model, we aim to show the "slug-
gished" price adjustments caused by market/limit orders.

The standard VAR(p) model, Lutkepohl (2007) is,

Vi = AYi 1+ Y o+ +AY ,+u

-

= (AL Asy o A (VYY) (5.4)
where Y; = (yit, Y21, .- -, ykt)| € R¥ is a random vector, t = 1,...,T. A; are fixed
(K x K) coefficient matrices. p is the lag and u; = (u1s, uas, - . ., uxs)' € RX is the

i.i.d innovation process. In our LOB setting, dimension of K = 7N with N is the
number of stocks in the portfolio.
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Assumption 1. Assume (5.4) satisfies that,
L. The roots of [T — 3>¥_, Aj27| = 0 lie outside unit circle.

2. uy are i.i.d innovations;
each element has bounded (4 + §)th moment, ¢ > 0.

3. |Sullz < 0 and [|(Aq, As, ..., A2 < .

In practice, the coefficients Ay, ..., A, are unknown and have to be estimated from
{Y;}1_,. Define,

Y = (\,Ys,...,Yp) A= (A1, Ay,...Ap)
Zy = (e Yestseo s Yipr)) 2= (Zo, 20, Zroa) (5.5)
Then equation (5.4) reads,
Y = AZ+U (5.6)
with U = (uy,u2,...,ur). The compact form (5.6) is equivalent to
y=(Z"®Ix)f+u=x8+u (5.7)

where the length of the parameter vector /3 is pK?, the number of observations is KT

In practice, the ration % could be large due to high dimensionality, which deterio-
rates the accuracy of final estimate. Worse still, if K'p > T', the number of coefficients
to be estimated increases quadratically in terms of the number of lags p, therefore
the model cannot be identified with traditional methods such as OLS. Therefore
variable selection techniques like Lasso is introduced to concentrate on a subset of
non-zero parameters. For multiple time series data, especially high dimensional time
series, it is preferred to use elastic net approach rather than pure Lasso to remedy
potentially strong correlation among regressors. Besides, under normal assumption
of error term, the upper bound of estimated error is positively correlated in w,
part of oracle inequality. The methodologies introduced in the proceeding paragraph
are of great importance in the sense that the true underlying model has a sparse
representation.

The HD VAR estimates § by minimizing the objective function,

arggnin (Ily = =Bl3 + a1,218]1 + azrlIBI13) (5.8)
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which is equivalent to,

P

T P P
argmin Y[V — 3 AYi 3 + arr Y Jvee(4))] + az ) Joee(4))13 (5.9)
A1,A2,..,Ap 1 =1 j=1 j=1

where Aj is the (K x K) coeflicient matrices of interest. ;7 and asp are the
penalty parameters. Note that the notation |M||, depends on whether M is a vec-
tor or a matrix. To avoid confusion, we use vec(M) here to tranform the object
within [|||, into a vector.

We choose a sequence of decreasing positive numbers o 7 and as 7 to control the
regularization. In the case of regularization parameter is large, setting it too high
will throw away useful information, whereas the estimated graph is not sparse when
the ar is small. To balance the sparsity and estimation accuracy, we choose a mod-
erately small tuning parameter using the Bayesian information criterion (BIC). In
addition, we apply OLS post-model selection estimator to the first-step penalized
estimator (5.8) or (5.9) to reduce shrinkage bias and ensure better model model
performance.

5.3.2 Structural Analysis of High-dimensional LOB Portfolio

This section discusses the effects of uncertainty shocks in the LOB. In general, un-
certainty responds to all shocks through its relation to the lags of the LOB variables
as specified in the HD VAR model (5.8). Let us first consider the generalized impulse
response function (GI) for the case of an arbitrary current shock.

For the multivariate case, following Koop et al. (1996) and Pesaran and Shin (1998),
we assume shocks hitting only one equation at a time rather than all the shocks
at time ¢t. The effect on j-th equation of y; of a one-standard deviation shock to
perceived uncertainty are given by GI,

5]'15 . ((Slt, 52t, e ,5Kt)T ~ ﬁ;tej (5.10)
GI(1,650, Fi—1) = E(ygr | wje = 8, Fim1) — E(ysa | Fio1)

where 47, are independent draws with replacement from the set of residuals {1},
over the sample period, with {@;;} is the model-implied residual of jth equation
at time t. E(ye41 | wje = dji, Fe—1) represents the expectation conditional on the
history F;—1 and a fixed value of j-th shock d;; on time ¢ at horizon [. F;_; con-
sists of the information used to compute the conditional expectations based on (5.4).
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To measure the persistent effect of a shock on the behaviour of a series, the basic
object in 5.10 is the conditional expectation. However the sparse estimation of HD
VAR is nonlinear, the GI functions cannot be expressed in closed form. Therefore
we use bootstrap methods to produce simulated realizations that can be used to
form draws from the joint distribution of shocks. The steps for computing the con-
ditional expectations in GI are described in Appendix 5.B.

5.3.3 Network Construction

The LN-GFEVD denoted as A 7,_, (h) is defined by j-th shock hitting i-th variable
at time ¢,

S o GI(1, 851, Fi1)?
S o GI(L, b5, Fio)?

where h is the horizon, F;_; refers to the history. Therefore \;; 7 _,(h) € [0,1],
measuring the relative contribution of a shock d;; to the j-th equation in relation to
the total impact of all K shocks on the i-th variable in y, after h periods. Compared
to traditional GFEVD, LN-GFEVD has the attractive property that the propor-
tions of the impact accounted for by innovations in each variable sum to unity. The
LN-GFEVD is thus economic interpretable.

Nij 7, (h) =

iji=1,....K (5.11)

Many literature characterizes connectedness of the variables in the VAR systerm,
for instance, Diebold and Yilmaz (2014) and Demirer et al. (2017) proposed con-
nectedness measures built from GFEVD for both univariate and multivariate cases.
However, to our knowledge, the combination of bootstrap-based GI analysis and
network construction seems to be new to the literature: Upon the HD VAR esti-
mation of (5.8) and (5.9), we use the sparsity concept that filters out less relevant
variables. Instead of transforming into a MA process, which is often done in fixed
dimensional cases, we apply a bootstrap-based method to compute A;; 7,_, (h), then
naturally produce the population connectedness, see Table 5.3. By this way, the con-
nectedness table can be constructed for both linear and nonlinear models. Besides,
the bootstrapped LN-GFEVD relies neither on the ordering of the variables nor on
the distribution of the innovations. At the same time, a parsimonious algorithm
without MA transformation can help to improve the accuracy of final connectedness
estimator.

The details for computation steps can be found in Appendix 5.B. In particular, the
numerical techniques for conditional mean forecast from nonlinear models for more
than one period ahead are implemented in this paper, we use bootstrap to calculate
GI(l, 65, Fi—1), see more details in Terdsvirta et al. (2010).
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T To . TK From others
K -
a1 A1 () Mao(h) e M (h) Z%{:l Ay (h), g # 1
Z2 A3y () A3o(R) e N () i1 /\gj (h),j #2
TK N1 (h) Mo (h) e Ny (h) 21;{:1 )‘I}(j(h)uj # K
To  ZL MR X LM - S5 M) | X0 A0
others 1#1 1 # 2 1# K 1# ]

Table 5.3. Connectedness table of interest, estimated by bootstrap-based methods.

We then have the directional connectedness "from" and "to" associated with the
forecast error variation )\fj(h) for a specific order book across various stock when
the arising shocks transmit from one stock to the others. These two connectedness
estimators can be obtained by adding up the row or column elements. Hence the
pairwise directional connectedness from j to ¢ can be written as,

Cij = Nj(h) (5.12)

Furthermore, the total directional connectedness "from" Cj.. (others to i) given by
K

Cica= > Ny(h),i # j (5.13)
j=1

equals to unity based on (5.11), and the total directional connectedness "to" C.;
(7 to others) is defined as

K

Cocj = D Ny(h),i #j (5.14)
i=1

The corresponding net total directional connectedness
C’i = Cto,i - Cfrom,i = Coei - Ci%o (515)

measures the direction and magnitude of the net spillover impacts.

5.4 Network Analysis

Upon the estimates of the sparse HD VAR model, we calculate the bootstrapped
LN-GFEVD and corresponding connectedness at horizon h = 30 for every trading
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day.

5.4.1 Individual Stock Network
Pairwise Connectedness of Stocks

Let us first focus on the individual stock network to understand how the impact of
a shock originating in one stock can be transmitted and amplified to the other stocks.

Basically a network can be considered as a graph G = (V, £) consisting of two core
items: nodes (or vertexs) V and edges £. Nodes are the entities we are evaluating
and edges are the connections between them. Here we first consider the cross-stock
network G, = (Vp, &p) with only price factors p()

Vo=p", n=1,...,N and & =Cij, i,jeV, (5.16)

We model each trading day as a separate network and extract the pairwise connect-
edness estimate for each stock. To understand the behavior of networks, there are
various approaches for evaluating the node importance. We employ the centrality
measures proposed by Freeman (1978) to evaluate the relative importance of nine
stocks,

e degree centrality deg(V): refers to the number of edges attached to one node.
This is simplest measure of node connectivity, but it is can be interpreted
as a form of popularity. We use “out-degree” centrality outdeg(V), i.e. the
number of ties that the node directs to others to measure the impact of “to”-
connectedness, and “in-degree” centrality indeg()) (number of inbound links)
to measure the impact of “from”-connectedness.

o closeness centrality Clos()): is defined as the inverse of the sum of its distances
to all other nodes, it scores each node based on their closeness to all other
nodes within the network. Thus we are able to identify the nodes who are best
placed to influence the entire network most quickly. The more central a node
is, the closer it is to all other nodes. This centrality measure will be useful to
distinguish influencers in the network.

e betweenness centrality Bet()): quantifies the number of times a node lies on
the shortest path between other nodes. Nodes that have a high probability
to occur on a randomly chosen shortest path between two randomly chosen
vertices have a high betweenness. This centrality measure is helpful to decide
which nodes act as “bridges” between nodes in a network, and can potentially
influence the spread of information through the network.

To better grasp the results, given the large amount of estimation results, we will use
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the summary results in tables throughout the paper. Table 5.4 provides the summary
of the corresponding centrality measures. Citigroup, AT&T and Johnson&Johnson
are central in the network, in the sense that nodes with higher “out-degree” play
the role of choice maker. Meanwhile JNJ is a choice receiver with high “in-degree”
value of 3.57, slightly smaller than 3.88 of Microsoft. JP Morgan and IBM are
the nodes who are best placed to influence the entire network most quickly, with
IBM acts as “bridge” between nodes at the same time. The above conventional
centrality measures are helpful to understand the evolution of the pairwise network,
but we cannot accurately classify the most important nodes demonstrating the high
centrality values with above results. Even though each measure works well for
probing certain phenomena, it fails to capture the node’s spreading potential, e.g.
Johnsoné& Johnson.

MSFT T  IBM JNJ] PFE MRK | JPM  WFC C
Qoutdeg(vy)(0-25) 2.00 3.00 1.25 2.00 2.00 1.00 1.00 2.00 2.00
Qoutdeg(v,) (0.75) 4.00 4.00 4.00 5.00 4.00 4.00 4.00 4.00 5.00

Houtdeg(Vy) 3.26 3.33 2.52 3.33 3.07 2.81 2.83 2.50 3.40
Qindeg(v,)(0.25) 2.25 1.00 2.00 2.00 1.00 0.00 1.00 0.00 2.00
Qindeg(vy) (0.75) 6.00 4.75 5.75 5.00 3.00 3.75 5.00 4.75 5.00

Lindeg(Vy) 3.88 2.86 3.43 3.57 2.38 1.69 3.21 2.60 3.45

Qclos(v,) (0.25) 1256 2008  19.72 | 1526  18.94 1427 | 16.93  20.08  15.33
QClos(v,)(0.75) | 254.51 228.13  265.74 | 257.15 242,92 211.66 | 283.35 237.15  237.09

KClos(Vp) 167.70 163.99 173.45 | 159.09 159.43 154.56 | 175.89 171.95 157.81
QBet(vp) (0.25) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
QBet(vp) (0.75) 10.50 14.75 14.75 6.50 5.00 4.75 10.00 9.00 10.00

HBet(Vy) 6.00 7.55 7.98 4.33 4.43 3.02 5.98 5.24 6.07

Table 5.4. Summary of different centrality measures for G, from 06.2016 to 07.2016.
Q.(«) is the quantile function, . is the mean.

Including Order Flows

We now investigate how the network is affected by the presence of liquidity effects,
i.e. by including the order volumes in the book.

We take the first trading day after Brexit as an example. In accordance with the
discussion in section 5.3.3, we depict the estimated full sample directional connect-
edness Table 5.3 in left panel of Figure 5.3. Directed connectedness are drawn as
directed lines connecting two nodes. The price factor and size factors that belong
to the same company appear in the same colour, the width of edges between two
nodes represents the connectedness. The full sample network plot reveals that the
stocks with LOB factors are massively connected, it is quite informative about the
total directional connectedness of each factor. However, it is not easy to decipher
all pairwise connectedness. On the right panel, each stock is a node in the network,

links between nodes represent the overall “from”’ and “to” impacts on the system,
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i.e., aggregating the connectedness measure of both price and size factors for each
stock. The respective links of Citigroup and JP Morgan and Wells Fargo reveal that
they are the stocks that generated highest “to”-connectedness, whereas the other
six stocks are mainly risk receiver.

2016-06-24

Figure 5.3. Left panel: the full sample network plot. Right panel: the aggregated
network plot of nine stocks, on 24.06.2016

To formalize the analysis we construct the network based on (5.16), the aggregated
individual stock network is given by G, = (V,,&,) consisting of,

v, = o (5.17)

vé”) = M4 stﬁ") + Zasﬁ”), n=1,...,N (5.18)
(s T

gg = Ci<_j, i,j € Vg (5.19)

where asgn) and bsgn) are the r-th level ask/bid size factors for stock n. By including
the size factors from LOB, we are able to investigate how the network is affected by
the presence of liquidity effects. For a network with smaller number of nodes, it is
easy and appealing to identify the characteristics and patterns between individual
stock.

Table 5.5 tabulates the centrality measures based on aggregated nine stock network,
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which produces different results comparing to those obtained for pairwise stock net-
work in 5.4.1. The primary reason is that these conventional centrality measures
are rarely accurate when the majority of nodes are not highly influential in the net-
work. Each centrality measure assess the node’s importance based mostly on the
path lengths and distances. The impacts caused by the less important nodes may be
neglected, this will potentially cause inaccuracy and thus result in the poor perfor-
mance. Therefore we use net total directional connectedness proposed in (5.15) as
a refined centrality measure to capture the most influential spread in the following
full sample network analysis.

MSFT T IBM JNJ  PFE MRK | JPM WFC C

Qoutdeg(vy)(0.25) 1.00 1.00 1.00 1.00 0.00 0.25 0.00 0.00 0.00
Qoutdeg(v,)(0.75) | 11450 131.00 11575 | 111.00 110.00 103.75 | 105.75  98.00 105.25
Houtdeg(Vy) 128.83  147.02 132.71 | 129.76 127.95 125.48 | 120.31 113.50 123.00
Qindeg(v,)(0.25) 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Qindeg(v,)(0.75) | 10050  89.75  97.00 | 100.75  96.50  90.50 | 111.25 108.00  98.00
Hindeg(Vy) 136.29 12250 121.24 | 118.31 121.88 121.00 | 136.79 133.98 136.60
Qclos(v,)(0-25) 0.02 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.02
Qclos(vy)(0.75) 0.08 0.08 0.07 0.08 0.09 0.08 0.08 0.08 0.09
LClos(Vy) 0.13 0.13 0.12 0.13 0.13 0.13 0.13 0.13 0.13
QBet(v,)(0.25) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
QBet(v,)(0.75) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
HBet(vy) 4.17 3.26 2.36 2.07 2.79 2.19 3.12 3.57 3.69

Table 5.5. Summary of different centrality measures for G, from 06.2016 to 07.2016.
Q.(«) is the quantile function, . is the mean.

Specifically, the element in the connectedness table measures the total impact of
all K shocks on the i-th variable, and these contributions sum to unity, which
suggests the row sum of the pairwise connectedness produces one unit of “from”-
connectedness for each factor, therefore the “net”-connectedness C; is associated
with “to”-connectedness and measures the share of volatility shocks to other. To
understand the dynamic behavior of the risk transmission in the system, Table 5.6
reports the net spillover effects for each stock using the quantile functions,

C;, = C.<_i—27’—1=ZCj<_i—27’—l, 1,J €EVy
J
Qc.(a) = Fl(a)=inf{C;: F(C;) = a} (5.20)

In the table, JP Morgan is the stock with the highest “net” connectedness to others,
with mean value of 0.97 over the sample period, followed by Citigroup 0.35, Wells
Fargo 0.34, Microsoft 0.17, Pfizer 0.14. The “net” total connectedness of the left
four stocks are all negative. As an evident result one see that that the JP Morgan is
most influential in the network, while the technology companies like IBM and AT&T
are main risk receivers in the aggregated system. Even though the magnitude of fi-
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MSFT T IBM| JNJ PFE MRK |JPM WFC  C
(0.05) | -3.19 -351 -3.72[-3.79 -2.84 -3.38[-257 -2.80 -3.35
(0.15) | -2.15 -3.01 -3.24 [-2.99 -2.16 -2.62|-1.97 -2.30 -2.61

Qc,(0.50) | 017 -0.70 -0.91 | -0.50 0.14 -0.71 | 0.97 034 0.35
(0.85)
(0.95)

2.01 147 1.31] 2.27 1.78 247 | 3.68 321 3.04
3.84 254 299 | 270 3.81 3.28 | 511 463 4.74

Table 5.6. The net spillover of nine-stock aggregation from 06.2016-07.2016

nancial stock estimates differs to some extent, their “net”-connectedness are larger
than the other in most cases. This suggests that financial companies are dominant
stocks driving the networks over time. We conclude that the sign and magnitude of
“net”-connectedness provide different information regarding the role for each stock
in the network. The aggregated individual stock network is a better measure of how
central a stock is within the network since it takes into consideration the trading
volumes.

Total Connectedness and Volatility

We now turn our focus on time-varying pattern of the aggregated individual stock
network in comparison with daily volatility estimates using the full sample high-
frequency observations. Estimating volatility in this context is important as they
are commonly known as proxies of market fear, a high degree of volatility is likely
to correspond to increasing market risk and represent the market consensus on the
expected future uncertainty.

Inspired by a voluminous literature such as Andersen et al. (2000), Andersen and
Bollerslev (1998), Andersen et al. (2001) and Barndorff-Nielsen and Shephard (2001),
the realized volatility (RV) is illustrated as measure of daily volatility in high-
frequency setting. In literature, several main approaches to improve the realized
volatility (RV) estimator include the preaveraging estimator of Jacod et al. (2009),
the realized kernel estimator of Barndorff-Nielsen et al. (2008), the two scales esti-
mator of Zhang et al. (2005) and multiscale estimator of Zhang et al. (2006) and
Zhang (2011). Here we compute the two-scale realized variance (T'S-RV) proposed
by Zhang et al. (2005) as a robust estimator of the RV. The TS-RV estimator com-
putes a subsampled RV on one slower time scale and then combine with another
subsample RV calculated on a faster time scale to correct for microstructure noise.

Figure 5.4 compares the total net connectedness with estimated daily volatility,
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5.4 Network Analysis

where the dotted lines illustrate the total connectedness estimates of (5.20), and
the barplots indicate the TS-RV estimates. Visual inspection of the time series plots
suggests, for all stocks, a rising volatility phase since the beginning of June, with the
peak volatility observed around 24th of June, after that volatility decreases given
the selloff in stocks following the Brexit vote followed by a rebound to record highs.
The findings are consistent with the results of net connectedness measures, where a
very small value of C; is usually observed near Brexit: in other words the stocks are
less connected when high market volatility occurs. In addition, we observe another
peaks in volatility appear around 18th of July 2016 for three technology stocks, when
Turkish shares closed down by 7.1% following the attempted coup in Turkey on 17th
of July 2016. Then the volatility level come back in as the market fear caused by
after coup attempt in Turkey is resolved. While important events play out, investors
are likely to join a selloff as geopolitical risk is always important for decision-making
in financial market. Since the peaks of volatility are generally correspond to a very
low net connectedness value, this can be a signal for market investors because a peak
in volatility is followed by a market rally in most cases.

5.4.2 Limit Order Book Network
Asymmetric Market Sell/Buy Pressure

Besides the purpose of studying the impacts between individual stocks, the informa-
tion contained in the LOB is very valuable. Limit orders are stored in the LOB and
are executed in sequence according to price priority, large trading quantities may
cause a price drop or rise. The intuition behind a typical mechanism resulting in
mid-price movement can be illustrated in combination with Figure 5.1. If there is
an arrival of a market order that is sufficiently large to match all of the best bids,
then the limit order will be updated with a lower best bid price.

Figure 5.5 shows the graphical display of the networks consisting of price factors,
ask size factors and bid size factors, with the connectedness C;.; color-coded by the
type of factors that is causing the relationship, i.e., the factor j which has an impact
on the others. Blue indicates the ask size factors, red indicates the bid size factors,
and grey indicates the price factors. The upper left panel of Figure 5.5 depicts
the full-sample connectedness on 22.06.2016, which is hard to decipher important
pairwise connectedness. Therefore we decompose the full-sample connectedness into
two parts, the price&ask size connectedness graph and price&bid size connectedness
graph as shown in colored circles on the right panel. It shows how the LOB network
changed during Brexit announcement, we typically observe changes in the behavior
of bid size factors. The price&bid size factor network is less connected on 23.06.2016,
while the price&ask size factor network is slightly tightly connected on the same day.
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Figure 5.5. Plots of LOB networks from 22.06.2016-24.06.2016

This result could indicate that, when there is a risk caused by political uncertainty,
the buying pressure is much weaker and selling pressure slightly stronger.

The impacts on returns respond to ask and bid limit orders are not symmetric.
Recent studies have showed that limit orders and cancelations, not just trades, have
a tangible effect on prices, see Hautsch and Huang (2012) and Eisler et al. (2012).
Building on these ideas, we construct a graph Gs = (Vs, &) to study the asymmetric
impact from aggregated size factors to price factors,

<p<">,2bs$">,2as£")> n=1....N (5.21)
n n

& = Cicy ie{p™}, je{stﬁ”),Zasﬁn)} (5.22)
n n

Vs
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MSFT T IBM | JNJ PFE MRK | JPM WFC C

QCPWHZM(O.QS) 0.01 0.01 0.01)|0.01 0.01 0.02 | 0.01 0.01 0.00
Qcpwezm 5 031 041 039026 042 034| 072 045 043
HC (n) 5 0t 044 043 045|034 045 068| 086 0.53 0.83
QCPWFZM2 (0.25) 0.02 0.02 0.00|0.01 0.01 0.02 | 0.01 0.01 0.01
QCPM)HZ . (0.75) 0.61 0.50 0.58 | 0.43 0.26 1.00 | 0.30 0.24 0.40
HC n) s g2 0.53 041 059|048 060 065| 033 050 0.64
Qc (%) 5 a3 (0.25) 0.02 0.02 0.00|0.01 0.01 0.02 | 0.03 0.01 0.02
QCPM)HZ s (0.75) 0.71 052 054|034 037 050]| 088 045 0.46
HC () 5 03 0.90 069 054|033 058 089| 1.03 054 0.39
Qc (n)Hstl( 25) 0.01 0.02 0.01)001 000 0.01| 001 0.00 0.01
Qcp(n)Hstl(O 5) 0.11 034 021|020 023 028]| 026 0.66 0.42
HC n) sy 0.12 044 047|040 032 041 | 046 0.61 0.40
Qc (n)HZbSQ( 25) 0.00 0.02 0.00 | 0.00 0.01 0.01 | 0.01 0.02 0.01
Qc (") 552 (0.75) 026 029 031|011 046 027| 033 0.16 0.26
HC ) sy 0.50 035 038|020 037 022| 048 0.20 0.28
Qcp(nL_stg (0.25) 0.01 0.02 0.00|0.01 000 0.01| 001 0.03 0.01
QCP(H)HZM (0.75) 043 040 0.15)020 032 021| 049 0.71 045
HC ) sy 0.63 037 0.24]039 0.51 038 | 043 0.73 0.47

Table 5.7. Summary of the aggregated impacts from size factors to the stock price
factor from 06.2016-07.2017. @Q.(«) is the quantile function, p. is the
mean.

In Table 5.7 we provide the summary of & in (5.22), i.e. impacts from aggregated
size factors to the stock price factor. The higher are the values in this table, the
stronger are the stocks affect by trading activities over time. We notice that JP
Morgan on average is more likely to be affected by ask side trading activity, while
Wells Fargo is most sensitive to the bid side trading activity. In addition, both best
bid and ask limit orders (i.e. 2nd level of ask/bid size) exhibit opposite results, with
JP Morgan and Wells Fargo are less likely to be affected by best ask and bid limit
order respectively. We find this result very interesting, because it brings into ques-
tion how best limit orders are correlated with the order flow preceding their arrival
and therefore have very little impacts on the price. This may be explained by the
assumption that both market and limit orders tend to drive prices, while prices tend
to impact best limit orders and their cancellations in the book. We conclude that the
financial stocks are size-dominated stocks, their price patterns are highly related to
the market trading activity. When selling pressure increases, the Healthcare stocks
are more stable. While the technology stocks appear to be more stable for buying
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pressure.

It follows that the depth of the book at which limit orders are submitted is driving
the price. Accordingly, we calculate the impacts from the aggregated ask/bid size
factors to the aggregated price factors given by,

N
Oy posyon = DG 523

i=1

i e {p™}, je{stﬁ"),Zasfﬁ)} (5.24)

Table 5.8 compares the aggregated impacts for six types of size factors in our study.
The impacts on return (aggregated price factors) respond to incoming ask and bid
market /limit orders are not symmetric. In general, the impacts from ask orders
are larger than the bid orders, ranging from the lowest value of 0.30 for aggregated
impacts of bss to the highest value of 0.59 for ass on average. Please note that this
results are consistent with the results of Table 5.7, indicating that we can observe
stronger impacts on prices caused by market sell pressure.

Qc(0.25) Qc(0.50) Qc(0.75)  pc

CZN Py as§"> 0.12 0.27 0.67 0.50

CZN Py asém 0.19 0.30 0.55 0.47

N 0.17 0.35 0.83  0.59

CZN Py bsgn) 0.09 0.18 0.39 0.36

C n 0.08 0.16 0.41 0.30
N P2 bsy

C n 0.13 0.29 0.63 0.42
NP2y bsy

Table 5.8. Summary of the impacts from aggregated size factors to the aggregated
price factor from 06.2016-07.2017. Q.(«) is the quantile function, p. is
the mean.

More precisely, let 1 be the mean of the overall impacts from selling orders over
the sample period (7' = 42), and uo the corresponding mean of the overall impacts
from buying orders, i.e.,

1

IU/I - 37 <Ct72N p&ZN aSYL) + Ctva p(_ZN asén) + Ct7ZN pHZN asén)) (525>
1

Hz = 37 (Ct7ZN PN bsgm + Ctva P2y bsé") + Ct7ZN PN bsgm) (5'26)
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therefore the hypothesis of interest can be expressed as,

Hy @ p1—p2=0
Hy © p1—p2>0

Table 5.9 suggests that both the pooled t-test and the Welsh t-test give roughly the
same results. Since the p-value is very low, we reject the null hypothesis, indicating
that there is strong evidence of a significant larger impact from selling orders in the
market.

‘ t-statistics  p-value
Pooled t-test 2.7557 0.003144
Welsh t-test 2.7557 0.003168

Table 5.9. Comparison of two hypothesis tests, when assuming/not assuming equal
standard deviation.

Own-price and Cross-price Market Impact

The discussion in section 5.4.2 concludes that the impacts on return respond to
different level of depth of the book are widely asymmetric. In this subsection we
provide further empirical evidence of own-price and cross-price market impact at
the level on the individual stock. First, we analyze the market impacts of their own
trades for each stock, and then we undertake a detailed analysis of the impact of
trades in one stock on the prices of other stocks.

At first, we consider own-price market impact for different levels of depth of the
book for the selected stocks, i.e. the own-price market impacts are caused by their
own order flows. The results are presented in Table 5.10. Based on the averaged
connectedness over two months, JP Morgan receives highest market impact from its
own ask orders, especially when the orders are placed in the market order or the
2nd best limit order. Even though Wells Fargo and Microsoft are the two stocks
receiving highest market impacts from their own bid trades, the market impacts
from their ask trades are high as well. In addition, the Johnson&Johnson responds
weakly to both ask orders and bid orders.

In contrast to (5.21), we measure the cross-price market impacts by adding up the
impacts from all ask/bid orders for each stock. The graph we construct is denoted as
Geross = (Ve, &), with cross-stock market impacts from the aggregated size factors
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MSFET T IBM | JNJ PFE MRK | JPM WEFC C
HC (n) o qo1m) 0.47 090 128 0.06 0.31 295 | 358 247 0.26

HO e | 034 031 047043 007 142|038 217 143
HC ey | 257 026 130|025 169 090 | 526 074 032
S HC oy | 338 147 305|044 207 527| 922 538 201
HO ey | 009 059 0.14[005 060 L14| 112 247 0.70
HO oy | 135 018 029]005 043 008 | 0.83 089 0.42
HO e | 258 007 023[120 011 216 | 137 214 1.42

SHC oy | 402 084 066|130 114 338 | 332 550 2.54
/2 «~bs

Table 5.10. The mean of own-price market impacts caused by market orders
{as1™ bs1(M}, best limit orders {as2(™, bs2(™} and 2nd best limit or-
ders {as3(™, bs3(™} for each stock n from 06.2016-07.2017. All numbers
are multiplied by 100. p. is the mean.

to the price factor given by,

Ve = <p(m),2bs§”>,2as$”>> (5.27)

E = Cicy ie{p™}, je{stﬁ"),Zasgn)} (5.28)

m,n € {l,...,N} r=1,23 m#n (5.29)

When j € {ZT as&n)} in (5.29), we compare the cross-price market impacts of ask

trades for each stock in Table 5.11. Obviously, the diagonal elements measuring the
market impacts of their own trades are the same as Y, HC () o) summerised in
Table 5.10. We observe three large values on the diagonal, indicating that JP Mor-
gan, Merck and Wells Fargo have higher own-price market impacts than cross-price
market impacts. Furthermore, JP Morgan is the stock with the highest cross-price
market impact to Microsoft and Citigroup. IBM receives stronger cross-price market
impact from Wells Fargo and Citigroup. The price of Pfizer is more sensitive to the
ask order flows of Merck and Wells Fargo. Therefore we conclude that the stock
price can be affected not only by their own ask order flows, but also by the ask order
flows of financial stocks.

We proceed with the summary of the market impacts of bid trades for each stock
when j € {Zr bs&n)}. Table 5.12 reports the results. The table reveals that financial
stocks have stronger cross-price market impacts compared with healthcare and tech-
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MSFT T IBM |JNJ PFE MRK |JPM WEFC C
T%e; 338 068 182|065 176 0.73| 546 0.54 3.66
p(MSFT) s (")
we 3.08 147 1.00|062 186 258 | 1.08 1.29 2.38
p(T><—2],r as&n)
[l%e; 1.52 038 3.06 | 1.33 091 1.57 | 141  3.58 2.05
pUUBM) 5 as(rn)
we 1.69 0.62 1.04 | 0.45 1.47 1.05 | 1.37 031 3.49
p(INI) 3 asﬁ.")
ne 1.07 096 0.44 | 0.13 2.06 483 | 1.86 2.89 2.12
p(PFE) vy asgn)
ne 3.18 1.17 043 | 0.83 2.44 5.27 | 4.15 2.25 2.57
p(MRE) vy asgn)
'LLCpUPML—x el 2.09 110 1.81|0.72 2.68 1.13 | 922  1.34 2.16
e , 1.22 238 1.70 | 0.55 1.93 1.22 1 079 537 0.60
p(WFC) 3 asgn)
we 255 1.11 237|084 2.57 1.33 | 4.51 1.23 2.01

P(c) ‘727‘ asg*n)

Table 5.11. The mean of the market impacts caused by ask orders of stock m for
each stock n. All numbers are multiplied by 100. pu. is the mean.

MSFT T IBM |JNJ PFE MRK | JPM WEFC C
we 4.02 226 0.62|0.53 0.59 1.67 | 041 0.89 1.61
p(MSFT) 5 bs,(ﬂ")
HC o — 1.36 0.84 0.22]1.04 141 3.67 | 0.92 1.10 1.03
P 2. bsy
[T%e; 079 129 0.66 | 0.13 058 097 | 3.47 185 1.15
pUBM) bs’(nn)
lte; 0.63 085 0.30|1.30 086 0.99 | 050 1.90 2.59
p(INT) (5 (M)
we 212 036 1.10 {019 113 037 | 143 4.08 1.23
p(PFE) vy bs£”>
we 0.72 049 025]025 135 337 | 159 084 1.27
p(MRE) v bsgn)
we 1.66 0.47 1.25]097 139 059 | 332 1.87 216
p(JPM) v bsgn)
1%} 199 129 030|073 137 083 ] 1L.75 550 1.67
p(WFC) X bsg‘n)
1.02 1.80 0.42|124 0.84 1.08 | 141 112 2.54

2e ©)

p(O) ey, bsg,n)

Table 5.12. The mean of the market impacts caused by bid orders of stock m for
each stock n. All numbers are multiplied by 100. pu. is the mean.

nology stocks. For example, the bid trades of Citigroup and Well Fargo have strong
cross-price market impact on Johnson & Johnson, IBM receives stronger cross-price
market impact from the bid order flows of JP Morgan and Wells Fargo.

So far we analyze the individual stock network with and without the order flows
in the book, the network study enables us to investigate the interaction between

()}
() §
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order flows and price dynamics. Furthermore, we discover both bid and ask trading
volumes of the limit order book affect the price. Hence we are able to answer the
first three questions proposed in the very beginning, i) How does the order flows
interact with price dynamics? ii) Are the impacts on return responding to incoming
ask and bid limit orders widely symmetric? iii) If not symmetric, how does the
heterogeneous market impact caused by bid and ask order for various stocks affect
the whole market? Our model has implied that in an LOB market, the huge sell/buy
volume queued on the ask/bid side could induce strong sell/buy pressure on the
market and therefore changing the price. In the following, we will focus on the last
question, iv) How to measure the impact of market/limit order quantitatively?

5.5 Measuring Price Direction under Uncertainty Shock

When a large market order to buy or sell a stock arrives, the market order will auto-
matically execute, this causes a temporary market impact. Even though sufficiently
large market order immediately affects the price direction, the bid/ask sizes alone
do not give enough information on price direction. To solve this, we use structural
analysis proposed in section 5.3.2 to measure the persistent effect of shock in the
LOB. In this section, our aim is to gain some insights into the details of the price
formation and explore the existence of arbitrage opportunities.

To measure the impacts of market/limit order and whether the impacts identified
by our model are temporary or robust over time, we resort to generalized impulse
response analysis similar to the GI defined in (5.10). However we assume a unit
shock hitting only one equation at a time, its impact on jth equation of y; is the
following,

5jt . ((51,5, 52t, N ,5Kt)T ~ ej (530)
GI(, 051, Fi—1) = E(yesr | uje = dje, Fr—1) — E(yer | F-1)

where E(yi4+1 | ujr = 61, Fi—1) represents the expectation conditional on the history
Fi—1 and a fixed value of j-th shock ¢;; on time ¢ at horizon I. F;_; consists of the in-
formation used to compute the conditional expectations based on bootstrap method.

Our starting point is based on market impacts regarding their own trading activities.
To measure the market impacts of the order flows on price factor at a given horizon

[ for a stock n, the response of price factor Aﬁgm) are quantified by equation (5.30)

when the shock 6;; is treated as one of the size factors (Aéfl(n), A§?2(n), A§?3(n),
Aéfl("), A§i72(n), A§f3(n)) hitting the system. With a moderate sparse structure
selected by BIC after post-LASSO, we are able to identify not only the existence of

significant market impact, but also the pattern of own-price market impact when
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wih!]

MSFT T IBM JNJ PFE MRK JPM  WFC C
asl SISISISIS) DD PO | 000 ©O S
as2 | OOO e &P @ SSENSISISISISS)
as3 oD S S Q DD S S S
bsl | ®OO SISISS) S © D DO oD S
bs2 S © S S S @
bs3 e oo SS e ©o S
Tsize 44% 46% 0% 14% 25%  57% 80% 78% 100%

Table 5.13. The summary of own-price market impacts.

m = n and cross-price market impact when m # n. Here we use | = 30min and
calculate the corresponding bootstrapped G1I estimation for every trading day.

We identify in total 10 days where there are significant own-price market impacts
for Wells Fargo. As an example, Figure 5.6 depicts the result on 25th of July. We
observe a negative correlation between the magnitude of its ask market order and
price factor. It is normal for financial market in the sense that the investors will
start marking down their bid price when there is a wave of sell orders coming into
the order book. As expected, the price (average of bid and ask quotes) factor tends
to decrease significantly after the arrival of a large ask market order. This argument
holds for the case of bid market order as well. In Figure 5.7, we observe a positive
market impact from bid market order on 19th of July, 2016. Both impacts can last
for almost 10 minutes before the price shifts back, this gives the HF investors enough
time of reaction to arbitrage opportunities.

Figure 5.8 shows the market impacts of orders posted deeper in the book for Cit-
igroup. This implies the positive pile-on effect where larger ask order may further
perpetuating a price decrease, the orders may not necessarily set at the current
market price of the stock (i.e. they are not market orders, they are limit orders).
The estimated market impact lasts for almost 20 minutes, the price goes up after 10
minutes because the market investors may buy trades picking up the posted volume
or by cancellations on the ask side.

Table 5.13 reports the summary of significant market impacts identified by our
model. For each trading day, we use © and @ to represent the significant negative
and positive response of price after the arrival of a market/limit order. Specifically,
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we define a ratio denoted as r,;,. to measure the price direction of market impacts,

o lsea(Gh)
size 42
—1 —GIt(h) > Q0.05(Gft(h)>
sen(GL) = { 0 |GL(R)| < Quos(GL(R))
1 Gft(h) > Q0,05<Gft(h))
t = 1...T, h=1,...,30 (5.31)

The results suggest that the group of financial stocks is of higher rg;,. values, this
may be explained by the fact that finance sector is leading the market, the history
information indicates that their response of price to trading volumes is stable and
thus robust for statistical arbitrage, see Hautsch and Huang (2012). The Citigroup
performs well among them. Interestingly, the healthcare and technology stocks
sometimes show opposite results, we notice that their prices are positively linked
to ask order flows in some cases. This is because they are price-dominated stocks,
i.e., they have multiple risk sources except for their own trading activity. This
result is consistent with our main findings in subsection 5.4.1 and 5.4.2 where we
conclude that financial stocks are size-dominated stocks and they are influencers
in the system. Alternatively, the price of healthcare and technology stocks are
risk receivers. Based on our methodology, it would be more profitable to invest in
financial stocks for algorithm traders.



5.6 Conclusion

5.6 Conclusion

This paper build upon and extend current literature where the connectedness mea-
sures are often estimated by MA transformation of VAR systems and restricted to
Gaussian innovations. We combine bootstrap-based generalized impulse response
analysis with network construction. In this way, the network we construct relies nei-
ther on the ordering of the variables nor on the distribution of the innovations, the
resulting connectedness measures is economic interpretable. Furthermore, given the
HF LOB NASDAQ data, network analysis of LOB across stocks becomes interesting.
Throughout the paper, we first show how network for LOB can be constructed in the
presence of microstructure noise and non-synchronous trading, then we progress by
focusing on the models that capture the dynamics of LOB and their influence over
time. Our primary finding is that the network that involving the trading volumes
is a better measure of the stock connectedness. With our methodology, we identify
the significant market impact caused by the arrival of a large limit order, and or-
der imbalance generally exists across stocks, bootstrapped market impacts can be
quantified. The financial institutions are connected more closely compared with the
firms come from other industry.

5.A Pre-averaging estimation

Suppose that we observe non-synchronous noisy data Y; following,
Yi=Xi+e, t=20 (5.32)

with efficient log price X; is latent. The error term &; represents microstructure
noise and is assumed to be independent and identically distributed with

E(er) =0, E(ef) = (5.33)

The price process X; follows a semi-martingale form, Delbaen and Schachermayer
(1994),

¢ ¢
Xi =X+ J asds + j osdW (5.34)
0 0

where (as)s>0 is a cadlag drift process, (0s)s=0 is an adapted cadlag volatility process,
(Ws)s>0 is a Brownian motion. In addition, we assume X; and &; are independent,
i.e.

E(s | X) =0 (5.35)

If one can only observe Y, at discrete times ¢, i indexes the time points with interval
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length A,,, the returns A?'Y is thus defined as,
Y'=Yan,, AYY=Y"-Y",, i=1...,n (5.36)

A pre-averaging is conducted to alleviate microstructure noise and solve non-synchronicity,
we follow the notations originally used by Jacod et al. (2009). The basic idea is to
construct smoothing functions to diminish the impact of the noise induced by &;.
Specifically, there is a sequence of integers denoted as k, which satisfies,

1
30>0, kov/A,=0+0 <A;§> (5.37)

and a continuous weight function g : [0,1] — R. g is piecewise C'! with a piecewise
derivative ¢, g(0) = g(1) = 0, and Sé g%(s)ds > 0. Furthermore, the following
real-valued numbers and functions are associated with function g on R,

U1

1 , 1
f {g (W}du, vy = J {g(u)}?du
0 0

1 1
By(s) = j g (u)g (u— s)du, Ba(s) = j o(u)g(u — 8)du

S S

1
o, = J‘Pi(S)@j(S)du, i,j=1,2, wuel0,1] (5.38)
0

Here we choose g(z) = x A (1 — ), as in Podolskij et al. (2009), Christensen et al.
(2010) and Hautsch and Podolskij (2013). Therefore we have

1 1
- 1 - — . Py ==
Y1 . 2 15’ 1=
1 151
P = —, By = 5.39
12 96" 227 80640 (5.39)

The pre-averaged returns ?? associated with the weight function g are given as,

kn—1 .
—n ] n
Y; Z 9 <k‘n> ALY

i=1

kn—1 . .

X J+1 J 0
- {g( - )—g<k>} N =0, n—ky+1 (5.40)
=0 n n

The window size ky, defined in equation (5.37) is chosen of O (\/AIT)’ balance the
noise ;' = O, (4 /ﬁ) and the efficient price YZL =0, (\/knAn).
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5.B Bootstrap-based multistep forecast methods

Here we describe the computational steps to obtain the E(yiy1|uje = 651, Fi—1), GI,
GFEVD via Bootstrap method, more details can be found in Koop et al. (1996),
Lanne and Nyberg (2016), Terdsvirta et al. (2010).

1.
2.

Denote F;_1 as all the information prior to Yz, and select a forecast horizon h.

Randomly sample Np vectors of shocks (d1¢, 0o, ..., 0 Kt)T from the residuals
of estimated model,

Sjt * (O1t, 02t - - Oce) | ~ We; (5.41)

" i ; T
ujt = Y;f - (A17A27 .- '7Ap> (Y;‘/—[la}ftI% s 7Y;f—£p) = }[t - g(}/t—l) (542)

Compute conditional multistep forecast E(y;i|Fi—1),

fro = g9(Yi-1) (5.43)
fra = E[Yipr | Fior] = E[g(feo + @) | Fi-1]
fre = E[Vieo | Fema] = E[g(fea + 0741) | Fiei]

with 47, ;,1 = 1,..., h are independent draws with replacement from the set of

residuals {7;;}]_, over the sample period.

Repeat steps 3 for all Np vectors of estimated innovations with bootstrap
methods, iterating on the estimated model,

1 Yz .
forn = N Z 9(feo +a;") (5.44)

oz = 5o 2 a(fro+8;7) + ;i)

5. By the same logic, we compute E(y;4; | uje = 0ji, Fi—1) when the shock is

. P
given as d;¢ = 0j€;,

fio = g(Yi1) (5.45)
fia = E[Yiq1 | Fe1] = Elg(fro + @ej) | Fia]
fra = E[Yira| Fe1] = Elg(feq + @) | F]
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1 e
with U7y,

of residuals {f;;+;}7_; over the sample period.

[ =1,...,h are independent draws with replacement from the set

6. Repeat steps 5 for all Np vectors of estimated innovations with bootstrap
methods, iterating on the estimated model,

1 3 :
P = 5 ot iie) (5.46)
1 Np . )
oz = =2 0(lfo+ je;) + a3\ ej)
i=1
7. Plug in the GI function
GI(l, 651, Fi—1) = BE(Yer1 | uje = 850, Fe1) — E(yeqr | Feo1) (5.47)

to obtain the relative contribution of a shock d;; to the i-th variable with
horitzon h at time t,

So GI(L, 65, Fi1)?
S Mo GI(W, 65, Fra)?

Nij 51 (h) = i,7=1,...,. K (5.48)
8. Repeat steps 2-6 for all histories.
9. Construct table 5.3 using averaged \;; 7,_, (h) generated from step 7.

If there is a unit shock,
Sjt ¢+ (O14s 000, 0kt) T ~ €5 (5.49)

then we can simiply replace @},e; of (5.41) with e; of (5.49), and repeat the steps
from 1 to 6 stated above, the generalized impulse response can be calculated based
on (5.47), i.e.

GI(l,050, Fe—1) = E(yeyr | wje = 8je, Fe—1) — E(yeqr | Fie1) (5.50)

We should note that if K is extremely large in empirical study, the denominator of
equation (5.48) might be unnecessarily large due to accumulated noise caused by
the large amount of irrelevant variables. Therefore one more step of prescreening is
preferred to filter out less relevant variables.
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Figure 5.6. Own-price market impact of WFC (Wells Fargo) on 25th of July, 2016.
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Figure 5.7. Own-price market impact of WFC (Wells Fargo) on 19th of July, 2011&)
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