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Abstract—Two state of charge estimation methods using fractional order extended and unscented Kalman filter and a nonlinear variable fractional order battery model are implemented. Both, battery model and Kalman filters are evaluated and compared using measurements of an actual lithium-ion polymer battery cell. The observability of the battery model and the influence of an initialization function on the estimation algorithms is investigated.

I. INTRODUCTION

The state of charge (SOC) of a battery is an important indicator of remaining run-time, e.g. in consumer electronics or electric vehicles. It is defined as the ratio of stored electric charge $Q(t)$ to rated electric charge $Q_0$ as in [1] by

$$\text{SOC}(t) = \frac{Q(t)}{Q_0}. \quad (1)$$

Since the SOC cannot be measured directly and to ensure reliable operation of battery-powered devices, accurate SOC estimates are required. There are a vast number of methods available for determining the SOC of a battery [1]–[3]. The most basic ones are coulomb counting and open circuit voltage (OCV) measurement. While the coulomb counting method estimates the SOC by integrating the battery’s terminal current over time, the OCV measurement method exploits the nonlinear OCV-SOC characteristic of the battery [1].

Fig. 1 shows the OCV-SOC characteristic of the battery cell which is considered in this paper, exhibiting terminal current-dependent hysteresis. Due to measurement offsets and unknown initial SOC the coulomb counting method is only short-term accurate and requires correct initialization [2]. The OCV measurement does not suffer from these drawbacks but can only be performed when the battery is in a relaxed state [1]. More accurate SOC estimation methods combine current and voltage measurements e.g. using a battery model and a Kalman filter [3]. Such model based approaches retain the advantage of only requiring simple measurement equipment.

There is a growing interest in fractional order battery models based on so-called RQ chain equivalent circuits [4]–[7], as they provide a better approximation of a lithium-ion battery’s internal impedance than traditional integer order RC chain models while using the same or a lower number of states [8] and being physically interpretable [6]. Fractional order battery models can be identified, e.g. using [8], [9].
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Fig. 1. OCV-SOC characteristic of a KOKAM cell of type SLPB834374H

Fractional order systems (FOS) are a class of systems described by differential equations containing fractional order derivatives i.e. generalized derivatives that allow real- and complex-valued orders of differentiation [10]. Estimating the state of FOS is a current research topic, since methods for integer order systems can not be applied directly. Hence, methods for fractional order state estimation are required. To this end the fractional order Kalman filter (FKF) and fractional order extended Kalman filter (FEKF) have been introduced in [11] and have subsequently been generalized for a broad range of systems [12]–[14]. A fractional order unscented Kalman filter (FUKF) has been investigated in [15], and in [16] an improved linear FKF that performs simultaneous estimation and smoothing, has been presented. In addition, several other state estimation methods for integer order systems have been extended to FOS, including the Luenberger observer [17], $H_{\infty}$-observers [18], [19], sliding-mode observers [19], [20] and distributed and decentralized Kalman filters [21], [22].

Applications of fractional order state estimation include sensor fusion for MEMS inertial sensors [23], chaotic cryptography [24] or estimating heat conduction [17]. The FKF and FEKF have been applied to SOC estimation of battery cells employing piecewise linear [4] and nonlinear [5] fractional order models based on the RQ chain equivalent circuit. In [25] the FEKF has been applied for SOC- and current estimation of battery packs. Also, in [5] a comparison between integer and fractional order battery models and filters has been conducted, showing higher accuracy of the fractional models as well as faster convergence rates of the FEKFs. Because the advantage of fractional models and filters have already been shown in [4], [5], we do not further consider comparisons between integer and fractional order models and filters in this work.
In this paper, we implement two SOC estimation algorithms using the FEKF, FUKF and a nonlinear variable fractional order battery model based on the RQ chain equivalent circuit and compare their performance using measurements. Due to the nonlinearities of the model the observability is investigated using the implicit function theorem. Another contribution of this paper is the investigation of the effects of a correct initialization function on the estimation process. It is shown that an exact initialization of the past states which are introduced due to the Grünwald-Letnikov definition is not necessary, since it does not improve the estimation results significantly even when the covariance matrix of the filter is chosen sufficiently small.

II. FRACTIONAL ORDER SYSTEMS

A. Fractional Order Derivatives

There exist several definitions of the fractional order derivative. Among these the Grünwald-Letnikov definition, the Riemann-Liouville definition and the Caputo definition are used most frequently. For the purpose of this paper, we consider a definition involving a variable fractional order \( \alpha(t) \). One variation of the Grünwald-Letnikov definition for a variable fractional order derivative \( aD_t^{\alpha(t)} \) of an absolute continuous function \( f : \mathbb{R} \to \mathbb{R} \) of time \( t \) is given in [26] by

\[
aD_t^{\alpha(t)} f(t) = \lim_{T \to 0} T^{-\alpha(t)} \sum_{j=0}^{\lfloor \frac{T}{T} \rfloor} (-1)^{j} \binom{\alpha(t)}{j} f(t - jT) \tag{2}
\]

where \( a \) is the lower limit of the fractional operator, \( T \) is the sampling time and \( \lfloor * \rfloor \) denotes the floor function. This definition lends itself to an implementation on a computer due to its representation as a series. Note, that there exist other definitions for the fractional derivative of variable order [26]. Since the usage of other variations only barely influences the results [26], the additional computational effort of these variations is not justifiable.

B. Fractional Order State-Space Representations

The continuous-time fractional order state-space representation is similar to the integer-order case. Its state-space equations are given by

\[
aD_t^{\alpha(t)} x(t) = f(t, x(t), u(t)) + v(t) \tag{3}
\]

\[
y(t) = g(t, x(t), u(t)) + w(t) \tag{4}
\]

where \( u : \mathbb{R} \to \mathbb{R}^p, x : \mathbb{R} \to \mathbb{R}^n, v : \mathbb{R} \to \mathbb{R}^q, y : \mathbb{R} \to \mathbb{R}^q, w : \mathbb{R} \to \mathbb{R}^q \) are the inputs, the states, the system noise, the outputs and the measurement noise, respectively. \( f \) are the state functions and \( g \) are the output functions. The fractional order derivatives of the states are denoted by \( aD_t^{\alpha(t)} x(t) = (aD_t^{\alpha_1(t)} x_1(t), \ldots, aD_t^{\alpha_n(t)} x_n(t)) \). Assuming the Grünwald-Letnikov definition in (2), \( a = 0 \) and discrete evaluation times \( t = kT, k \in \mathbb{N} \), the left-hand side of (3) can be approximated according to [27] by

\[
aD_t^{\alpha(t)} x(kT) \approx T_k^{-1} \sum_{j=0}^{k+1} (-1)^{j} \sum_{j=0}^{k+1} \binom{\alpha_1(t)}{j} x((k+1-j)T) \tag{5}
\]

where \( T_k = \text{diag}(T^{\alpha_1,k}, \ldots, T^{\alpha_n,k}) \) and \( \sum_{j=0}^{k+1} \binom{\alpha_1(t)}{j} \sum_{j=0}^{k+1} \binom{\alpha_1(t)}{j} \). (6)

Based on this approximation the discrete-time variable fractional order state-space representation

\[
x_{k+1} = f_k(x_k, u_k) + v_k - \sum_{j=1}^{k+1} (-1)^{j} \sum_{j=0}^{k+1} \binom{\alpha_1(t)}{j} x((k+1-j)T) \tag{7}
\]

\[
y_k = g_k(x_k, u_k) + w_k \tag{8}
\]

results. For reasons of concise representation the explicit dependence on \( T_k \) has been suppressed since \( T_k \) can be included in \( f_k \) and \( v_k \) [27].

C. Initialization

It should be noted that the states of the introduced state-space representations are not states in the classical sense, as they do not allow computation of the system’s future behavior without complete knowledge of its past, up to the lower limit \( a \) of the fractional order differential operator [17], [28]. This follows from

\[
aD_t^{\alpha(t)} x(t) = \delta D_t^{\alpha(t)} x(t) + \Delta^{\alpha(t)}(t), \ \Delta^{\alpha(t)}(t) \neq 0 \tag{9}
\]

where \( \Delta^{\alpha(t)}(t) \) is the so-called initialization function and \( b > a \) [28]. Consequently one needs to consider this function in order to correctly initialize a fractional order state-space model at a time \( b \) different from the modeled system’s actual initial time \( a \). This function is given by components in [28] by

\[
\Delta^{\alpha_1(t)}(t) = \lim_{T \to 0} T^{-\alpha(t)} \sum_{j=1}^{k+1} (-1)^{j+1} \binom{\alpha_1(t)}{j} x_i(b - jT). \tag{10}
\]

Eq. (7) can be extended to include a sampled initialization function \( \Delta_{k}^{\alpha_k} \) by using \( t = kT \), (5) and (9) for the system description in (3)

\[
x_{k+1} = f_k(x_k, u_k) + v_k - \sum_{j=1}^{k+1} (-1)^{j} \sum_{j=0}^{k+1} \binom{\alpha_1(t)}{j} x((k+1-j)T) - \Delta_{k}^{\alpha_k} \tag{11}
\]

which initializes the state-space model. Since (5) is not exact, the initialization is also only approximate.

III. VARIABLE FRACTIONAL ORDER BATTERY MODEL

A. Motivation of Fractional Order Battery Models

Fractional order battery models can be motivated in several ways. On the one hand a derivation from basic electrochemical laws and properties as done in [6] is possible by using some simplifying assumptions. The resulting model is of fractional order and contains physically interpretable parameters, underlining the link of fractional order derivatives to physical phenomena in lithium-ion batteries. It is however, still very complex. On the other hand the use
of fractional order battery models can be justified by the superior approximation of a lithium-ion battery’s internal impedance which these models provide [8]. The internal impedance $Z$ of a linear fractional order RQ chain model consisting of an internal resistance $R_i$, a main capacitor $C_0$ and a chain of $N$ RQ circuits, i.e. $N$ RC circuits of non-integer order, is described in [9] by

$$Z(j\omega) = R_i + \frac{1}{j\omega C_0} + \sum_{m=1}^{N} \frac{R_m}{1 + (j\omega)^{\alpha_m}R_mQ_m}$$  \hspace{1cm} (12)$$

where $j$ is the imaginary unit, $\omega$ is the angular frequency, $R_m$ and $Q_m$ are the RQ circuits’ component values and $\alpha_m \in \mathbb{R}^+$ represent fractional orders of differentiation in the time domain. Note that by choosing $\alpha_m = 1$ one obtains an integer order RC circuit. Hence the RQ chain model in (12) is a generalization of the RC chain model featuring additional parameters $\alpha_m$. Due to these parameters the above-mentioned superior approximation is obtained. This results in a lower number of states compared to integer order battery models, or in increased accuracy (see [4], [5]).

B. Nonlinear Variable Fractional Order Battery Model

Fig. 2 shows the nonlinear RQ chain model employed in this work. It consists of a nonlinear capacitance $C_0$, an internal resistance $R_i$ and one RQ circuit, which is comprised of the resistance $R$ and the fractional order capacitance $Q$ of order $\alpha$. The voltage-charge characteristic of $C_0$ is given by the battery’s averaged charge and discharge OCV-SOC characteristics and is interpolated by a polynomial since the hysteresis can often be neglected for moderate and high temperatures for most lithium-ion battery types [3]. The parameters $R_i$, $R$, $Q$ and $\alpha$ are dependent on the SOC and are interpolated by a shape-preserving piecewise cubic function. The resulting model is then given by the SOC as in [1] by

$$\text{SOC}_{k+1} = \frac{100T}{Q_0}i_k + \text{SOC}_k + v_{\text{SOC},k}$$  \hspace{1cm} (13)$$

and by the voltages

$$u_{RQ,k+1} = \frac{T^\alpha(\text{SOC}_k)}{Q(\text{SOC}_k)} \left( i_k - \frac{u_{RQ,k}}{R(\text{SOC}_k)} \right) + v_{RQ,k} \hspace{1cm} (14)$$

$$u_k = \text{OCV}(\text{SOC}_k) + u_{RQ,k} + R_i(\text{SOC}_k) i_k + w_k$$  \hspace{1cm} (15)$$

where $u_{RQ,k}$ is defined as in Fig. 2, $i_k$ is the battery terminal current, $T$ is the sampling period and $Q_0$ is the battery’s rated charge. $v_{\text{SOC},k}$, $v_{RQ,k}$ and $w_k$ are additive white gaussian noises which consist of model and measurement errors and are, inter alia, used as tuning parameters for the filters. Note that above equations are of the form of the discrete-time fractional order state-space from Sec. II-B, the first state having integer order $\alpha = 1$.

The parameters of the nonlinear fractional order battery model for the lithium-ion polymer battery cell SLPB834374H from Kokam have been identified for one cell for several SOCs in intervals of 10%, using the distribution of relaxation times (DRT) and a complex nonlinear least-squares (CNLS) algorithm identically to [8]. The charge and discharge OCV-SOC characteristics were obtained by charging/discharging using a $C/40 = 50 \text{mA}$ constant current.

C. Battery Model Observability

Due to the battery model’s nonlinearity its observability is investigated using the implicit function theorem [29], [30]. The first two time steps of the model’s output sequence $u = (u_0, u_1)$ are calculated explicitly from an input sequence $i = (i_0, i_1)$ and the initial state $x_0 = (\text{SOC}_0, u_{RQ,0})$. Based on this a continuously differentiable function

$$q(i, u, x_0) = \left( \frac{u_0 - q_0(i, x_0)}{u_1 - q_1(i, x_0)} \right)$$  \hspace{1cm} (16)$$

is defined, where $u_0 = q_0(i, x_0)$ and $u_1 = q_1(i, x_0)$ are the calculated output values. The component functions are given by

$$q_0(i, x_0) = \text{OCV}(\text{SOC}_0) + u_{RQ,0} + R_i i_0$$  \hspace{1cm} (17)$$

using (15) and by

$$q_1(i, x_0) = \text{OCV} \left( \frac{100T}{Q_0} i_0 + \text{SOC}_0 \right) + \alpha(\text{SOC}_0) u_{RQ,0}$$
$$- \frac{T^\alpha(\text{SOC}_0)}{R(\text{SOC}_0)} u_{RQ,0} + \frac{T^\alpha(\text{SOC}_0)}{Q(\text{SOC}_0)} i_0$$
$$+ R_i \left( \frac{100T}{Q_0} i_0 + \text{SOC}_0 \right) i_1$$  \hspace{1cm} (18)$$

using (13) - (15). Then, by the implicit function theorem, if the derivative matrix

$$Q(i, u, x_0) = \frac{\partial q}{\partial x_0} (i, u, x_0)$$  \hspace{1cm} (19)$$

of $q(i, u, x_0)$ is invertible at a point $(\tilde{i}, \tilde{u}, \tilde{x})$ then there is a neighborhood $V$ of $(\tilde{i}, \tilde{u})$ and a neighborhood $U$ of $\tilde{x}$ such that for every $(i, u) \in V$ there exists exactly one $x_0 \in U$ satisfying $q(i, u, x_0) = 0$. That is, $x_0$ can be uniquely determined from measurements. It follows that if $Q(i, u, x_0)$ is invertible for some $i = (i_0, i_1)$ and all possible $x_0$ then the system is locally observable.
The condition number
\[ \zeta = \frac{\sigma_{max}\{Q(i, u, x_0)\}}{\sigma_{min}\{Q(i, u, x_0)\}} \] (20)
defined as the ratio of largest singular value \(\sigma_{max}\) to smallest singular value \(\sigma_{min}\) is a measure of the invertibility of \(Q(i, u, x_0)\), with large values indicating a nearly singular matrix. Therefore, a large condition number indicates that large state estimation errors can occur, due to the system potentially being unobservable. Numerically evaluating the condition number of the derivative matrix at several states and for input currents in the range from \(-3\) A to \(3\) A gives an observability map which is shown logarithmically in Fig. 3. From Fig. 3 it follows that the system is locally observable except in the range of 40\%-50\% SOC, where the above (sufficient) criterion fails to determine observability. Intuitively, this result is comprehensible due to the very flat OCV-SOC characteristic in this region (see Fig. 1). For battery chemistries with a steeper OCV-SOC characteristic the observability can be expected to improve.

IV. FRACTIONAL KALMAN FILTERS

A. Fractional Order Extended Kalman Filter

The fractional order extended Kalman filter (FEKF) [11], adapted for systems with feedthrough and time-varying fractional order, is defined by the prediction equations

\[ x_{k+1|k} = f_k(x_{k|k}, u_k) - \sum_{j=1}^{k+1} (-1)^j \Upsilon_{j,k} x_{k+1-j|k+1-j} \] (21)

\[ P_{x\|k|k+1} = (F_k + \Upsilon_{1,k}) P_{x\|k} (F_k + \Upsilon_{1,k})^\top + Q_k \] (22)

the update equations

\[ x_{k+1|k+1} = x_{k+1|k} + K_{k+1}(y_{k+1} - g_{k+1}(x_{k+1|k}, u_{k+1})) \] (23)

\[ P_{x\|k+1|k} = (I - K_{k+1}G_{k+1}) P_{x\|k+1|k} (I - K_{k+1}G_{k+1})^\top \] (24)

and the Kalman gain matrix

\[ K_{k+1} = P_{x\|k+1|k}G_{k+1}^\top \left( G_{k+1} P_{x\|k+1|k} G_{k+1}^\top + R_{k+1} \right)^{-1} \] (25)

where \(P_{x\|k+1|k}, P_{x\|k+1|k}, R_{k}, Q_{k}\) are the predicted/updated estimation error covariance matrices and the system and measurement noise covariance matrices, respectively. Matrices \(F_k\) and \(G_{k+1}\) are given by

\[ F_k = \frac{\partial f_k(x_{k|k}, u_k)}{\partial x_k} \mid_{x_k = x_{k|k}} \] (26)

\[ G_{k+1} = \frac{\partial g_{k+1}(x_{k+1|k}, u_{k+1})}{\partial x_{k+1}} \mid_{x_{k+1} = x_{k+1|k}} \] (27)

The FEKF is derived under the assumption, that the system states at different time steps are uncorrelated [11]. Nonlinearities are treated by linearization, which introduces an additional error. Due to these assumptions and approximations the FEKF is not a minimum mean square error (MMSE) optimal estimator. Nonetheless, in [11] it was shown that the FEKF can achieve satisfactory results.

B. Fractional Order Unscoped Kalman Filter

The fractional order unscrewed Kalman filter (FUKF) [15], again adapted for systems with feedthrough and time-varying fractional order, is defined by the prediction equations

\[ x_{k+1|k} = f_k(x_{k|k}, u_k) - \sum_{j=1}^{k+1} (-1)^j \Upsilon_{j,k} x_{k+1-j|k+1-j} \] (28)

\[ P_{x\|k|k+1} = P_{x\|k} f_k + \Upsilon_{1,k} P_{x\|k} f_k + \left( P_{x\|k} f_k \right)^\top \Upsilon_{1,k} \] (29)

the update equations

\[ x_{k+1|k+1} = x_{k+1|k} + K_{k+1}(y_{k+1} - g_{k+1}(x_{k+1|k}, u_{k+1})) \] (30)

\[ P_{x\|k+1|k} = P_{x\|k+1|k} - K_{k+1} \left( P_{x\|k+1} + R_{k+1} \right) K_{k+1}^\top \] (31)

and the Kalman gain matrix

\[ K_{k+1} = P_{x\|k+1|k} G_{k+1}^\top \left( G_{k+1} P_{x\|k+1|k} G_{k+1}^\top + R_{k+1} \right)^{-1} \] (32)

The unscrewed transformation is used to calculate \(f_{k+1|k}\) and \(g_{k+1|k}\), as well as \(P_{x\|k+1|k}, P_{x\|k+1|k}, P_{x\|k+1|k}\) and \(P_{x\|k+1|k}\). To this end deterministic samples are generated

\[ \chi_i = \begin{cases} x_{k|k} & i = 0 \\ x_{k|k} + \sqrt{\nu - \kappa} P_{x\|k+1|k} & i = 1 \ldots n \\ x_{k|k} - \sqrt{\nu - \kappa} P_{x\|k+1|k} & i = n + 1 \ldots 2n \end{cases} \] (33)
\[
\psi_i = \begin{cases} 
  x_{k+1|k} i = 0 \\
  x_{k+1|k} + \left( \sqrt{(n + \kappa) P_{x|x|k+1|k}} \right) i = 1 \ldots n \\
  x_{k+1|k} - \left( \sqrt{(n + \kappa) P_{x|x|k+1|k}} \right) i = n + 1 \ldots 2n 
\end{cases} 
\]

(34)

where \( n \) is the state-space’s dimension and \( \kappa \) is a tuning parameter determining sample spread. Based on the samples \( \chi_i \) and \( \psi_i \) the unknowns are calculated as follows:

\[
f_{k+1|k} = \sum_{i=0}^{2n} w_i f_k (\chi_i, u_k) 
\]

(35)

\[
P_{ff}^{k+1|k} = \sum_{i=0}^{2n} \left[ w_i \left( f_k (\chi_i, u_k) - f_{k+1|k} \right) \right]^\top \left( f_k (\chi_i, u_k) - f_{k+1|k} \right) 
\]

(36)

\[
P_{gg}^{k+1|k} = \sum_{i=0}^{2n} \left[ w_i \left( \psi_i - \chi_{k+1|k} \right) \right]^\top \left( \psi_i - \chi_{k+1|k} \right) 
\]

(37)

\[
P_{yg}^{k+1|k} = \sum_{i=0}^{2n} \left[ w_i \left( \psi_i - \chi_{k+1|k} \right) \right]^\top \left( \psi_i - \chi_{k+1|k} \right) 
\]

(38)

As with the FEKF it is assumed that the system states at different time steps are uncorrelated, resulting in a suboptimal estimator. By using the unscented transformation instead of linearization a better approximation of the system’s nonlinearities can be achieved and linearization errors can be reduced [31].

D. Initialization

In accord with Sec. II-C the FEKF and FUKF can be adapted to incorporate the initialization function \( \Delta_k^{\alpha_k} \). As a matter of fact, only the state prediction equations need to be modified. This results in the following equation for the FEKF

\[
x_{k+1|k} = f_k (x_{k|k}, u_k) - \sum_{j=1}^{k+1} (-1)^j \Upsilon_j x_{k+1-j|k+1-j} - \Delta_k^{\alpha_k} 
\]

(42)

and

\[
x_{k+1|k} = f_k (x_{k+1|k}) - \sum_{j=1}^{k+1} (-1)^j \Upsilon_j x_{k+1-j|k+1-j} - \Delta_k^{\alpha_k} 
\]

(43)

for the FUKF, where all symbols are defined as before.

V. MEASUREMENTS

In order to validate the nonlinear fractional order battery model and the fractional order Kalman filters, voltage and current measurements of a battery cell SLPB834374H from Kokam were taken using the setup shown in Fig. 4. The setup contains a DS2004 A/D-board from dSpace, a BOP20-20M current source from Kepco and a highly accurate (max. 0.12% current measurement error) 34410A multimeter from Agilent Technologies. Note that we use two different amperemeters for comparison reasons which is explained later in Sec. VI-B. The battery was loaded according to the current profile shown in Fig. 5 and both, current and terminal voltage, were measured. The sampling periods were chosen to be 0.1 s for the DS2004 A/D-board and 0.01 s for the 34410A multimeter. Before applying the current profile to the battery an initial OCV measurement was taken in order to determine the initial SOC using the OCV-SOC relation.

VI. RESULTS AND DISCUSSION

A. Validation of the Battery Model in Time-Domain

Based on the proposed battery model and the validation current profile shown in Fig. 5, simulations were conducted.
The results were validated using the terminal voltage measurements from Sec. V. The initial values of the simulations were set to

\[ \mathbf{x}_0 = \begin{pmatrix} 100 \% \\ 0 \text{V} \end{pmatrix} \]  \hspace{1cm} (44)

where the initial SOC was determined using the initial OCV measurement described in Sec. V. Fig. 6 shows simulated and measured battery voltage in comparison using a memory length of \( L = 1000 \) and a simulation stepsize of \( T = 0.1 \text{s} \). Root-mean-square error (RMSE) and maximum absolute error (MAE) are shown in Tab. I for several memory lengths. The results demonstrate that for large memory lengths the battery model is very accurate, achieving a RMSE of 0.0204 V for \( L = 1000 \). Even for lower memory lengths the results are satisfactory. For all cases, the maximum error is attained at the end of the simulation. The reason is that for the terminal voltage measurement described in Sec. V the initial OCV was taken but both filters FEKF and FUKF use wrong initial values: 

\[
\text{SOC} = 40 \%
\]

below this threshold their estimation error of the SOC for \( \text{SOC} > 40 \% \) is given which is the upper left element of \( \mathbf{P} \).

The resulting RMSE of the algorithms is also shown in Tab. II. It can be seen that both filters can handle the wrong starting SOC, resulting only in a slightly higher RMSE compared to the correctly initialized filters.

### TABLE I

<table>
<thead>
<tr>
<th>L</th>
<th>RMSE (V)</th>
<th>MAE (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.0390</td>
<td>0.1121</td>
</tr>
<tr>
<td>100</td>
<td>0.0279</td>
<td>0.0950</td>
</tr>
<tr>
<td>250</td>
<td>0.0218</td>
<td>0.0830</td>
</tr>
<tr>
<td>1000</td>
<td>0.0204</td>
<td>0.0701</td>
</tr>
</tbody>
</table>

#### B. Validation of Fractional Order Kalman Filters

The measurements from Sec. V were used to validate the FEKF and FUKF and to generate a SOC reference by coulomb counting. The fractional order Kalman filters received measurement data from the DS2004 A/D-board, whereas the coulomb counting algorithm used measurement data provided by the highly accurate Agilent 34410A ammeter. The coulomb counting algorithm was initialized using (44). The FEKF’s and FUKF’s initial estimation error covariance matrices as well as the system noise covariance matrices were determined by trial and error and were set to

\[
P_{0|0} = \begin{pmatrix} 1 \%^2 & 0 \\ 0 & 10 \text{V}^2 \end{pmatrix}
\]

\[Q_{FEKF} = Q_{FUKF} = \begin{pmatrix} 10^{-5} \%^2 & 0 \\ 0 & 8 \times 10^{-5} \text{V}^2 \end{pmatrix}.
\]

The measurement noise covariance matrices were computed from voltage measurements in steady state:

\[
R_{FEKF} = R_{FUKF} = 2.8391 \times 10^{-8} \text{V}^2.
\]

A tuning parameter \( \kappa = 1 \) was selected for the FUKF. First, the correct initial values for FEKF and FUKF as in (44)

\[
x_{0|0} = \begin{pmatrix} 100 \% \\ 0 \text{V} \end{pmatrix}
\]

according to the initial OCV measurement from Sec. V has been chosen. Fig. 7 shows the estimated SOC in comparison to the reference for a memory length of \( L = 250 \). The estimation error’s dependence on the memory length is outlined in Tab. II. Both the FEKF and the FUKF provide good estimates of the SOC for \( \text{SOC} > 40 \% \). Below this threshold their estimates exhibit deviations from the reference. This is caused by the flat OCV-SOC characteristic around \( \text{SOC} = 40 \% \) (see Fig. 1) which causes poor observability as discussed in Sec. III-C. In Fig. 7 also the estimation error covariance of the SOC is given which is the upper left element of \( \mathbf{P}_{k|k} \).

It can be seen that the uncertainty of the filters is consistent with the actual errors and the poor observability. The FUKF exhibits only a slightly better estimation performance compared to the FEKF. The RMSE and the MAE of both algorithms can be reduced significantly, at the cost of additional computational expense by increasing the memory length \( L \) (see Tab. II).

In a second approach, the same measurement data have been taken but both filters FEKF and FUKF use wrong initial values:

\[
x_{0|0} = \begin{pmatrix} 90 \% \\ 0 \text{V} \end{pmatrix}
\]

The resulting RMSE of the algorithms is also shown in Tab. II. It can be seen that both filters can handle the wrong starting SOC, resulting only in a slightly higher RMSE compared to the correctly initialized filters.

#### C. Influence of an Initialization Function

The effect of an initialization function on the state estimation was examined using a simulation of the step-shaped current profile in Fig. 8. The estimation algorithms were...
start the current step at $t_0 = 1800\, \text{s}$, in order to obtain an initialized fractional order battery model. The simulations’ initial values were set to $\text{SOC}_0 = 30\%$ and $u_{RQ,0} = 0\, \text{V}$. A memory length of $L = 1000$ was chosen to get an accurate simulation. After a simulated time of $t_0 = 1800\, \text{s}$ the state SOC $= 82.361\%$ and $u_{RQ} = 0.089\, \text{V}$ was reached. The initialization function is calculated using (10) with $a = 0$, $b = t_0$, $T = 0.1\, \text{s}$ resulting in $\Delta^\alpha_{\text{SOC}} = 0$ and

$$\Delta^\alpha_{\text{RQ}} = T^{-\alpha_k} \sum_{j=1}^{18000} (-1)^{j+k} \binom{\alpha_k}{j+k-18000} u_{RQ,18000-j}. \tag{50}$$

The FEKF and FUKF were initialized using

$$x_{0|0} = \begin{pmatrix} 82.361\% \\ 0.089 \, \text{V} \end{pmatrix}, \tag{51}$$

$$P_{0|0} = \begin{pmatrix} 10^{-6}\%^2 & 0 \\ 0 & 10^{-6}\text{V}^2 \end{pmatrix} \tag{52}$$

and the measurement and system noise covariance matrices were chosen identically to VI-B. A memory length of $L = 1000$ was employed. Note that the covariance $P_{0|0}$ in (52) has been chosen significantly smaller than the covariance before in (45). Also note that the filters without initialization use (21) and (28) for the prediction as before, and the filters with initialization use (42) and (43), respectively. Fig. 9 shows the results of the state estimation using the FEKF and FUKF with and without initialization function. It can be seen that the initialization function has negligible influence on the estimation results. The reason for this is the dominating influence of the noise covariance matrices and the estimation error covariance matrix $P_{k|k}$ even though we chose a clearly smaller initial covariance $P_{0|0}$ in (52). In addition to that, the resulting estimation error in this example is at all times in all cases smaller than 0.04 percentage points which is insignificant, especially considering increased noises and that one does not know the exact initial SOC in practice. Therefore, the initialization function can be disregarded without any problems for this application example.

### VII. CONCLUSIONS

In this paper two SOC estimation methods based on the FEKF and FUKF and a nonlinear variable fractional order battery model have been proposed and compared. Since the FEKF and the FUKF differ only in the prediction step from its integer order equivalents, the additional calculation power and memory demand of the fractional calculus is confined to the calculation of the sum induced by the Grünwald-Letnikov definition in dependency on the memory length $L$. 

Fig. 8. Current step profile for the simulation of an initialized battery

Fig. 9. SOC estimates of the simulation with and without initialization function
The battery model has been shown to be locally observable except for a region with flat OCV-SOC characteristic. The SOC estimators and the battery model have been validated by measurements. The results show that both methods produce very accurate SOC estimates except where the OCV-SOC characteristic is flat which matches with the observability analysis. The estimates in this region are less accurate but still acceptable. The overall estimation performance of both proposed methods is nearly identical, because the considered nonlinearities are weak and linearization errors are negligible. Nevertheless, for more complex models which consider temperature- and current-dependencies it is expected that the FUKF provides better results.

Moreover, it could be seen that the influence of an initialization function is negligible compared to the impact of noises and covariance matrices, especially considering that prior knowledge about the initial states and the initialization function of the system is normally unknown.
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