
Determining the Mass Composition of
Ultra-high Energy Cosmic Rays Using Air

Shower Universality

Zur Erlangung des akademischen Grades eines

Doktors der Naturwissenschaften
an der Fakultät für Physik des

Karlsruher Instituts für Technologie (KIT)

genehmigte

Dissertation

von

M.Sc. Appl. Phys. Ariel Bridgeman
aus Aurora, Colorado

Tag der mündlichen Prüfung: 25. Mai 2018

Referent: Prof. Dr. Dr. h.c. Johannes Blümer

Korreferent: Prof. Dr. Ulrich Husemann

Betreuer: Dr. Markus Roth

24. August 2018



ii



Abstract

Ultra-high energy cosmic rays are accelerated via the most energetic and powerful processes
in the Universe. For over a hundred years, the study of these particles has elicited great
interest. While our knowledge and theoretical models have vastly improved over the last
century, the exact sites at which and physical mechanisms by which the acceleration of these
charged nuclei occurs remain elusive. In order to elucidate their origins, it is critical for us
to better understand the energy spectrum and mass composition of cosmic rays. By doing
so, we can come to more fully understand the astrophysical conditions needed to accelerate
them and the interactions by which they are affected by during their propagation to Earth.
Human-made accelerators and low-energy cosmic ray experiments provide insight into
proposed acceleration and propagation models. Nevertheless, the most energetic ultra-high
energy cosmic rays have a flux of around 1 particle per km2 per century at an energy of
around 1020 eV. This energy is roughly a factor of one hundred more energetic than the
center-of-mass energies attainable at the Large Hadron Collider (and over a factor of a
thousand more energetic than the energies at which the charge and nuclear mass of a
cosmic ray may be directly measured). While models from the Large Hadron Collider may
be extrapolated to the highest energies, it is critical that large-scale detectors be used to
measure the macroscopic properties of cosmic rays.

The Pierre Auger Observatory (Auger), located in the Argentine Province of Mendoza, is
the largest ultra-high energy cosmic ray detector, extending over 3000 km2. As an ultra-high
energy cosmic ray traverses Earth’s atmosphere, it will interact with the atmospheric nuclei
to generate electromagnetic and hadronic cascades, which will continue to develop until the
remaining energy of a constituent particle is too small for further particle generation. Thus,
the Auger observatory uses the atmosphere as a calorimeter to measure the development of
an air shower cascade. The fluorescence detector measures the fluorescence light induced
by the interacting cascades (the longitudinal profile), and the surface detector samples
the footprint of the shower at the ground level (the lateral distribution). The depth at
which the cascade is fully developed may be determined from the longitudinal profile,
which is used to infer the primary mass. Due to its sensitivity to ambient light, the duty
cycle, however, of the fluorescence detector is limited to around 15 %, whereas the surface
detector is active around 100 % of the time. Thus, in order to measure enough events to test
astrophysical scenarios at the highest energy, the reconstruction of the surface detector must
be augmented to be able to infer the primary mass, which is not directly accessible from
the lateral distribution. This is possible with the air shower universality approach. Within
this method, the unique timing and signal distributions of different particle components
in the cosmic-ray-induced cascade are exploited to describe air showers as a function of
their primary energy, mass, and geometry. The universality approach is easily extendable
to other detector types and is of essential importance for the upgrade of Auger and future
analyses.

The major focus of this work is to determine the mass composition derived with the
universality approach. The results found are compatible with those found by the fluores-
cence detector and provide insight into the mass composition above 1019.5 eV. At the highest
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energies, the mass composition determined using the universality approach trends towards
a lighter composition, which is a promising signal for point-source anisotropy. To achieve
these results, a new reconstruction procedure was developed which exhibits minimal depen-
dence on the arrival direction, has an efficiency across all energies of more than 90 %, and
fully includes correlations between the reconstructed physics observables. Reconstructed
air shower simulations using contemporary hadronic interaction models were individually
studied and compared. Similarities and differences between reconstructed simulations and
data are highlighted throughout this work. The methods developed in this work are of
great interest for the data analysis of the forthcoming upgrade to Auger (AugerPrime).



Acronyms

This is a list of acronyms used within this work sorted alphabetically according to the short
version.

ADST Advanced Data Summary Tree

AERA Auger Engineering Radio Array

AGASA Akeno Giant Air Shower Array

AMIGA Auger Muon Detectors for the Infill Ground Array

Auger Pierre Auger Observatory

CDAS Central Data Acquisition System

CIC Constant Intensity Cut

c.d.f. cumulative distribution function

CLF Central Laser Facility

CMB Cosmic Microwave Background

CR cosmic ray

EAS extensive air shower

FADC flash analog to digital converter

FD Fluorescence Detector

FoV field of view

GDAS Global Data Assimilation System

GPS Global Positioning System

GZK Greisen–Zatsepin–Kuzmin

HEAT High Elevation Auger Telescopes

HiRes High Resolution Fly’s Eye

ICRC International Cosmic Ray Conference

IR infrared

KASCADE Karlsruhe Shower Core and Array Detector

KSETA Karlsruhe School of Elementary Particle and Astroparticle Physics: Science
and Technology

LDF lateral distribution function
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LHC Large Hadron Collider

LL Los Leones

LM Los Morados

MAD median absolute deviation

MD Muon Detector

MoPS multiplicity of positive steps

NKG Nishimura-Kamata-Greisen

p.d.f. probability density function

PE photoelectron

PMT photo-multiplier tube

RD Radio Detector

SD Surface Detector

SD-1500 SD array with 1500 m spacing

SD-750 SD array with 750 m spacing

SSD Scintillator Surface Detector

TA Telescope Array

ToT time-over-threshold trigger

ToTd time-over-threshold deconvoluted trigger

UHECR ultra-high energy cosmic ray

VAOD vertical aerosol optical depth

VCT vertical centered through-going

VEM vertical-equivalent muon

WCD water-Cherenkov detector

XLF Extreme Laser Facility
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1
Introduction

1.1 Cosmic rays

Cosmic rays (CRs) have been studied at various energies for over a century. These subatomic,
charged nuclei not only elicit interest due to their high energy hadronic interactions but also
because they provide insight into the evolution and structure of the universe. Arriving from
galactic and extragalactic sources, CRs interact with Earth’s atmosphere to yield extensive
air showers. From the measurement of a cosmic ray-induced air shower, it is possible
to reconstruct the energy of the bombarding primary particle. The energy spectrum of
particles extends up to 1020 eV and follows a steep power law. On a macroscopic level,
this kinetic energy is roughly equivalent to the speed of a tennis ball when served; when
compared to the highest energy man-made experiment, the Large Hadron Collider (LHC),
the highest energy CRs are over four orders of magnitude more energetic than the protons
accelerated to ~7 TeV. Around an energy of 1016 eV, the rate of CR is 1 particle per m2 per
year, whereas the rate for ultra-high energy cosmic rays (UHECRs) is 1 particle per km2 per
century.

The composition of CRs ranges from hydrogen to uranium nuclei; the relative propor-
tion of nuclei species changes as a function of energy. As the magnetic deflection of a
nucleus is proportional to its charge, the lightest nuclei are deflected less by the galactic
and extragalactic fields. However, at the highest energies, one must also take into account
propagation effects –such as the interaction with the Cosmic Microwave Background (CMB).

Due to the deflection of charged nuclei, the arrival directions of CRs is observed as
isotropic. However, at the highest energies where there is a lower rate of CRs and potentially
an exhaustion of sources, it is generally believed that an underlying anisotropy will be
present. Taking into account the charge-based deflections is essential for the identification
of sources. Possible sources include shock fronts of supernova remnants, active galactic
nuclei, and gamma-ray bursts.

1.1.1 Historical overview

Before the start of the 20th century, Henri Becquerel discovered spontaneous radioactivity.
Through further study of this phenomena, ionizing radiation was found present in the
atmosphere of the Earth. The popular explanation was that the Earth itself was the source
of the ionizing radiation. Motivated by the efforts of Domenico Pacini and other physicists
to confirm or disprove this theory, Victor Hess measured the ionizing radiation as a function

1



2 CHAPTER 1. INTRODUCTION

of altitude using electroscopes in hot air balloons [1, 2]. His results showed that the level of
radiation decreased up to around 1 km and then increased as he approached his terminal
height of 5.3 km. He concluded that there were extraterrestrial sources of radiation. Upon
further verification from other physicists, Hess’ discovery of CRs led him to receive the
Nobel Prize in 1936.

Follow-up experiments sought to establish the composition of CRs. In 1927, Jacob Clay
found that the CR intensity varied with latitude — a phenomenon associated with the
deflection of charged particles by the geomagnetic field [3]. Further studies established
that the deflected primary CRs are almost always positively-charged particles, with the
composition dominated by protons [4].

Through the various studies of CRs, it was noted by several physicists that separated de-
tectors had near-simultaneous measurements more often than the expected accidental rate
[4]. In 1937, Pierre Auger investigated this phenomenon and concluded that high-energy
primary CRs interact with the nuclei of the air in the atmosphere to initiate cascades of
secondary interactions [5]. In 1954, Walter Heitler formulated a first theoretical description
of an extensive air shower [6, 7], which is discussed in Section 1.1.2.

To better study CRs, large detector arrays have been built since the mid-1940s. In the
1960s, the then largest CR detector was the array of the Massachusetts Institute of Technol-
ogy’s group at Volcano Ranch, New Mexico. Their 20 stations equipped with scintillator
counters were the first to measure a particle at 1020 eV [8]. This milestone necessitated new
and larger experiments to answer questions at the highest energies [9].

In 1966, Kenneth Greisen, Vadim Kuzmin, and Georgiy Zatsepin theorized the upper
limit on the energy of cosmic rays coming from distant sources. Known as the
Greisen–Zatsepin–Kuzmin (GZK) cut-off, this theory predicted that UHECRs would interact
with photons of the CMB and lose a significant amount of their energy over great distances.
Protons would lose energy via pion production, whereas heavier nuclei would lose energy
via photo-disintegration. Using protons to establish their limits, they found that CRs with
energies above 5×1019 eV would experience these interactions, leading to a suppression at
the end of the energy spectrum. Thus, UHECRs that we measure must mostly originate
within ≈ 100 Mpc of Earth with minimal contributions from sources further away [9, 10].

The Haverah Park experiment in North Yorkshire deployed the first array of water-
Cherenkov detectors (WCDs); their 12 km2 array measured UHECRs for about 20 years [11].
The first evidence for the flux suppression was found by the High Resolution Fly’s Eye
(HiRes) collaboration using fluorescence telescopes [12, 13]. The Akeno Giant Air Shower
Array (AGASA), which used WCDs, could not confirm these findings [14]. To solve the
contention, a greater number of events1 and better detector techniques were needed, leading
to the proposal and development of the Pierre Auger Observatory (Auger). Through more
than 13 years of data collection, Auger has shown that the flux suppression exists, yet, as to
whether this is due to the GZK cut-off or merely from the diminishing acceleration power
of sources remains unclear2. This is further addressed in the following sections.

Throughout this time period, the study of cosmic rays led to the discovery of the
positron, muon, charged pions, various hadrons and mesons, and the first so-called ’strange
particles‘ [4]. CRs continue to provide insight into high-energy physics which cannot yet
be probed by man-made accelerators.

1While AGASA and HiRes could measure events up to 1020 eV, the number of UHECRs in a year that
could be observed at these sites was greatly limited. AGASA covered an area of 100 km2. HiRes, due to its
fluorescence telescopes, could only take data on clear, moonless nights. In contrast, the hybrid detector of the
Pierre Auger Observatory has an area of 3000 km2 of WCDs which are overlooked by fluorescence telescopes.

2The top-down models where UHECRs originate from the decay of massive particles originating from the
early Universe are already strongly disfavored with the current upper limits of the photon and neutrino fluxes
([15] and references therein).
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Figure 1.1: Illustration of the components of an EAS. The development of a cosmic ray air
shower and the relative branching ratios are described in the text (adapted from [17]).

1.1.2 Extensive Air Showers

Arriving from galactic and extragalactic sources, CRs enter and interact with Earth’s atmo-
sphere to produce secondary particles. Provided that each secondary particle has sufficient
energy, it too will interact with the atmospheric nuclei to yield further particles. This process
continues to repeat, creating what is known as an extensive air shower (EAS).

In each of these interactions, roughly half of the original energy is distributed among
the generated hadrons. Mostly, light mesons —such as pions (about 90 %) and kaons (about
10 %)— are created, whereas baryons are rarely produced [16]. Around a third of the pions
created in the first interaction are neutral; these almost immediately decay into two high
energy photons. In contrast, the charged pions and kaons have longer lifetimes and usually
produce more particles in successive hadronic interactions with the atmospheric nuclei or
decay into muons.

The development of an air shower may be described with three particle components
(depicted in Fig. 1.1):

� Dominating at the start of an EAS, the hadronic component contains nuclear frag-
ments and long-lived charged pions and kaons. For each hadronic generation, roughly
a third of the energy is transferred to the electromagnetic component, feeding new
electromagnetic sub-showers.

� Carrying 98 % of the shower’s energy, the electromagnetic component is comprised
of (e±, γ). π0-decays mostly feed this cascade.

� When the charged pions decay —generally near the end of the hadronic cascade, they
decay into muons (µ±) and muon neutrinos. This gives rise to the muonic component,
which propagates toward the ground with a low probability of interaction.

A brief discussion of these components based on the Heitler (or cascade) model follows
[6, 7]. To note, in air shower universality, the components describing an EAS are defined
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based on their unique signal and timing properties. A more detailed overview of the particle
components used in the air shower universality analyses is given in Section 3.1.2.

1.1.2.1 Electromagnetic component

As portrayed in the rightmost cascade of Fig. 1.1, the development of the electromagnetic
component may be described with two physical processes. In what is known as pair pro-
duction, photons create e+e− pairs when interacting with a nucleus. In turn, the e± are
decelerated when deflected by the magnetic field of a nucleus, and the lost kinetic energy is
converted into a photon in the process known as bremsstrahlung. This interaction roughly
occurs after one splitting length d = ln(2)λr, where λr ≈ 37 g cm−2 is the electromagnetic
radiation length in air.

Extending this simplified description further, the Heitler model assumes that the particle
number is doubled with each interaction and that the energy is shared equally among the
particles. Thus, after n steps, the shower consists of 2n particles. This process will continue
until the energy of an individual particle drops below a critical energy (in air Ee

c ≈ 85 MeV).
Below this critical energy, electrons begin to lose more energy in collisions than in radiative
processes and are thus absorbed by the atmosphere. A portion of this transferred energy is
released in isotropically-emitted fluorescence light. See Section 1.2.2 for an overview of how
Auger measures this light to recover/reconstruct macroscopic information of the primary
CR.

Of course, this simplified model is not completely accurate. In most cases, an e± will
not deposit exactly half of its energy into a single bremsstrahlung photon. Nevertheless,
the simple model encapsulates the following facts:

� The total number of electromagnetic particles is proportional to the primary energy.

� The atmospheric depth of maximum shower development is logarithmically propor-
tional to E0.

The electromagnetic component may also be treated quantitatively using the cascade equa-
tions [7, 18].

1.1.2.2 Hadronic component

The hadronic component derives from the production of hadrons, nuclear deexcitation,
and pion and muon decays. It is thus composed of soft processes with small momentum
transfers, which cannot be calculated with quantum chromodynamics. It is, however, pos-
sible to extend the electromagnetic Heitler model to qualitatively describe the hadronic
development of a proton-induced air shower. Through superposition, this model may be
extended to describe heavier nuclei; the shower of a nucleus with atomic number A and
total energy E is described as A showers induced by protons with energies E/A.

Like the electromagnetic cascade, the hadronic one continues to develop until the in-
dividual pions have less energy than the critical energy; this is where the decay length of
the pion is less than the distance to the next interaction. This critical energy scales with
atmospheric density, and typical values for air showers are 20 to 30 GeV. At this stage
of development, as depicted in the leftmost cascade of Fig. 1.1, charged pions decay into
muons and neutrinos. The number of generations to reach this energy is around four to
seven for air showers [19]. Due to their difficult-to-observe nature, the neutrinos created
in these reactions are part of the invisible energy and are estimated from simulations to
contain about 5 % of the total energy.
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Further knowledge of the hadronic component is gained with air shower simulations,
which are based on the extrapolated cross-sections from proton-proton collisions at the
LHC and fixed-target proton-nucleus experiments (e.g. CASTOR, NA61). The leading soft-
ware for generating simulations of air showers is Corsika [20]. This program provides a
structured interface in which low- (e.g up to around 100 GeV: FLUKA [21], GHEISHA [22])
and high-energy (e.g. QGSJet-II.04 [23], Epos-LHC [24], and Sibyll-2.3 [25]) hadronic
interaction models are used to generate air showers induced by protons, nuclei, photons,
or many other types of particles. The main difference between these hadronic interaction
models is which chromodynamic theory is used for the extrapolation (e.g. Gribov-Regge
theory, mini-jet models, etc.). As the LHC and other particle physics experiments are up-
graded to accelerate particles to even higher energies, these models can be tested and tuned
to provide results that will, ultimately, better agree with the measurements of UHECRs
and describe the physical interactions and phenomena observed immediately after the Big
Bang.

1.1.3 Macroscopic characteristics

The three main observables studied to determine the nature of cosmic rays are their energy
spectrum, mass composition, and arrival directions. The chemical composition of air show-
ers is useful for understanding the features in the energy spectrum, helping to discover the
sources of CRs, and elucidating the origin of the flux suppression at the highest energies.
As UHECRs are studied by observing the atmospheric showers they produce, their compo-
sition is thus inferred from measurements such as the depth of the shower maximum Xmax
and the number of muons Nµ generated by an EAS. With Auger, we are able to measure the
Xmax with fluorescence telescopes and the Nµ with ground-level WCD and underground
muon counters, as discussed further in Section 1.2. The muon measurement also provides
insight into hadronic interactions, which are currently extrapolated from data of the LHC.

1.1.3.1 Energy spectrum

As shown in Fig. 1.2, the cosmic ray energy spectrum extends over more than ten orders
of magnitude in energy. It is well described by a steeply falling power law. Through the
flux measurements made by the various experiments, four distinct spectral features became
evident.

The first steepening of the spectrum —known as the knee— occurs at around 3×1015 eV
. The Karlsruhe Shower Core and Array Detector (KASCADE) experiment has shown that this
observation corresponds to a loss of light elements in the all-particle flux [26, 27]. Around
8×1016 eV, a less pronounced steepening of the spectrum is observed. Dubbed the second
knee, this feature can be attributed to an extinguishing heavy component in the flux [28].
’Knees’ for intermediate masses are found through detailed analyses, yet the overall flux
adds up such that these are not visible in the all-particle spectrum.

While the knees in the spectrum are understood as features of the flux of galactic
CRs, the ankle at 5×1018 eV is a feature attributed to the transition of the galactic to the
extragalactic component. Three scenarios are used to describe the ankle:

1. The pair production dip scenario, shown in Fig. 1.3a, claims that the flux of extra-
galactic protons is already dominant at energies below the ankle. However, this flux is
suppressed due to e+e− pair-production processes with photons from the CMB [29].
In this scenario, the galactic flux of iron must quickly drop, and the proton fraction
must be greater than 80 %.
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Figure 1.2: Measurements of the flux of CRs from various experiments. The flux is scaled by
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Figure 1.3: Visualization of the (a) pair production dip [29] and (b) mixed composition [31]
scenarios that describe the ankle feature.
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(b) Prediction of the average logarithmic mass and its fluctuations. A comparison to recent
Auger results from [33] is given. Statistical uncertainties of the measurement are represented
with error bars, while systematic uncertainties are depicted with boxes [32].

2. Depicted in Fig. 1.3b, the mixed-composition scenario predicts that the galactic com-
ponent dominates before the ankle and that the transition to extragalactic particles
occurs at the ankle [31].

3. A more recent model based upon the photo-disintegration of UHECRs at the sources
offers an alternate explanation for the ankle as well as the flux suppression. At
energies below the ankle, heavier injected nuclei are disintegrated at their sources as
their escape times are larger than their interaction time; thus, the flux in this region
is dominated by protons originating from higher energy nuclei. Above the ankle, an
increasingly larger fraction of heavy nuclei can escape before interacting. Coupled
with realistic assumption on the magnetic and photon fields of sources, this model
is able to reproduce the spectrum and mass composition of UHECRs as measured
with Auger as shown in Fig. 1.4. For more details on this model and the inherent
assumptions, see [32].

As previously mentioned, the flux at the highest energies is suppressed above 3×1019 eV. In
part, this suppression can be attributed to the GZK effect. As protons with energies above
5×1019 eV propagate, they interact with photons from the CMB leading to a ∆-resonance:

γCMB + p→∆+ → p + π0 ,
γCMB + p→∆+ → n + π+ .

Around 20 % of the energy of the primary proton is lost with each interaction. Taking
into account the mean free path of this interaction, extragalactic protons with energies
above this threshold must originate from within ≈ 100 Mpc of Earth. In Fig. 1.10a, the
energy loss as a function of distance is shown for protons. Heavier nuclei are affected
by photo-disintegration processes, leading to similar energy losses. Nevertheless, the flux
suppression might merely be experimental evidence of the maximum energy attainable
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by cosmic accelerators. As discussed in relation to the ’knees’, we would, thus, expect
charge-dependent cut-offs for the different extragalactic components. In Fig. 1.5, Auger
data is described with such a charge-dependent mixed model, where the maximum energy
is defined as Emax = Z × 1018.7 eV. In contrast, Telescope Array (TA) data is fit to a pure
proton model with the GZK suppression taken into account [34]. To elucidate the physical
composition and the main propagation effect, further determination of the mass compo-
sition of UHECRs is necessary. Both, the current Auger results described in Section 1.2.7
and the results derived in Chapter 5 strongly disfavor a pure proton scenario at the highest
energies.

1.1.3.2 Mass composition

While there are several empirical and physical observables associated with determining
the mass composition, we will restrict our focus here to the depth of the shower maximum.
As an EAS develops, sub-showers of particles are generated until the critical energy of
an individual particle is reached. At this point, the interaction probability is less than the
probability of the particle decaying, losing energy, or being absorbed by the atmosphere.
After this stage of the shower development, an EAS diminishes. The point along the shower
axis where the energy deposit is maximal is known as the depth of shower maximum Xmax.
Most of the energy of an air shower is carried by the electromagnetic component, which
can be described as a function of traversed air density or grammage:

X =
∫ ∞

z
ρ(r(z′))dz′ .
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Figure 1.6: The longitudinal profiles of different particle components from a Corsika simula-
tion of a proton-induced air shower with a primary energy of 1019 eV [38].

Extending the Heitler model presented in Section 1.1.2, it follows that the depth of maxi-
mum development of an iron shower with energy E will be higher in the atmosphere than
the one of a proton shower with identical energy E. Thus, Xmax is used to discriminate par-
ticles by their primary mass. A generalized superposition model describing the relationship
of the mean Xmax with respect to energy E and primary mass A is [39]:

〈Xmax〉 = X0 + D lg
(

E
E0A

)
+ ξ ln A + δ ln A lg

(
E
E0

)
,

where X0 is the mean depth of proton showers at an energy of E0 and D is the elongation
rate —the change of 〈Xmax〉 per decade in energy, and ξ and δ encapsulate deviations from
the ideal superposition model. The dispersion of Xmax is expected to be only influenced by
shower-to-shower fluctuations:

σ2(Xmax) = σ2
sh(ln A) . (1.1)

The longitudinal profiles for the different particle components of a proton Corsika sim-
ulation are depicted in Fig. 1.6. The measured average depth of the shower maximum
development Xmax is shown in Fig. 1.7.

1.1.3.3 Arrival directions

In considering the energy spectrum shown in Fig. 1.2, we have discussed the transition
from galactic to extragalactic sources. In the region of flux suppression, 1 particle per km2

per century and an exhaustion of sources is expected. Possible sources of UHECRs are
summarized in the Hillas plot in Fig. 1.8. For a given source with an accelerating system
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Figure 1.7: The average depth of the shower maximum as a function of reconstructed primary
energy. (a) Auger data and comparative models from different hadronic interaction models.
While both Auger and TA use fluorescence detectors to measure Xmax, they account for biases
and detector effects in a different manner. (b) When data from the Middle Drum detector of TA
(TA-MD) is compared to Auger data folded with the TA acceptance, the compatibility of the
measurements of the two experiments is seen [40].

of size R, the maximum energy a particle can attain is determined by its charge Z and the
strength of the source’s magnetic field B (roughly E ≈ Z B R). The Hillas plot uses this
formalism to categorize sources, which makes it apparent that only a few sources are able
to accelerate particles up to the highest energies. For UHECRs, the most promising sources
include active galactic nuclei and gamma ray bursts, whereas pulsars are a less likely (yet
still possible) option.

The rather isotropic arrival directions of particles suggest a dominance of extragalactic
sources due to the lack of hot spots, which a prevalence of galactic sources would cause.
With the pervasiveness of extragalactic sources, the propagation effects as particles traverse
the universe must be taken into account. Such effects primarily are determined by the
deflections from magnetic fields, which are proportional to the charge Z of the particle,
and the energy loss of particles with respect to their distance traversed —for protons, see
Fig. 1.10a. Previous efforts have been made to use the arrival directions of particles to
backtrack them to their sources, but many of these studies did not take into account charge-
based magnetic deflections. In Fig. 1.9 the effect of charge on deflections is illustrated for
proton and carbon simulations originating from the same sources. A distinct correlation
between proton arrival directions and sources may be seen, whereas the magnetic deflection
of the carbon signal (as observed via the arrival directions) has obscured the sources. With
this in mind as well as taking into account the interactions of UHECR with the CMB, it
is possible to compute the probability that a proton event measured with a given energy
came from a source within a given distance, as shown in Fig. 1.10b. The GZK interaction
begins to have a significant impact at an energy of 8×1019 eV, where there is only a 10 %
probability that the cosmic ray traveled a distance greater than 100 Mpc.

1.2 Pierre Auger Observatory

Located in the Argentine Pampas near Malargüe, the Pierre Auger Observatory (Auger) [43]
is the world’s leading hybrid detector for measuring UHECRs. Due to the low particle
flux observed at the highest energies, the Surface Detector (SD) of the observatory, which
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Figure 1.8: The Hillas plot illustrates possible candidate sources for UHECRs. The solid (dashed)
diagonal represents the acceleration power required for a 1020 eV proton (iron nucleus) [31].

(a)

(b)

Figure 1.9: The arrival directions of simulated (a) proton- and (b) carbon-induced extensive air
showers with initial energies of 1019 eV are depicted with black points; the initial sources for
these simulations are indicated in red [41].
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(a) (b)

Figure 1.10: (a) Energy losses of protons due to the interaction with photons from the CMB.
(b) The probability that an observed event with energy E originated from a source located at a
distance larger than that indicated on the abscissa. A source spectrum proportional to E−2.5 is
used [42].

measures the secondary particles at the ground, covers more than 3000 km2. Overlooking
the SD, the Fluorescence Detector (FD) consists of 24 telescopes that observe the light created
during the development of an EAS. These complementary measurements allow for the
reconstruction of the properties of a primary CR with minimal use of simulations. The flu-
orescence telescopes measure the calorimetric energy deposited by an extensive air shower
as it traverses the atmosphere —known as the longitudinal profile. The depth at which the
energy deposited is maximal —Xmax— is closely related to the primary mass. On average,
proton-induced showers will develop deeper in the atmosphere, whereas iron-induced ones
will develop earlier in the atmosphere3. In contrast, the SD detector measures the distribu-
tion of particles at ground. While the signal measured in each station is correlated with the
energy and mass composition of the primary particle, the SD cannot directly determine the
energy. Instead, its energy scale must be calibrated with the FD. The SD operates at a duty
cycle of around 100 %, whereas the light-based detection used by the FD4 is limited to clear,
moonless nights which amounts to a duty cycle of around 15 %.

The location of the observatory is optimal: rain is rare, light pollution is minimal, and the
atmosphere is relatively clear. Nevertheless, to account for seasonal and daily fluctuations,
the atmosphere is monitored using lasers —located at the Central Laser Facility (CLF) and
Extreme Laser Facility (XLF). In addition to the aforementioned detectors, there are a few
extensions that have been added or are being currently deployed. Since the beginning of the
measurement at the observatory in 2004, there have been several noteworthy discoveries;
selected results relevant to this work are discussed in Section 1.2.7. A pictorial overview of
the location of the detectors and supporting facilities for the Auger Observatory is given in
Fig. 1.11.

3See Section 1.1.3.2 for more details.
4Furthermore, many of the events measured by the FD are removed by quality cuts prior to analysis. As

discussed in more detail throughout this section and Section 2.5, the main quality cuts relate to the the change
of the fluorescence yield as a function of temperature and pressure, as well as the limited field of view of each
telescope. In contrast, the effects of weather on the SD energy have been found to be on the order of 0.5 % [44].
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Figure 1.11: Overview of Auger. The location of each SD station is denoted with a dot. The
FD buildings are located at Los Leones, Coihueco, Loma Amarilla, and Los Morados; the
field of view of each telescope is demarked by the blue lines. Also shown are High Elevation
Auger Telescopes (HEAT), Auger Engineering Radio Array (AERA), Auger Muon Detectors for the
Infill Ground Array (AMIGA), and the essential facilities for atmospheric monitoring —Central
Laser Facility (CLF) and Extreme Laser Facility (XLF). A denser array of SD WCDs (known
colloquially as the infill) is located in the vicinity of HEAT, AERA, and AMIGA; it compliments
the measurements of these detectors for energies above 1017.5 eV. Each aspect of the observatory
is described further in this section (adapted from [45]).

1.2.1 Surface Detector

The standard SD is composed of more than 1600 WCDs that are tessellated across the
observatory in triangular grids5 with 1500 m spacing [46]. With this geometry, the threshold
for full trigger efficiency is reached for primary energies above 3×1018 eV; further details
of event selection and reconstruction are given in Chapter 2. Each WCD is 10 m2, 1.2 m
tall, filled with 12 tons of purified water, and lined with a reflective surface. Symmetrically
distributed at 1.2 m from the center of the tank’s inner lid are three nine-inch diameter,
downward-facing photo-multiplier tubes (PMTs). Solar panels are installed on each WCD to
power the PMTs and other electronics. A schematic of a WCD is given in Fig. 1.12a. For

5With the exception of stations on the border of the array, each station is surrounded by a hexagon of
neighboring stations.
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(a) (b)

Figure 1.12: (a) Schematic of a WCD [43]. (b) Average charge spectrum from WCDs used for
the vertical-equivalent muon (VEM) calibration as detailed in the text [43].

studying lower-energy CRs, other tank spacings of 750 and 433 m have been added to the
observatory. To differentiate between these configurations, they are designated by their
spacing —e.g. SD array with 1500 m spacing (SD-1500).

As charged secondary particles from an EAS enter a WCD, some of them have a speed
greater than the phase velocity of light in water. The interacting with such particles leads
to the electrical polarization of the water, yielding light upon return to equilibrium. This
light is scattered, reflected, and, lastly, collected by the PMTs. Within each PMT, there
are two outputs which are relayed: an anode and dynode signal. The information from
these coupled signals enables a higher dynamic range for the signal measurement and is
motivated by the steep power-law-like drop of the particle density with increased distance
to the shower core. The analog signals from the PMTs are filtered and digitized by two
10-bit, 40-MHz semi-flash analog-to-digital converters. Over time, we expect the signal
response to change due to aging of the electronics and possible water contamination. To
account for these differences and enable comparisons with Monte Carlo simulations, signals
are continually calibrated in units of VEM6, which corresponds to the signal induced from
a vertical centered through-going (VCT) muon, prior to air shower analyses. Atmospheric
muons pass through the SD at a rate of around 2500 Hz, providing a natural tool for
calibrating the WCDs roughly every minute. While the SD cannot select VCT muons from
the muon flux, vertically aligned plastic scintillators on the top and bottom of a test tank
aided in the calibration procedure; histograms for the calibration are shown in Fig. 1.12b.
The black-lined histogram shows the average charge spectrum when the three PMTs trigger
in coincidence; the hatched histogram contains only vertical muons without coincidence
required. The difference in the peaks of the two histograms can be attributed to the increase
of light production as a muon’s track length increases with inclination. The time-binned
signals are converted by equating the histograms’ peaks with an expression of integrated
signal in units of VEM. Further details of the calibration are found in [47].

When the signal is very large, the electronics of a WCD hinder a proper measurement
[48]. The semi-flash analog-to-digital converter has a 10-bit dynamic range. For the baseline
offset, roughly 50 channels are used, which leaves more than 970 channels for the signal
range. As a VEM corresponds to around 50 channels in the dynode and 1.6 channels in
the anode, overflow of the readouts will occur at around 20 and 600 VEM respectively.
Additionally, the PMTs respond non-linearly above 50 mA, which occurs around the onset

6vertical-equivalent muon
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(a) (b)

Figure 1.13: (a) FD building at Los Leones [43]. (b) Schematic of an FD telescope [43].

of the overflow of the anode. Several methods have been developed to successfully recover
these saturated signals to estimate the true signal [48–50].

1.2.2 Fluorescence Detector

The standard FD consists of 24 telescopes housed in four buildings surrounding the stan-
dard SD [51]. Each telescope covers a field of view (FoV) of 30◦ × 30◦ in azimuth and ele-
vation. With six telescopes in a building, this renders a joint FoV of 180◦ in azimuth for
each site. For observing lower-energy primaries which produce shallower showers, three
additional telescopes with an elevated FoV (maximum elevation of 29◦) were added in an
adjacent building at the Coihueco site. Just as the standard FD corresponds to the standard
SD (SD-1500), the elevated telescopes, known as High Elevation Auger Telescopes (HEAT),
overlook the SD-7507 (full trigger efficiency at 3×1017 eV). An FD building (Los Leones) is
shown in Fig. 1.13a.

As an EAS develops, secondary electromagnetic particles excite the nitrogen molecules
of the atmosphere. In their return to their ground state, these nitrogen molecules isotropi-
cally emit fluorescence light with peaks in wavelength at 337 and 357 nm. In order for an
FD telescope to observe this light, the fluorescence photons must pass through a circular
diaphragm with a radius of 1.1 m that is covered by a filter glass window. This filter reduces
the background light flux, improving the signal-to-noise ratio, and acts as a shield between
the telescopes and the outside. The bombarding light is focused by a segmented spherical
mirror of 13 m2 with a 3400 mm radius of curvature onto the camera. The camera is com-
posed of hexagonal PMTs arranged in a 22 x 20 grid. A Winston cone aids in directing light
to the active cathode of a 45.5 mm-wide PMT. A schematic of an FD telescope is shown in
Fig. 1.13b.

The light collected by the FD provides a calorimetric measurement of the longitudinal
profile of an EAS. Essentially, the FD is directly observing the electromagnetic development
of an air shower. Thus, in order to best reconstruct an air shower, it is critical to minimize or
account for light reduction agents as much as possible. To this effect, the telescopes are in
clean, climate-controlled rooms, and regular cleaning of the outside of the filter is performed.
As it is a cleanroom, the inside apparatus is cleaned less frequently. Nevertheless, ongoing

7SD array with 750 m spacing
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studies indicate that dust on the parts of the apparatus has an impact on the final energy
scale of Auger —on the order of 10 % [52]. In addition, ambient conditions affect the
measurements by scattering, attenuating, or competing with the fluorescence light: other
light sources (i.e. the sun and moon), atmospheric pressure, humidity, temperature, aerosols,
and cloud coverage. The atmospheric-related effects are monitored nightly and discussed
in detail in Section 1.2.3. Thus, for optimal measurements, the FD is operated only on clear,
moonless nights, yielding a duty cycle around 15 %. In the near future, however, the duty
cycle will be increased to around 21 % [15]. Recent efforts found that an increase in the
duty cycle is possible by operating the FD during times where the fraction of the moon in
the sky is large. To protect the PMTs from deterioration from excessive anode current, the
voltage supply will be reduced during these time periods.

1.2.3 Atmospheric monitoring

Atmospheric monitoring is critical for the calorimetric measurement of the FD, and it is
moderately important for the measurements of the SD. Many of the atmospheric monitor-
ing sites are shown in Fig. 1.11: the Extreme Laser Facility (XLF), Central Laser Facility (CLF),
lidars, and infrared (IR) cloud cameras. Atmospheric variables —such as temperature, hu-
midity, and pressure— directly influence the longitudinal development of air showers as
well as the amount of fluorescence light emitted and scattered by molecules. Due to the
effect of weather on the shower development, the secondary particle densities observed at
the ground are also affected.

During the nights per lunar cycle that are dark enough to operate the FD, hourly mea-
surements of the aerosol contamination are made using the XLF and CLF. Air temperature,
pressure, wind speed, and humidity are recorded at ground level by weather stations at
the CLF and FD buildings. Additionally, the Global Data Assimilation System (GDAS) pro-
vides valuable continuous information about atmospheric parameters [53]. Scanning the
atmosphere outside the FoV of the FD, lidars measure the mean cloud cover and the lowest
cloud height each hour [54]. IR cloud cameras complement the lidar data by providing 2D
images of the whole FoV every five minutes. Overall, the amount of aerosols and cloud
cover is estimated from the signature of back-scattered light; this light is collected with
separate mirrors and PMTs at each FD site. As the laser shots are fired outside the FoV, the
atmospheric monitoring usually does not interfere with FD measurements.

1.2.4 Muon Detector

Collectively known as the Muon Detector (MD), the Auger Muon Detectors for the Infill Ground
Array (AMIGA) is an extension that directly measures the muonic content of air showers
[55]. The muonic content of an EAS—like the depth of the shower maximum measured by
the FD— is an event-level variable which is used to determine the primary mass composi-
tion. AMIGA operates in the energy region (1017 eV to 1019 eV) where the transition from
galactic to extra-galactic sources is thought to occur. With sufficient data, the MD will elu-
cidate the mass composition in this energy range. Additionally, recent results from Auger
(Section 1.2.7) have indicated that the muonic content found in data is 20 % to 60 % greater
than that estimated from simulations [56, 57]. While the upgrade to Auger (Section 1.2.6)
will be able to help with this contention, its methods to do so will benefit from fine-tuning
with the direct measurement of the muonic content by AMIGA.

As depicted in Fig. 1.14, the MD consists of plastic scintillators buried a few meters
away from the WCDs of the SD-750. The first completed unit was deployed in 2014; de-
ployment across the entire SD-750 is ongoing [59]. To study systematics and accuracies in
counting, twin MD stations were deployed at two locations in the unitary hexagon. Each
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Figure 1.14: A WCD station of the SD-750 is shown with its surrounding muon counters [58].

MD station consists of two 5 m2 and two 10 m2 scintillator counters, which are buried 2.25 m
underground. The soil shielding, amounting to approximately 540 g cm−2 of vertical mass,
significantly attenuates contamination from electromagnetic particles. Each of the modules
is comprised of 64 scintillation bars of 40 mm x 20 mm. As muons enter the detector, light
is produced via scintillation; it is channeled via optical fibers to PMTs. Unlike the SD, the
MD only returns the count of muons above a given threshold —not the signal or peak
intensity. The threshold value for each of the 64 bars is individually monitored and set
with a calibration algorithm. Thus, the count of muons minimally depends on the gain
and fluctuations of the PMT, the impact position of the muon on the bar, and the light
attenuation along the fiber length [60].

1.2.5 Radio Detector

Located within the SD-750, the Auger Engineering Radio Array (AERA) —the world’s largest
radio detector for CR showers—consists of 153 radio stations covering an area of 17 km2.
As an EAS develops, the charged particles are deflected in the Earth’s magnetic field via
the Lorentz force. These deflected particles emit coherent radiation in the MHz regime
[61]. Askaryan emission —radio emission due to the time-varying net-charge excess of the
shower— minimally contributes to the observed radio signal [62]. Like the FD, the Radio
Detector (RD) directly observes the electromagnetic component of an EAS. Due to the size
of the array and spacing between stations (at most 750 m), AERA measures above an energy
threshold of 1017 eV. It is composed of 24 log-periodic dipole antennas (Fig. 1.15a) and 125
butterfly antennas (Fig. 1.15b) that operate in the frequency range from 30 MHz to 80 MHz.

So far, the significant achievements of AERA include: measuring the polarization of
the geomagnetic and Askaryan emissions [64], determining the energy of cosmic rays with
radio emissions [65], and synchronizing measurements on the nanosecond-level [66]. Some
first multi-hybrid events exist and are currently studied. Recently, the LOFAR collabora-
tion was able to reconstruct the energy and mass-sensitive variables —like the shower
maximum— with their measured radio emissions [67]. Encouraged by these results as well
as duty cycle of nearly 100 %, the RD is a promising candidate for the future measurement
of UHECRs.

1.2.6 The Auger Upgrade

In Section 1.1, the current understanding of CR physics was discussed. However, CRs are
several orders of magnitude more energetic than what we are able to generate at the LHC,
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(a) (b)

Figure 1.15: (a) A log-periodic dipole antenna and (b) a butterfly antenna [63].

are quite rare (steeply falling flux ∝ E−2.5), and are measured indirectly from the extensive
air showers that are produced when they interact with molecules in the atmosphere. As
such, there are many open questions in the study of UHECRs. Foremost among these are:

� Which celestial objects are accelerating cosmic rays? How does this acceleration occur
at the highest energies? In which energy range are CRs predominantly from galactic
or extragalactic sources?

� What sort of interactions do the CRs partake in during propagation from their sources
to Earth, which may alter their energies and, possibly, cause the disintegration of their
nuclei?

� Which physical mechanism(s) leads to the suppression of the flux at the highest
energies?

While many recent results indicate a strong preference for particular models to answer these
questions, it is through the direct measurement of the mass composition that the validity of
these models may be solidified. As the largest UHECR experiment in the world, the Auger
observatory is undergoing an upgrade —known as AugerPrime— that seeks to augment
the SD by affixing scintillators on top of each WCD station [15, 43, 68]. The differing
responses of the two detectors measuring the same event8 —coupled with the muonic
content verification of the MD– will be used to drastically increase the sensitivity of the
measurements to the primary composition such that these open questions can be addressed
with much more detail and, maybe even, resolved with high statistical significance.

The basic unit for the Scintillator Surface Detector (SSD) consists of two modules of
around 2 m2 of extruded plastic scintillator, which is divided into 12 bars that are 1.6 m
long and coated with TiO2 to improve the reflectivity. The light from scintillation is collected
by wavelength-shifting fibers coupled to a single PMT. Since October 2016, more than 13

8The universality approach investigated in this work heralds the quality of the results which will be obtained
with the upgrade. The implementation of universality in this work —with only the SD— is reliant upon the
accuracy of simulations, which currently poorly describes the muonic content seen in data. With the additional
measurement from the MD and scintillator, universality models and air shower simulations will be greatly
improved. The obtained resolutions of the reconstructed observables will be small enough to perform high-level
event separation of the primary mass composition.
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Figure 1.16: A WCD station of the SD-750 is shown a scintillator on top. The capsules in the
foreground are access hatches for the surrounding muon counters [68].

WCDs in the observatory have been outfitted with scintillators; the upgrade is anticipated to
be completed sometime in 2020. To support the addition of the scintillator, new electronics
have been added, which also facilitate a faster sampling rate of 120 MHz and support the
to-be-installed small PMTs9. An upgraded station is shown in Fig. 1.16.

1.2.7 Selected results

This section contains an overview of recent results, which are pertinent to this work, ob-
tained from data measured at Auger. For a complete list of physics results and technical
reports of the last three years, see [33, 39, 53, 54, 56, 64, 70–103]. The measurement of the
flux of UHECRs using ten years of data is shown in Fig. 1.17. The spectrum shows a flat-
tening at an energy of 1018.7 eV; a feature denoted as the ankle. The flux suppression at the
highest energies is established with a significance of more than 30 σ.

Of particular interest is the mass composition of cosmic rays. This is accessible via
the central moments and distributions of mass-sensitive parameters. The first two central
moments of the measured distribution of the depth of shower maximum is shown in
Fig. 1.18 [104]. At the highest energies, the data trends to heavier elements; however, there
are relatively few hybrid events there (due to the low duty cycle of the FD). Similarly, we
can use the distributions of the shower maximum to investigate the mass composition, as
seen in Fig. 1.19. Again, a trend towards heavier elements is present at the highest energies
with intermediate elements favored over more massive elements like iron. The results and
discussion are given in Chapter 5.

The number of muons is another mass-sensitive parameter. Unlike the shower maxi-
mum, the number of muons is not immediately measured by the FD or vertical events of
the SD; although, future work with AMIGA and SSD should provide further insights. To
derive the muonic content, different methods have been developed, including one from
shower universality (discussed in Chapter 3). Regardless of the method chosen, a deficit of
muons in simulations becomes apparent when comparing with Auger’s data [56, 57].

9As discussed in Chapter 2 and Appendix D.2, the nine-inch PMTs used by Auger saturate when the core
of an EAS lands close to a station. When this occurs, critical information is lost which would help to better
constrain the reconstruction. In order to remedy this problem, a smaller PMT, which saturates at a much higher
threshold. will be installed inside each tank.
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Figure 1.17: Results on the measurement of the flux of UHECRs from Auger data: SD-750,
SD-1500, inclined events with zenith angles above 60◦ measured with the SD-1500, and hybrid
events. The overall systematic uncertainty of the energy scale is 14 % [69].

(a) (b)

Figure 1.18: (a) The average Xmax and (b) second central moment of Xmax from hybrid events
as functions of the primary energy. For comparison, model lines from current proton and iron
air shower simulations are included [104].
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Figure 1.19: Fit of the Xmax distribution measured by Auger FD as a function of primary energy
to templates of four simulated nuclear fractions. While the relative fractions for a given nuclear
species are different for the various interaction models, the general trend —in the evolution
of the mass composition as a function of energy— from a lighter to a heavier composition is
jointly observed. The p-values indicate the goodness of the fit to the simulated distributions;
values exceeding 10−1 are considered relatively well fit [104]. For further information on this
analysis, see a similar approach presented in Section 5.3.

Above a zenith angle of 60◦, the electromagnetic component of an EAS has fully dimin-
ished –due to the (zenith-dependent) traversed atmosphere– before reaching the ground.
Thus, the muonic content of air showers may be directly obtained from inclined air showers
measured by the SD [56]. In Fig. 1.20a, the measured muons are shown with respect to
predictions of two contemporary hadronic interaction models. The absolute reference of
1.0 corresponds to proton at 1019 eV and simulated with QGSJet-II.03. While the new in-
teraction models predict more muons than the older ones, the data indicate an even larger
relative number close to 2.0. The abundance of muons scales with

Nµ ∝
(

E0

ζπ
c

)β

, (1.2)

where ζπ
c is the energy at which further particle π± ceases and β is ≈ 0.9− 0.95 (the value of

which depends upon the chosen interaction model) [7]. The mismatch between the muon
number in data and simulations could thus be attributed to the differing energy scale
and/or muonic content of simulations. To answer this question, 411 events which were
jointly measured by the Auger SD and FD were used [57]. With an energy of 1018.8 eV to
1019.2 eV, these events covered a zenith angle range of 0◦ to 60◦, which enabled the selection
of distinct zenith bins to accounts for the differing attenuations of the EAS components.
The results are given in Fig. 1.20b. RE is a scaling factor active on the entire ground particle
distribution with respect to energy; Rhad affects only the hadronic (muonic) component.
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Figure 1.20: (a) Measurement of the relative muon content in inclined air showers [56]. (b)
Rescaling of the energy factor RE and hadronic energy Rhad to match air shower measurements
with recent simulations [57]. The muon numbers need to be rescaled to match data, whereas
the energy is on a similar scale to data.

The statistical uncertainty ellipses reflect the strong anti-correlation between the energy and
the number of muons. All hadronic models examined indicate that the number of muons
in simulations is underestimated by an amount of 20 % to 60 %. Conversely, they show that
the overall energy scale is correct, given a fixed, measured ground signal.
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Reconstruction of SD events

The Pierre Auger Observatory (Auger) (Section 1.2.1) uses a hybrid technique to detect air
showers with the Surface Detector (SD) and Fluorescence Detector (FD). As the FD observes
the longitudinal profile of the shower, it provides a calorimetric measurement of the en-
ergy of the incident primary. The energy measurement of the FD allows for a mostly
simulation-independent way to calibrate the ground signals measured with the SD. The
SD reconstruction of an extensive air shower (EAS) is performed independent of the FD. The
universality approach employed in this work uses the data measured with the SD array with
1500 m spacing (SD-1500). Throughout this chapter the event selection and reconstruction
method used for the SD-1500 are described.

The SD observes the lateral distribution of an EAS at ground level; an example footprint
of an EAS is depicted in Fig. 2.1a. The water-Cherenkov detectors (WCDs) of the SD are con-
figured in an array of tessellated equilateral triangles with a separation of 1500 m between
each pair of stations. To select air shower signals, several hardware and software triggers
(Section 2.1.1) are applied. The arrangement and timing of triggered stations are considered
in concurrence to select physics events (Section 2.1.3). To ensure the proper functioning of
an SD station and the availability of its PMTs, time-based quality cuts (Section 2.1.4) are
also applied.

Reconstruction begins with the determination of the shower arrival direction and impact
point on the ground (Section 2.3.1). The lateral distribution of station signals is fit with a
lateral distribution function (LDF) (Section 2.3.2). The estimated signal of the LDF at a defined
distance (1000 m) is chosen as the shower size estimator. This signal estimator is shown to
be least sensitive to shower-to-shower fluctuations and to assumption on the exact shape of
the LDF —including variations due to different primary masses. This shower size estimator
is calibrated to the primary energy (Section 2.5) using golden hybrid data —data measured
by both the FD and SD.

As discussed in Chapter 3, the universality reconstruction utilizes the distinct timing
and signal information from the WCDs of the SD to recover the depth of shower maximum
Xmax, the relative muon content of an air shower Rµ, and other mass-sensitive variables
which were previously inaccessible to the standard SD reconstruction [105–108]. The results
stemming from the mass-sensitive variables are presented in Chapter 5. Both the standard
SD and universality reconstruction are implemented in the Offline software [109]. Devel-
oped within the Pierre Auger Collaboration, Offline is an extensive framework to simulate
the detector response and, subsequently, reconstruct air showers.

23
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(a) (b)

Figure 2.1: (a) The footprint of an event with an energy of 1.41×1019 eV and zenith angle of
50.6◦ (Event time: 26. February 2016, Sd Id: 36923464. This particular event is further shown
and described in Fig. 2.5 and Fig. 2.3b. The overall size of each station is proportional to its total
signal. The color of the stations denote their relative arrival times; stations triggering earliest
are blue, whereas the later ones are green. The reconstructed arrival direction of the air shower
is indicated with the solid black line (from Offline EventBrowser). (b) Example of an events’
station configuration fulfilling the T4-3TOT condition (red) and the 4C1 condition (blue) [110].

2.1 Event selection

The SD trigger system has five levels —T1-T5. Each event must successively pass the triggers
individual stations to the triggers characterizing multi-station events, physics events, and
those defining quality selection.

2.1.1 Local station triggers

Cosmic-ray-induced air showers generate billions of particles. As such, we expect the three
photo-multipliers (PMTs) in each triggered WCD to simultaneously measure a signal over
a certain threshold. Through studies of the signal, the T1 hardware trigger —applied at
each station— was developed; in the event that a given PMT is defective, a modification
of the trigger is used so that the station may still be considered in the reconstruction. The
criterion for this trigger is that either a coincidence of the three PMTs crosses the threshold
value of 1.75 VEM (Thr1, threshold 1 trigger) or a coincidence in two PMTs with more than
12 FADC1 bins above the 0.2 VEM threshold in a time range of 120 bins.

Next, the T2 requires signals to fulfill any of these criteria:

1. To pass the threshold trigger (Thr2), the coincident signal must be above 3.2 VEM
in all PMTs. This mainly triggers short muonic signals close to the core, which is
relevant primarily for inclined showers.

2. The time-over-threshold trigger (ToT) requires signals in two PMTs with more than
13 time bins above 0.2 VEM and within a time window of 120 bins. Its purpose is to
discriminate air shower signals from the mostly muonic background. This trigger is
most relevant for vertical showers.

1flash analog to digital converter
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3. Starting in June 2013, two new triggers were added to the stations to enhance the
sensitivity to small signals. With the time-over-threshold deconvoluted trigger (ToTd),
the ToT is modified with a deconvolution of the exponential fall-off of peaks created by
muons. This helps to better identify small muonic signals [111, 112]. The multiplicity
of positive steps (MoPS) trigger was added in order to increase the sensitivity to
small electromagnetic signals [113] (and references therein). This method looks for
certain steps in consecutive time bins of a signal trace and is optimized to select small
electromagnetic signals.

If a station meets one of the criteria, its information is sent to the Central Data Acquisition
System (CDAS) for further scrutiny. To note, events with the new station triggers are not
analyzed in this work.

2.1.2 Central data station trigger

At the CDAS, the T3 trigger is used to scrutinize the time coincidence of T2 triggers for the
identification of stations belonging to a common event —such as an air shower. To minimize
triggering on random occurrences, the time window in which coincidence may occur
depends on the distance between the stations. Due to the tessellated triangular-geometry of
the array, each station is directly surrounded by six others and, moving outwards, concentric
hexagons of stations. Each concentric hexagon is known as a crown and contains stations
that are the same distance away from the station with the largest signal —the hottest station.
With this distinction, two different station patterns are used to fulfill this criterion (shown
in Fig. 2.1b):

1. A 3-fold condition (T3-3ToT) requires the coincidence of three neighboring stations
with ToT triggers within the first two crowns of the hottest station (including this
station). Vertical showers usually fulfill this criterion.

2. A 4-fold condition (4C1) requires four coincident stations with Thr2 or ToT within
four crowns of the hottest station. This condition is mainly relevant for very inclined
showers.

The T3 trigger is optimized to be a good compromise between selection efficiency and
purity. All events passing this trigger are recorded for later studies.

2.1.3 Physics event selection

With an efficiency of more than 99.99 %, the T4 physics trigger selects air showers and reject
lightning, random coincidences, and events with accidentally triggered stations [50]. Seen
as a stricter version of the T3, there are two allowed geometries as depicted in Fig. 2.1b:
a compact alignment of at least three stations within the first two crowns (T4-3ToT) or a
more loose alignment of at least four stations within the first four crowns (T4-4C2). The
timing of the triggered stations must be compatible with a planar shower front moving at
the speed of light. A variance of arrival times is taken into account to accommodate for the
sampling fluctuations and uncertainties in the absolute GPS2 times of individual stations.
Stations with incompatible timing —most likely triggered from background muons— are
rejected.

2Global Positioning System
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2.1.4 Photomultiplier and other quality selections

Each station transfers its state of availability to the CDAS at a rate of 100 Hz. Stored separate
from the event data, this station information is used during Offline reconstructions to
ensure that stations for an event were properly functioning at the time of said event.

In general, the signal of a station is defined as the mean of the signal of active PMTs.
During this step, non-functioning PMTs are removed. The signal does not suffer from this,
but the fluctuations of the measured signals increase with the removal of a PMT.

Further quality selections are used; as they are primarily applied after the reconstruction,
these will be described in Section 2.4.1 and Section 2.5.2. One of the most basic selection
criterion is known as the 6T5 cut, where the hottest tank must be surrounded by six
functioning stations. To note, these stations need not trigger for the event. Other common
variations of this criterion include the 5T5 and 4T5. In essence, these selections are to ensure:
1) consistency with the exposure3 calculation and 2) proper reconstruction where the air
shower core is enclosed in the array.

2.2 Fluctuations of the SD measurements

As with any scientific measurement, the observance of an EAS by the SD inherently includes
the propagation of systematic and statistical uncertainties. To properly reconstruct air
showers and estimate uncertainties, a proper study of these effects is required.

2.2.1 Shower-to-shower fluctuations

Due to the probabilistic nature of particle interactions, the development of an air shower is
prone to statistical fluctuations. Namely, identical primary particles within identical atmo-
spheric conditions will produce different air showers. Ultimately, this leads to variations
in the observables of an air shower —such as the measured ground signals and depth
of the shower maximum. While shower-to-shower fluctuations are unquantifiable at the
station-level, the event-based shower size estimator has shower-to-shower fluctuations on
the order of 10 % [114]. As all stations are subject to the same variation, shower-to-shower
fluctuations need not be considered in the event reconstruction.

2.2.2 WCD sampling fluctuations

The signal measurement of the SD is affected by statistical and systematic variations due to
changes in 1) the electronic set-up (for signal calibration), 2) the number of photoelectrons
produced by particles that trigger the equivalent of a VEM, and 3) the zenith-dependence
of the electromagnetic and muonic cascades. Due to their underlying Poissonian fluctua-
tions from the counting of particles, these sampling fluctuations correspond to a relative
uncertainty which decreases with increasing signal S and scales with 1/

√
S. The overall un-

certainty is estimated from the observed variations in the signal measurement of detectors
separated by 11 m [113, 115]. Known as doublets, these detectors are located in the SD-750.

Additionally, the average signal uncertainty increases with zenith angle as ∝ sec θ. As
the zenith angle is increased, the fraction of muonic signal increases with respect to the
total signal as shown in Fig. 3.3a. In Fig. 2.2, the uncertainty of the signal is shown as

3The exposure is the time-integrated aperture of the detector. As the Auger observatory consists of several
components, the aperture at a given time is calculated as the stations available for data-taking of the experiment.
The xT5 selections allow for the purely geometrical calculation of the aperture, without need for simulations.
The other required ingredient for the exposure is an activity log of individual stations, which is saved every
second.
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Figure 2.2: Using the measurement from doublet detectors in the SD-750, the uncertainty model
for Auger WCDs was derived [115]. The dashed lines represent the model predictions.

a function of the signal in different zenith angle intervals. The signal uncertainty model
takes into account the shower-to-shower fluctuations and contributions from the detector
resolution [113]:

σ[S] =
√

σ[sh]2 · S + σ[det]2 (2.1)

σ[sh] := fS = 0.865 (1 + 0.593 (sec θ − 1.22)) (2.2)
σ[det] := 0.023 · S (2.3)

where the factor for σ[det] is derived from the calibration uncertainty. For Offline recon-
structions, a heuristic Poisson factor is used to convert the signals into effective particle
numbers (see Section 2.3.2):

p( fS) = t +
1− t√

fS
, (2.4)

with t := 1/ (1 + ez) and z := 40 (0.98− fS) (shown in Fig. 2.4b).

2.3 Reconstruction

The foundations of the SD reconstruction4 are the fit of the shower geometry —which takes
into account the timing of each station— and the lateral distribution function —which
describes the radial dependence of the shower signal with respect to the shower core. As
the shape of the LDF varies from shower to shower, an expected signal at a fixed radial
distance —dependent on the tank spacing— is used. This estimator is robust as it minimizes
the dependence of the LDF on the primary mass. Intrinsically, this method leads to a poor
determination of the primary mass5. Yet, with this method, the SD is able to reconstruct
the energy and arrival direction of the primary cosmic ray with good accuracy.

4An overview of the SD reconstruction is presented in this section; it is detailed in [110].
5To overcome these issues, a novel reconstruction method based on air shower universality was developed

as described in Section 3.2.
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(a) (b)

Figure 2.3: (a) Schematic of a spherical shower front propagating to the SD and ground [50].
(b) The arrival start times of the stations are fit to a curved shower front for the event described
in Fig. 2.1a. The error bars represent the uncertainties from the time variance model, whereas
the green shaded region is the uncertainty associated with the fit (from Offline EventBrowser).

2.3.1 Shower geometry

First, the arrival direction of the shower is estimated by fitting the start times t of the
stations to a plane front moving at the speed of light c along the shower axis â

x(t)− b = −c(t− t0)â,

where the signal-weighted barycenter b is the spatial origin and the time origin t0 is the
weighted time average of the triggered stations.

If there are at least four triggered stations and a successful LDF fit, the shower front is
fit with a more suitable spherical model. A visualization of the spherical shower front is
shown in Fig. 2.3a, and an example of an event fit with a curved shower front is shown in
Fig. 2.3b. The arrival direction is then described as function of the station trigger times ti
and positions xi:

c(ti − t0) = |Rc − xi| , (2.5)

where Rc and t0 are the space and time coordinates of the virtual origin of the spherical
shower front. To derive the shower axis a, the apparent origin of the shower axis is described
as:

Rc = c + Rca,

where the radius of curvature Rc is the distance to the shower origin as measured from the
impact point c. The system of equations derived from Eq. (2.5) may be solved with a linear
approximation followed by a non-linear optimization using Minuit-2.

Due to the expansive development of an EAS, only the first particles to arrive are
expected to originate close to the first interaction point. The particles arriving later will
have an effective origin closer to the depth of the shower maximum. As will be discussed
in Section 3.1.4, the effective origin of particles depends upon the particle components and
their respective longitudinal developments.

2.3.2 Lateral distribution function and maximum-likelihood method

Following the estimation of the shower arrival direction, the impact point, arrival direction,
and the lateral distribution are fit using a maximum-likelihood method. The likelihood
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function takes into account the probabilities for non-saturated, non-triggered (silent), and
saturated6 stations. Most saturated signals may be recovered [48, 49, 116] as shown in
Fig. 2.4a. The recovered spectrum extends that of the non-saturated stations so that it
follows the power-law shape of the energy spectrum.

The signals measured in the lateral distribution of an air shower follow an inverse
power-law with respect to the distance from the shower axis (in the detector plane) r:

S(r) = Sropt fLDF(r),

where fLDF(r) is the lateral distribution function. The optimal distance ropt is the distance
at which the LDF is best constrained ( fLDF(ropt) = 1); thus, it depends strongly on the
station spacing. ropt was estimated to be 1000 m for the SD-1500 and 450 m for the SD-750
array [50, 117, 118]. We distinguish the SD-750 and SD-1500 shower sizes as S450 and S1000,
respectively.

Many different functional LDF forms were tested to describe air shower signals on the
ground. Nevertheless, the implemented choice in Offline7 is a modified Nishimura-Kamata-
Greisen (NKG) function [120, 121]:

S(r) = Sropt

(
r

ropt

)β ( r + r1

ropt + r1

)β+γ

, (2.6)

where the distance r1 and spectral index γ allow for more flexibility of the function far
from the core than a regular NKG function. As already mentioned, this flexibility in the
LDF is necessitated by the transition of dominance from the electromagnetic to the muonic
cascade far from the core. As estimated from data, the best fit for r1 is 700 m. An example
of an LDF fit is depicted in Fig. 2.5.

The signals of the WCDs provide information about the PEs8 produced by Cherenkov
photons, yet the number and energy spectrum of secondary particles inducing the signal is
not known and difficult to estimate. Thus, in order to construct the maximum-likelihood
method, an effective conversion from VEM to the number of particles is used. Due to the
transition from the dominance of the electromagnetic to the muonic cascade, the conversion
depends on the zenith angle of the shower and is derived from the signal uncertainty model
as shown in Section 2.2.2. Thus, with the Poisson factor p, we have the conversion:

neff = p (S/VEM) , (2.7)

where the factor p is estimated from the signal uncertainty model described in Eq. (2.4)
and depicted in Fig. 2.4b.

With the conversion to particle numbers, the log-likelihood function lnL for the LDF
fit is constructed as follows:

` = lnL =
non−sat.

∑
i

ln fP(ni, µi) +
sat.

∑
i

ln fsat(ni, µi) +
non−trig.

∑
i

ln fnon−trig.(ni, µi) , (2.8)

with the effective observed particle numbers ni and their expectation values µi.

6As mentioned in Section 1.2.1, saturation of a PMT results from an overflow of the finite range of the FADC
electronics, yielding a non-linear response.

7A better LDF, which also takes into account the shower asymmetry, was developed in [119], but it has not
yet been implemented in Offline.

8photoelectrons
8Unsaturated stations are better known as non-saturated stations.
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Figure 2.4: (a) After applying a 5T5 selection (defined in Section 2.1.4), the signal spectra
of unsaturated9 (blue histogram) and saturated (black histogram) signals are shown together
with the recovered signals (black points) and their systematic uncertainty (yellow area) [48].
(b) To convert signals to effective particle numbers, the empirical Poisson factor —described
in the text— is used. Here, it is shown as a function of zenith angle. At large zenith angles
where muons are dominant, the factor approaches one as the signal of one VCT muon is on
average 1 VEM. At smaller zenith angles where the electromagnetic component dominates,
1 VEM corresponds to around 20 particles [108].

The three contributions to the log-likelihood function are for:

1. non-saturated signals, which follow Poissonian statistics according to fp(ni; µi) =
µni

i exp(−µi)/ni!.

2. unrecovered saturated signals, which are treated as a lower limit in the likelihood.
ln fsat(ni, µi) is calculated by integrating a Gaussian p.d.f.10 over all values n ≥ ni. If
a saturated signal is successfully recovered, it is treated like a non-saturated signal.

3. non-triggered stations. It takes roughly 3 VEM to trigger a single station11. Thus,
Poissonian probabilities below this threshold are summed up for each of these non-
triggered stations.

In returning to the LDF of Eq. (2.6), the three parameters that characterize its scaling
and shape are: the shower size S450 or S1000 and slopes β and γ. When these are considered
with the arrival direction and the impact point, the number of parameters increases to at
least eight. The Offline fit is divided into several stages in which some parameters are fixed
to previous estimates. Effectively, this reduces the free parameters of the problem, leading
to an improvement in convergence. For the SD-1500, β and γ are fixed. As was more re-
cently done with the SD-750, parameterizations may also be obtained from a reconstruction
method where all events are simultaneously fit in an iterating procedure in order to obtain
a global fit of the LDF parameters [118, 122]; this improved method, which when applied
to the SD-1500, will improve the LDF parameterization for different core distances and
allow for the parameterization of azimuthal signal asymmetries. The latter improvement
would remedy the bias present in the reconstructed shower core positions12 and prevent
biases from being inherited in derived values. An example LDF fit is shown in Fig. 2.5. The
SD-750 and SD-1500 parameterizations of the LDF slope are depicted in Fig. 2.6.

10probability density function
11It takes ≈ 1 VEM with the ToTd and MoPS triggers.
12See Fig. 3.20 for the bias of the core as a function of energy and zenith angle as found with simulations.



2.4. CONSTANT INTENSITY CUT METHOD 31

Figure 2.5: Fit of the lateral distribution function to the measured signals of the SD-1500 event
in Fig. 2.1a. This event includes one saturated station with a successfully recovered signal. The
recovered signal is used in the fit of the LDF in addition to the non-saturated signals and the
non-triggered stations (from Offline EventBrowser).

2.4 Constant intensity cut method

As explored further in Chapter 3, the development of an EAS is mostly dependent on the
traversed atmospheric overburden ∆X. An air shower with an incident zenith angle of 60◦

passes through roughly twice the amount of atmosphere that a shower at 0◦ would. It, thus,
follows that the signals observed at ground level depend on the zenith angle of the incident
particle. At all but the highest energies, the flux is isotropic. Thus, an empirical method
—known as the Constant Intensity Cut (CIC)— is employed to derive a zenith-independent
signal size Sθre f . The idea is to normalize each shower size to the size of an equivalent
shower at the median zenith angle.

2.4.1 Event selection criteria

In the derivation of the CIC as well as other SD-based analyses, SD events must pass certain
pre- and post-reconstruction criteria. During the reconstruction process, events passing the
following conditions are considered:

• Based on T2 information, stations that were inactive at the time of the event are not
considered during the reconstruction.

• As mentioned in Section 2.1.4, bad PMTs are not considered for the signal estimation.
In the event that all PMTs within a station were bad, this station is removed.

Post-reconstruction, SD events are selected using the following Advanced Data Summary
Tree (ADST)13 criteria which are implemented in Offline:

• Events must pass a 6T5 selection (defined in Section 2.1.4).

• Lightning events are rejected.

• The event rate and exposure are continuously monitored and analyzed. If the expected
rate of events or communication relays for the SD are temporarily disturbed, events
during this time period are added to the bad periods file and removed from analysis
[123].

13The structured ROOT files produced in Offline after reconstruction are known as ADSTs.
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Figure 2.6: (a) The SD-1500 parameterizations for−β and γ as a function of sec θ. The increasing
line thickness scales with the increasing shower size estimators S1000 = 1, 10, 100, and 1000 VEM
[124]. (b) The SD-750 parameterization for β as a function of sec θ [118].

In rare cases, individual stations are manually rejected due to software or hardware
changes or on-going testing. Detailed information about data acquisition and quality selec-
tion are discussed in [43, 125, 126]. The configuration files that were used for the selection
of SD events are listed in Table B.1. To note, these criteria are used in the analysis of this
thesis for both SD and golden hybrid events.

2.4.2 Geomagnetic and weather corrections

Beyond considering the geometrical difference of atmosphere traversed with respect to
zenith angle, further attenuations and distortions are caused by the geomagnetic field and
ambient weather. Prior to the CIC and, later, energy calibration, these effects must be taken
into account as the shower size S1000 is affected.

The charged secondary particles of air showers are deflected in the geomagnetic field.
Consequently, a strong azimuthal modulation in S1000 with a rather small dependence on
the zenith angle θ is introduced [77]. The modulation trends with azimuthal angle as this
determines the angle between the trajectory of the particle and direction of the geomagnetic
field. Overall, the maximum change in amplitude of S1000 is around 2 %. The correction on
S1000 is implemented in Offline.

Atmospheric conditions affect the shower sizes through attenuation and dispersion. The
longitudinal development of an air shower depends on the amount of traversed atmosphere.
The effective grammage is determined by the air pressure as a function of altitude. If the
pressure is consistently larger than on average, the showers will effectively be in a later
stage of development (older) when they reach the ground. Additionally, the density of the
air affects the Molière radius, which is the circle around the shower core that encloses 90 %
of the energy content of the air shower, and, thus, the lateral distribution of showers. For
S1000, the effects are on the order of ±0.5 %, depending mostly on the ground temperature
and pressure at the time of the event or shortly before [44, 53, 127–134]. For this work,
due to the weather database size, the weather corrections are implemented in an external
program post-reconstruction, as is done for [135].
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Figure 2.7: (a) Uncorrected and (b) corrected shower size distributions for different zenith angle
ranges as measured with the SD-1500 [108].

2.4.3 Correction function for the signal estimator

Based upon the zenith-spectrum of the SD-1500 —which is from 0 to 60◦, our reference θre f

is the median angle of 38◦14 [135]:

fCIC = 1 + (0.965± 0.038) x + (−1.660± 0.072) x2 + (−1.19± 0.40) x3, (2.9)

where x := cos2 θ − cos2 θre f . The signal estimator for SD-1500 is thus defined as:

S38 = S1000/ fCIC. (2.10)

The shower size distributions before and after applying the CIC correction are shown in
Fig. 2.7.

2.5 Energy calibration

While the deposited signal is proportional to the energy and mass of the primary CR,
the SD energy reconstruction requires calibration with an independent measurement to
appropriately determine its energy-scale. A subset of Auger events —known as golden
hybrid events— have been separately observed by both the SD and FD. Using these events,
one may calibrate the SD energy estimates —like S38— to the energy EFD. An overview of
the energy calibration is provided in this section; for further information see [135].

2.5.1 Pertinent improvements to the FD reconstruction

The FD reconstruction is a complex process which requires knowledge of fluorescence yield,
atmospheric conditions, the absolute calibration of the telescopes, and other parameters
to best account for the differing conditions of a measured EAS. In accounting for these
variables, this procedure allows us to reconstruct the longitudinal profile of the energy
deposited in the atmosphere by an EAS. To then obtain the total energy, the so-called
invisible energy, which is energy carried by high-energy muons and neutrinos, is added.
Further details on the analysis used to obtain the Auger energy scale and estimate its
systematic uncertainties are found in [136].

14Other detector geometries have different angular ranges. In the case of the SD-750, the reference is the
median angle of 35◦.
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Recently, the FD reconstruction has been refined to obtain an improved determination
of the primary energy and the depth of the shower maximum. The hourly measurements
of the vertical aerosol optical depth (VAOD) have been improved to also account for the shape
of the aerosol scattering phase function and multiple scattering in the atmosphere [137].
The optical efficiency —the relative FD response to various wavelengths— is now found on
a per-telescope-basis (instead of a globally applied efficiency) [138]. The estimation of the
invisible energy was bettered using horizontal air shower data [135]. With these changes
to the reconstruction, the cumulative shift of hybrid FD energies is at most 4 % and has a
slight energy dependence. Similarly, the hybrid average depth of shower maximum shifts
by at most 5 g cm−2 with respect to energy15.

2.5.2 Event selection criteria

In addition to the SD-based cuts presented in Section 2.4.1, golden hybrid events should
also pass several FD pre- and post-reconstruction criteria to ensure the quality of data:

• Certain atmospheric conditions are critical for the proper reconstruction of the longi-
tudinal profile. Events lacking atmospheric information are rejected.

• Events that fail to reconstruct —like when the profile reconstruction fails—are re-
jected.

• Above a certain threshold of light intensity, the pixels of the PMT camera saturate.
This leads to an unreliable reconstruction of the shower profile. Occasionally, the
pixels of the PMT camera also have bad calibration parameters. Events for which
either criterion fails are discarded.

• As is done for the SD, events within known bad periods of FD operation are rejected.

• Events recorded during the process of closing the shutters of an FD telescope are
rejected.

• To ensure low air contamination from aerosols, events must have a VAOD less than
0.1 g cm−2.

• There are many cuts related to cloud coverage as measured by the lidar systems [139].
Events are selected if they have a cloud fraction below 25 %, the Xmax measurement
is not too close to the clouds, and the clouds are not thicker than 100 g cm−2).

• The relative uncertainty in the reconstructed total energy is required to be below 18 %.

• To reject shower profiles that lack a distinctive Gaisser-Hillas shape, a cut is performed
by comparing the χ2 probability of a Gaisser-Hillas fit to a linear fit to the longitudinal
profile. Profiles for which the Gaisser-Hillas description seems unlikely are rejected.

• A hole (or holes) in the longitudinal profile must be less than 20 g cm−2.

• The maximum allowed distance between the reconstructed shower core (hybrid) and
the next SD station is 750 m.

15In this work, golden hybrid events –a subset of hybrid events which are well measured by the SD-1500–
are used. The relative shifts due to the FD reconstruction updates are found in Fig. D.22
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• The reconstructed Xmax must be within the limited field of view (FoV)16 of the FD with
an Xmax uncertainty less than 40 g cm−2. To ensure that the Xmax-distribution is not
distorted by the FoV, a fiducial FoV selection is applied. In this selection, only certain
geometries —for which the effective FoV of telescopes has a minimal impact on the
measurement— are allowed. This is visualized in Fig. 2.8. Due to the data-driven
derivation of this cut, this cut depends on the other quality cuts, and thus, it needs to
be re-tuned whenever changes are made. This cut roughly removes two thirds of the
remaining events. Further details are found in [33, 140].

The configuration files that were used for the selection of FD events are listed in Table B.2.
A more detailed description of quality cuts and their derivation is given in [33].

2.5.3 Calibration procedure

The relationship between the FD energy EFD and SD-1500 energy estimator S38 is well-
described by the following power-law17:

EFD = A
(

S38

VEM

)B

. (2.11)

Implicitly, this relationship assumes that the composition of CRs is relatively constant
with energy. As shown in Fig. 1.18 and Fig. 1.19, the composition varies with respect
to energy, and a trend to heavier composition is seen at the highest energies. However,
using information from measurements with AugerPrime (Section 1.2.6) or mass-sensitive
analyses –like the one presented in this thesis, this calibration might be extended to take
composition-related effects into account.

After the selection of high-quality events, a log-likelihood function is minimized to
determine the optimal parameterization for Eq. (2.11). In constructing the likelihood, the
following four factors are folded together [108]: the true distribution of golden hybrid
events prior to influences of detector resolutions or efficiencies, the shower-to-shower fluc-
tuations of the SD shower sizes, detector efficiencies, and detector resolutions. This yields
a computationally expensive p.d.f., so a few reasonable assumptions are introduced to
speed-up the minimization and to reduce the effort in making parameterizations (i.e. use
of bootstrapping). For more details on the full p.d.f. and simplified log-likelihood function,
see [108, 141–143].

The energy resolutions of the FD and SD may be estimated from their reconstruction
uncertainties. The resolution of EFD is only weakly dependent on energy —with an average
of 7 %. In contrast, the SD-1500 resolution is around 15 %. In both cases, the dependence on
zenith angle is not pronounced. Nevertheless, all of these dependencies were verified with
simulations and are taken into account during the estimation of the calibration function.

After the quality selection, 2661 SD-1500 golden hybrid events remain, and the resulting
energy calibration function is [135]:

E(S38) = (0.178± 0.003)EeV
(

S38

VEM

)(1.042±0.005)

(2.12)

as shown in Fig. 2.9. The shower size estimators are also shown for the SD-750 (S35) and
inclined events (N19).

16See Section 1.2.2 for further details on the field of view and description of the set-up of the telescopes of
the Fluorescence Detector. A brief overview of the fiducial field of view selection is given in Section 4.2.2.1.

17This relationship also holds true for energy calibrations with the SD-750 array and other Auger detectors.
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Figure 2.8: Depending on the mass of the primary particle, showers develop lower or higher in
the atmosphere. Here is a sketch of different showers in the context of the FoV. When showers
fall close to the telescope, the transverse area is small and many shallow/deep showers are not
fully reconstructed. At large distance from the telescope, the geometrical field-of-view cone is
larger; however, the emitted fluorescence light can only travel a limited distance before being
absorbed. The fiducial FoV is required to remove any incurred biases due to the field-of-view
[144].

Figure 2.9: Energy calibration fits using golden hybrid SD-1500 vertical (S38), SD-750 vertical
(S35), and SD-1500 horizontal (N19) events [135].
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Air shower universality

The reconstruction procedure of the Surface Detector (SD) (Chapter 2) is a mostly empirical
method. It is based on the average description of measured and simulated lateral distribu-
tions. Air shower universality is a phenomenological method derived from the underlying
physics of an extensive air shower (EAS). Unlike the SD reconstruction, the universality
approach encapsulates rich details of the actual physics of air showers —like the signal
and timing distribution of different groups of secondary particles. This, in turn, allows a
reconstruction of mass-sensitive variables —like the depth of the shower maximum Xmax
and relative muon content Rµ.

During the development of a cosmic-ray-induced air shower, the cascade of secondary
particles may be described by four uniquely-defined (yet universal) components. This is
possible as the distributions –e.g. normalized energy and angular distributions– of sec-
ondary particles may be described by primary-independent, comprehensive models across
various energy ranges. Above an energy1 of 1018 eV, the shower-to-shower fluctuations of
each of these components is minimal when compared to their overall development. In Sec-
tion 3.1, the methodology of universality is further discussed. Using signal (Section 3.1.3)
and timing (Section 3.1.4) models, universality is able to reliably estimate the signals of the
four particle components from the responses and timing of triggered detectors to recon-
struct macroscopic parameters —like the energy, the depth of the shower maximum, and
muonic content of an EAS. Fundamentally, shower universality may be formulated for any
detector in a ultra-high energy cosmic ray (UHECR) experiment. In the context of Auger and
for this work, we employ this method for the SD, allowing us to gain roughly ten-fold more
data than the FD for mass composition and anisotropy studies. Nevertheless, universality
employed with other Auger detectors —particularly the Auger upgrade described in Sec-
tion 1.2.6— is of high importance as the new detection methods will help to further solidify
our understanding of the development of the components and to give new physics results.

The universality reconstruction employs the signal and time models to fit the measured
particle traces and provide estimates of air shower properties using the data from the water-
Cherenkov detectors (WCDs). The universality reconstruction is implemented as a separate
module in the Offline framework which is processed immediately after the SD recon-
struction. Depending on the reconstruction method employed (discussed in Section 3.2.3),

1Initial tests of the universality models at energies as low as 1017 eV have been found to give consistent results
[108]. Further studies and parameterizations need to be performed before relying fully on the reconstructed
values at this energy.

37
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observables —like the reconstructed primary energy— from the SD reconstruction may be
used as fixed parameters in the universality reconstruction. Regardless of the chosen proce-
dure, the overall goal in a reconstruction is to maximize the same negative log-likelihood
(Section 3.2.1) to find the best, simultaneous fit of the lateral distribution and time traces of
select triggered stations. In Section 3.2.3, three different reconstruction methods —known
as the global, iterative, and constrained axis methods— are described and compared, The
constrained axis method, developed in this work, has a reconstruction efficiency exceeding
90 % over all energies, outperforming the other two methods.

3.1 Methodology

3.1.1 Universality of the electromagnetic cascade

The use of shower universality to describe air shower development has been previously
studied ([145] and references therein) for the electromagnetic component (having been
thoroughly explored in [145–150]). The relative evolution stage t for the electromagnetic
component of a shower is defined as [150]

t :=
X− Xmax

X0
, (3.1)

with the radiation length of electrons in air X0 ≈ 36.7 g cm−2, the slant depth X, and
the shower maximum occurring at t = 0. A universal description of the distributions of
secondary particles was best achieved as a function of t as opposed to X or composite
variables involving X and Xmax. Additionally, the universal behavior of the electromagnetic
shower extends to the outward momentum and lateral distributions as well as the energy
and angular distributions which are shown in Fig. 3.1. The parameterization of the time
distribution is also well described except at the largest values where the parameterizations
do not agree with simulations.

3.1.2 Universality for hadrons

To extend the concept of universality to hadrons with A > 1, an additional parameter is
needed to describe the muonic development —Nµ or Rµ

2 [108, 151–153]. As the universality
model described throughout this chapter involves the WCDs, the shower stage is described
with ∆X —the integrated atmospheric overburden between shower maximum Xmax and
the projected position of the station in the shower plane. As depicted in Fig. 3.2, ∆X differs
for stations at the same radial yet differing azimuthal location.

Based upon the development of air showers in the context of Auger data and simula-
tions, particles are divided into four components [155]:

1. Muons µ± [µ]

2. Electromagnetic particles3 from high-energy π0 decays [eγ]

3. Electromagnetic particles from muon decay or interactions [eγ(µ)]

4. Electromagnetic particles from the decay of low-energy hadrons [eγ(had)]

2In this thesis, unless stated otherwise, Rµ refers to the relative number of muons whereas Nµ designates
the total number of muons.

3While all of the listed particles are electromagnetic, we use this nomenclature to refer only to electrons,
positrons, and photons.
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(a) (b)

Figure 3.1: (a) The average energy distributions for the electromagnetic component for (top)
young showers (t < 0), (middle) showers at their Xmax (t = 0), and (bottom) older showers
(t > 0). The background curves represent simulated distributions for proton, iron, and photon
primaries, whereas the dashed lines are parameterizations from [148]. The variations observed
for the young showers are mostly due to deviations in the primary energy. (b) The normalized
angular distributions for 20 proton-induced showers at 1018 eV. The filled areas highlight the
3 σ error margins. The dashed lines represent parameterizations depending on the secondary
energy ε and the angle between the particle’s momentum vector and the shower axis θ [150].

Figure 3.2: Schematic of the distance ∆X to Xmax. To illustrate the azimuthal dependence, a
station is shown in the early region at a local azimuthal angle of ψ = 0 (upstream) and in the
late region at ψ = 180◦ (downstream). As depicted, ∆X for the late station is larger than for the
early station as they are at different stages of the shower’s development [154].
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Figure 3.3: The fraction of signal from (a) µ, (b) eγ, (c) eγ(µ), and (d) eγ(had) with respect to
the total signal observed in an Auger WCD binned in zenith as a function of radial distance.
As further described in Appendix A.1, the open markers in these violin plots indicate the mean
values of a bin, while the median is shown with a solid line. A kernel density estimate—the
violins—is used to visualize the full distribution of the ratios within each bin. The 1 σ regimes
are drawn. To better scrutinize the development of the fractions, the bottom two plots have
halved ranges [108].

Each of the components is derived from and/or has distinct interactions in the shower’s
development. To easily refer to the components in plots, abbreviations are provided in the
square brackets. To note, the second component corresponds to the standard electromag-
netic cascade. In Fig. 3.3, the fraction of each signal component is shown with respect to the
total signal observed in a WCD. The plots are derived from an equal mixture of simulations
induced by proton, carbon, and iron primaries with energies of 1019.5 eV and 1020 eV.

As depicted in Fig. 3.4a, the universal lateral distribution of the electromagnetic com-
ponent is a function of x := r/rm. The Molière radius rm corresponds to the radius of a
cylinder centered around the shower axis that contains roughly 90 % of the shower energy
deposit [157]. High-energy secondary particles are found close to the core; they are primar-
ily created through the main electromagnetic cascade. Farther from the core, the functions
deviate from universality. By turning off the charged pion decays for protons —as is done
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Figure 3.4: Simulated lateral distributions for (a) p, Fe, and γ primaries and (b) γ and p pri-
maries when the π±-decay channel is switched off [150]. In both plots, the lines above 1 GeV
are shifted up by multiples of 10. (c) The electromagnetic and (d) muonic signal —relative to
the average parameterized signal in QGSJet-II.03 simulations— emphasizes the absence of
universality using only three particle components [156].

in Fig. 3.4b, the universal description of the lateral distribution is preserved. This vital
indication highlights the importance of defining the muonic and hadronic components in
air showers.

In the initial implementation of universality, only the first three components were used.
As shown in Fig. 3.4c, this led to a non-universal description of the electromagnetic compo-
nent. Depending on the interaction model considered, deviations up to 50 % were observed.
As the muonic signals also suffered from a similar disagreement —plotted in Fig. 3.4d, the
classification of a fourth particle component —relating to the overall muon content of an
air shower— was necessitated.

In this fourth component, the electromagnetic component from the decay of low-energy
hadrons may be identified through the projected position rproj of the mother particle onto
the ground — as depicted in Fig. 3.5a. The universal relationship between the signals and
rproj is shown in Fig. 3.5b. Nevertheless, using rproj as a selection criterion requires a Cor-
sika simulation4 with enabled particle history5. As the particle history was not available
in the simulations used for parameterization, another method was used to select particles,

4See the last paragraph of Section 1.1.2.2 for an overview of CORSIKA.
5To increase the computational time for a simulation as well as reduce the resulting file size, typically

particles and their associated information are only saved near the height of observation. In order to gain
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Figure 3.5: (a) Schematic of rproj. (b) With increasing radial distance, the peak in the signal
versus rproj becomes more pronounced. This universal feature is caused by electromagnetic
particles from hadrons with large transverse momenta. Particles are from a simulated proton
shower at E = 1019 eV and with a zenith angle of 45◦ [155].

as implemented in Offline. In Fig. 3.6, histograms of the hadronic generation6 and the
particle weight from the thinning algorithm7 are shown. Particles with a hadronic gener-
ation count greater than 50 are electromagnetic particles from muon decays. At smaller
hadronic generations, there is a peak for particle weights below 500 due to particles from
the hadron jet component. Hadrons have a smaller maximum weight which their decay
products inherit. As these particles are created close to the ground, they maintain their
weight, which is significantly smaller than for the particles of the pure electromagnetic cas-
cade. In Fig. 3.6b, electromagnetic particles with large rproj are manually removed, leaving
only the pure electromagnetic component. Thus, the fourth component may be determined
with the corresponding hadronic generation and particle weight cuts8.

3.1.3 Model of ground signals in WCDs

Using the four particle components, a model to describe the signals of the Auger WCDs
was developed and later extended to AugerPrime and AMIGA [155, 158, 159]. As this
work only utilizes data from the WCDs, our discussion will focus only on the WCD-based

information about the different particle components in an extensive air shower, the particle type of the previous
two generations may be saved.

6In Corsika, the each hadronic interaction is called a generation. Universality is a possibility in EAS and not
at the LHC because the number of hadronic generations is sufficiently large such that an average description
can be made of the QCD soft processes.

7Above an energy of 1016 eV, the computational times for simulations because extremely long. To reduce
this time, a thinning algorithm is used where only one particle is followed among a group of particles where
the individual energies are below a certain fraction of the primary energy. The particle that is followed is given
an appropriate value or weight. To reduce statistical fluctuations of the particle densities far from the core,
there is a limitation on the weights.

8As aforementioned, these cuts are derived from simulations with a specific thinning level and other settings.
For the correct classification of the hadron jet component, the settings of the Corsika simulations must be
maintained. Otherwise, the criteria to select particle components need to be updated.
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Figure 3.6: The hadronic generation versus the particle weight is shown (a) without and (b)
with the manual removal of particles with large rproj. The expected WCD signal for each bin
is indicated by the color scale. Included are simulated particles from a sampling area within
400 m radial distance [155].

implementation. To derive the parameterizations for the signal model, a fixed library —
consisting of proton and iron primaries simulated with QGSJet-II.03 and Epos-1.99—
was utilized. For each primary and interaction model combination, 10 showers were gen-
erated for each combination of zenith angle θ ∈ {0◦, 12◦, 25◦, 36◦, 45◦, 53◦, 60◦}, energy
E ∈

{
1018.6, 1019, 1019.5, 1020} eV, and one of the 12 monthly atmospheric models. Due to

the computational expenses incurred otherwise, the standard thinning level of 10−6 was
used; thinning, thus, occurs when a particle’s energy is below 10−6 times the primary energy.
More details of the library are described in [155, 159].

For each particle component, the signal S of a WCD is derived from the signal S0
observed in an ideal 10 m2 spherical detector. The fundamental element of the signal model
is the dependence of S0 on the distance to the electromagnetic shower maximum ∆X,
which defines the longitudinal development of air shower signals. This is described with a
Gaisser-Hillas type function9

S0(∆X, E) = Smax

(
E

1019 eV

)γ ( ∆X− ∆X0

∆Xmax − ∆X0

) ∆Xmax−∆X0
λ(E)

exp
(

∆Xmax − ∆X
λ(E)

)
, (3.2)

with λ(E) = λ0 + fλ lg
(
E/1019 eV

)
. For the muonic and muon decay products components,

the energy evolution parameter fλ is 0. Results of the longitudinal parameterization S0(∆X)
for the muonic and pure electromagnetic components are shown in Fig. 3.7. For the com-
parison, signals from different primary energies are included, corrected for via λ(E), and
evaluated at a radial distance of 1000 m. The parameters of the longitudinal description
—Smax, ∆Xmax, γ, λ0, and fλ —depend on the distance to the shower core and subsequent
parameterizations for these variables were found. In particular, Smax(r) is best described
with a power-law LDF, which is independent of the mass composition and hadronic model
at 1019 eV. When coupled together, the parameterizations of the longitudinal and the lateral
distributions of the ideal signal establish the model S0(∆X, r, E). Thus, the signal for each
particle component in a real detector is approximately given by

S(r, ∆X, E, θ, ψ) = S0(∆X, r, E) ftrunc(r, θ, ψ) Aeff(r, ∆X, θ, ψ). (3.3)
9For further details on the derivation of S0, see [155].
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(a) (b)

Figure 3.7: Comparison of the longitudinal dependence of S0 in simulations (points) with
parameterizations (solid line) [155] for (a) µ and (b) eγ. The simulations cover various zenith
angles (black: 12◦, red: 25◦, blue: 36◦, green: 45◦, yellow: 53◦, and magenta: 60◦). The attenuation
of the muonic component is weaker than that of the electromagnetic component. To note, the
evolution of the muon decay products and hadron jet components behave like the muonic and
pure electromagnetic component, respectively. For almost all regions of the parameter space,
deviations in the description of S0 are smaller than 5 % [105].

where ftrunc denotes truncation asymmetries due to the presence of the ground and Aeff
arises from the geometrical asymmetries of a non-spherical detector. Aeff also takes into
account that particles with certain transverse momenta will not reach a detector at a certain
position. Using these parameterizations, the total signal is given by

S(r, ∆X, E, θ, ψ) = Seγ + Nµ

(
Sµ + Seγ(µ)

)
+ Rγ(r)

µ Seγ(had). (3.4)

where the exponent γ(r) is modeled as a function of core distance. To derive the relative
muon number Rµ, the signal model is used

Rµ(E) :=
S0,µ

(
r = 1000 m, ∆X = 400 g cm−2, E

)

Sref
0,µ

(
r = 1000 m, ∆X = 400 g cm−2, E = 1019 eV

) . (3.5)

with the reference signal Sref
0,µ from a QGSJet-II.03 proton shower at an energy of 1019 eV

and local shower azimuth of ψ = 90◦.
In developing the most recent timing model (discussed in Section 3.1.4), the author of

[108] investigated the accuracy of the signal model using a fixed energy and zenith simula-
tion library. The simulations consisted of proton, carbon, and iron primaries from QGSJet-
II.03 and Epos-1.99. For each primary and interaction model combination, 10 showers
were generated for each combination of zenith angle θ ∈ {0◦, 37◦, 48◦, 36◦, 55◦, 60◦}, energy
E ∈

{
1017, 1017.5, 1018, 1018.51019, 1019.5, 1020} eV, and one of the 12 monthly atmospheric

models. Each simulated signal S was compared to its model prediction Ŝ from Eq. (3.4).
Relative signal residuals for different primary energies are shown in Fig. 3.8. As expected,
the signal model poorly predicts the signal for primaries with energies below 1018.5 eV,
whereas above this threshold deviations are within ±5 %. Additionally, on average, the
model overestimates small signals and underestimates large signals. For AMIGA (SD-750)
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Figure 3.8: The relative difference between simulated signals and the model prediction is shown
with respect to (a) ∆X and (b) r for different Monte Carlo energies; it is also shown with respect
to (c) the signal for various primary particles. In (d), consideration is given to the relative signal
difference with respect to ∆X and for specific zenith angles. Due to the nature of signals and
the limitations of the parameterization used, certain selections were applied to ensure a valid
comparison [108].

and other configurations, the signal model will need to be extended to lower energies. While
a universal description of air shower signals down to energies of 1017 eV is possible, the
shower-to-shower fluctuations at lower energies might yield fluctuations in the hadronic-
generated components that are too significant for an average description to effectively be
made.

Further signal residuals are depicted in Fig. 3.8. As is ideal, there are no biases with re-
spect to primary particles and interaction models. In Fig. 3.8d, the relative signal difference
is explored as a function of zenith angle. While there is no significant bias of the signal as a
function of the estimated signal, there are trends with respect to ∆X that are not currently
accounted for in the signal model. In future analyses, a library with more zenith angles
could help improve this parameterization.
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3.1.4 Time model of signals in WCDs

In addition to the signal model, universality can be extended to describe the arrival time
distributions of the four particle components. While several models have been developed
[105, 108, 151, 153, 155, 158, 160–163], the time model presented herein is from [108]; it is
an extension to the one presented in [153, 163]. The parameterizations for this model were
derived from the Monte Carlo simulations mentioned in Section 3.1.3 that were used to
evaluate the signal model.

Like the signal model, the time model is using SD simulations which incorporate the
hardware and calibration properties of the Auger SD10 (Section 1.2.1). The total signal Si of
a particle component i is obtained from its instantaneous time trace via integration from
the 0 % to 100 % time quantile

Si =
∫ t100

t0

dSi

dt
(t)dt. (3.6)

The start time for a simulated trace is the FADC bin in which the calibrated signal exceeds
0.1 VEM. Just as is implemented for real data, the simulation start time algorithm accounts
for accidental peaks and fluctuations in the traces. Nevertheless, a small portion of signal
arrives earlier than the estimated start time. At this time, it is unclear whether this is due
to biases from the shower resampling11 or due to a minor bug in the Offline framework.

To note, the biases due to the resampling region’s size were studied for the average
arrival time of muons [164]. The study found that biases are reduced when the sampling
region extends radially from a station by only 5 % —instead of the standard 10 %. The time
biases are caused by the resampling coupled with the nature of the lateral distribution12

[165]. An additional time bias results from the correction of particle arrival times with
a plane shower front. As discussed in Section 2.3.1, the best description of the shower is
with a curved front; the curvature, in turn, depends on the particle component [158]. For
the simulations used in this work, the size of the resampling are reduced to 5 % in its
radial dimension; however, the effects due to the shower front geometry are not taken into
account.

For the parameterization of the time model, all times are relative to when the shower
core hits the ground. As the curvature of the shower front depends on the particle compo-
nent, the difference in the height between the effective time origin and shower maximum
will differ for each component. In Fig. 3.9a, the height difference as a function of Xmax is
plotted for the muonic component. The linear trend with respect to Xmax is related to the
energy spectrum of muons reaching the detector. For reference, the actual start times from
the curvature model are plotted in Fig. 3.9b. As most muons propagate without interaction,
they will arrive before the electrons, positrons, and photons. When muons decay close to
the ground, their detectable decay products (e± ) will arrive almost in coincidence with the
first muons.

The evolution of a WCD’s signal depends upon the arrival time distribution and de-
tector response to the particles therein. Due to the various particle types and energies,
an analytical expression of the detector response is rather hard to derive. To expedite
numerical-based approaches which primarily use time-expensive Geant4 simulations, the

10Time traces of signals are simulated in 25 ns bins, which matches the frequency of station electronics.
Saturation effects and baseline fluctuations are only applied to the total trace. An unsaturated version of the
total trace is also stored.

11Because of the thinning algorithm used to expedite simulations, a resampling algorithm is used when the
Corsika ground-level particles are simulated inside of a tank. The resampling essentially extrapolates the
particles that were saved based upon assigned weights.

12Due to the radial dependence of the lateral distribution, stations close to the core are injected with too
many early particles leading to a time bias.
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Figure 3.9: (a) Distance from the effective time origin to the shower maximum as a function
of the shower maximum for proton-induced simulations with differing zenith angles [163]. (b)
The start time model for the four signal components (colors) as a function of core distance
for a fixed energy and zenith angle. The shaded bands around each model line represent the
variation due to different azimuthal angles [108].

detector response was tabulated [166]. Thus, the parameterizations for the arrival time
distributions were developed to describe the temporal signal after the simulation of the
detector response

dSi

dt
(t) =

dSi

dt
(t|r, ∆X, θ, ψ, E). (3.7)

The parameterization of Eq. (3.7) is independently derived for each of the particle compo-
nents. The best fitting distributions were achieved with a log-normal and a generalized
gamma distribution13. The description quality of both functions is very similar; thus, a
log-normal approach was chosen.

Before fitting a distribution, traces are divided into bins with respect to distance to
the core r, distance to the shower maximum ∆X, primary energy E, zenith angle θ, and
azimuth angle ψ. As the employed Monte Carlo shower library had fixed primary energies
and zenith angles, these bins are already defined. For the binning in radial and azimuthal
dimensions, a compromise between a uniform bin width and a reasonable number of en-
tries is chosen. As the distribution of ∆X depends strongly on the particular (r, ψ, θ, E) bin,
∆X bins are chosen such that they include between 30 and 60 traces. To avoid distortions
due to trigger thresholds, only traces with an expected total signal above 4 VEM—as calcu-
lated from the signal model (Section 3.1.3)—are considered. Further details of binning are
discussed in [108].

Within each (r, ψ, θ, E, ∆X) bin, a weighted average of traces is calculated to reduce
statistical and thinning fluctuations. While each trace is binned in intervals of 25 ns, the
traces are not in phase. To remedy this, each trace is first resampled to be in phase with a
common set of time bins. Afterwards, a weighted average of all normalized traces in a time
bin is calculated. The uncertainty of a signal bin is estimated from the standard deviation of
the mean of all normalized signals within the bin. If there is a small number of traces, this

13The generalized gamma distribution has three parameters, denoted as m, s, and `. For ` = 0, the generalized
gamma distribution reduces to a log-normal distribution with m and s —which are proportional to the mean
and standard deviation.
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Figure 3.10: Average time distributions of ground signals in air showers initiated by proton,
iron, and carbon primary particles meeting certain criteria as specified in the legends. Particle
components: (a) muons, (b) pure electromagnetic, (c) electromagnetic from muon decay, and (d)
electromagnetic from hadron jets. The shaded distributions show the variation of the simulated
traces within the time bins. The darker regions represent the 1 σ spread, whereas the more
translucent regions extend to ±3 σ. The t10, t50, and t90 time quantiles are represented by black
triangles at the bottom of the plots. The small inset plots illustrate the distributions of the
component signals [108].

procedure leads to an underestimated standard deviation. For these cases, a correction—on
the percent level or smaller—is applied.

Next, the average traces are fit with a chi-squared fit, in which the model is integrated
in each time bin to properly take into account its nonlinear shape. At large times, the time
shape deviates, so only time bins below the 95 % time quantile are taken into account.
Examples of fits to average simulated component traces in WCDs are depicted in Fig. 3.10.
As determined via the χ2 calculation, the generalized gamma distribution does not fit
significantly better than the log-normal model.

The next step in the model building is the parameterization of the shape variables mean
m and width s obtained from the log-normal fits to average traces

fm,s(∆X, ψ, θ, E) = f∆X(∆X) + fgeo(θ, ψ, ∆X) + flg E(lg E, ∆X), (3.8)
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Figure 3.11: Model description of the ∆X dependence of the mean parameter m for: (a) µ, (b)
eγ, (c) eγ(µ), and (d) eγ(had). Different primary energies are indicated with different colors
and markers. Only stations in the radial distance range 950 m ≤ r < 1050 m are included [108].

where

f∆X(∆X) = a∆X + ∆Xref(b∆X + ∆Xref(c∆X + d∆X ∆Xref)),
fgeo(θ, ψ, ∆X) = sin θ(ageo cos ψ + bgeo ∆Xref),

fE(lg E, ∆X) = lg Eref(alg E + blg E∆Xref),

∆Xref = ∆X/(750 g cm−2) , and
lg Eref = lg(E/eV)− 19.

Depending on the particle component and parameter, the number of fit parameters is re-
duced by fixing higher order contributions to zero. The model holds for a specific core
distance range with width ∆r. To obtain a full parameterization, an iterative procedure is
used. First, Eq. (3.8) is fit in each of the available core distance bins; then, analytical expres-
sions for the fit parameters as a function of r are found. Results on the ∆X dependence of
the mean parameter m for the different particle components are shown in Fig. 3.11.
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After the modeling of all ∆X dependencies, each of the parameters used in Eq. (3.8) is
parameterized as a function of core distance r14

fr(r) =
n

∑
i=0

ai

( r
1000 m

)i
, (3.9)

where n depends on the parameter and its observed change with r. Fits for all polynomial
orders from 0 to 10 are attempted, and the best choice is selected with a leave-one-out
cross-validation method15 to avoid over-fitting.

Combining the parameterizations from Eq. (3.8) and Eq. (3.9) leads to a complete
description of the mean and width parameters m, s of the log-normal time models. The
accuracy of each parameterization is scrutinized by comparing the model prediction m̂
and ŝ to each m and s. The relative residuals m−m̂

m̂ and s−ŝ
ŝ are studied as a function of all

relevant quantities and physics parameters. Selected residual plots for the mean parameter
of muonic time traces are shown in Fig. 3.12.

A further description of the time model, parameterizations, and the residuals for all the
particle components are given in [108]. In general, the size of the relative residuals of m are
below 1 % for all particle components and dependencies. The model of s is much harder
to control. Deviations up to 5 % occur for the muonic and the electromagnetic components.
For the remaining particle components, most of the deviations are within 5 %; however,
there are two large deviations on the order of 15 %.

3.2 Reconstruction

3.2.1 Constructing the likelihood function

The reconstruction is composed of several aspects: a simultaneous fit of the time traces
and start times of triggered stations as well as the lateral distribution of the total measured
signals. A fit of time distributions is only attempted for stations with at least five time
bins with a signal exceeding 0.7 VEM; this criterion was tuned to simulations to give
a compromise between resolution and reconstruction accuracy. Thus, depending on the
signal size of a given station, it may contribute to one or more of these areas.

The universality reconstruction is comprised of 9 parameters: the core position x, relative
core time tc, shower arrival direction (θ, φ), energy E, depth of the shower maximum Xmax, and
relative number of muons Rµ. Rµ is relative to the average muonic signal created by a proton-
induced air shower simulated with QGSJet-II.03 at an energy of 1019 eV with the zenith
angle of the incoming primary particle at a local shower azimuth of 90◦. Depending on the
reconstruction method employed, combinations of these 9 parameters may be fixed or free
during the minimization of the total log-likelihood. In Fig. 3.13, the lateral signal distribu-
tions and time distributions for each particle component resulting from the universality
reconstruction of a proton-initiated event with lg(E/eV) = 19.4 are depicted together with
details about the simulated event.

The total log-likelihood is defined as

` = lnL = `shape + `start + `LDF , (3.10)

14Due to large fluctuations and remaining trigger biases, only radial distances smaller than 2250 m are
considered.

15To avoid over-fitting with high polynomial orders used, a cross validation method is used to find the
optimum order. In this general class of methods, a portion of the data (e.g. a data point) is left out when the fit
is performed and later, used to compute a statistic to quantify the quality of the fit.
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Figure 3.12: Relative residuals of the muon time model prediction for the mean parameter m.
Residuals are given as a function of different quantities of interest [108].

where `shape relates to the fit of arrival time distributions, `start comes from the estima-
tion of the start time16, and `LDF is associated with the LDF fit. The individual likelihood
contributions are explained in the following subsections.

3.2.1.1 Fit of arrival time distributions

As mentioned before, a fit of the time distribution —shape fit— is only attempted for traces
with at least five signal bins above 0.7 VEM/bin. This threshold was chosen to avoid low-
signal traces, particularly those which greatly fluctuate and are more sensitive to accidental
muons. By considering the time and signal responses for the four particle components, each
time bin may be compared to the universality prediction. The offset of the arrival times of
first particles with respect to the plane front is given by the curvature model (discussed in
Section 3.1.4)

Tp
c = Tp

c (r, Xmax, lg E, θ, φ), (3.11)

16As noted in [108], the implemented estimation of the start time often leads to poorly reconstructed values.
While it is described here as a contributing factor, it is not active in the analyses shown throughout this thesis.
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Figure 3.13: (a) Example LDFs in the universality reconstruction of a simulated event. The sum
of component predictions is fit to the total signals (black). A comparison of the LDF compo-
nents and their model predictions are given. (b) Results of the time fit of the hottest station.
For comparison, the component traces (histograms) are plotted against the model predictions
(smooth lines), which come from the fit of the total trace (black). The global reconstruction
method described in Section 3.2.3 is used.

which depends on the particle component p, shower geometry, and other properties of the
primary particle. The plane front time and arrival time of the first particle are extracted
from the trace using a typical log-normal time distribution, as depicted in Fig. 3.14a.

To account for a non-linear shape of the time model, the model is integrated within
the selected bin i and compared to the measured signal (Si). The integrated model is
found by evaluating the c.d.f.17 of the time model at the edges of the bin, subtracting the
resulting values, and dividing by the bin width. The model estimate Ŝi is obtained from
the normalized time model f p

trace and the signal model f p
S

Ŝi = Ŝ(ti) =
4

∑
p=1

f p
trace f p

S (3.12)

with a summation over the four particle components. The model dependencies of f p
trace and

f p
S are: f (r, θ, ψ, lg E, ∆X, Rµ, p, month).

Thus, the log-likelihood is given by the summation of the logarithm of normal distribu-
tions for each time bin i

`shape =
stations

∑
s

∑
i

lnN (Ss,i, µ = Ŝs,i, σ = σSD(Ŝs,i)), (3.13)

where µ comes from the model prediction and σ is the uncertainty according to the signal
uncertainty model detailed in Eq. (2.3). The associated bin errors used in this shape fit are
calculated as

σ = σ[S] · p( fs) ·
√

S, (3.14)

where σ[S] and p( fs) are given in Eq. (2.3) and Eq. (2.4), respectively.

17cumulative distribution function
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Figure 3.14: (a) The relevant times for a particle time trace — plane front time and the time
of first particle arrival —are pictorially described. (b) Assuming a log-normal trace with semi-
realistic parameters of m = 5 and s = 0.55 (compare to Section 3.1.4), toy distributions of
arrival time of first particles are shown for various particle populations. Thus, this illustrates
the different magnitudes of sampling delay. (c) A saturated, simulated event counterpart for
Fig. 3.13b. As before, only the total trace in black (excluding the saturated plateau) is fit. As
mentioned in Section 3.1.4, the particle component traces are saved without saturation effects
(for all [108]).

For saturated events18, only the non-saturated part of their trace contributes to the shape
fit —i.e. all time bins that do not belong to the plateau. To exclude saturated bins, only bins
where Si < 0.95 maxj Sj are selected for this partial fit of the trace. An example saturated
event is depicted in Fig. 3.14c.

18An event with at least one low-gain saturated station is called a saturated event. Saturation typically occurs
in a station (stations) that is (are) closest to the core of the shower. While it is possible to recover the integrated
signal of a saturated station for its possible inclusion in an LDF fit, as described in Chapter 2, the total trace
itself cannot be recovered in an accurate way.
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3.2.1.2 Estimation of the start time

While traces with small signals (or saturation) cannot be (fully) used in shape fits without
introducing potential biases, the time structure of these traces may still be used in the
estimation of the start time. Typically, the particles arriving earliest are muons. Thus, the
model prediction for the start time may be obtained from the time model ftime for the
muonic component through an extreme value transformation19 to calculate the p.d.f. of the
first arriving particle

ffirst(t) = nµ

(
1−

∫ t

0
dt′ f µ

time(t
′)
)nµ−1

f µ
time(t) (3.15)

where time t is relative to the time given by the curvature model for muons and nµ is
estimated from the signal model of the muonic component. As only the muonic particle
component is used, the above expression is only an approximation of the distribution of
start times. Additionally, this p.d.f. only takes statistical sampling delays into account.

In reality, the earliest muon would be created close to the first interaction point X0. As
described in Section 3.1.4, the start time model is a curved shower front with an effective
origin of particles along the shower axis —which in turn, depends on distance to the shower
maximum, zenith angle, and particle component. Consequently, this description does not
include fluctuations in X0. Thus, the width of the distribution given by Eq. (3.15) is under-
estimated. An example of distributions of arrival times for different particle populations
(and inherently, signal sizes) is illustrated in Fig. 3.14b. The average delay in the arrival
time of the first particle increases with decreasing signal size (i.e. a smaller population of
particles).

The log-likelihood for the fit of start times is summed across all participating stations

`start =
stations

∑
s

ln f s
first(t

s
start), (3.16)

where ts
start is the respective start time determined by an algorithm in Offline. The distri-

bution of the expected and measured arrival time of the first particle varies from station
to station. In using the extreme value transformation in Eq. (3.15), a p.d.f. of the earliest
particle arrival time may be constructed. Reconstructions of simulated showers show that
the use of the start time fit leads to a bias of the reconstructed Xmax on the level of 30 g cm−2

at 1019 eV that decreases with increasing energy20 [108]. For this work, the start time fit is
not used in the universality reconstruction in order to avoid biases in the reconstructed
depth of the shower maximum Xmax.

3.2.1.3 LDF fit

All candidate stations not used in the shape fit are included in an LDF fit that compares
the total measured signal to the expectation from the signal model. The Poissonian log-
likelihood has the same structure as that used for the non-saturated stations of the standard
SD reconstruction

` = lnL =
non−sat.

∑
i

ln fP(ni, µi) (3.17)

19This is a special case of a general class of transformations which are used to arrive at the distributions of
quantiles of time distributions.

20The author of [108] notes that this problem may be solved when the fluctuations in X0 are properly
accounted for in the p.d.f.
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For details of the contribution to this equation, see the text surrounding Eq. (2.8). To convert
signals into effective particle numbers, the signal uncertainty model —as described and
used in SD reconstruction (Section 2.2.2)— is employed.

In comparing the above equation to Eq. (2.8), it is seen that the terms for the saturated
and silent stations are not included. Almost all saturated stations are selected for and
contribute to the shape fit; thus, such saturated stations would be counted twice if used
in the LDF fit term. More detailed studies of the reconstruction accuracy of saturated
stations is presented in Appendix D.2. Alternately, the addition of silent stations would
only contribute significantly at the lowest energies when the number of triggered stations
is less than five. As seen in Fig. 3.22a, such an addition could potentially help events with
energies less than 1018.7 eV. For such an addition to be effective, the negative log-likelihood
contributions would need to be normalized. As it is currently implemented, the negative
log-likelihood terms are not normalized. As the energy increases and number of selected
stations increases, the shape fit term —which is calculated on a bin-basis— is roughly 1-2
orders of magnitude greater than the contribution from the LDF fit.

In Appendix D.1, a deviance model is investigated where the contributions of the like-
lihood are scaled so that the sum is usable as a goodness-of-fit estimator. This is done
using a generalized χ2-method. When compared to the negative log-likelihood, the de-
viance method has similar biases and resolutions. Nevertheless, the deviance minimizing
function has a decreased, zenith-dependent efficiency at the highest energies, which makes
it ill-suited at this time for mass composition studies. While it is not used in this work,
the deviance method —with refinement— could prove to be a powerful tool in debugging
Offline reconstruction methods and providing comparisons between the fits of simulations
and data. This is possible for this minimizing function (and not the negative log-likelihood)
because the generalized-χ2 lends itself to direct comparisons. Such work is outside the
scope of this thesis.

3.2.2 Example reconstructions

Before enumerating the different reconstruction methods investigated in this work (Sec-
tion 3.2.3), example reconstructions are shown to validate and help readers visualize the
universality reconstruction. In Fig. 3.15, the reconstruction of a simulated shower from a
proton primary with a true energy of 1019.4 eV is shown. The reconstruction method used
for this example is one where 8 parameters are simultaneously fit while the energy is held
fixed; the log-likelihood described in Section 3.2.1 is used. This reconstruction type and
others are discussed in Section 3.2.3. Overall, all fit quantities are well-reconstructed and
within the statistical uncertainties of the true values:

• The fit Rµ is 1.18± 0.11 compared to the true value of 1.23.

• The reconstructed Xmax is (815±30) g cm−2, which is within 14 g cm−2 of the true
value of 801 g cm−2.

• The core position is found to be (−2983± 20, 3477± 17)/m. This position radially
differs from the true core of (−2986, 3489)/m by 12 m. As further discussed in Sec-
tion 3.2.3.1, in comparison, the reconstructed position of the SD is biased as it fails to
take into account the azimuthal asymmetry of the signal, as seen and discussed later in
Fig. 3.20. For this example event, the impact point fit with the SD is (−2991, 3419)/m
and offset from the true value by 70 m.

• The reconstructed shower arrival direction (θ, φ) is (36.1± 0.9,−74.5± 4.1)/◦, where
both elements of the coordinate are within less than 1◦ of the true angular coordinate
of (36.2,−73.8)/◦.
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Figure 3.15: Universality reconstruction of a simulated proton-induced shower with an energy
of 1019.4 eV. (a) The footprint of the shower as simulated in an ideal dense array (taken from
the Offline EventBrowser). Only stations corresponding to the ideal array of the SD-1500 (in
shades of blue and green) are used in the reconstruction. The arrival direction and core location
are shown with the black line. (b) Only the total LDF (black) —as measured by the WCDs—
is used in the LDF fit. The predicted LDFs of the four particle components are compared to
the signals they each deposited in the stations. (c) - (f) Shape fits for the four hottest stations
where only the total traces from the WCDs are fit. The traces of the four particle components
are compared to the model predictions. (e) and (f) contain lower signal traces with increased
fluctuations.
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In total, ten stations were triggered, of which four contributed to the shape fit and
the remaining six to the LDF fit. As the shape fit contribution is calculated bin-wise, it
dominates the log-likelihood with a value of −229.92, whereas the LDF contribution is
calculated on the station-level and equates to −14.27.

In the universality reconstruction, the total LDF is compared to the sum of the expected
distributions of the four particle components (Fig. 3.15b), which are derived from the signal
model discussed in Section 3.1.3. As only the data (black points) are fit, distributions for
the individual components are shown with respect to the model predictions. The shaded
regions around the model lines represent their azimuthal asymmetries. All in all, the uni-
versality models give an accurate description of the component signals. The uncertainties
of the total and particle component signals are calculated using the signal uncertainty
model described in Eq. (2.3). While this uncertainty is reasonable for the total signal, it
is not strictly valid for the component signals as the uncertainty model is an empirical
description of the fluctuations of the total signal only.

In considering real data, the underlying parameterizations and fitting procedure of the
universality reconstruction are the same as that used for simulations. In Fig. 3.16, the re-
construction of a high-quality event measured with both the SD and FD is considered. The
event was observed on April 16, 2010 and is identified with the Auger ID 101056563000 and
SD ID 946472621. The longitudinal development of an extensive air shower was indepen-
dently measured with the FD telescopes located at Los Leones (LL) and Los Morados (LM).
As the longitudinal profile is directly correlated with the pure electromagnetic component,
the FD does not have direct access to Rµ. 15 stations of the SD-1500 triggered. The primary
reconstructed energies are ESD = (25.6± 1.1± 0.4) EeV, ELL = (28.3± 1.2± 2.5) EeV, and
ELM = (27.6± 0.4± 1.5) EeV.

• The universality reconstructed depth of shower maximum is XUniv
max = (784±16) g cm−2.

The weighted average of the FD measurements yields 〈XFD
max〉 = (795±9) g cm−2; thus,

XUniv
max is within 1 σ of the FD value.

• While the FD gives reasonable values for the arrival direction, the SD gives a more
accurate and precise result on average. The SD gives a zenith angle of (48.5±0.2)◦

and azimuth of (58.0±0.2)◦. Both of these are within 0.2◦ of the universality estimates
for θ = (48.6±0.2)◦ and φ = (58.2±0.2)◦

The LDF and start times of the SD-1500 stations are shown in Fig. 3.17a and Fig. 3.17b. Like
in simulations, the measured signals (black points) are fit to the sum of the expectations
for the four signal components (black line). The predictions for the LDFs of the individual
particle components are indicated with different colors, and the shaded regions around
them represent their azimuthal asymmetries. Fits to the traces of the four hottest stations
are shown in the remaining plots of Fig. 3.17. The hottest station has the largest weight in
the reconstruction. While the lower signal traces exhibit larger fluctuations, their general
trends are well described by the model predictions.

3.2.3 Reconstruction methods

It is not intuitive how to best define the reconstruction method of universality. In an ideal
scenario where enough stations are present, one would hope that a simultaneous fit of all 9
parameters —core position x, relative core time tc, shower arrival direction (θ, φ), energy E, depth
of the shower maximum Xmax, and relative number of muons Rµ— would be possible. However,
due to the significant correlations between these variables —particularly that of Xmax, Rµ,

21The simulations and data used throughout this work are described in Appendix B.
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(a)

(b) (c)

Figure 3.16: (a) The 2-D projection of the EAS on the Auger array as taken from the Offline
EventBrowser for Auger ID 101056563000. The event was recorded by two FD sites and the
SD-1500. The FD eyes Los Morados and Los Leones are indicated with pink and blue wedges,
respectively. The number of colored wedges indicates the number of telescopes observing the
longitudinal development. (b) The profile of the differential energy deposit as a function of slant
depth as measured by the Los Morados FD telescope. (c) Energy deposit profile as measured
with Los Leones. As seen in (a), the LL site was farther from the EAS than LM; consequently,
greater reconstruction uncertainties were incurred.
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Figure 3.17: Universality reconstruction of a real event with a reconstructed primary energy
of 2.56×1019 eV (Auger ID 101056563000, SD ID 9464726). (a) Fit of the total LDF (black). The
colored LDFs show the predicted distributions for the different particle components. (b) The
stations’ signal start times are compared to that of a plane shower front. The expected standard
curvature is shown with the dashed line, while the start time and model variance are compared
to the time model median value ±1 σ. (c)-(f) The shape fit results of the total trace (black) for
the four hottest stations. The model prediction for the four different components are plotted
for comparison.
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Figure 3.18: The various universality reconstructions can each be described as a combination
of initial values, minimizing function, and choice of reconstruction method. Reconstruction
methods listed in red (black) use 〈 ˆRFD

µ 〉(E, Xmax, θ) model (the average Rµ value of 1.9). The
shape and LDF fit are performed simultaneously with the negative log-likelihood. These are
evaluated on the total trace measured in the triggered WCDs. The signal and time models
inform this fit by providing estimates of the signal from the four particle components. The
various reconstruction methods are discussed in the subsequent subsections of the text.

and E, it is necessary to add some constraints to yield reconstructed events with a high
efficiency, relatively small bias (with minimum correlation with the arrival direction or
other variable), and the correlations between parameters —like that of Xmax and Rµ which
contain information on the primary composition. With the implementation of AugerPrime,
the degeneracy between the energy and relative muon content of the shower can be better
resolved, leading to more ideal reconstructions where a simultaneous fit of the energy and
mass composition parameters might be possible.

While numerous efforts to improve the reconstruction method have been made in
[105], [108], and works contained therein, here I will restrict myself to describing the most
promising results and, only in part, detail the methods which I have investigated. While
preliminary results are presented in this subsection, the bulk of the studies involving the
different reconstructions can be found in Chapter 4.

A simplified schematic of the initial values, minimizers, and fitting procedures used for
the reconstruction is given in Fig. 3.18. For every reconstruction method, the initial values
—before the minimization of the negative log-likelihood— are set based on the type of input.
For simulations, the nine initial values are set to those from the Corsika shower. The SD
reconstructed values are not used as the LDF-based SD reconstruction is sensitive to the
muon deficit found in simulations. There is a 5 % to 30 % composition-dependent deficit
—on average— in the reconstructed energy of the SD —as seen in Fig. 3.20a— which would
yield biased reconstruction results22.

In data, the initial values for the core position x̂ and timing tc, arrival directions θ and φ,
and primary energy E come from the reconstructed SD variables23. The initial Xmax value
is calculated from the 〈Xmax〉(E) model as parameterized from FD measurements [104]:

〈Xmax〉(E) =

{
Xmax,0 + (lg(E/eV)− lg(E0/eV)) D0

10 E < E0

Xmax,0 + (lg(E/eV)− lg(E0/eV)) D1
10 E ≥ E0

(3.18)

where E0 = (18.33±0.02) eV is the energy where the elongation rate24 changes. The other
parameters and their associated statistical uncertainties are Xmax,0 = (750±2) g cm−2, D0

10 =

22An energy calibration for simulations could be performed, but such a calibration would not reflect the LDF
parameterization in data and would be different for each primary and interaction model.

23 As described in Section 2.5, the shower size estimator of the SD is calibrated with the calorimetric mea-
surement of the FD energy to provide accurately reconstructed primary energies.

24The elongation rate is the fit of the mean Xmax measured by the FD as a function of energy. As seen in
Fig. 1.18a, the composition below an energy of 1018.3 eV follows a linear trend towards proton, whereas the
linear trend above this energy threshold is towards iron. The elongation rate is just the slope of a given line.
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(79±1) g/cm2/decade, and D1
10 = (26±2) g/cm2/decade. The initial Rµ is set with the

estimated relative muon content of FD data 〈R̂µ
FD〉, which is detailed in Appendix D.4.2. For

single-stage reconstruction methods, the average value of 1.9 is used. For reconstructions
with multiple fitting stages, the 〈 ˆRFD

µ 〉(E, Xmax, θ) model is employed for improved accuracy.
After the initial values are set, simulations and data are run with the same shape and

LDF fits with the negative log-likelihood in a minimizer. Wrapped around the minimizer is
a selected reconstruction routine. Depending on the method used, 2 to 8 variables may be
fit at the same time in one or more fitting stages. The methods investigated in this work are
the global (Section 3.2.3.2), iterative (Section 3.2.3.3), and two modifications of the global
method where the shower axis is constrained within 1◦ or fixed to the axis reconstructed
by the SD (Section 3.2.3.4).

3.2.3.1 Reconstruction accuracy of the SD

In the context of universality, the quantities of interest from the SD reconstruction are
the energy, zenith angle, azimuth, position of the core, and traces of candidate stations.
As detailed in Chapter 2, Auger’s surface detector samples the lateral distribution of the
shower. The reconstruction of the SD uses an energy calibration —derived from high-
quality, jointly-measured events with the FD— to obtain the energy of an event’s primary
particle from the SD’s signal estimator (S1000). While the signal estimator comes from the
LDF log-likelihood fit, the arrival direction of the shower is drawn from a fit of the shower
geometry (mostly achieved with a spherical front) which relies on each station’s timing.
The importance in this distinction is that the arrival direction is not derived from the LDF
but in a separate fitting stage which depends solely on the time response of the candidate
stations.

The energy and the core position are primarily products of the LDF fit. In SD reconstruc-
tions with Offline, the core position is biased from the true core as the LDF implemented
fails to take into account the azimuthal asymmetries of an air shower. In general, the foot-
print of an EAS in the plane of the ground is essentially an ellipse centered about the shower
axis. Projecting the observations into a plane perpendicular to the shower axis should re-
store the expected circular symmetry (i.e. only considering the radial distance from the
core); however, this transformation is only an approximation valid at small zenith angles
and core distances. As a shower becomes more inclined, this symmetry is broken as stations
are viewing the shower at different stages of the developing CR shower. This is pictorially
depicted in Fig. 3.2. Due to attenuation effects, the particle density —and correspondingly
the observed signal— will be higher in the early region than the late one. Furthermore,
this attenuation depends upon the particle component considered; the absorption of the
electromagnetic component increases with zenith angle until it is completely diminished
around 60◦. In contrast, the muonic component is long-lived and relatively less attenu-
ated25. Additionally, as the zenith angle increases so does the the traversed path length,
thus, muons become more deflected by the geomagnetic field —which in turn causes a
distortion of the radial geometry of the air shower as shown in Fig. 3.19.

The reconstructed energy and core of the SD in simulations is shown in Fig. 3.20 relative
to the true values. The showers are rotated in azimuth such that incoming direction is to
the right. On average, the SD core (blue) is biased by 23.3 m. The spread of individual
values is indicated with error bars. An LDF has already been derived which would account
for these azimuthal asymmetries and provide an unbiased reconstructed SD core [119];

25Coulomb scattering and energy losses due to ionization are sub-dominant except for θ > 80◦. The average
decay length of a 10 GeV muon is 66 km, which far exceeds the distance from muon production to the ground
for vertical showers.
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(a) (b)

Figure 3.19: The footprints of the simulated muon density at the ground from a proton primary
at E = 1019 eV and φ = 0◦ for (a) 61◦ where the radially symmetry is slightly distorted and (b)
80◦ were the radial symmetry is broken by geomagnetic deflections [167].

however, it has not been implemented in Offline yet. Asymmetries in the LDF and time
distributions of the particles are taken into account in the universality signal and time
models. As such, the universality reconstruction (red) enables a nearly unbiased estimation
of the shower core, deviating by only 1.7 m on average. The resolution of the core using
the universality reconstruction greatly improves with increasing energy and is relatively
constant with respect to zenith angle. In contrast, the SD core bias and resolution largely
depend on zenith angle and only slightly improve with respect to increasing energy.

In data, the energy of the SD is corrected for the differing attenuation of traversed atmo-
sphere as a function of zenith angle (Section 2.4) and calibrated with the FD (Section 2.5).
During the parameterization, the jointly measured events are selected by using a cut which
ensures that there is no bias with respect to mass composition. The detector resolution and
shower-to-shower fluctuations jointly yield an energy resolution of 15 % on average. This
resolution decreases with increasing energy. However, the calculation of the resolution is
dominated by the energy scale uncertainty of the FD, which is 14 % on average [69, 135].

In contrast to the reconstructed core, the arrival directions of the SD are reconstructed
with high accuracy and are relatively unbiased as they come from fitting the shower geom-
etry with a spherical front. In Fig. 3.21, the zenith angle, azimuth, and the shower axis of
SD simulations are compared to their true values from proton-induced simulations. The
shower axis is a directional vector describing the geometry of an air shower; the zenith
angle and azimuth are components of the axis. While general trends may be interpreted
from the difference between the reconstructed and true axis, it is more intuitive to consider
the angular resolution26, which is calculated as the following

σang =
3

2
√

2

√
σ2(θ) + sin2 (θ) σ2(φ) , (3.19)

with the resolutions of the reconstructed zenith and azimuth angles σ(θ) and σ(φ). With
increasing zenith angle, the angular resolution improves from around 0.5◦ to 0.25◦. There is
a slight improvement on the order of 0.1◦ as the energy threshold is increased. The zenith
angle, on average, is unbiased from the true value and is well-reconstructed regardless
of the saturation status of an event. The angular difference does, however, have larger

26See Appendix A.2 for a derivation and discussion of the angular resolution equation.
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Figure 3.20: Comparisons of the reconstructed SD values to the Monte Carlo values for QGSJet-
II.04 simulations from the Napoli library (Appendix B.2). (a) Relative difference between the
SD and MC energy for simulated air showers induced by proton and iron primaries. The mis-
reconstructed SD energy reflects the deficit of muons found in simulations and exhibits differing
biases with respect to the composition of the primary particle. (b) As the LDF employed in the
SD reconstruction does not include the azimuthal asymmetry of the signal, the reconstructed
SD core (blue) is biased relative to the true Monte Carlo core (at origin). The universality
reconstructed core (red) is unbiased. In considering the core distributions as a function of
distance to the core with respect to (c) energy and (d) zenith angle, the overall bias of the SD
core is 23 m on average with 1 σ of events in a range of 60 m, which depends on zenith angle.
In contrast, the spread of the universality core positions is dependent on energy (number of
candidate stations) and is relatively independent of zenith angle. For the core plots, nearly
15 000 proton-induced shower simulations are used. The universality counterpart considered
was reconstructed using the global method.

spreads associated with lower zenith angles27. Similarly, the reconstructed azimuth angle
is unbiased with a large spread of 3◦ near a zenith angle of 0◦. In considering the trends
in three-dimensions, the bias of the reconstructed zenith angle can be seen as a nearly
constant offset depending on θ. The spreads seen in both the azimuth and zenith angle
also reflect this trend. The spreads of both variables are greatest for small zenith angles
because there are less triggered stations, resulting in a less well-constraining geometry and
associated timing of the shower front.

27The bins in the plots with respect to zenith angle are chosen in equal-width sin2 θ bins —the underlying
distribution — to ensure similar event numbers.
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Figure 3.21: QGSJet-II.04 proton-induced simulated showers from the Napoli library. (a) The
difference in the true and reconstructed SD axis with respect to energy, where the saturation
status of the event is considered. The axis deviates the most at low energies and zenith angles
due to the correspondingly large resolutions. (b) The angular resolution for proton- and iron-
initiated simulations as a function of zenith angle and energy. The differences between the true
and SD (c) [(d)] zenith angle and (d) [(f)] azimuth are shown to be relatively unbiased with
respect to zenith angle [energy]. The reconstructed zenith angle maximally deviates from the
true by 0.1◦, on average, between 35◦ to 55◦. This is due to the increasing azimuthal asymmetry
of the separated electromagnetic and muonic components. This bias is reduced around 60◦

as the electromagnetic component has fully diminished; the asymmetry will increase again at
more inclined zenith angles as deflections from the geomagnetic field grow in magnitude.
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3.2.3.2 Global reconstruction

Developed in [105], the most conservative reconstruction method —known as the global
method28— fixes the energy to that reconstructed by the SD and simultaneously fits the
remaining eight variables in a single step. The highlights of the global reconstruction
are that it validates the universality parameterizations in simulations and data29 while
fully incorporating the correlations of Rµ and Xmax. The universality models (discussed in
Section 3.1.3 and Section 3.1.4) have complex relationships that rely on the eight physics
parameters, yet, as the number of candidate stations becomes fewer at lower energies,
there is not enough constraining information to yield reasonably reconstructed quantities.
The relationship between the number of candidate stations triggered at a given energy is
depicted in Fig. 3.22a and Fig. 3.22b.

The reconstruction efficiency for the global method is explored in Fig. 3.23. While many
events are deemed successful by the minimizer at energies around 1018.5 eV, they have been
found to have Xmax and θ values that significantly differ from the true ones by 100 g cm−2

to 500 g cm−2 and 5◦ to 10◦, respectively (Successful with outliers). Several efforts have
been made in [108] and this work to identify whether such outlying populations (Outliers)
exhibit a consistent underlying cause that may be remedied or not. Many of these outliers
are recovered when more constraints are used in the reconstruction method employed, as
later seen with the iterative fit results of Fig. 3.24. Due to the general arbitrariness of an
event being and remaining designated as an outlier —as well as the lack of knowledge
of the true Xmax and θ when measuring data, outliers are defined as events with Xmax /∈
[500, 1050] g cm−2 and |θUniv − θSD| > 5◦30. The reasoning behind these selection criteria
is based upon the 1-D and 2-D distributions of these variables as depicted and further
described in Fig. 3.22c. Similarly, the 4.6 % of events which failed to pass the minimization is
greatly reduced as further constraints are used in the reconstruction. The successful events
after rejecting outliers are also considered with respect to zenith angle. These efficiency
plots are made by performing a selection of events (e.g. Successful), binning that selection
with respect to energy, and dividing the binned selection with the binned total number of
events. Because of the selection process involved, the results can be treated as binomially
distributed variables. Thus, the uncertainties are calculated using a binomial proportion
confidence interval spanning 1 σ. The error bars are not visible for simulations due to the
large number of events in each energy and zenith bin31. To view the various populations
in the efficiency plots, minor offsets in the x-axis were consistently added.

The bias and resolution of the reconstructed depth of the shower maximum and relative
muon number are shown later in Fig. 3.26; they are compared to the results of the other
reconstruction methods discussed in this section32. Below energies of 1019 eV, the Xmax bias
is, on average, 20 g cm−2 to 30 g cm−2 and the difference between the median and mean is on
the order of 10 g cm−2, indicating the presence of outliers. The Xmax at the highest energies is
negatively biased, leading to a 50 g cm−2 absolute difference in the means across all energy
bins. The resolution of the depth of the shower maximum decreases from around 100 g cm−2

to 30 g cm−2 with respect to increasing energy. At the highest energies, the constrained axis

28In previous works like [108], it was called the classic method.
29Unlike the iterative method (Section 3.2.3.3), the global method does not include a calibration with real FD

events. Such a calibration is only possible through the explicit use of initial values.
30As shown in Fig. 3.21, the SD reconstructed zenith angle is within 0.5◦ of the true value, so this is a rather

conservative criterion. A more rigorous event selection for the purposes of mass composition and anisotropy
studies is presented for each reconstruction method throughout Chapter 4.

31While SD data is more numerous than the proton or iron simulations, it follows an E−2.5 energy spectrum
whereas the simulations have an E−1 dependence, which yields a flat distribution in a lg E plot. For further
information on the data and simulations used in this work, see Appendix B.

32A more rigorous event selection for the global method is presented in Appendix D.3.
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(a) (b)

(c)

Figure 3.22: QGSJet-II.04 proton-induced shower simulations from the Napoli library recon-
structed with the global method. The relationship between the primary energy and number of
triggered stations is considered with regard to (a) the zenith angle and (b) the slant depth from
the station to the depth of the shower maximum (Fig. 3.2). (c) Outliers of non-saturated events
are identified based on the reconstructed depth of the shower maximum and the absolute differ-
ence between the universality and SD reconstructed zenith angle. Individual events are shown
in transparent points that identify their zenith and energy group; the distributions along the x
and y-axis are 1-D projections of the variable. The grayed out regions indicate events identified
as outliers (Xmax /∈ [500, 1050] g cm−2 and |θUniv − θSD| > 5◦). The vertical, linear population
around 200 g cm−2 and horizontally-oriented, elliptical region around |θUniv − θSD| > 8◦to10◦

are centered about the respective lower and upper limits enforced during the reconstruction;
they indicate that the reconstruction gets stuck on a false minimum and is unable to recover.
Many of the outlying events of the depth of the shower maximum have energies below 1019.0 eV
and a zenith angle above 38◦, which correlate with a stricter timing constraint. Alternately,
outlying events in the difference in the reconstructed zenith angle can be attributed to low
energy events with a zenith angle below 38◦, which corresponds to fewer triggered stations.
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Figure 3.23: Reconstruction efficiency for non-saturated events with respect to energy for the
global fit. (a) The overall efficiency for non-saturated events is shown for QGSJet-II.04 simu-
lated showers initiated by proton and iron primaries in comparison to SD data from 2004-2016.
Successful reconstructed events are analyzed with respect to energy and zenith angle for (b)
SD data and (c) proton- and (d) iron-induced simulations. Events with lower zenith angles
have less triggered stations than their higher zenith counterparts. At low energies, this leads to
too few stations to constrain the reconstruction for the determination of the shower geometry.
With further constraints, such events can be recovered. In contrast, events with a zenith angle
above 55◦ are difficult to reconstruct as their timing constraints are much stricter. Iron and SD
data are found to have worse efficiencies for zenith angles between 0◦ to 36◦ and 55◦ to 60◦

than proton. In data, the other zenith angle ranges have a higher reconstruction efficiencies at
the lower energies than in simulations. This could result from the threshold cuts and usage of
the SD energy in the data binning procedure. In other words, the simulation efficiencies at the
lower energies are worsened as the Monte Carlo energy is used (due to the mis-reconstruction
of the SD energy), and it is not easy to apply an equivalent threshold.
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and global method have similar resolutions. In the case of the relative muon number, the
average biases and resolutions for the global method agree with the constrained method
above 1019.2 eV, which is where the efficiency is close to 95 % for all zenith angles.

3.2.3.3 Iterative reconstruction

Due to the zenith-dependent biases, large resolutions, and inefficiencies due to the number
of candidate stations of the global method, the author of [108] investigated several recon-
structions where further constraints were added. Of the methods the author investigated,
the most promising one —the iterative fit— involved fixing and fitting certain variables
in several stages to improve the resolution of reconstructed quantities and to produce an
unbiased reconstruction even with a small number of candidate stations:

1. The core position and energy are fit while all other parameters are fixed33. As only
the core and energy are fit, only the signal likelihood is used, where the energy is
constrained to ±20 % of the true (MC) or the SD energy.

2. Step 1) is repeated with updated predictions of Xmax and Rµ using the new estimate
of the primary energy E. Again, the energy is constrained to ±20 % of the previous
result.

3. While all other quantities are fixed, the relative core time tc is fit together with Xmax.

4. Rµ, energy, and the core position are fixed. Xmax, tc, and the components of the shower
axis —which are separately and weakly constrained to be within an angular standard
deviations of 1◦ ≈ 2 σ— are fit together.

5. Rµ is fit while all other quantities are fixed to previous fit results. Due to the explicit
dependence of Rµ on the signal, only the signal likelihood is used.

6. Xmax is fit together with the shower geometry while all other quantities are fixed
to previous results. The zenith angle and azimuth are separately constrained to be
within an angular standard deviation of 1.0◦.

7. After fixing all the other quantities to previous fit results, the energy is re-fit, where
it is constrained to ±10 % of current value. Both the signal and time likelihoods are
used.

8. Rµ is re-fit after fixing all other quantities to previous fit results. Only the signal
likelihood is used.

For all constraints, normal distributions with the given standard deviations are added
into the calculation of the negative log-likelihood34. Through its various fitting stages, the
iterative method includes a reconstruction of the primary energy E, the depth of shower
maximum Xmax and the relative number of muons Rµ. While the energy is constrained,
neither the Xmax nor Rµ are constrained during the reconstruction procedure. As specified
earlier and pictorially depicted in Fig. 3.18, the Xmax estimate —set before steps 1 and
2 —is calculated using the elongation rate. Similarly, the Rµ initial value comes from the
estimated relative muon content of FD data 〈R̂FD

µ 〉, which is detailed in Appendix D.4.2.

33As the SD does not measure the Xmax or Rµ in data, these values are parameterized using high quality
events measured by both the FD and SD (golden hybrid events). An updated calibration which is based upon
the original method is presented in Appendix D.4.2. In simulations, the true Rµ and Xmax values are used.

34Constraints using the Minuit-2 utility itself should not be used as they will perform not only non-linearly
but also without participating directly in the likelihood calculation.
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The reconstruction efficiencies of the iterative fit are shown in Fig. 3.24. With the con-
straints, 100 % of the events successfully pass the minimization. However, events simulated
with zenith angles above 55◦ are poorly reconstructed around 20 % of the time. In contrast
to the global method where lower zenith events fail due to too few stations and a sub-
sequent, lack of constraints, the outlying events of the iterative method have, on average,
higher zenith angles, which are difficult to reconstruct as their timing constraints are much
stricter.

The bias and resolution of the reconstructed depth of the shower maximum and relative
muon number for the iterative fit are shown in Fig. 3.26 to be relatively constant with
respect to energy. The average bias and resolution of the depth of the shower maximum
are less than 10 g cm−2 and 30 g cm−2, respectively. The Rµ-bias and resolution are less than
0.5 %; this minimal deviation from the true relative muon content indicates that the iterative
fit is so tightly constrained that the Rµ is not able to vary much from its initial value. As
such, only the average depth of the shower maximum should be used for mass composition
studies.

3.2.3.4 Constraining the axis of the global reconstruction

While the iterative fit provides a robust estimate of the depth of the shower maximum, it
fails to independently reconstruct the relative number of muons and to provide reasonable
correlations of it with Xmax. While attempts have been made to relax the iterative fit in [108]
and in the development of this thesis35, such reconstructions have ultimately not had the
desired success with a high efficiency, low number of outliers, and realistic correlations and
resolutions for all reconstructed variables. In an effort to hopefully obtain a reconstruction
possessing such traits, I returned to the basic idea of adding further constraints to the global
method.

As discussed in Section 3.2.3.1, the lateral spread of the triggered stations of the SD
responding to an EAS allow for a precise measurement of the arrival direction within
0.5◦. As many of the outliers seen with the global and iterative method are due to mis-
reconstructed zenith angles and the subsequent effect of that, it seems natural to use the
arrival direction as a constraint in the reconstruction. This was investigated in two ways:
(1) constrain the reconstructed axis to be with 1◦ of the true or SD axis and (2) fix the axis
to the true or SD axis36. A cursory investigation is presented here for completeness, and an
in-depth study analyzing the global with constrained axis method is given in Chapter 4.

The reconstruction efficiency is explored for the constrained axis in Fig. 3.25. With both
methods, the overall efficiencies are above 90 % and asymptotically approach 100 % for
energies greater than 1018.7 eV. In considering the zenith-binned efficiencies of Successful
events for the constrained axis, it can be seen that all but the zenith bin for 55◦ to 60◦

have a relatively energy- and zenith-independent success rate above E = 1018.7 eV. While
the Successful events of the fixed axis method mostly exhibit a similar trend, there is a
10 % to 15 % difference in efficiency with respect to zenith angle that is seen in proton-
and iron-induced simulations for energies above 1019.4 eV. Nevertheless, both methods
involving the constrainment of the axis yield fewer outlying events than the iterative or
global method. Furthermore, they show that the efficiency of events with zenith angles
below 55◦ is relatively independent of zenith angle.

35Beyond increasing or decreasing constraining factors, an attempt was also made to add a ninth step where
all variables but the energy were fit. Regardless of the changes made, the iterative fit yielded distributions
in the relative number of muons that were too narrow, and, in many cases, the efficiency, particularly at the
highest energies suffered.

36As the fixed axis is a special case of the reconstruction using the constrained axis, the results are presented
in Appendix D.6



70 CHAPTER 3. AIR SHOWER UNIVERSALITY

18.5 19.0 19.5 20.0
lg (E/eV)

0.00

0.25

0.50

0.75

1.00

1.25

Pr
ob

ab
ili

ty
of

re
co

ns
tr

uc
ti

on
st

at
us

p
Fe
SD

Successful with outliers
Successful
Outliers
Failed

(a)

18.5 19.0 19.5 20.0
lg (E/eV)

0.00

0.25

0.50

0.75

1.00

1.25

Pr
ob

ab
ili

ty
of

re
co

ns
tr

uc
ti

on
st

at
us

0 < θ/◦ < 36
36 < θ/◦ < 48
48 < θ/◦ < 55
55 < θ/◦ < 60

(b)

18.5 19.0 19.5 20.0
lg (E/eV)

0.00

0.25

0.50

0.75

1.00

1.25

Pr
ob

ab
ili

ty
of

re
co

ns
tr

uc
ti

on
st

at
us

0 < θ/◦ < 36
36 < θ/◦ < 48
48 < θ/◦ < 55
55 < θ/◦ < 60

(c)

18.5 19.0 19.5 20.0
lg (E/eV)

0.00

0.25

0.50

0.75

1.00

1.25

Pr
ob

ab
ili

ty
of

re
co

ns
tr

uc
ti

on
st

at
us

0 < θ/◦ < 36
36 < θ/◦ < 48
48 < θ/◦ < 55
55 < θ/◦ < 60

(d)

Figure 3.24: Reconstruction efficiency for non-saturated events with respect to energy for the
iterative fit. (a) The overall efficiency for non-saturated events is shown for QGSJet-II.04
simulated showers induced by proton and iron primaries in comparison to SD data from
2004-2016. Successful reconstructed events are analyzed with respect to energy and zenith
angle for (b) SD data and (c) proton- and (d) iron-initiated simulations. In simulations, the rate
of successful events is, on average, above 90 %; the outlying events are mostly found in the
zenith angle populations with θ > 48◦. In data, however, the successful reconstruction rate
dramatically drops, is worse for all energies, and exhibits an inverse correlation with increasing
zenith angle. It is important to remember that the iterative method uses a constraint on the
zenith angle and azimuth where they must be within 1◦; this renders the identification of
outliers using the zenith angle constraint |θUniv − θSD| > 5◦ not very useful. The plots are
presented in this way to provide a direct comparison in this overview section; however, in
Appendix D.4, the outliers of the iterative fit are better identified.
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Figure 3.25: Reconstruction efficiency of the constrained axis method for non-saturated events
with respect to energy. (a) The overall efficiency is shown for QGSJet-II.04 simulations from the
Napoli library in comparison to SD data from 2004-2016. Successful reconstructed events are
analyzed with respect to energy and zenith angle for (b) SD data and simulations with (c) proton
and (d) iron primaries. While the efficiency is above 90 % for most zenith angle bins above an
energy of 1018.7 eV, events with a zenith angle between 55◦ to 60◦ have an efficiency which
rapidly worsens with respect to decreasing energy below 1019 eV; difficulty reconstructing such
events was also seen with the iterative method. Again, the improved reconstruction efficiency
of SD data relative to the simulations at the lowest energies can be attributed to the lack of an
equivalent threshold applied to Monte Carlo events.
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Figure 3.26: The bias of the reconstructed (a) depth of the shower maximum and (b) relative
muon content for QGSJet-II.04 proton-induced simulations reconstructed with the global,
constrained axis, and iterative methods. The corresponding resolutions are given in (c) and
(d). Only successfully reconstructed events with Xmax ∈ [500, 1050] g cm−2 are considered. The
resolution plots are made using the median absolute deviation (MAD); the uncertainties are the
standard deviation of the MAD as found using the bootstrap method.

The bias and resolution of the reconstructed depth of the shower maximum and relative
muon number are shown for the global fit with the constrained axis in comparison to the
other reconstruction methods discussed earlier in this section in Fig. 3.26. The fit with the
constrained axis yields a negative bias in the reconstructed depth of the shower maximum
on the order of 15 g cm−2, which is 5 g cm−2 to 10 g cm−2 greater than that provided by the
too-constrained iterative method. This negative bias gradually reduces as energy increases
to yield a bias less than 10 g cm−2. The bias and resolution of the relative muon number and
the resolution of the depth of the shower maximum have decreasing deviations with respect
to energy and give similar values. Above an energy of 1019.4 eV, the resolutions and biases
of the fit with the constrained axis are in good agreement with the results obtained with the
global method. Overall, the constrained axis method has tantalizing results that appear to
include the most salient features of the global and iterative methods while having a close-
to-ideal reconstruction efficiency. A more rigorous event selections for the constrained axis
method is presented in Chapter 4, and the associated mass composition results are given
in Chapter 5.
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Study of the constrained axis reconstruction

In Chapter 3, the basic ingredients for the air shower universality approach —namely the
signal and timing model— are introduced. The most canonical reconstruction method —
known as the global reconstruction— was defined, where only the energy as reconstructed
by the SD is fixed while the remaining eight physics parameters are simultaneously fit. In
contrast, the iterative reconstruction —developed to return an unbiased depth of the shower
maximum and reduced resolution— has multiple fitting stages where pairs of variables
are fixed while the remaining ones are fit. The performance of these reconstructions were
studied with simulations. In particular, the downfalls of each method were discussed: large
biases and resolutions result when using the global method and the iterative fit fails to
describe the correlations between variables. To remedy these problems and obtain a more
robust reconstruction, a new reconstruction method was developed in this work. Known
as the constrained axis method, it is a modified version of the global fit where the axis
is constrained within 1◦. The rationale for constraining the axis to that found by the SD
reconstructed axis is based upon its high accuracy and precision when compared to the true
values, as detailed in Section 3.2.3.1. While the biases and resolutions for the constrained
axis method seem to embody a compromise between the global and iterative reconstruction1

(Fig. 3.26), it is important to first conduct an in-depth investigation on the effects of such a
constraint on the observables and their associated correlations (Section 4.1).

Having substantiated that the constrained axis method contains all known correlations,
the remaining goals of this chapter are to investigate the effects of modifications in the
reconstruction, to ascertain the quality of the derived results, and to establish selection cri-
teria for mass composition studies. First, simulations are used to perform extensive studies
to determine what subset of events are systematically, poorly reconstructed (Section 4.2.1).
Given those results, a fiducial selection (Section 4.2.2) as a function of zenith angle is devel-
oped, which ensures a high-quality selection of well-reconstructed events. In particular, this
selection method is analyzed for several primaries and hadronic interaction models, and
it is found to have consistent results between models. The resulting biases and resolutions
of the variables of interest (Section 4.2.3) —the depth of the shower maximum and relative
muon content— are investigated. The whole process of deriving the fiducial selection and
the study of the bias and resolution are then applied to data (Section 4.3).

1Both methods have a resolution and bias which are smaller than the global method, yet they include a
physical description of the relative muon content, making them more attractive than the iterative method.
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Figure 4.1: QGSJet-II.04 proton simulations of non-saturated events from the Napoli library
reconstructed with the global and constrained axis methods. The bias of the (a) depth of
the shower maximum and (b) relative muon content as compared with the true values. The
correlation between Rµ and Xmax is shown (c) above an energy of 1019 eV and (d) with 1 σ
spreads in the specified energy ranges. While the direction of the ellipse changes slightly
depending on the method considered, the scatter plot indicates that the constrained axis method
is better behaved and has less Rµ outliers. Thus, the change in the direction and reduction in
size of the 1 σ spreads is due to the improved resolution of the constrained axis method.

4.1 Comparison with the global method

As seen in Fig. 3.26, the bias and resolution of the depth of the shower maximum and
relative muon content of the global method are similar to those found with the constrained
axis method above an energy of 1019.3 eV. This agreement —as the global method is the
most conservative reconstruction procedure— hints that the addition of the constraint to the
reconstruction does not hinder or distort the correlations between variables —particularly
that found between Rµ and Xmax.

An event-level comparison is given in Fig. 4.1 between the constrained axis and global
method. In order to perform this comparison, outliers —found in the global method— are
rejected by requiring that Xmax ∈ [500, 1050] g cm−2 and |θUniv − θSD| < 5◦. 40 000 events
are matched between the two reconstructions and compared. On average, the constrained
axis method has a constant Xmax bias and smaller resolution with respect to energy. While
it appears that the global method yields a less biased Xmax, this is misleading as the
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reconstructed depth of the shower maximum for this method is highly-dependent on zenith
angle (Fig. D.16), and it is by happenstance that bias across all zenith angles is less than
that found with the constrained method. In contrast, the reconstructed Xmax is mostly
independent of zenith angle for the constrained axis fit (Fig. 4.6) . The median difference
between the reconstructed depth of the shower maximum for the two methods is relatively
constant with respect to energy. Similarly, the difference between the reconstructed relative
muon content has a median of ±1 % and resolution of ±4 %. The correlation between the
reconstructed Xmax and Rµ is considered for different energy bins for the two reconstruction
methods. The correlation of the constrained axis method is contained within that found
with the global method and has a similar orientation. Overall, the reconstructed relative
muon content for the constrained axis method is very similar to that found with the global
method and correctly incorporates physics correlations. Thus, the constrained method may
be fully used in mass composition studies2.

4.2 Event selection in simulations

In Section 3.2.3, the event selection —for all reconstruction methods— was performed
using the cuts (Xmax /∈ [500, 1050] g cm−2 and |θUniv − θSD| > 5◦) determined for the global
reconstruction method. As seen in the efficiency plots for the constrained axis method
(Fig. 3.25), more than 90 % of events above an energy of 1018.6 eV are well reconstructed
with minimal outliers. Below 1019 eV, many events with a zenith angle between 55◦ to 60◦

are poorly reconstructed. In order to perform an efficient event selection for the constrained
axis, it is important to better define which events are poorly reconstructed and how they
will be cut or otherwise identified.

4.2.1 Identifying outliers

Scatter plots —such as the ones shown in Fig. 4.2— are useful in visually confirming
the presence of outliers. Due to the minimization used in a reconstruction, poorly recon-
structed events will not exhibit the elliptical-correlations that are expected with physical
data. Instead, for outlying events, a smearing effect towards the outermost limits is ob-
served. Furthermore, when a reconstruction procedure is not well-defined or constrained
enough, these outliers are seen to form bands or bunching about the limits imposed on the
reconstruction, meaning that the minimizer is unable to recover from the false minimum3.
In Fig. 4.2a, the global method has a vertical band around 200 g cm−2 and a horizontally-
oriented, elliptical region around |θUniv − θSD| > 8− 10◦, which corresponds to the lower
and upper limits implicitly enforced during the reconstruction.

In contrast, the reconstructed zenith angles of the constrained axis method are almost
entirely within 4◦ of the SD value4. Because of the constrainment of the axis, the number
of events with a mis-reconstructed depth of the shower maximum is also greatly reduced.
The events with Xmax > 1050 g cm−2 follow an elliptical shape, reminiscent of the well-
reconstructed data (highlighted with the white box). There are still a few events which
are mis-reconstructed at significantly low values of the depth of the maximum shower
(200 g cm−2).

2For more studies of the constrained and fixed axis methods which validate the preservation of correlations
and investigate the use of the SD axis in Monte Carlo reconstruction, see Appendix D.6.

3For a in-depth discussion on the role of the minimizer in the reconstruction and how outliers are created,
see Appendix D.5.1.

4In comparing the outlier identification plot for the constrained axis to its counterpart for the iterative fit
(Fig. D.19), it is clear from the lack of large deviations in the reconstructed zenith angle that the constraint on
the axis is preferred to the separate constrainment of the zenith angle and azimuth.
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(a) (b)

Figure 4.2: Outliers of non-saturated events are identified based on the reconstructed depth
of the shower maximum and the absolute difference between the universality and SD recon-
structed zenith angle. The same 50 000 proton simulations from the Napoli library are recon-
structed using the (a) global and (b) constrained axis fits. Individual events are shown in
transparent points that identify their zenith and energy group; the grayed out regions indicate
events previously identified as outliers (Xmax /∈ [500, 1050] g cm−2 and |θUniv− θSD| > 5◦). With
only the MC energy fixed and no further constraints, the global fit has proportionally more
outliers, which are primarily at energies below 1019 eV.

In the global method, explicit cuts on the reconstructed depth of the shower maximum
were used. However, such selection criteria present the risk of accidentally rejecting well-
reconstructed events which have true values that merely deviate more from the average
or median than the rest of the data. As the average and range of the depth of the shower
maximum with respect to energy depends on the mass of the incident primary, such cuts
could lead to a bias in the measured mass composition. The violin plots of the true depth
of the shower maximum is shown in Fig. 4.3a for proton, helium, oxygen, and iron Epos-
LHC simulations. Regardless of composition, the depth of the shower maximum is not
below 550 g cm−2, but with proton simulations, it is possible to have a depth of the shower
maximum above 1050 g cm−2. In order to remedy these problems and still derive cuts that
can be used with real data, a data-driven fiducial selection is performed 5. In a given energy
bin, this method separately evaluates the mean Xmax as a function of sin2 θ. When the mean
Xmax deviates by more than 20 g cm−2, the cut threshold in sin2 θ is defined for that energy.
In simulations with a pure mass composition, such a method is derived and used separately
for each primary mass and model.

4.2.2 Fiducial selection

The concept of the fiducial selection of events is based of the fiducial field of view imple-
mented by the FD6. In FD analyses (as mentioned in Section 2.5), a fiducial field of view
selection is used to ensure that the distribution of the depth of the shower maximum is

5This is further described in Section 4.2.2.
6Further details on the FD fiducial field of view are found in [33, 140].
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Figure 4.3: (a) True depth of the shower maximum with respect to energy for QGSJet-II.04
proton, helium, oxygen, and iron simulations of the Napoli library. (b) The difference in the
reconstructed and true depth of the shower maximum is shown with respect to the recon-
structed value for iron simulations. The black dashed lines represent the previously applied
cuts, whereas the red lines mark where the difference first exceeds 200 g cm−2. The average bias
for a reconstructed Xmax value of 1050 g cm−2 is around 300 g cm−2, whereas the average bias
at Xmax = 500 g cm−2 is around −200 g cm−2.

not distorted by the field of view of the detector. A brief introduction to the ideas behind
the FD fiducial selection is given in Section 4.2.2.1 to motivate a similar selection for the
universality reconstruction.

In the universality approach, data from the SD, which samples the lateral distribution,
is used. As such, the SD, through the differing time responses of triggered stations, is able
to effectively sample different slant depths (shower stages) and, through this, to reconstruct
the depth of the shower maximum. Unlike the FD, the SD has a roughly 180◦ aperture for
accepting CR showers. So naively, one might assume that the mass composition measured
by the SD and reconstructed with universality should be unbiased. However, the signals
that will be deposited in the stations are attenuated based on the amount of atmosphere
traversed, which depends on zenith angle7. On average, low energy showers develop higher
in the atmosphere (corresponding to low Xmax and high ∆X values). Due to the Xmax
distributions in simulations, this region in ∆X is sparsely covered; thus, larger deviations
in the signal and time model parameterizations are to be expected, as depicted in Fig. 4.4
(and Fig. 3.8d). This is further complicated as low energy events trigger fewer stations.

At high Xmax values, the observed ∆X will be just above or below ground. At θ = 0◦, the
maximum Xmax which may be observed as above ground at Auger is roughly 860 g cm−2,
so the maximum Xmax that is above ground for a given zenith angle is ≈ 860/ cos θ g cm−2.
In returning once more to the Xmax distributions of different primaries shown in Fig. 4.3a,
it can be seen that some proton, helium, and, even at the highest energies, oxygen showers
have Xmax values exceeding 860 g cm−2. During the parameterization of universality, only
events with Xmax values above ground were used. As such, large deviations (Fig. 3.8d) are
expected for events with small or negative ∆X values. With an improved parameterization,

7For an idea of the magnitude of the attenuating effects, check out the the Constant Intensity Cut (CIC)
(Section 2.4) used in SD reconstruction. It is used to account for the zenith-dependent attenuations of the signal
estimator S1000.
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(a) (b)

Figure 4.4: QGSJet-II.04 simulations of (a) proton- and (b) iron-induced showers from the
Napoli library reconstructed using the constrained axis method. The reconstructed Xmax bias is
shown with respect to the true ∆X. Proton-induced showers are more likely than iron ones to
have develop closer to the ground. Conversely, iron-induced showers are more likely to develop
higher up in the atmosphere. Thus, the large bias in proton showers around 1100 g cm−2 is due
to lower event statistics; when compared to the results in iron in the same bin, the maximum
difference in the average Xmax bias for the different energies is on the order of 25 g cm−2. For
this comparison, only events with XUniv

max < 300 g cm−2 were rejected.

universality should be extended to cover this range8. A re-parameterization of the signal
and time models is outside the scope of this work. Instead, a fiducial selection in zenith
angle (Section 4.2.2.2) will be used to select events that are well-described by the currently
implemented parameterizations, which corresponds to well-reconstructed events.

4.2.2.1 Interlude on the FD fiducial field of view selection

A visual depiction of the effect of the field of view with various shower geometries is
given in Fig. 4.5. When one considers the Xmax distributions of different primaries (shown
in Fig. 4.3a), it becomes apparent that the field of view of the telescopes would observe
more deeply penetrating showers —like proton-induced showers— on average more than
shallower showers —like iron-induced showers. This is further complicated as (1) the true
depth of the shower maximum is proportional to the natural logarithm of the primary
energy, (2) the measured mass composition is thought to evolve with respect to energy, and
(3) the observation of a shower, leading to a well-reconstructed event, depends on several
quality cuts. Thus, in order to have an unbiased measurement of the mass composition, the
fiducial field of view selection must be performed after all quality cuts (listed in Section 2.5)
have been performed, needs to be calculated in different energy bins, and should be based
upon the data set considered (whether it is a pure composition in simulations or the mixed
composition of real data).

8Most showers initiated by nuclei will have a depth of shower maximum that is just a few meters below
ground. Thus, depending on the energy and zenith angle, the shower should be developed enough such that,
when it is observed by the SD, enough stations were triggered to allow for a successful reconstruction. However,
with extremely deeply penetrating showers —like those of photons— the depth of the shower maximum may
be so far underground that the development of the shower at ground level is not sufficient to trigger enough
stations to constrain the reconstruction. Nevertheless, such deeply penetrating showers would be a small
fraction of the events. Such parameterizations should be done as the universality method is being applied to
AMIGA; it would be useful for cross-checks and to evaluate whether a combined universality reconstruction
with the MD and SD detectors is possible to cover a larger ∆X range.
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Figure 4.5: The influence of the FD field of view (hatched area inside dashed lines) on the sam-
pling of the Xmax distribution for three event geometries. The distance to the FD R, azimuthal
angle φ and zenith angle θ of each example is given in the left illustration with their own slant
depth axis in g cm−2. The corresponding example Xmax distributions are given on the right.
Cases A and B are truncated, whereas C is fully within the field of view. For this heuristic
schematic, the same number of events for each geometry has been assumed [33].

In the FD, the elevation range of a telescope is from Ω1 = 1.5◦ to Ω2 = 30◦. Thus, the
observable height hv for vertical tracks is determined by the distance of the shower core to
the telescope R and is between R tan Ω1 and R tan Ω2. As the distance from a detected track
to the FD increases, the observable upper slant depth boundary Xup decreases. Similarly,
the lower slant depth boundary Xlow increases for nearby showers. A bias in the measured
mass composition can be avoided by selecting only tracks with geometries fully contained
in the Xlow − Xup range. As the true Xmax distribution is unknown, the necessary cuts
must be determined from the data itself. If the mean Xmax is measured as a function of
Xup and Xlow, it is expected to be relatively constant if the field of view boundaries are
far away from the tails of the Xmax-distribution. As the slant depth boundaries begin to
cut into the distribution —like in the cases of A and B in Fig. 4.5— then the measured
mean will start to deviate from its asymptotic value. A cut can then be defined where the
deviation from the asymptotic value exceeds a certain threshold (e.g. 5 g cm−2). A Gaussian
approximation of the edges of the 〈Xmax〉 distribution is assumed, and the mean of a
truncated normal distribution is adjusted to the data. The energy dependence of these
boundaries is parameterized. The fiducial field of view selection remove around two-thirds
of the data which passed the previously applied quality cuts.

4.2.2.2 Fiducial selection for universality

The biases of the reconstructed observables are given in Fig. 4.6 for the constrained axis
fit. The reconstructed depth of the shower maximum is biased by less than 30 g cm−2 for
all zenith angles below 52.2◦ and above an energy of 1018.6 eV. At the highest energies,
there is a bias — on order of 15 g cm−2— for proton-induced showers which increases with
decreasing zenith angle. This high-energy bias arises as proton-induced showers are more
likely to have values of Xmax that will be observed close to or below ground. Iron-induced
showers have a maximal development well above ground and, thus, do not exhibit such a
dependence at the highest energies.
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Figure 4.6: QGSJet-II.04 (left) proton- and (right) iron-induced simulations from the Napoli
library reconstructed with the constrained axis method. Only non-saturated events are con-
sidered with no further cuts applied. The bias of the reconstructed (top) depth of the shower
maximum and (middle) relative muon content are considered with respect to energy and zenith
angle. (Bottom) The bias of the reconstructed depth of the shower maximum is shown with
respect to the secant of the zenith angle for different energy bins. As the energy increases,
enough stations are triggered to better constrain the reconstruction and yield a reconstructed
Xmax that deviates less from the true value than their lower energy counterparts
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To better determine for which zenith angles the reconstruction is well-behaved, a fidu-
cial selection that evolves with energy is performed. While the quality of the reconstruction
depends on energy and slant depth (∝ sec θ) —as shown in Fig. 4.6e and Fig. 4.6f, the fidu-
cial selection is performed in equal-width sin2 θ. This reflects the zenith angle distribution
that is observed in data and ensures that the same number of events are being used. The
goal of this selection is to identify and reject the subset of data which returns reconstructed
values that significantly deviate from the average description.

Simulated events are binned in intervals of 0.1 in lg E from 1018.5 eV to 1020 eV. The
width of the energy bin is sufficiently small such that the evolution of the average depth
of the shower maximum with energy will be minimal. Deviations from the reconstructed
Xmax are expected at low zenith angles at the highest energies9 and high zenith angles at
low energies10. The expected value of the mean Xmax is calculated with the inner tertile
(sin2 θ ∈ [0.25, 0.5]). The upper and lower limits on the accepted zenith angle range are
found when the mean Xmax of a sin2 θ bin11 deviates by more than12 20 g cm−2. To determine
where this deviation first occurs, quadratic fits with13

∆Xmax(sin2 θ) = a + b · (sin2 θ − refsin2 θ) + c · (sin2 θ − refsin2 θ)
2 (4.1)

are separately performed for the mean values of the upper zenith angle range (sin2 θ ∈
[0.25, 0.75], refsin2 θ = 0.5 ) and lower zenith angle range (sin2 θ ∈ [0, 0.5], refsin2 θ = 0.25 ).
The interpolated values from these fits are then subtracted from the expected Xmax value.
Examples of the fiducial selections for three energy bins are given in Fig. 4.7.

As shown in Fig. 4.8, the upper limit for the allowed zenith angle range gradually
increases from around 48◦ to 60◦ with increasing energy. For proton, the lower limit for
the allowed zenith angle range begins to depart from 0◦ at 1019.3 eV and reaches a maximal
value around 15◦ to 22◦ at 1020 eV. Nuclei slightly heavier than proton do not have a lower
limit as their Xmax distributions are not as diffuse nor do they have as many events below or
close to ground as proton-induced showers. The upper limit u for the zenith range is fit with
a horizontal line for lg(E/eV) > 19.5 and with a quadratic equation for lg(E/eV) ≤ 19.5 of
the form

sin2
u θ(lg E) = a + b · (lg E− 18.5) + c · (lg E− 18.5)2. (4.2)

To ensure that the two equations meet, they are simultaneously fit, where the continuity
to the horizontal line acts as a boundary condition for the quadratic fit. Similarly, for the
lower limit, a horizontal line for lg(E/eV) ≥ 19.2 and linear equation14 for lg(E/eV) > 19.2
are fit. For proton- and iron-induced showers, the upper limit follows a similar trend across
all interactions models. In particular, the limits for both primaries are in close agreement
for QGSJet-II.04 and Sibyll-2.3. While the relative onset and values of the lower limit for
proton-induced showers varies between interaction models, a gradual increase in the lower
limit is seen with respect to increasing energy, beginning at around 1019.3 eV. Parameters
for the lower and upper limit defining the allowed zenith angle range in an energy bin are
given in Table 4.1 for simulations generated with QGSJet-II.04.

9For light elements —like proton, the observed Xmax will be close to or below ground.
10The observed Xmax will be high up in the atmosphere, the observed signals will be greatly attenuated, and,

likely, not enough stations will be triggered to constrain the reconstruction.
11The bin width in sinθ (∆ sin2 θ = 0.06) is chosen to be small enough for precision but large enough for

there to be more than 40 events in a bin.
12This value was chosen as it is the maximal deviation in the average bias of Xmax for the various zenith

angles above an energy of 1019.0 eV (Fig. 4.6). The goal with the fiducial selection is to identify zenith bins
where the quality of reconstruction vastly differs from well-reconstructed quantities.

13For simplicity, equations are written such that the units are implied. Anytime Xmax is in an equation the
implied units are g cm−2. Similarly, lg E represents lg(E/eV)

14This is the same equation as given in Eq. (4.2) where c = 0.
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Figure 4.7: Fiducial selection using the deviation of the calculated mean in sin2 θ for lg E ∈
(top) [18.5, 18.6], (middle) [19.0, 19.1], and (bottom) [19.5, 19.6] for QGSJet-II.04 proton-induced
simulations. (Right) the mean values of Xmax as a function of sin2 θ are shown. The dashed
black line is the mean of the second tertile; it is, on average, within 5 g cm−2 of the red line
which is the mean of the Monte Carlo Xmax values across all zenith angles. The purple and
green curves are the quadratic fits to the lower and upper zenith ranges, respectively. The width
of each curve is from the uncertainty of the fit. (Left) The difference between the mean Xmax
value and quadratic fits is compared to the threshold cut of 20 g cm−2. The black points are
the numerically calculated values where the mean Xmax in the lower (upper) zenith range first
deviated by more than 20 g cm−2 from the mean value of the second tertile.
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Figure 4.8: Evolution of the fiducial selection as a function of logarithmic energy for proton-
and iron-induced showers generated with (a) QGSJet-II.04 and (b) QGSJet-II.04, Epos-LHC,
and Sibyll-2.3.

4.2.3 Resulting bias and resolution

As shown in Fig. 4.9, when the derived fiducial selection criteria15 are applied to simulations,
the resulting biases of the reconstructed observables are greatly reduced. For proton- and
iron-induced showers, the bias of the depth of the shower maximum is, on average, less than
25 g cm−2. While the zenith-dependence of the Xmax bias remains, the bias of the relative
muon content for iron-induced showers has a dependence on zenith angle on the order of
5 %. In Fig. 4.10, the parameterized bias and resolution for QGSJet-II.04 simulations are
given as a function of energy for four primaries16 across all zenith angles permitted by the
fiducial selection. The biases and resolutions17 are fit separately as functions of energy with

Bias ||Res.(lg E) = a + b · (lg E− 19) + c · (lg E− 19)2 + d · (lg E− 19)3. (4.3)

The parameters for the fit of the biases and resolutions obtained with air showers simulated
with QGSJet-II.04 are given in Table 4.2. Using these parameterizations, it is possible to
correct for the biases that are seen in data18.

4.3 Event selection in data

4.3.1 Fiducial selection

In Section 4.2.2.2, a fiducial selection that evolves with energy was derived for the various
interaction models and primaries. While these were in close agreement, these criteria cannot
be directly applied to data as the mass composition is unknown. As such, the fiducial

15In the energy regions where horizontal lines are fit, the upper (lower) limit is set to 60◦ (0◦). The quadratic
and linear fit for the other regions are used as specified without modification.

16See Fig. 4.12 for a comparison of the biases and resolutions for proton- and iron-induced showers for the
different interaction models.

17As seen in Fig. 4.9, the ordering of the biases with respect to zenith angle for events with energies in
1018.5 eV to 1018.6 eVis greatly distorted. As such, this bin is not included in the fit of the biases and resolu-
tions. Additionally, several functions were fit. While it is not physically motivated, the third-order polynomial
provides the best empirical fit.

18As seen in Fig. 4.6e and Fig. 4.6f, the zenith-dependent biases of the Xmax are also a function of energy. In
Appendix D.5.2, the residual bias, after applying the bias correction as a function of energy, is parameterized
as a function of energy and zenith angle.
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Table 4.1: Parameters for the lower and upper limits for the universality fiducial selection of
simulated air showers generated with the QGSJet-II.04 interaction model. Parameters for the
other interaction models are given in Appendix C.1.

Lower limit

Primary a b

proton −0.02± 0.03 0.05± 0.04

Upper limit

Primary a b c

proton 0.56± 0.02 −0.02± 0.07 0.21± 0.05
helium 0.54± 0.02 0.11± 0.09 0.08± 0.08
oxygen 0.53± 0.02 0.16± 0.10 0.05± 0.08
iron 0.55± 0.02 0.09± 0.10 0.09± 0.08
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Figure 4.9: QGSJet-II.04 (left) proton- and (right) iron-induced simulations. Shown are the
events after applying the fiducial selection for each primary. The bias of the reconstructed (top)
depth of the shower maximum and (bottom) relative muon content are considered with respect
to energy and zenith angle. To note, the large deviation of proton-induced showers at an energy
of 1019.1 eV and zenith angle range of 52.2◦ to 60◦ is due to five events being grouped together.
This results as the same zenith angle ranges are applied overall the whole data set.
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Figure 4.10: Events reconstructed from QGSJet-II.04 proton-, helium-, oxygen-, and iron-
induced simulations. The (top) bias and (bottom) resolution of the reconstructed (left) depth
of the shower maximum and (right) relative muon content are considered with respect to en-
ergy. The fiducial selection cuts derived for each primary are used.

selection needs to be derived separately for data. Because of the mixed mass composition
that changes with respect to energy, the calculated cuts will differ from those found in
simulations of a pure composition. Instead of just rejecting events which significantly
deviate due to poor constrainment in a certain energy region, events will also be rejected
which vastly differ from the mean depth of the shower maximum. While such a rejection
is perhaps not ideal for anisotropy studies19, it will lead, however, to an unbiased estimate
of the mean Xmax and its second moment.

The fiducial selection for data from the SD-1500 is given in Fig. 4.11. The width of each
energy bin is chosen so that the bin width —∆ sin2 θ = 0.06— is the same as was used
in simulations. With an energy distribution of ∝ E−2.5, this means that data is binned in
intervals of 0.1 in lg E from 1018.5 eV to 1019.5 eV and in a final bin from 1019.5 eV to 1020 eV.
The upper limit of the fiducial selection is like the one found in simulations; however, with
too few events at the highest energies, it is not possible to determine if events above an
energy of 1019.5 eV may include zenith angles up to 60◦. Thus, the upper u and lower l

19For such studies, it is recommended to at least use the upper limits found with simulations to reject events
which are most likely to be poorly reconstructed. An analysis on further quality selections should also be
performed.
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Table 4.2: Parameters for the fits of the bias and resolution for the depth of the shower maxi-
mum and relative muon content for simulated air showers generated with the QGSJet-II.04
interaction model. Values for the other interaction models are given in Appendix C.2. The
values of the χ2/ndof range from 0.7 to 2.66, with the worst fits with heavier primaries.

Bias of (XUniv
max − XUniv

max )

Primary a b c d

proton −5.3± 0.5 −2.4± 1.8 2.8± 6.2 −8.8± 5.5
helium −7.8± 0.4 2.3± 1.5 8.8± 5.4 −14.0± 4.8
oxygen −8.3± 0.3 4.8± 1.2 9.2± 4.2 −11.5± 3.8
iron −7.2± 0.3 9.2± 1.1 1.1± 3.7 −4.9± 3.3

Resolution of (XUniv
max − XUniv

max )

Primary a b c d

proton 62.9± 0.6 −71.4± 2.1 80.5± 7.4 −42.4± 6.5
helium 54.8± 0.5 −60.0± 2.3 65.5± 7.0 −31.9± 5.9
oxygen 43.5± 0.4 −46.2± 1.8 55.2± 5.8 −30.5± 4.9
iron 35.3± 0.3 −41.7± 1.6 64.8± 4.7 −40.4± 3.8

Bias of (RUniv
µ /RMC

µ − 1)

Primary a b c d

proton 0.062± 0.002 −0.229± 0.006 0.196± 0.021 −0.057± 0.018
helium 0.046± 0.001 −0.176± 0.005 0.152± 0.016 −0.038± 0.014
oxygen 0.036± 0.001 −0.152± 0.004 0.141± 0.013 −0.032± 0.011
iron 0.031± 0.001 −0.138± 0.004 0.150± 0.012 −0.040± 0.010

Resolution of (RUniv
µ /RMC

µ − 1)

Primary a b c d

proton 0.222± 0.004 −0.337± 0.013 0.380± 0.042 −0.178± 0.035
helium 0.170± 0.002 −0.230± 0.008 0.269± 0.025 −0.132± 0.021
oxygen 0.142± 0.001 −0.203± 0.005 0.235± 0.016 −0.119± 0.013
iron 0.128± 0.001 −0.174± 0.004 0.169± 0.011 −0.074± 0.009
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Figure 4.11: Fiducial selection using the deviation from the calculated mean in sin2 θ for lg E ∈
[18.8, 18.9]. (a) the mean values of Xmax and (b) difference between the mean Xmax value
and quadratic fits is compared to the threshold cut of 20 g cm−2 as a function of sin2 θ. (c)
Fiducial selection as a function of logarithmic energy for SD-1500 data. The fiducial selection
for QGSJet-II.04 proton- and iron-induced primaries are compared.

limits of the fiducial selection are separately fit with a quadratic equation

sin2
u,l θ(lg E) = a + b · (lg E− 18.5) + c · (lg E− 18.5)2. (4.4)

The parameters for the corresponding functions are given in Table 4.3.

4.3.2 Data-based corrections

Having derived the fiducial selection for data, the biases and resolutions of the recon-
structed variables may be calculated. Ideally, the energy correction derived from simula-
tions could be directly applied to data to account for all biases. In reality, as seen in Fig. 4.12,
the biases of the reconstructed depth of the shower maximum and relative muon content
depend not only on which primary is considered but also on the employed interaction
model. While such a dependence might seem alarming, these differences actually arise
because the description of the relative muon content differs in each interaction model, and
in all models, the relative muon content is 20 % to 60 % smaller than what is needed to
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Table 4.3: Parameters for the lower and upper limit for the universality fiducial selection for
the data of the SD-1500.

Limit a b c

lower 0.01± 0.04 0.18± 0.16 −0.07± 0.13
upper 0.52± 0.03 0.25± 0.10 −0.05± 0.09
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Figure 4.12: The (top) bias and (bottom) resolution of the reconstructed (left) depth of the shower
maximum and (right) relative muon content are considered with respect to energy. The fiducial
selection cuts derived for each primary and interaction model are used. The fiducial selection
derived for SD-1500 data is applied to golden hybrid data. (Note that this is for illustrative
purposes only, as the underlying zenith angle has been distorted by the fiducial field of view
selection for the FD.) In simulations, the reconstructed quantities are compared to their true
values. For golden hybrid events, the universality reconstructed values are compared to the
Xmax measured by the FD. In data, the Rµ is estimated from a special reconstruction where all
values except the core and relative muon content are fixed to those reconstructed by the FD. A
further description of this estimated relative muon content R̂FD

µ is given in Appendix D.4.2.
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describe data [57]. If a calibration procedure were performed for each data set and imple-
mented prior to reconstruction, the present offsets in the biases would converge to a specific
value, and the bias itself would be minimal20. Nevertheless, the general trends of the biases
of proton and iron with respect to energy are similar across all interaction models. Very
similar trends are seen in data, where the bias approaches 0 g cm−2 and 0.0 at the highest
energies. The resolution for data is, on average, between the resolutions found for proton-
and iron-induced showers across all interaction models.

The shape of the Rµ bias in data looks to be, on average, compatible with iron-induced
showers. While the shape of the bias in Xmax is not identical between data and simulations,
the bias in data has an upward-facing curve around 1018.5 eV and a downward-facing curve
around 1019.5 eV. Furthermore, the only direct source for the bias correction in data is from
golden hybrid events, of which there are only 2054 non-saturated events — too few events
for fitting complicated, non-linear models. As such, the bias correction with respect to
energy derived for QGSJet-II.04 (Appendix C.2) is used as a first step in the correction of
the bias seen in data. In order to avoid an assumption on the mass composition of data, the
applied bias correction is the average found between the parameterizations for proton- and
iron-induced showers. The goal by performing this correction with simulations is to obtain
a bias in golden hybrids which can be fit by a more simple model (e.g. linear fit).

As seen in Fig. 4.13, the non-linear dependencies of the Xmax bias have been mostly
accounted for after applying the simulation-based bias correction. The Xmax bias agrees, on
average, for the different zenith angle ranges. A linear model is fit to the remaining bias of
the reconstructed depth of the shower maximum

∆Xmax = a + b · (lg E− 18.5). (4.5)

An exponential model of the form

σ(∆Xmax) = a · e−b·(lg E−19.0) (4.6)

is fit to the resolution of Xmax.The parameters for these model are given in Table 4.4.
In golden hybrid data, the fiducial field of view applied for FD analyses distorts the

underlying sin2 θ distribution21. Due to this selection, as well as the small number of events,
deriving and/or applying a fiducial selection for universality to golden hybrid events is
not possible22. The bias of the depth of the shower maximum is also calculated for SD-1500
data. In order to perform this fit, the Xmax reconstructed by universality is compared to the
mean Xmax calculated with the elongation rate23 (XUniv

max − X̂FD
max) from the FD (taken from

[104]). For energies above 1018.32 eV, the elongation rate is well-described by

X̂FD
max := 750 + 26 · (lg E− 18.32), (4.7)

with the implied units of grammage. The best fitting results of the bias for golden hybrids
20A calibration process is described and implemented for the iterative reconstruction in Appendix D.4.2. In

order to showcase the relative quality of universality prior to data-based modifications, such a calibration was
not performed for the constrained axis fit.

21See Fig. B.2.
22For exploratory purposes, the fiducial criteria for SD-1500 data is applied to golden hybrids in Ap-

pendix D.5.3. With the two fiducial selections applied, the best fitting parameters for the bias as a function
of energy greatly differ from those presented in this section. This lack of agreement arises from the zenith-
dependent biases of the universality-reconstructed Xmax —as seen in Fig. 4.9— coupled with the largely
attenuated zenith distribution of the golden hybrid events. While it is not investigated in this work, perhaps it
is possible for the FD quality cuts to be relaxed so that the universality-derived fiducial selection may be used.

23The elongation rate is the fit of the mean Xmax measured by the FD as a function of energy. As seen in
Fig. 1.18a, the composition below an energy of 1018.3 eV follows a linear trend towards proton, whereas the
linear trend above this energy threshold is towards iron. This comparison is done for exploratory purposes.
Again, it would be better if the FD selection criteria could be relaxed to perform a comparison with a more
inclusive zenith angle distribution.
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Table 4.4: Parameters for the bias and resolution of the reconstructed Xmax in data.

Bias

Data set χ2/ndof a b

golden hybrid 1.27 −51.43± 2.81 54.96± 5.12
SD-1500 2.54 −52.21± 0.59 48.97± 1.32

Resolution

Data set χ2/ndof a b

golden hybrid 1.34 53.17± 1.68 1.43± 0.10
SD-1500 3.20 69.70± 0.52 1.26± 0.02
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Figure 4.13: The (top) bias and (bottom) resolution of the reconstructed depth of the shower
maximum is determined for (left) golden hybrid and (right) SD-1500 events. The fiducial selec-
tion for universality is only applied to SD-1500 data. The values for the FD resolution are taken
from [33].
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Figure 4.14: The (left) bias and (right) resolution of the reconstructed relative number of muons
is determined for golden hybrid events. As in Fig. 4.13, the fiducial selection for universality is
not applied.

and SD-1500 are compatible24. The golden hybrid parameterization is used for the bias
correction of data with respect to energy.

Similarly, the bias of the relative muon content may also be parameterized. As was
done before in Fig. 4.12, the reference value for the relative number of muons will be
estimated from the FD using the reconstruction procedure where all values but the core
and Rµ are fixed to those reconstructed by the FD25. As seen in Fig. 4.14, the bias of the
relative muon content is relatively linear and independent of zenith angle. Its resolution
as a function of energy is compatible with an exponential fit26 (though a linear or constant
fit would also yield reasonable descriptions). The parameters of the best fits are given in
Table 4.5. The parameterization of the Rµ bias suffers from the same zenith selection effect
as demonstrated for Xmax. Thus, there might be remaining correlations which are not fully
taken into account.

After applying the previous bias corrections, there are still changes in the properties
and the detector response of the aging SD stations which need to be accounted for. Event-
by event energy differences between the SD-1500 and FD as a function of time was first
observed in [168]. While the reasons for these attenuating responses are a topic of ongoing
studies, there seems to be correlation with the time periods where the tanks freeze. Initial
studies indicate that the reflectivity of the plastic liner holding the water degrades. Other
candidates for this attenuating effect on the signal response could result from impurities
in the water and/or hardware-associated effects27.

The variable that best correlates with the aging of the tank is the average area over
peak 〈AoP〉. This quantity describes the ratio of the area to the peak value in the muon

24The values obtained are within the statistical uncertainties of the fits.
25The relative number of muons scales not only as a function of energy but also of zenith angle. Ideally, we

would be able to compare the RUniv
µ value to a measured or estimated value that is not potentially truncated

by the fiducial selection of the FD. However, at the time of writing this work, there is not a data set existing in
Auger where the Rµ is measured for events with zenith angles from 0◦ to 60◦ in the energy range considered.
Once the universality method is extended to lower energies (> 1017.5 eV), the Rµ results may be compared with
those found with AMIGA.

26The bias and resolution are fit with the same functions found in Eq. (4.5) and Eq. (4.6), respectively.
27The effect of the aging of the tanks on energy added as a systematic of the CIC and energy calibration for

the SD reconstruction (Chapter 2).
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Table 4.5: Parameters for the bias and resolution of the reconstructed Rµ in golden hybrid data.

Bias

Fit of χ2/ndof a b

Bias 0.99 −0.102± 0.007 0.121± 0.016
Resolution 0.50 0.175± 0.007 0.371± 0.0155

calibration histograms that were mentioned in Section 1.2.1 and are calculated every minute.
As seen in Fig. 4.15, the change in the area over peak is representative of a change in the
detector response to individual particles as a function of time since a particular tank were
first deployed. The average area over peak is calculated by taking the geometrical mean
of the area over peak of all stations which triggered for a given event. With increased
tank age, there is nearly a linear decrease in the area over peak; essentially, as time passes,
signals appear to get more compressed in time, which is only weakly dependent on the
zenith angle or primary energy. To quantify the change in the reconstructed quantities with
time, profiles of these quantities are studied as a function of the average tank age for all
golden hybrid events —where the reference value is XFD

max— and SD-1500 events —where
the reference is the mean Xmax. For the bias of the Rµ, the average relative muon content is
used as the reference value28. These profiles are fit as a function of

Bias(〈AoP〉) = a + b · (〈AoP〉 − 3). (4.8)

The parameters of the best fits are given in Table 4.6. The slopes of the parameterized biases
for Xmax and Rµ found for the two data sets are compatible (within the uncertainties of
their fits). The biases of the Xmax as a function of average area over peak for the golden
hybrid and SD-1500 exhibit minimal dependence on the zenith angle. In contrast, the bias
of the relative muon content seen in SD-1500 has a zenith-dependent bias at low values of
〈AoP〉 on the order of 9 %, whereas the bias found with the golden hybrid events does not
differ with respect to zenith angle bin.

28The R̂FD
µ comes from a reconstruction where most of the values are fixed to those reconstructed by the FD.

This restricts and obfuscates the bias of the Rµ as a function of the average area over peak. Thus, as seen in
Fig. 4.14 and Table D.5, R̂FD

µ cannot be used to determine the relationship with the average area over peak.
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Table 4.6: Parameters for the bias of the reconstructed Xmax and Rµ in data as a function of
average area over peak.

Bias in Xmax

Data set χ2/ndof a b

golden hybrid 0.8 −6.7± 2.0 76.3± 11.6
SD-1500 2.0 −3.4± 0.4 78.0± 2.6

Bias in Rµ

Data set χ2/ndof a b

golden hybrid 1.3 −0.0033± 0.0041 −0.1130± 0.0256
SD-1500 1.9 −0.0045± 0.0008 −0.1058± 0.0046
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Figure 4.15: (a) The average area over peak as a function of the average tank age and zenith
angle [108]. (b) The integrated histogram (c.d.f.) of the number of events as a function of average
tank age and area over peak [108]. (c) While most of the construction of the SD-1500 occurred
from 2004-2008, stations are occasionally replaced or added. As such, the change in the average
area over peak correlates with year (this work).
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(a) (b)

(c) (d)

Figure 4.16: The bias of the (top) depth of the shower maximum (bottom) and relative muon
content as functions of average area over peak. The biases are fit for (left) golden hybrid and
(right) SD-1500 events.
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Mass composition

In the previous chapters, the reconstruction of individual events and an estimate of their
mass-sensitive parameters was quantitatively described with much detail. The determi-
nation of the mass composition of ultra-high energy cosmic rays (UHECRs) is one of the
foremost pursuits in astroparticle physics. The low flux of particles at the highest energies
necessitates the detection of these particles through the extensive air showers that they
induce in Earth’s atmosphere. The mass composition is then inferred from the macroscopic
properties of an extensive air shower (EAS) when it is observed by a large-scale detector
—like Auger— and can no longer be estimated for each event. Instead, the composition is
deduced statistically from an ensemble of measured air showers.

As UHECRs traverse the Universe, they interact with and are deflected by magnetic
fields. The amount of deflection as well as the other ensuing interactions depend on the
atomic mass A and charge Z of the nuclei and the primary energy. By identifying the
nuclei that induced an extensive air shower, it may be back-tracked by applying the reverse
deflections to arrive at its origin. Thus, the exact knowledge of the composition at the
highest energies is needed to find cosmic accelerators, elucidate the acceleration mecha-
nisms required for the corresponding UHECRs, and better inform galactic and extragalactic
propagation models1.

As discussed in Section 1.1.3.2, the depth of the electromagnetic shower maximum
Xmax is correlated with the primary mass A (Xmax ∝ ln A). The FD of Auger measures the
longitudinal depth of the shower, from which the Xmax may be directly fit [33, 99, 104, 140].
The FD measurement of the Xmax is reliable and mostly model-independent; at the highest
energies, the resolution is on the order of 15 g cm−2. Nevertheless, the FD has a limited duty
cycle of 15 %. With the flux of data following an E−2.5 distribution with respect to energy,
the number of events are too few above an energy of 1019.5 eV to accurately determine the
mass composition.

With a duty cycle of nearly 100 %, the SD-1500 data —in combination with the universal-
ity method— is used to infer information on the primary mass of measured UHECRs. As
universality exploits the underlying physical phenomenon of an EAS, we have immediate
access to two mass-sensitive variables derived from shower components: the Xmax and the
relative number of muons (Rµ) from the muonic development. The first two moments of
the Xmax distribution (Section 5.2.1, Section 5.2.2) are obtained from SD-1500 and are found
to be in good agreement with the results of the FD. The average relative muon content as

1These include the magnetic fields and particle densities in interstellar space.
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Figure 5.1: The change in the mean reconstructed (a) depth of the shower maximum and
(b) relative muon content compared to the mean values obtained with the previous selection.
Above an energy of 1019.3 eV, the bias correction from golden hybrids partially cancels the
bias correction obtained from simulations. Similarly, the fiducial selection above this energy
threshold affects the results of the mean by less than 10 g cm−2 and 0.1 , respectively.

a function of energy (Section 5.2.3) is also presented. To better deduce the implications of
the mass composition, the average logarithmic mass ln A (Section 5.2.4) is derived using
the mean Xmax results and the superposition model. Finally, in Section 5.3, the shape of
the distribution of Xmax is fit with Monte Carlo templates for certain primaries to infer the
composition. This study maximizes the information used and helps to reduce degeneracies
that occur when only considering the moments.

5.1 Event selection and systematic effects

The event selection and corrections needed for mass composition studies were derived
in Chapter 4. In the analyses presented hereon, SD-1500 data from 1. January 2004 to 31.
December 2016 is studied. The following parameterizations have been applied to the data
used throughout this chapter:

� the fiducial selection in zenith angle to reject the zenith ranges in which the average
Xmax deviates by more than 20 g cm−2 from its unbiased value in a given energy bin.

� the average bias of proton- and iron-induced simulations with QGSJet-II.04 as a
function of energy, which is used as an initial bias correction for data due to the
exhibited non-linear shape.

� the bias of data as a function of energy for SD-1500 events to correct for the differing
muonic content between simulations and data.

� the bias of data as a function of average area over peak to correct for the effect of the
aging SD stations on reconstructed variables.

Due to the inherent uncertainties of the first two selection methods, systematic uncertainties
are assumed on the order of half of the correcting factors as a function of energy. To get an
idea of how the reconstructed values change with each modification, the mean values as a
function of energy are compared for each successive selection/correction in Fig. 5.1. The
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Table 5.1: Average systematic uncertainty for each selection and correction applied.

Xmax/g cm−2 Rµ

Fiducial selection 3.8 0.02
Bias from simulations 5.3 0.04
Remaining zenith bias 10.0 0.04

Total 11.9 0.06

modifications are listed in the legend in the order in which they are applied2. In the case
of the correction due to the bias in simulations, the mean of this population is compared
to the mean of the previous selection —the fiducial selection. The evolutions of the mean
Xmax and Rµ after applying these changes show that the corrections mostly affect events
below 1019 eV. For both reconstructed variables, the average area over peak correction does
not affect the average values as a function of energy; as such, it does not need to be
considered in the calculation of the overall systematic uncertainties. After all the selection
and corrections are applied, there is nearly a 20 g cm−2 and 5 % difference in the mean Xmax
and Rµ, respectively, as a function of zenith angle (as observed in simulations, Fig. 4.9).
Again, half of this value3 will be taken as a systematic uncertainty. The average systematic
uncertainty for each modification is given in Table 5.1 and added in quadrature to obtain
the average total systematic uncertainty. Additional systematic studies are performed for
the reconstructed shower maximum and relative muon content in Fig. 5.2 and Fig. 5.3,
respectively. The average reconstructed variables are considered as functions of time, day of
the year, average area over peak, and azimuth4. There is a yearly modulation of ±10 g cm−2

in the mean Xmax. This results from the average change of atmospheric parameters and the
subsequent influence of these parameters on the longitudinal development of showers (and,
thus, the average depth of the shower maximum). This could potentially be parameterized
and corrected for in future analyses. The variation of the Xmax with absolute time and
average area over peak are within 4 g cm−2. This is a residual effect due to the aging of the
SD stations. Without the average area over peak correction (Section 4.3.2), the deviation of
the mean Xmax with respect to absolute time is on the order of 20 g cm−2. A dependence on
the azimuth angle is within 2 g cm−2.

The yearly modulation of the relative muon content is on the order of 0.2, which is
roughly a 10 % change. There is residual dependence of Rµ as a function of absolute year
and time that is mostly corrected for and less than 0.1 on average. However, there are a
few large deviations in the last few years. Perhaps if the bias as a function of average area
over peak could be fit with a more relaxed FD selection then the relationship might be
better described. In comparing an estimated bias correction using SD-1500 data (Fig. 4.16),
there appears to be a zenith-dependence at low values of area over peak. This might be
remedied by fitting the average bias of Rµ as a function of zenith angle prior to performing
the parameterization for the average area of peak.

2For the overall effect of the modifications, see Fig. D.45.
3For the Rµ systematic uncertainties, the relative difference of 5 % is converted into the units of Rµ by

applying the correction to all data and comparing it to the original value.
4Because of the fiducial selection in zenith angle that evolves with energy, a simple, direct comparison is

not possible. Instead, the remaining dependencies would need to be scrutinized in bins of energy.
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Figure 5.2: Systematic study of the change of the average reconstructed depth of shower maxi-
mum with average area of peak, time, day of the year, and azimuth.

5.2 Moment-based analysis methods

5.2.1 Average depth of the shower maximum

The first central moment of the reconstructed depth of the shower maximum is used to
infer the average composition as a function of energy. Profiles of the average shower max-
imum reconstructed with universality are depicted in Fig. 5.4. The error bars, which are
mostly smaller than the size of the markers, indicate the statistical uncertainties. Systematic
uncertainties are marked with brackets. Data is compared to the average proton and iron
values predicted from several contemporary hadronic interaction models: QGSJet-II.04,
Epos-LHC, Sibyll-2.35. Within the given uncertainties, the results from universality are
compatible with the average measured by the Auger FD (green points). The number of
events in each energy bin are given for the FD (green text) and universality (black text).
Depending on the energy bin considered, the universality method has roughly four to
twenty times the number of events as that in the FD.

5These were each tuned with data from the LHC run where the center-of-mass energy was 7 TeV.
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Figure 5.3: Systematic study of the change of the average reconstructed relative muon content
with average area of peak, time, day of the year, and azimuth.

The changing ratio between the number of events for the FD and universality approach
in a given bin is only partially due to the fiducial selection. Instead, the number reduces as
the probability of a station saturating6 exceeds 50 % at the highest energies. For most of the
analyses throughout this work, only non-saturated events are considered. This is because
saturated events have truncated traces which only allow for a partial fit of the shape fit
term for the negative log-likelihood (Fig. 3.14c). In the reconstruction methods used in the
past, events with saturated stations were poorly reconstructed, resulting in a diffuse Xmax
distribution. Preliminary results in Fig. D.11 indicate that saturated events reconstructed
with the constrained axis method have a resolution that is within 10 g cm−2 of that obtained
for non-saturated events7 While the quality selections and corrections derived throughout
this work are tuned for non-saturated events, they are applied in Fig. 5.4b for saturated
events. Above an energy of 1019 eV, the profiles of saturated events are within 10 g cm−2,

6For further discussions on what causes saturation of a PMT, see Section 1.2.1 and Section 2.3.2. A detailed
analysis was performed for this work where the probability of saturation was considered as a function of
primary energy, zenith angle, and radius (Appendix D.2).

7For comparison, the global reconstruction has a difference in the resolution between saturated and non-
saturated events that exceeds 30 g cm−2 for energies below 1019.3 eV. The minimal difference between the
resolution of saturated and non-saturated events for the iterative method is 30 g cm−2.
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Figure 5.4: (a) Profiles of the average reconstructed depth of the shower maximum with sta-
tistical and systematic uncertainties. Individual points (gray) contributing to the three bins at
the highest energies are depicted with dots. Recent results as measured by the Auger FD are
shown with the green rectangles ([104]). (b) The mean Xmax for non-saturated events (also used
in (a)) are compared to violin profiles of saturated events.



5.2. MOMENT-BASED ANALYSIS METHODS 101

and the resolution of saturated events is larger than that of the non-saturated population
by less than 20 g cm−2 at the highest energies. Below an energy of 1019 eV, the means and
medians of the violin profiles for saturated events greatly differ from those of the non-
saturated population. Due to the complicated underlying distributions of saturated events,
detailed studies would need to be performed to ensure that an event selection tailored
to it was unbiased. With the addition of a small PMT and a scintillator for each station
(the Auger Upgrade, Section 1.2.6), further information about the response of the particle
components will help us to better understand saturation and, hopefully, successfully (and
retroactively) recover these events. Additionally, a re-parameterization of the universality
approach to lower energies and the proper calculation of the uncertainties used in the
shape fit could help remedy the large systematic biases seen with saturated events. Based
on these large differences of the bias, non-saturated events will exclusively used throughout
the remainder of this work. The exclusion of saturated events does not significantly bias
the mass composition. As seen in Fig. D.7 and throughout Appendix D.2, the probability
of saturation is mostly independent of the primary and instead relies on the geometry of
the air shower in relation to the hottest station (e.g. the core of the shower landing very
close to a station causes the observed signals to saturate).

A fit to the 〈XUniv
max 〉 mean profile was attempted with a linear model. The resulting best

fit of the data was found to be8

〈Xmax〉(lg E) = (764.7± 0.4) + (21.5± 1.3)(lg E− 19), (5.1)

which had a poor χ2/ndof of around 4.2. A better fit with a χ2/ndof = 2.5 was achieved
with a fit to a broken line. Both fits are shown in Fig. 5.5. The break point in energy is fit
to lg (Eref/eV) = 19.21±0.06, which is indicated with a magenta hexagon. Below Eref, the
elongation rate D10 = d〈Xmax〉

dlg E is9

D10 = (15±2) g cm−2 , (5.2)

and above Eref:
D10 = (45±6) g cm−2 . (5.3)

To better visualize the break in the plot, the model prior to the break is continued as a
dashed line. To note, contemporary air shower simulations predict elongation rates for a
constant composition in the range from 54 g cm−2 to 64 g cm−2. Thus, the results of this
work indicate a mixed composition of UHECRs, which becomes heavier above an energy of
3×1018 eV. The change in the elongation rate after the break point trends to lighter elements.
The distance of the last data points (above 1019.76 eV) from the linear model is on the order
of 30 g cm−2. As shown in Fig. D.45, the overall shift in the Xmax when applying the quality
selections is greatest for the lowest energies, and at energies above 1019.5 eV, the shift is
around 15 g cm−2. The distance of the last data point to the elongation model for the FD
in units of statistical uncertainty is 3.3 σ. In also taking the systematic uncertainty into
account, the significance is reduced to 1.5 σ. The distance of the last data point to the lower
line from the broken fit in units of statistical uncertainty is 5.4 σ, which is lessened to 2.4 σ
when the systematic uncertainties are also considered. Based upon this, while there is an
indication towards lighter elements at the highest energies, this result has not yet reached
the threshold to be statistically significant with the current number of events and systematic
uncertainties. A table of the results of the first two central moments of the universality Xmax
together with statistical and systematic uncertainties is included in Appendix C.3.

8For simplicity, equations are written such that the units are implied. Anytime Xmax is in an equation the
implied units are g cm−2. Similarly, lg E represents lg(E/eV)

9The intercept of the line is found to be (768±1) g cm−2, as calculated at the break point.
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Figure 5.5: Fit of Xmax elongation rate with (a) a line and a (b) broken line. The elongation rate
of the FD as given in Eq. (4.7) is shown with the lime green line. The FD results maximally
differ from the linear fit of universality data by 5 g cm−2 at an energy of 1019.5 eV.
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Figure 5.6: Evolution of σ(Xmax) as a function of energy. The uncorrected fluctuations —
corresponding to the raw second moment of Xmax are shown as a function of energy. To arrive
at the physical fluctuations of Xmax, the detector resolution model —derived from golden
hybrids— is subtracted from the fluctuations in quadrature. The results from the Auger FD
and expectations from simulations using modern hadronic interaction models are included.

5.2.2 Fluctuations of the depth of shower maximum

The second central moment of the shower maximum distribution allows for conclusions
to be drawn about the physical fluctuations of Xmax. The comparison of the results to the
predictions of proton- and iron-induced air shower simulations enables conclusions to be
drawn about the mass composition. The total reconstructed resolution is the quadratic sum
of the physical fluctuations from the shower development and the detector resolution due
to sampling fluctuations

σ2
tot(E) = σ2

phys(E) + σ2
det(E) . (5.4)

The detector resolution of universality results from the sampling fluctuations in the SD
measurement of the signals. To quantify this value, golden hybrid events were used in
Section 4.3.2. The resolution is extracted from the standard deviation of the difference
in the reconstructed values of the depth of the shower maximum (σ(XUniv

max − XFD
max)). As

shown in Fig. 4.13, the much smaller FD resolution (black dashed line) is quadratically
subtracted from the total resolution to yield the resolution for the SD. An exponential
equation, given in Eq. (4.6), was fit10. Due to the low number of events at the highest
energies, the model is extrapolated above an energy of 1019.5 eV. The model of the detector
resolution drops from 110 g cm−2 at 3×1018 eV to less than 20 g cm−2 at the highest energies.
As illustrated in Fig. 4.12, the shape of the total resolution is similar to that found with air
shower simulations, yet its fluctuations are due to the evolving mass composition of the
measured UHECRs.

The second central moment of Xmax is corrected for using the derived detector resolution.
The results before and after the correction are depicted in Fig. 5.6. For comparison, recent
results from the Auger fluorescence detector are provided [104]. Above an energy of 1019 eV,

10The parameters are given in Table 4.4.
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the corrected universality results agree well with the measurements of the FD. However,
below this energy, the values of the second central moment are larger than those obtained by
proton-induced air showers. To understand this deviation better, the resolution of SD-1500
data was estimated by comparing the reconstructed Xmax to the elongation rate model of
the FD (Fig. 4.13). In contrast to the golden hybrid-derived model, the parameterization
based on the SD-1500 starts at an energy of 3×1018 eV with 130 g cm−2 to arrive at a value
close to 20 g cm−2 at the highest energies. In scrutinizing the golden hybrid resolution
further, it is seen that the values in the last two energy bins are about the same value. As
such, it may be surmised that the detector resolution employed for the correction of the
second central moment of Xmax is likely underestimated below energies of 1019 eV. This
may arise from the zenith-dependent spread of the bias (Fig. 4.9). When this is not corrected
for, the resolution derived from golden hybrids will be underestimated, particularly at the
lowest energies due to the different underlying distribution in zenith angle. While such a
spread may easily be added to the systematic uncertainties of the average Xmax, it is more
complicated to correct for or include it for the second moment of Xmax —a posteriori.

5.2.3 Average relative muon content

Profiles and violins of the average relative muon content reconstructed with universality are
depicted in Fig. 5.8. Like the moments of the reconstructed depth of the shower maximum,
the average of the relative muon content can be used to infer the average composition as a
function of energy. However, as seen in the figure, the average Rµ is 1.876±0.005 is, at the
lowest energies, on the edge of the estimates from iron-induced showers and evolves with
energy to exceed the predictions of any simulation. While these contemporary hadronic
interaction models predict more muons than their predecessors, the muon excess in data
is still on the order of 20 % to 60 %, depending on the considered hadronic interaction
model11. Due to the current mismatch between the relative muon content of simulations
and data, it is difficult to draw concrete conclusions on the trends with respect to the average
composition. Above an energy of 1019.3 eV, the average relative muon trends towards heavier
elements. This continues until around 1019.7 eV, where the trend begins to favor a lighter
mass composition. A more detailed study of this evolution and that of the fluctuations of
the relative muon content are not in the scope of this thesis. It is something that would be
good to look into in future analyses. The average values of the relative muon content are
recorded in a table in Appendix C.3.

5.2.4 Estimation of the logarithmic mass

To better infer the mass composition, the superposition model of air showers may be used
to formulate linear dependencies based on the average value of a variable to derive the
logarithmic mass as a function of energy. Of the mass-sensitive observables considered
thus far, the average depth of the shower maximum is the easiest of the two to use in such
a study, as it already lies between the predictions for proton and iron-induced showers of
the different hadronic interaction models. The calculation of the logarithmic mass is based
on the generalized Heitler model of air showers (Section 1.1.2). The extension of this model
for the determination of the mean Xmax for an energy E and primary mass A was given in
Section 1.1.3.2 (from [39]). For the explicit derivation of the function, it is restated here as

〈Xmax〉 = X0 + D lg
(

E
E0A

)
+ ξ ln A + δ ln A lg

(
E
E0

)
. (5.5)

11These particular values were determined in external analyses described in Section 1.2.7.
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Figure 5.7: (a) Profiles of the average reconstructed relative muon content. The individual
events contributing to the three highest energy bins are shown with the gray points. The red
stars are three of the points from the mean depth of the shower maximum plot which have
reconstructed Xmax values exceeding the predicted value for QGSJet-II.04 proton-induced
simulations and a zenith angle around 35◦. (b) The violins of the average relative muon content
are considered as a function of energy and zenith angle.
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Figure 5.8: (a) The average relative muon content is shown as a function of the secant of the
zenith angle; this is compared to hadronic model lines associated with an energy of 1019 eV.
(b) By inspecting the average trend in three energy bins, the dependence of the relative muon
content as a function of sec θ is shown to be mostly linear.
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where X0 is the mean depth of proton showers at an energy of E0 and D is the elongation
rate —the change of 〈Xmax〉 per decade in energy, and ξ and δ encapsulate deviations from
the ideal superposition model. The parameters ξ and δ are calculated for each interaction
model and stated in [39, 169]). In order to estimate the mean logarithmic mass from the
average depth of the shower maximum, Eq. (5.5) is inverted to solve for ln A. The resulting
equation [39, 169] is

〈ln A〉 = 〈Xmax〉 − 〈Xmax〉p
fE

, (5.6)

with

fE = ξ − D
ln 10

+ δ lg
(

E
E0

)
. (5.7)

〈Xmax〉p is the average Xmax of proton-induced air showers. The 〈ln A〉 as a function of
energy for the universality measurement are shown in Fig. 5.9 for QGSJet-II.04 and Epos-
LHC. For the calculation, the average Xmax as presented in Section 5.2.1 is used. Recent
results from the Auger FD [104] are also presented for comparison. Out of the two inter-
action models considered, the average composition predicted is heavier for Epos-LHC. In
the results using QGSJet-II.04, the average logarithmic mass does not go beyond the mass
of nitrogen. The results from the FD and universality are in good agreement. As expected
from the mean Xmax studies, there is a change in mass composition for the universality
results above an energy of 1019.5 eV with a trend towards a lighter composition.

5.3 Distribution-based analysis method

In the various mass composition studies presented thus far, the analyses rely on certain
statistical moments of the data (e.g. the mean and dispersion, as pursued in Section 5.2).
While providing insight into the composition, these methods intrinsically reduce the wealth
of information provided to us through the full distributions of the measurements. To
overcome this, one can fully employ the distributions of simulations to fit and constrain
the nuclear fractions present in data. This method can be applied to both the Xmax and Rµ

distributions separately and coincidentally. In this thesis, only the 1-dimensional case of
the Xmax is considered.

Due to the changing nature of the mass composition with respect to energy, the events
are binned in intervals of 0.1 in lg(E/eV) from 1018.5 to 1019.7 eV and grouped into a single
bin for events with energies greater than 1019.7 eV12. The number of events for each energy
bin for both the universality approach and FD results may be found directly in Fig. 5.4a.
To then utilize the Xmax distribution for the mass composition fit, we divide the events into
bins with a width of 20 g cm−2.

For the comparison of simulations with data, Monte Carlo (MC) templates are needed,
which consist of distributions that assign—given a primary energy, depth of the shower
maximum, and primary composition— a probability of observing the given Xmax. Such
simulation templates are found in [170, 171] for QGSJet-II.04, Epos-LHC, Sibyll-2.3, and
other interaction models. To render the template of a given nuclear species s comparable
with data, it must first be convolved with Gaussian distributions to take into account
realistic detector effects

p(Xm
s,j) =

∞

∑
k

pk(Xt
s,k) · N(Xk, σ2

k ), (5.8)

where p(Xm
s,j) is the smeared probability for Xmax in the jth Xmax bin, pk(Xt

s,k) is the un-
smeared MC template, Xk is the Xmax bin center evaluated for each of the j bins and acts as

12For the FD results, all events above 1019.5 eV are grouped in one bin.
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Figure 5.9: Average logarithmic mass derived from the measurement of 〈Xmax〉 for (a) QGSJet-
II.04 and (b) Epos-LHC.
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Figure 5.10: Distributions of true and smeared templates for proton- and iron-induced pri-
maries generated with QGSJet-II.04. The detector resolution used for the Gaussian smearing
is parameterized for each primary and interaction model as a function of energy. The maximum
probability of the template is scaled to be the same height as the maximum number of events
measured by the SD-1500 in an energy range of 1019 eV to 1019.1 eV.

the mean of the Gaussian distribution N(Xk, σ2
k ), and σk is the resolution found from detec-

tor simulations for the specified interaction models and primaries. The effect of smearing is
depicted in Fig. 5.10. To carry out the comparison with data, the smeared templates must
each be weighted by their own fraction fs for their species, and the resulting MC prediction
must be normalized to the data present in a given energy bin

Cj =
N

NMC
∑

s
fs · p(Xm

s,j), (5.9)

where N is the total number of measured events within the given energy bin and NMC is
the MC normalization term

NMC = ∑
s

fs

∞

∑
j=0

p(Xm
s,j). (5.10)

Despite the number or type of nuclear species chosen, the summation of their fractions
must yield 1. To preserve this in the fitting procedure, the species fractions are defined
via (s− 1) parameters in interdependent multiplicative expressions. For instance, a three-
species composition would have the following fractions defined

f1 = α,

f2 = (1− α)β, (5.11)

f3 = (1− α)(1− β),

where α, β ∈ [0, 1]. To determine the best-fitting combination of nuclear species within a
given energy bin, a binned maximum-likelihood method is used. The likelihood [99] is
expressed as

L = ∏
j


 e−Cj C

nj
j

nj!


 , (5.12)
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where nj is the number of events in the jth Xmax bin. To remove the factorial, Eq. (5.12)
is divided by the likelihood-maximizing case when Cj = nj, which is permissible as it is
a constant factor and its removal does not affect the maximization process. This way of
writing the equation is equivalent to the deviance of a Poissonian likelihood. The resulting
negative log-likelihood expression

L = ∑
j

(
Cj − nj + nj ln

nj

Cj

)
(5.13)

is then minimized using NLopt [172] to obtain the best fit of the data. Examples of optimum
fits are given in Fig. 5.11. To quantify the quality of the fit, mock data sets are drawn from
the predicted Xmax distribution, as described in Eq. (5.9). The fraction of mock data sets
with L at the optimum worse than that obtained from the real data defines the p-value of
the fit.

To encapsulate the correlations between the species, the statistical uncertainty for each
species’ fraction is determined using a generalization of the Feldman-Cousins procedure
[173], known as the profile-likelihood method [174]. This method is favored to the ∆L = 1

2
rule as the constraints placed upon the fit do not ensure that L will act as a χ2-variable. In
the profile-likelihood method, we observe the likelihood function of a single species while
treating the other species as nuisance parameters and, the resulting L values are compared
to the minimum when all species are fit. Thus, the likelihood function is defined as

λ( fs) = 2
(
L
(

f̂s, f̂n

)
−L

(
fs, f̂n

))
, (5.14)

where fs is the species’ fraction of which we are seeking uncertainty values, f̂n represents
the remaining species’ fractions which are found via a fitting procedure, and L

(
f̂s, f̂n

)

represents the optimum value where all species’ fractions are fit. To directly observe the
effect of a fixed fs, the parameters used in the fit are reduced by one dimension, and
a constant, 1− fs, is multiplied by each term to preserve unity. Thus, the three species
composition defined in Eq. (5.11) is redefined as

f2 = cα,

f3 = c(1− α),

where c = 1− f1 and α ∈ [0, 1]; the contribution of f1 is still considered in the negative
log-likelihood minimization. The resulting profile-likelihood distribution approximates a
χ2 distribution with one degree of freedom. We can thus ascertain that the upper and lower
limits associated with the 68% coverage are found on either side of the fit minimum where
the profile-likelihood has increased by ∼ 0.989. The systematic uncertainties of the fit are
estimated by shifting the Monte Carlo templates13 by δXmax with values between ±σ in
steps of 0.2σ. As the fit fractions are not expected to evolve monotonically, the maximum
values are extracted after the scanning has been performed to set the upper and lower
limits.

The overall fractional fit of the mass composition as a function of energy is given in
Fig. 5.12 for the FD and universality results. Below an energy of 1019.4 eV, the optimal results
found for universality are poorly fit, as determined by the p-values. For the most part, the
large width of the resolution for each primary and hadronic interaction model and width of
the Xmax distribution prevent the estimated systematic uncertainties from being physically
motivated. Overall, the trend in the fractional evolution for each interaction model is similar

13This is done to avoid systematic effects that may arise from re-binning data.
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(a) (b)

(c) (d)

Figure 5.11: Optimal fits of the distributions of the depth of the shower maximum for lg(E/eV)
in (a) [19, 19.1], (b) [19.3, 19.4], (c) [19.6, 19.7], and (d) [19.7, 20.1] as obtained with Monte Carlo
templates from Epos-LHC. The distribution of data being fit is shown with black points, where
the uncertainties are from Poissonian statistics. The presence of a particular colored histogram
indicates that the corresponding nuclear species participated in the fit. The colored histogram
in the background is the stacked histograms of the combined Monte Carlo templates which
best fit the data. Thus, it is the relative proportions between each histogram as you move to the
foreground that represents the relative fraction found for a nuclear species. In the case of (a),
there is a very small fractional component associated with iron, whereas nitrogen is relatively
abundant. To directly see the fractional values of each species, see Fig. 5.12b. The significance
of the fit (p-value) is given; the meaning of this is described in the text.

between the FD and universality results. In order to have better fits, it would be worthwhile
for the zenith-dependence in the bias of the Xmax distributions (as seen in Fig. 4.9) to be
corrected for. While this need not be taken into account for the
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average depth of the shower maximum, the spread of the Xmax distributions is widened by
these unaccounted zenith-dependencies. Additionally, as seen in the examples of optimal
fits (Fig. 5.11), further quality cuts should be investigated such that Xmax values that are
nonphysical are no longer considered. With the implementation of the fiducial selection,
we rid ourselves of a class of events which are poorly reconstructed. In data, however,
there are events contained in classes, which are generally well-reconstructed, that may be
poorly reconstructed due to hardware effects (e.g. the trace was not well measured as
one or more of the PMTs were improperly functioning). Above an energy of 1019.4 eV, the
universality fits become statistically significant for Epos-LHC and Sibyll-2.3. In general,
the universality results predict a mass composition with intermediate elements, but at the
highest energies, it predicts a resurgence of a lighter composition —like helium.

In order to obtain statistically meaningful fits below energies of 1019.4 eV and improve
the other presented mass composition studies, further analyses of and improvements to the
Reconstruction procedure need to be made. While the zenith-dependence may be removed
from the biases in the Xmax

14, these corrections do not change the correlation of the spread
of Xmax with zenith angle and energy. Among the improvements that should be considered
for the reconstruction are: (1) the parameterization of the uncertainties used in the shape
fit, (2) the improvement of signal and timing models to better describe showers with an
Xmax close to ground or high up in the atmosphere, (3) the extension of the universality
models to lower energies so that the reconstructed relative muon content may be compared
to that directly obtained by AMIGA, and (4) an investigation into terms missing from the
negative log-likelihood description which could improve the reconstruction, particularly at
lower energies.

14In Appendix D.7.2, the residual, zenith-dependencies of the bias have been corrected for. The resulting first
two central moments of the Xmax are presented.
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Figure 5.12: Fit of the mass composition fractions with four nuclei: proton, helium, nitrogen,
and iron for (a) FD (values from [104]) and (b) universality (this work). The p-values shown
correspond to the goodness of the fit. Values exceeding 10−1 are considered well-fit.
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Summary and conclusions

The focus of this work is to determine the mass composition derived with the air shower
universality approach using data measured with the Surface Detector (SD) of the Pierre
Auger Observatory (Auger). In order to perform this task, a novel reconstruction method
was developed and used to derive the results presented in this work. The produced results
are summarized below and were presented at several conferences and in a conference
proceeding [175].

Universality reconstruction In order to reconstruct mass-sensitive parameters from data
measured by the SD, the universality signal and timing models (developed in previous
works) had been parameterized to describe the development of the four different particle
components of an extensive air shower (EAS). Previously existing universality reconstruction
methods are extensively studied. With the goal in mind to successfully reconstruct the ma-
jority of events, the class of events that failed to reconstruct in the previous reconstruction
procedures are studied in great detail to find out the patterns for mis-reconstructed events.
Of the procedures studied, the most promising one is presented in this work. Named the
constrained axis fit, the shower axis is no longer a free parameter, but it is constrained
within 1◦ to the result found with the SD reconstruction. This constrainment reduces the
degrees of freedom in the negative log-likelihood while fully incorporating the correlations
of the physics variables. Such a reduction in the underlying minimizing function is needed
to make up for the few stations triggered by low energy events, which by themselves yield
a degenerate likelihood that sometimes leads to nonphysical minima. The overall recon-
struction efficiency is compared in Fig. 6.1 for a reconstruction type with no constraints and
for the constrained axis fit. With an efficiency over 90 % across all energies, the constrained
axis method is able to reconstruct previously mis-reconstructed events. Nevertheless, there
is a reduction in efficiency at the lowest energies. In looking into the cause for this, it was
determined that this occurs for events with high zenith angles, where the attenuation of the
signal is significant. Interpreting this with the universality parameterizations, recommen-
dations are made throughout this work to make the negative log-likelihood reconstruction
more robust for the implementation of universality at lower energies and for its comparison
to results obtained with the Muon Detector (AMIGA) and the Auger upgrade (AugerPrime).
In particular, an energy-dependent adjustment of the signal uncertainty model for low sig-
nal traces is recommended.
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Figure 6.1: Overall reconstruction efficiency with respect to energy for the (a) non-constrained
reconstruction (known as the global method) and (b) the constrained axis fit. Non-saturated
events are used in this study for QGSJet-II.04 proton and iron simulations and are com-
pared to SD data from 2004-2016. The category marked Successful with outliers demarks
events which successfully passed the criteria of the minimization procedure employed by the
reconstruction, whereas Failed ones did not pass. To quantify whether events that succeeded
returned physical-reasonable reconstructed values, a simple selection criteria is defined as
Xmax ∈ [500, 1050] g cm−2 and |θUniv− θSD| < 5◦. Events which meet these criteria are grouped
into the Successful category, whereas those that do not are grouped in Outlier. Below an energy
of 1019 eV, the reconstruction efficiency of the Successful events of the global method drops
from around 80 % to less than 40 %. This is due to the few triggered stations at low energies
which do not provide enough information to reasonably reconstruct the depth of the shower
maximum and zenith angle simultaneously. By constraining the shower axis to be within 1◦ of
what is reconstructed by the SD, the constrained axis is able to recover a significant amount of
the Outliers of the global fit.

Quality selection of events The performance of the constrained axis method was studied
with different primary particles simulated with various contemporary hadronic interaction
models. Biases and resolutions were found to be reduced compared to the unconstrained
method. Still, to ensure a quality event selection for mass composition analyses, a fiducial
selection as a function of zenith angle and energy is derived. The goal of this newly-
developed selection is to reject zenith angle ranges in a given energy bin in which the
average shower maximum deviates significantly from its unbiased measured value. As
shown in Fig. 6.2, this method yields consistent results among the different hadronic inter-
action models. As this selection is purely geometrical, it ensures an unbiased measurement
of the mass composition. The resulting biases and resolutions of the depth of the shower
maximum and relative muon content are fit for simulations and data (Fig. 6.3). Correc-
tions are calculated with golden hybrid events to account for the lack of muons presently
described in simulations.
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Figure 6.2: Evolution of the fiducial selection as a function of logarithmic energy. (a) The derived
selection for proton- and iron-induced showers generated with QGSJet-II.04, Epos-LHC, and
Sibyll-2.3 are in good agreement. (b) The fiducial selection for data is compared to the results
found with proton- and iron-induced QGSJet-II.04 simulations. The stricter selection criteria
of data for the lower bound of the zenith angle range are apparent and ensure an unbiased
measurement of the mass composition.
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Figure 6.3: The (a) bias and (b) resolution of the depth of the shower maximum as a function of
energy. The results from golden hybrid data are compared to proton- and iron-induced simula-
tions from QGSJet-II.04, Epos-LHC, and Sibyll-2.3. Overall, the same non-linear trends are
observed for each data set; the difference in the offset is due to the different description of each
model (and of golden hybrid data) of the relative muon content. In considering the resolution
of the reconstructed Xmax, there is a general agreement between the interaction models for
the proton- and iron-induced simulations. The resolution of data is mostly between the values
associated with proton and iron; the fluctuations in the resolution associated with data are
due to the large uncertainties and the underlying change in mass composition as a function of
energy.
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Figure 6.4: The average reconstructed depth of the shower maximum is shown as a function
of energy. For comparative purposes, recent results as measured by the Auger FD are shown
with the green rectangles ([104]). The event numbers for the universality method (black text)
and FD (green text) are given at the bottom of the plot. The statistical uncertainties for the
universality method are shown, but their values are often small enough that the marker hides
them. Systematic uncertainties are shown with brackets. The individual events that contribute
to the last three energy bins are depicted with translucent black dots. The average results
from proton- and iron-induced simulations from contemporary hadronic interaction models
—QGSJet-II.04, Epos-LHC, and Sibyll-2.3— are added to draw inferences on the evolving
mass composition. Overall, there is good agreement between the results of this work and those
found with the FD measurements. At the highest energies, the universality approach predicts
a lighter composition than anticipated by the trend observed in the FD.

Mass composition The fine-tuned universality reconstruction is applied to a full set of SD
data from 1. January 2004 to 31. December 2016. The average depth of the shower maximum
derived in this work is compared to the result found by the Auger Fluorescence Detector
(FD). Overall, a good agreement is seen, as shown in Fig. 6.4. Through the comparison of
the average depth of the shower maximum predicted by various contemporary hadronic
interaction models, it is possible to infer the trends of the mass composition as a function
of energy. At the highest energies, the elongation rate of the FD trends toward a heavier
composition. In contrast, the universality results which include three additional energy
bins (and in general, an average of ten times the data of the FD) indicate a preference
for an increasingly lighter composition. Taking into account the derived statistical and
systematic uncertainties, this trend is on the order of 2.4 σ. Further studies investigating
this lighter component are critical for point-source anisotropy studies. The second moment
of the depth of the shower maximum is studied, and there is general agreement between
the universality and Auger FD results above an energy of 1019 eV. Interestingly, at the
highest energies, there is no trend towards a lighter composition, which creates tension
between the results inferred from the first two Xmax moments. This might point to non-
trivial differences in the shower physics of data and current hadronic interaction models.
The average profiles of the relative muon content validate the report of external analyses
that there is a lack of muons in simulations as compared to data. While the general trend
of this average is difficult to describe due to the mismatch in the relative muon content, it
does, at the highest energies, return to a lighter composition. To better infer the evolution of
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the mass composition as a function of energy, the logarithmic mass of Xmax —based on the
extension of the Heitler model— is studied for QGSJet-II.04 and Epos-LHC. The derived
results are again in agreement with the FD and exhibit the trend to lighter elements at
the highest energies. The aforementioned mass composition studies rely on moments of
the distribution of the depth of the shower maximum. The full distribution may be used
in order to extract the mass composition as an evolving fraction of nuclear species with
respect to energy. The same overall trends are seen for each interaction model as are found
with the distribution of the depth of the shower maximum as measured by the FD. The
proton-dominance at the ankle (3×1018 eV) evolves to a mass composition predominantly
made of intermediate masses —like nitrogen.

Final remarks Several complementary studies to the main body of this work are presented
in Appendix D. These include detailed studies of saturated events in data and simulations,
an investigation into changing the underlying minimizing function, and event selection for
the previously defined reconstruction methods.

The data analysis of the Auger Upgrade will greatly benefit from the methods de-
veloped throughout this work. In particular, the addition of signals measured with the
scintillator detector will enable the disentanglement of the electromagnetic and muonic
signals. Through this determination, it will be possible to improve the parameterizations
of universality, which are initially derived from simulations, to better describe the physics
seen in the air showers of ultra-high energy cosmic rays. Universality together with the
upgraded detectors will enable an event-by-event determination of the mass composition.
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General

A.1 Violin plots

Throughout this work, violin plots are used to aid in analyzing the relationship between
variables; this plot style within Auger and specifically this work should be credited to
[108]. Essentially, a violin plot is an augmented version of a profile or box plot. In addition
to showing the means, medians, and standard deviation of data, it uses a thin profile to
illustrate the normalized distribution of data within a given bin.

Let us consider an example to better illustrate how a violin plot is built and the benefits
therein. Given a variable y which is dependent on another variable x, we average y within
distinct ranges of x; when the standard deviation of these is considered and the results
plotted, this would yield a typical profile plot. The construction of a profile plot allows one
to reasonable assess trends and correlations between variables, assuming the data follows
a perfect Gaussian. However, data follows non-Gaussian distributions more often than
not and that underlying bi- or multi-modal distributions can misleading predict means
where no data exists. Such a harrowing example is plotted in Fig. A.1. In Fig. A.1a, a
bimodal distribution centered at 0 is created by the superimposition of two Gaussian
distributions which are centered at −1 and 1. In considering the profile shown in Fig. A.1b,
it is impossible to deduce the cause of the structure. However, in Fig. A.1c, the violins
—constructed by a kernel density estimation of the y’s contained with the bins xi— clearly
show the bimodal distribution. In this way, the violin plot is able to simplistically reveal
critical information which a standard profile plot omits.

Examples of the violin plot format used in this thesis are shown in Fig. A.2; functions
from the Python library Scipy are used [176]. The distribution of y in bins of xi are shown
with the light gray shaded area. As kernel density estimates [177, 178] are used to draw the
distributions, the magnitude of the distribution —violin— reflects the size of the p.d.f. at
this coordinate. The length of the violin extends up to 3 σ (±49.9 %). The mean and median
are shown with the point and solid black line, respectively. The error bars shown about
the mean depict the standard deviation of the mean, whereas the darkest area around the
median line represents the asymmetric 1 σ uncertainties of the median. The dark part of
the violin shows the 1 σ asymmetric standard deviations (±34.1 %). Due to the sample size
difference, outliers are shown at the ends of the violins in Fig. A.2b, whereas no outliers
are identified for Fig. A.2a. Additionally, in the latter plot, the median and mean values
fluctuate more about the true mean [178].
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Figure A.1: A sample of 20,000 points (x, y) was drawn with x uniformly distributed between 1
and 10 and y from Gaussian distributions with a mean at either -1 or 1 and a standard deviation
of 0.5. Data is shown as a (a) scatter, (b) profile, and (c) violin plot [108].
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Figure A.2: An example violin plot with (a) 500 and (b) 20,000 points distributed linearly in x
between 1 and 10 and normally in y with a mean of 0 and standard deviation of 1 [108].

A.2 Angular resolution

The derivation of the angular resolution is detailed in this section and follows the discussion
presented in [179]. The true arrival direction is defined by a unit vector Ω0, which is oriented
by the angles θ and azimuth ϕ, as shown in Fig. A.3. For most events the reconstructed
arrival direction Ω only slightly differs from Ω0 by ∆Ω. For small deviations, the angle
ηbetween the true and reconstructed axis can be approximated as

η ≈ sin η = ‖Ω0 ×Ω‖ = ‖Ω0 × ∆Ω‖ (A.1)

The displacement vector ∆Ω is decomposed in spherical coordinates as

∆Ω = ∆θθ̂ + sin θ0∆ϕϕ̂ (A.2)

where θ̂ and ϕ̂ are the unit vectors in the direction of Ω0 and ∆θ and ∆ϕ are the replacements
of θ and ϕ around the respective components of Ω0. In substituting this equation into
Eq. (A.1), η2 can be expressed in spherical coordinates as

η2 = ‖Ω0 × ∆Ω‖2 = ∆θ2 + sin2 θ0∆ϕ2 (A.3)

In the geometrical reconstruction used by the SD, the u and v from the planar coordinate
system —direction cosines in the easting and northing directions— are used. By transform-
ing from planar to spherical coordinates and expanding around Ω0, η2 can be expressed in
terms of planar coordinates

η2 = ∆u2 + ∆v2 (A.4)

To then arrive at the angular resolution equation expressed in Eq. (3.19), some statistically-
based assumptions are made. First, it is assumed that u and v follow a Gaussian distribution
around u0 and v0 of Ω0. Thus, the fluctuations ∆u and ∆v are also Gaussian and have means
of zero. Next, it is assumed that ∆u and ∆v have the same uncertainty1 σ. In normalizing

1There is some expected modulation in σ with respect to the x- and y-axis. However, the average fluctuations
of ∆u and ∆v are approximately equal given the azimuthal symmetry of the arrival directions.



126 APPENDIX A. GENERAL

Figure A.3: The geometry of the shower axis is given for planar and spherical coordinate
systems. The shaded cone represents all reconstructed axes that differ from the true axis (Ω0)
by less than an angle η [179].

∆u and ∆v in Eq. (A.4) by σ, the sum of the squares of two standard normal variables (i.e.
σ = 1) is given as:

η2

σ2 =
∆u2

σ2 +
∆v2

σ2 (A.5)

If ∆u and ∆v are uncorrelated, then η2/σ2 will follow a χ2-distribution with two degrees
of freedom

f (η2/σ2) =
1
2

e−η2/2σ2
(A.6)

Evaluating this distribution for the 68 % spread, gives η0 ≈ 1.5σ. σ can then be calculated
from the expected value of the terms in Eq. (A.3) or Eq. (A.4), where the means are equal
to zero. Thus, the expected values of the squared terms are then equal to the variances, and
it is possible to estimate σ as

σ̂2 =
1
2
(
Var[θ] + sin2 θ0Var[ϕ]

)
(A.7)

Thus, in combining this equation with the expression for η0, the angular resolution η0
(= σang) is found to be Eq. (3.19).
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Data sets

This appendix provides an overview of the simulations and data used for the analyses
presented in this work. For a detailed, qualitative description of how an extensive air shower
is observed at the Auger Observatory and, later, reconstructed, see Chapter 2. Tables of
the quality cuts used are provided; a qualitative description of the cuts employed may be
found in Section 2.4.1 and Section 2.5.2. The distributions of the selected events are given
to illustrate the number of events shown throughout this work.

B.1 Data

The reconstructed SD data was produced by the local KIT group —known as the Observer
team1— for the 2017 International Cosmic Ray Conference (ICRC) contributions from the
Auger Observatory[180]. As universality has not yet been parameterized to energies below
1018.5 eV or above zenith angles greater than 60◦, only vertical events (0◦ to 60◦) as measured
by the SD-1500 were used. The quality cuts for the SD-1500 are given in Table B.1. Cuts are
applied successively. An individual cut typically removes less than 5 % of the selected data;
the T5Trigger criterion, however, rejects roughly 30 %. The corresponding cuts for the FD2

(Table B.2) are more numerous as they must:

• reject laser events which are used in the nightly calibration of the FD.
• select which FD building (i.e. eyes) are used and checks if HEAT and Coihueco were

both operational and can be merged to increase the field of view.
• remove periods where the communication from the FD was poor.
• ensure that the pixels of the camera were operational and well-calibrated.
• check that the weather conditions were ideal for measurements. Increased cloud

coverage, low clouds, and atmospheric aerosols change and can alter the fluorescence
yield.
• apply quality selection criteria for events. These ensure that the measured event was

in the ideal range and meeting criteria for successful FD reconstruction. For instance,
the simultaneous measurement by one or more SD stations (i.e. hybrid) allows for a
better constrainment of the geometry of the shower.

1The author was a member of this, then, two-person team.
2The lines within the table denote groupings. The general purpose of these grouped cuts are provided

sequentially in the list.
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Figure B.1: Distributions of SD-1500 reconstructed events with respect to (a) energy and (b)
zenith angle. All events (filled markers) and non-saturated events (empty markers) are consid-
ered. For energies below 1019 eV, the angular resolution is poor and there is an event migration
around 60◦ which is unaccounted for in these plots. Above 1019 eV (red points), the zenith
distribution is relatively flat with respect to sin2 θ. (c) The 2-D distribution for non-saturated
events is shown. For all energies —except for events above 1019.7 eV, the underlying zenith
distribution is preserved. At the highest energies, the bins in energy are selected such at least
30 events are present when integrated across all zenith angles.

• apply the fiducial field of view cut3 which ensures that the distribution of the depth
of the shower maximum within a given energy bin is not truncated by the physical
field of view.

With the exception of the eyeCut, cloudCutXmaxPRD14, and the FidFOVICRC13 cuts, the
various quality selections individually remove less than 5 % of the selected events. The
eyeCut employed rejects the events recorded by HEAT. The cloudCutXmaxPRD14 cut
removes around 30 % of events, whereas the FidFOVICRC13 cut selects around 23 % of the
remaining events. After applying the FD quality cuts, only 2573 events —known as golden
hybrid events— remain out of the 112 932 events which were selected with the quality

3The fiducial field of view is covered more fully in Section 4.2.2.
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Figure B.2: Distributions of golden hybrid events with respect to (a) energy and (b) zenith
angle. All events (filled markers) and non-saturated events (empty markers) are considered.
The zenith distributions are truncated and distorted by the fiducial field of view which becomes
stricter with increasing energy. (c) The 2-D distribution for non-saturated events is shown. Even
with enlarged energy bins, there are too few events to have more than two zenith bins.

criteria for the SD. The energy and zenith angle distributions for the selected SD-1500 data
are given in Fig. B.1. The data has a steeply falling energy spectrum of E−2.5 and a flat
zenith angle distribution with respect to sin2 θ. The same distributions are given for the
golden hybrid events in Fig. B.2. The fiducial field of view cut unequally selects from and
distorts the underlying zenith distribution. Unfortunately, there are two few golden hybrid
events to perform rigorous systematic studies for the universality reconstruction. With the
proposed increase of the FD duty cycle to around 21 % (Section 1.2.2), the event statistics will
be improved, but unfortunately, due to the fiducial field of view, the reconstruction biases
with respect to zenith angle could not be explored in-depth. Instead, it is more likely that
combined analyses with the Muon Detector (MD) and Scintillator Surface Detector (SSD) will
provide greater insight into the quality and dependencies of the universality reconstruction
(when used for data). For this work, simulations are able to provide some insight into this
area, though caution must be used due to the muon deficit.
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B.1.0.1 Modifications used in universality reconstruction

In the calibration of the iterative method using golden hybrid events (Appendix D.4.2.4), a
special reconstruction was performed which involved fixing the energy, depth of the shower
maximum, and geometry to that found with the FD. By performing such a reconstruction,
it is possible to parameterize the relative muon content and time model offset found in data
as it differs from simulations. The time model offset ∆mµ has a few outliers in which the
start time of the fitted trace is 50 ns to 200 ns too early, which may result from using the high-
gain channel. An algorithm was developed to use the low-gain channel and to correct for
the mentioned effects [181]. However, reconstruction with this algorithm led to an increase
in the angular resolution [182]. Because of this unwanted by-product, this algorithm is
not employed throughout this work. A small test was performed —as detailed further in
Appendix D.4.2.4— which showed that a portion of ∆mµ outliers may be recovered. The
modification from the general SD reconstruction is made in SdCalibrator.xml as specified
in Listing B.1.

Listing B.1: Changes to SdCalibrator.xml for ∆mµ outliers in Appendix D.4.2.4
<!-- switch on the equal treatment of high and low gain signal when

determining signal regions -->

<treatHGLGEqualInSignalSearch/>

<!-- check whether a found flat piece is also flat when starting from

its end in opposite direction, reduces inclusion of the trailing

edge of the signal -->

<applyBackwardFlatPieceCheck/>

<!-- the fluctuations on the low gain signal are smaller in terms of FADC

bins, reduce the tolerance by one (thus, hg : 3, lg : 2) -->

<decreaseLGFlatPieceTolerance/>

<!-- in case of saturation -->

<!--alwaysCalculateSignalStartTimeFromHighGain/-->

B.2 Monte Carlo air shower library

The Napoli library [183] was produced by a team in Naples and created with Corsika

Monte Carlo simulations [184–186]. An optimized thinning level of t = 10−6 [187, 188] was
used as a compromise between accuracy and time/space requirements. Within Offline, the
Cached Shower Regenerator module uses a statistical method called shower resampling
to regain as much of the unthinned shower information as possible [165, 189, 190]. The
library is continuous and:

• follows a sin2 θ distribution (like that seen in data) and an E−1 energy spectrum. The
zenith range is from 0◦ to 65◦, and the energy range is from 1018 eV to 1020 eV.

• includes proton, helium, oxygen, and iron primaries for Epos-1.99, Epos-LHC, QGSJet-
II.03, QGSJet-II.04, and Sibyll-2.3.

• is very expansive with more than 12 000 unique Corsika simulations per primary per
interaction model. Each simulation was tossed 6 times on to the Auger observatory
to be observed with the SD-1500 and FD.

The raw Corsika files, hybrid simulations with the Auger SD and FD detectors (Of-
fline files), and reconstructed data (ADSTs) have been graciously shared within the Auger
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Table B.3: Cuts for the selection of SD-1500 simulated events. For the meaning of various cuts,
see Table B.1. The T5Trigger in simulations is used to reject events which landed on the edge
of the array and were not surrounded by a complete hexagon of stations.

Cut name Cut value

minRecLevel 3
maxZenithSD 60
T4Trigger 2
T5Trigger 2

Table B.4: FD quality cuts. For the analysis of simulated golden hybrid events, these are paired
with the SD-1500 quality cuts in Table B.3. For the meaning of various cuts, see Table B.2.

Cut name Cut value

eyeCut 001111
maxCoreTankDist 1500
maxZenithFD 90
minLgEnergyFD 1e-20
skipSaturated
xMaxObsInExpectedFOV {params : 40 20}
maxDepthHole 20.
profileChi2Sigma 2.5 − 1.1
depthTrackLength 200
xMaxError 40.0
energyTotError 0.18

collaboration, and the use of it has benefited countless analyses. With more than 75 000
events per primary per interaction model (above an energy of 1018.5 eV), the ADSTs of the
Napoli library have been key in the preparation of this work.

The general cuts used for simulated events are provided for the SD-1500 in Table B.3
and FD in Table B.4. The resulting distributions of SD-1500 quality events are given in
Fig. B.3 for QGSJet-II.04 simulations. For the golden hybrid calibration of the iterative fit
presented in Appendix D.4.2, it was necessary to derive fiducial field of view cuts4 for the
simulated FD. The code used for this analysis came from [191]. The function used to define
the upper and lower boundaries of the observable slant depth (Xup

fid and Xlow
fid ) is:

a + b · (lg(E/eV)− 19) + c · (lg(E/eV)− 19)2. (B.1)

The values for a, b, and c are given for QGSJet-II.04 and Epos-LHC in Table B.5.

4The purpose of such a cut and the reason for why it is derived separately for simulated extensive air
showers induced by different primaries are described in Section 4.2.2.
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Figure B.3: Distributions of QGSJet-II.04 proton, helium, oxygen, and iron simulations from
the Napoli library with respect to (a) energy and (b) zenith angle. (c) and (d) show the same
distributions but for only non-saturated events. (e) A 2-D histogram with respect to energy
and zenith angle is given for non-saturated proton events. The binning for this plot is given
equally in sec θ as the slant depth for a given depth of the shower maximum is Xmax/ cos θ. In
considering only the zenith angle contribution to the slant depth, it can be seen that there is
already an order or magnitude difference between the number of events at low zenith angles
compared to higher values. As such, this begins to illustrate the difficulties in parameterizing
universality models that also well-describe large slant depths, particularly when the simulations
used are less numerous than that found in the Napoli library.
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Table B.5: FD fiducial FoV values cuts for golden hybrid simulations. The values given below
are in the form {a, b, c}. These are paired with the cuts in Table B.3 and Table B.4.

QGSJet-II.04

Primary Xup
fid Xlow

fid

proton {934.488, 36.3887, 20.8212} {666.065, 114.311, −25.9387}
helium {871.638, 14.3515, −16.0098} {649.36, 92.8308, 7.43556}
oxygen {814.206, 26.8968, 14.1721} {645.357, 80.8384, −15.8474}
iron {768.464, 31.8157, −10.4293} {633.087, 69.736, −6.17274}

Epos-LHC

Primary Xup
fid Xlow

fid

proton {926.626, 45.4516, 61.4723} {685.006, 109.077, −15.278}
helium {875.464, 31.3058, 25.5935} {685.408, 94.9017, −13.905}
oxygen {818.668, 46.3497, 26.473} {670.51, 89.7451, 8.18358}
iron {780.284, 45.9568, 8.49168} {661.123, 69.5838, −35.367}
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Tables of results

This chapter includes tables of numerical results obtained in this thesis. If numbers are
stated with two uncertainties, the use of the following format is implied: number± stat.unc.±
sys.unc..

C.1 Parameterizations for the universality fiducial selections

The values of the parameterization for the fiducial selection used in universality are pro-
vided in this section. For details on the equations used and methodology employed to
derive these values, see Section 4.2.2.2. The parameter values for QGSJet-II.04 and data
are provided in Table 4.1 and Table 4.3, respectively.

Table C.1: Parameters for the lower and upper limit for the universality fiducial selection of
simulated air showers generated with the Epos-LHC interaction model.

Lower limit

Primary a b

proton −0.07± 0.04 0.10± 0.04

Upper limit

Primary a b c

proton 0.58± 0.01 −0.03± 0.03 0.22± 0.02
helium 0.55± 0.02 0.24± 0.06 −0.01± 0.05
oxygen 0.53± 0.02 0.16± 0.10 0.05± 0.08
iron 0.55± 0.01 0.22± 0.05 −0.00± 0.04
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Table C.2: Parameters for the lower and upper limit for the universality fiducial selection of
simulated air showers generated with the Sibyll-2.3 interaction model.

Lower limit

Primary a b

proton −0.13± 0.04 0.17± 0.04

Upper limit

Primary a b c

proton 0.56± 0.02 0.14± 0.07 0.06± 0.06
helium 0.54± 0.01 0.28± 0.05 −0.05± 0.04
oxygen 0.55± 0.01 0.25± 0.04 −0.04± 0.03
iron 0.56± 0.01 0.18± 0.05 0.01± 0.04
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C.2 Parameterizations of the biases as functions of energy

The parameters for the bias in universality-reconstructed simulations are provided in this
section. For details on the equations used and methodology employed to derive these values,
see Section 4.2.3. The parameters for QGSJet-II.04 are provided in Table 4.2. The biases
and resolutions for proton- and iron-induced simulations from the different interaction
models and golden hybrid data are compared in Fig. 4.12. Due to the few events contained
in the golden hybrid data set (less than 2100), the non-linear description of the bias is first
corrected for using the parameterized bias found for simulated showers of the QGSJet-
II.04 interaction model. The parameterized bias of data after this correction is given in
Table 4.3.

Table C.3: Parameters for the fits of the bias and resolution for the depth of the shower maxim
and relative muonic content for simulated air showers generated with the Epos-LHC interaction
model.

Bias of (XUniv
max − XUniv

max )

Primary a b c d

proton 9.4± 0.5 −1.1± 1.6 8.0± 5.8 −11.7± 5.3
helium 8.7± 0.4 4.5± 1.4 20.6± 5.1 −26.2± 4.7
oxygen 10.2± 0.3 10.1± 1.2 16.2± 4.2 −21.8± 3.9
iron 12.0± 0.3 14.5± 1.0 11.7± 3.5 −17.1± 3.3

Resolution of (XUniv
max − XUniv

max )

Primary a b c d

proton 62.7± 0.5 −67.8± 1.8 64.3± 6.6 −29.1± 5.9
helium 53.3± 0.5 −59.1± 1.7 68.9± 5.9 −34.6± 5.2
oxygen 44.5± 0.4 −49.9± 1.6 52.3± 5.2 −23.2± 4.4
iron 36.7± 0.3 −38.0± 1.3 37.3± 4.0 −16.5± 3.5

Bias of (RUniv
µ /RMC

µ − 1)

Primary a b c d

proton 0.074± 0.002 −0.221± 0.006 0.148± 0.020 −0.019± 0.017
helium 0.048± 0.001 −0.176± 0.005 0.187± 0.016 −0.063± 0.014
oxygen 0.033± 0.001 −0.144± 0.004 0.154± 0.013 −0.038± 0.011
iron 0.022± 0.001 −0.128± 0.003 0.146± 0.011 −0.028± 0.010

Resolution of (RUniv
µ /RMC

µ − 1)

Primary a b c d

proton 0.228± 0.004 −0.282± 0.013 0.181± 0.044 −0.050± 0.037
helium 0.160± 0.002 −0.213± 0.006 0.291± 0.024 −0.163± 0.022
oxygen 0.134± 0.001 −0.187± 0.004 0.189± 0.015 −0.075± 0.013
iron 0.120± 0.001 −0.159± 0.003 0.144± 0.009 −0.057± 0.008
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Table C.4: Parameters for the fits of the bias and resolution for the depth of the shower maxim
and relative muonic content for simulated air showers generated with the Sibyll-2.3 interaction
model.

Bias of (XUniv
max − XUniv

max )

Primary a b c d

proton −1.0± 0.5 −3.3± 1.8 −2.7± 6.6 −5.1± 6.3
helium −3.6± 0.5 ±2.4± 1.5 17.2± 5.6 −23.6± 5.2
oxygen −2.9± 0.4 ±8.1± 1.2 14.1± 4.6 −23.0± 4.5
iron −0.3± 0.3 ±10.7± 1.0 −2.1± 3.8 −4.4± 3.6

Resolution of (XUniv
max − XUniv

max )

Primary a b c d

proton 68.6± 0.6 −80.4± 2.0 75.6± 7.8 −28.3± 8.2
helium 59.3± 0.5 −57.2± 1.8 49.9± 6.4 −19.6± 5.8
oxygen 46.3± 0.4 −50.8± 1.6 67.7± 5.8 −39.6± 5.4
iron 38.7± 0.4 −41.0± 1.5 50.2± 5.0 −27.7± 4.3

Bias of (RUniv
µ /RMC

µ − 1)

Primary a b c d

proton 0.057± 0.002 −0.263± 0.007 0.220± 0.023 −0.074± 0.020
helium 0.035± 0.001 −0.195± 0.005 0.174± 0.017 −0.055± 0.015
oxygen 0.021± 0.001 −0.161± 0.004 0.164± 0.013 −0.050± 0.013
iron 0.016± 0.001 −0.135± 0.003 0.142± 0.012 −0.039± 0.010

Resolution of (RUniv
µ /RMC

µ − 1)

Primary a b c d

proton 0.266± 0.006 −0.360± 0.015 0.180± 0.050 0.011± 0.042
helium 0.179± 0.002 −0.231± 0.008 0.255± 0.027 −0.120± 0.025
oxygen 0.140± 0.001 −0.190± 0.004 0.208± 0.015 −0.102± 0.014
iron 0.126± 0.001 −0.166± 0.003 0.158± 0.010 −0.067± 0.009
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C.3 The mass composition of UHECRs

Results on the mass composition of UHECRs derived from a shower universality analysis
of SD-1500 data are discussed in detail in Chapter 5.

Table C.5: Values of the first two central moments of the measured Xmax distributions for the
constrained axis reconstruction of SD-1500 data. Only non-saturated events are included. The
systematic uncertainties are fully correlated between the energy bins.

Range in lg(E/eV) 〈lg(E/eV)〉 N 〈Xmax〉/
(
g cm−2) σ(Xmax)/

(
g cm−2)

[18.5, 18.6) 18.546 23 598 757.2± 0.8± 12.0 73.8± 0.7± 4.0
[18.6, 18.7) 18.646 14 845 757.8± 0.9± 12.0 68.1± 0.9± 4.0
[18.7, 18.8) 18.747 9366 758.1± 0.9± 12.0 58.6± 1.0± 4.0
[18.8, 18.9) 18.847 6337 758.8± 1.0± 12.0 54.3± 1.1± 4.0
[18.9, 19.0) 18.947 4609 763.0± 1.1± 12.0 50.4± 1.2± 4.0
[19.0, 19.1) 19.047 3177 765.3± 1.1± 12.0 46.8± 1.2± 4.0
[19.1, 19.2) 19.146 2171 766.6± 1.3± 12.0 45.4± 1.4± 4.0
[19.2, 19.3) 19.246 1295 770.3± 1.6± 12.0 47.1± 1.8± 4.0
[19.3, 19.4) 19.344 647 773.9± 2.3± 12.0 29.9± 1.4± 4.0
[19.4, 19.5) 19.448 360 771.9± 2.2± 12.0 34.5± 2.5± 4.0
[19.5, 19.6) 19.546 212 779.1± 4.7± 12.0 27.5± 1.4± 4.0
[19.6, 19.69) 19.636 96 786.4± 3.8± 12.0 32.9± 6.5± 3.0
[19.69, 19.76) 19.724 33 789.5± 5.1± 12.0 31.3± 7.9± 3.0
[19.76, ∞) 19.845 33 810.8± 6.0± 12.0 25.8± 4.8± 4.0

Table C.6: Values of the first central moment of the measured Rµ distributions for the con-
strained axis reconstruction of SD-1500 data. Only non-saturated events are included. The
systematic uncertainties are fully correlated between the energy bins.

Range in lg(E/eV) 〈lg(E/eV)〉 N 〈Rµ〉/
(
g cm−2)

[18.5, 18.6) 18.546 23 598 1.941± 0.003± 0.06
[18.6, 18.7) 18.646 14 845 1.909± 0.003± 0.06
[18.7, 18.8) 18.747 9366 1.878± 0.003± 0.06
[18.8, 18.9) 18.847 6337 1.864± 0.003± 0.06
[18.9, 19.0) 18.947 4609 1.854± 0.004± 0.06
[19.0, 19.1) 19.047 3177 1.838± 0.004± 0.06
[19.1, 19.2) 19.146 2171 1.832± 0.005± 0.06
[19.2, 19.3) 19.246 1295 1.828± 0.006± 0.06
[19.3, 19.4) 19.344 647 1.872± 0.007± 0.06
[19.4, 19.5) 19.448 360 1.896± 0.011± 0.06
[19.5, 19.6) 19.546 212 1.896± 0.013± 0.06
[19.6, 19.69) 19.636 96 1.858± 0.014± 0.06
[19.69, 19.76) 19.724 33 1.865± 0.042± 0.06
[19.76, ∞) 19.845 33 1.817± 0.019± 0.06
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Analyses

The analyses contained in this appendix are supplements to those shown in the main body
of the text. As such from section to section, there are no transitions, and oftentimes, there
are no direct connections between the analyses. Succinct summaries are provided at the
beginning of each section to provide the necessary link to the main text.

D.1 Proposed change from likelihood to deviance function

In comparing the universality reconstructed Xmax to that of the fluorescence detector, it
is possible to ascertain the quality of the reconstruction method employed. As shown in
Fig. D.1a for non-saturated events, the XUniv

max compared to XFD
max has a large standard devia-

tion of 118.5 g cm−2 for events with lg(E/eV) > 18.5. With an increased energy threshold of
lg(E/eV) > 19, the standard deviation is roughly halved to 56 g cm−2. Intuitively, it makes
sense that lower energy events should have a worse resolution than that of higher energy
events; lower energy events have, on average, lower signals and fewer triggered stations,
leading to less information to use for constraining a universality reconstruction. Neverthe-
less, it is possible that some of these inaccuracies associated with the reconstructed Xmax
can be attributed to the minimizing function used.

In a recent work [192], the negative log-likelihood function is replaced with a goodness-
of-fit estimator using a generalized χ2-method [193] —known as the deviance method
[194]. The methodology of the deviance method is described in Appendix D.1.1. At the
time of writing this work, the deviance minimizing function is not included in Offline.
The comparative analysis between the two methods with is presented in this work (Ap-
pendix D.1.2) indicates that the deviance method does not perform better overall than
the negative log-likelihood method and would need to be refined before being added to
Offline.

D.1.1 Constructing the deviance minimizing function

The deviance method uses the ratio between the considered and saturated1 models:

D = −2 ln
L
Lsat

(D.1)

1Here, saturated refers to a model with a parameter for each event so as to fit the data exactly. These terms
are constructed from the log-normal relationships used in the negative log-likelihood.
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Figure D.1: Distributions of the differences between Xmax of universality and the FD for golden
hybrid events from 2004-2014. The global universality reconstruction method is used with
the (a) log-likelihood and (b) deviance method. The black histogram is for all events with
lg(E/eV) > 18.5 and θSD < 60◦, whereas the blue histogram has events with lg(E/eV) > 19
and θSD < 54◦ (all from [192]).

The deviance term relating to the `LDF, Eq. (3.17) from the log-likelihood, becomes:

DLDF = 2
stations

∑
i

p( fs) · Si ln
Si

Ŝi
+ p( fs) · Ŝi − p( fs) · Si, (D.2)

where p( fs) is the Poisson factor given in Eq. (2.4), Si is the measured signal, and Ŝi is the
model estimate for the signal given in Eq. (3.12). Similarly, the equivalent `shape, likelihood
term given in Eq. (3.13), for the deviance method is:

Dshape =
stations

∑
s

∑
i

(
Ss,i − Ŝs,i

σSD(Ŝs,i)

)2

, (D.3)

where σSD is from the signal uncertainty model detailed in Eq. (2.3). The reconstruction
using the deviance method is shown in Fig. D.1b. The standard deviation for events with
lg(E/eV) > 18.5 is slightly reduced to 105 g cm−2, whereas the standard deviation for events
with lg(E/eV) > 19 is reduced to 39 g cm−2.

In a follow-up study [195], the author of [192] pointed out that the bin uncertainty used
for the shape fit2 —Section 3.2.1.1— may also account for some of the mis-reconstructed
XUniv

max values. As p( fs) and σ[S] have values close to 1, the uncertainty of the signal in each
bin can be considered quasi-Poissonian. Based upon an analysis of the trace in comparison
with these uncertainties, it was found that there may be a loss of information due to
overestimation of the uncertainties, particularly in bins associated with a low signal. Using
a toy model created by bootstrapping signal traces where the jumps in the trace are thought
of as being bunched into clusters, it was found that the bin signal dispersion should be
resized to half of its current formula3 —given in Eq. (3.14):

σ =
1
2
· σ[S] · p( fs) ·

√
S, (D.4)

2Since the advent of the universality method, the bin uncertainties used for the shape fit have not been
properly defined. This is critical, however, for fitting low energy events, particularly if universality were to be
extended to the SD-750.

3As mentioned at the end of this text, a simple multiplicative factor is not sufficient to describe the changes
needed for the binned uncertainties of the shape fit.
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Table D.1: Reconstruction results of Xmax obtained by performing the specified modifica-
tions (taken from [195]). Golden hybrid events from 2004-2013 were reconstructed using the
ICRC2015 parameterizations [69]. The ... indicate that the deviance method was coupled with
these additions during reconstruction.

Efficiency Bias /(g cm2) RMS

negative log-likelihood 226/228 (99.1 %) 0.44± 3.96 59.5± 2.8
deviance 218/228 (95.6 %) −13.71± 3.04 44.9± 2.2
... with bin reducing factor 215/228 (94.3 %) −13.35± 3.04 44.6± 2.2
... with bin reducing factor & start-stop fit 208/227 (91.6 %) −2.39± 2.88 41.5± 2.0

With this change implemented in conjunction with the deviance, the standard deviation
between XUniv

max and XFD
max was reduced by 10 g cm−2 for the lower energy events4. Addition-

ally, it was noted that the start and stop times for the shape fit could be made to be more
rigorous5. To overcome this, the shape fit start time was redefined to be the start bin given
by the SD reconstruction. The stop bin is then defined as the first bin above 0.5 VEM which
is followed by at least two bins with signal below 0.5 VEM. This definition reduces the
standard deviation of the difference between XUniv

max and XFD
max by 3 g cm−2 for all events.

D.1.2 In-depth comparative analysis to negative log-likelihood

Encouraged by these promising results, the author of [192, 195] and I worked together to
create a joint Offline application from which the results of this section are derived. When
the method was presented in [192] and [195], the author used golden hybrid events recon-
structed with the global method and studied the resulting depth of the shower maximum
distribution as a whole for events above 1019 eV and with a zenith angle less than 60◦.
In his studies, the author calculated the bias and resolution as he added each of his im-
provements. A sample of the plots shown from those studies are presented in Fig. D.1,
and the resulting distribution parameters are summarized in Table D.1. With each new
modification of the reconstruction, the resolution is seen to improve at the cost of reduced
efficiency. It was hoped that the events now failing the reconstruction were ill-fitting or
outliers in the negative log-likelihood, but as shown in this work, this was not the case.
Furthermore, by performing studies with respect to different energy bins, it is found that
the deviance method —without further modification— performs just slightly worse than
the negative log-likelihood method. The deviance method is still a viable reconstruction
method, but before implementing this method in Offline, further improvements and cross-
checks should be performed to ensure that it is performing as well as or better than the
negative log-likelihood method.

Due to its conservative nature, the global fit (Section 3.2.3.2) provides an ideal recon-
struction procedure for investigating proposed changes to the function being minimized.
The efficiency of golden hybrid events for the negative log-likelihood and deviance with
the bin reducing factor and start-stop fit are shown in Fig. D.2. Golden hybrid events are
reconstructed from 2004-2015 using the parameterizations presented in Section 2.4 and
Section 2.5. The deviance method has more events successfully reconstruct from 1018.5 eV to
1019.0 eV than the negative log-likelihood. However, the efficiency of the deviance method at

4The higher energy events —which generally do not have low signals— were minimally reduced (less than
1 g cm−2).

5As noted in Section 3.2.1, all bins with signal above 0.7 VEM are included, regardless of their position in
the time trace.
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Figure D.2: The global reconstruction coupled with the (top) negative log-likelihood and (middle)
deviance method. (Bottom) The distributions of each method are depicted with respect to energy
for successful events where (e) all events are considered and (f) only events reconstructed with
both methods are compared (N = 1352). To note, the deviance label refers to the deviance
method using the bin reducing factor and start-stop fit.
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the highest energies shows an increasing number of failed reconstructions. When consider-
ing the efficiency of successful events, it is seen that the efficiency of the deviance method at
the highest energies is largely zenith-dependent. In contrast, the negative log-likelihood at
the highest energies is zenith-independent and asymptotically reaches 100 %. In returning
to the statistics presented in Table D.1, it can be confirmed from these plots that the re-
duced efficiency of the various deviance methods does not correlate with improved outlier
rejection. Instead, it is rejecting higher energy events with a greater number of candidate
stations (8-25) in favor of successfully reconstructing lower energy events with low station
multiplicity (4-8). Due to the underlying differences in the prevalence (and arbitrariness in
value) of outliers with respect to energy and zenith, it is necessary to use the same criteria to
reject outliers from both the negative log-likelihood and deviance method when comparing
their resulting distributions of the depth of the shower maximum. When performing the
comparison, it is useful to consider cases of all successfully reconstructed events (Fig. D.2e)
and only those shared between both methods (Fig. D.2f). The distributions in the non-
matching instance show that both methods have a similar negative bias which decreases
with energy. Furthermore, a bin-by-bin comparison of the spread indicates that at energies
of 1018.5 − 1018.9 eV, the two are more or less the same, and at various higher energies, one
method performs slightly better than the other and vice versa. In conducting a study with
the events shared between both populations —where the events in the deviance are the
limiting factor above 1019 eV, it can be seen that the deviance method, on average, has a
better resolution than the negative log-likelihood by around 2 g cm−2 to 20 g cm−2.

The golden hybrid data is restricted to 2105 non-saturated events, of which 334 have
energies greater than 1019 eV. Furthermore, due to the requirement for well-reconstructed
events by the FD, the zenith angle range for vertical events is truncated to 16◦ to 60◦. To
further investigate the use of the deviance method and to resolve which aspect of the
deviance method leads to the zenith-dependent efficiency seen at the highest energies
and which contribute to the improved resolution, much greater event statistics are needed
where it is possible to compare reconstructed observables to the true values. As such,
QGSJet-II.04 proton-induced simulations from the Napoli library were used; the various
deviance methods were investigated individually as depicted in Fig. D.3. In Fig. D.3a, the
overall efficiency of the deviance is nearly identical to that of the negative log-likelihood
global reconstruction presented in Fig. 3.23a. Furthermore, as shown in Fig. D.4, they yield
nearly identical distributions above 1018.5 eV; the performance of the deviance method is
only slightly worse than the performance of the negative log-likelihood approach. Above
1019 eV, both results are indistinguishable. This potentially indicates that the contributions
of the shape and LDF fit can be rescaled to yield almost equally good results. As discussed
in Chapter 3, the shape fit adds values on the bin-level, whereas the LDF fit does so on
the station level. Thus, as the primary energy increases, more stations respond with, in
theory, more bins meeting the shape fit criteria. At the highest energies, this means that
the shape fit contributes an order of 1-2 magnitudes more than the LDF fit contribution. A
detailed study of the re-scaling and influence of the fit components could further improve
the universality reconstruction and allow for the option of adding silent and saturated
terms to the LDF likelihood. This is not investigated further in this work.

As the pure deviance method performs almost as well as the negative log-likelihood,
it is, then, the addition of the bin reducing factor and (or) start-stop fit that lead(s) to a
reduced resolution. Both modifications improve the efficiency of successful reconstructions
below 1019.3 eV. While the lower energy events exhibit relatively small dependencies with
zenith angle, the events at the higher energies demonstrate zenith-ordered dependencies.
In the most extreme comparison, events with a zenith angle θ ∈ [55, 60]◦ are, on average,
less likely to be reconstructed than those in θ ∈ [0, 36]◦ by roughly 15 %. While the addition
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Figure D.3: QGSJet-II.04 proton-induced simulations from the Napoli library reconstructed
with the global method using the (top) deviance, (middle) deviance with bin reducing factors,
and (bottom) deviance with start-stop fit. Both of the additions to the deviance method show an
improved reconstruction rate at lower energies. The method using the bin reducing factor has
less of a dependence on zenith angle at low energies than the start-stop fit.
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Figure D.4: QGSJet-II.04 proton-induced simulations reconstructed with the global fit using
the negative log-likelihood and deviance method without further modifications. The distri-
butions of (a), (c) depth of the shower maximum and (b), (d) relative number of muons are
compared for both methods to the true value above 1018.5 eV and 1019 eV, respectively. In the
lower energy distributions, the negative log-likelihood method is shown to contain more events
than the deviance method while having a comparable resolution. (e), (f) The overall similarity of
the distributions is further substantiated when considering the difference in the reconstructed
value to the true value with respect to energy.
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of either the bin reducing factors and start-stop fit improve the efficiency of lower energy
events, their zenith-dependent failure rate at the highest energies is alarming and indicates
that an improved definition to either of these methods should be investigated before they
are implemented. In the case of the start-stop fit, rigorous testing should be done first to
show in which cases the start and stop of the trace are poorly defined. Depending on the
algorithm and intended use for the start and stop bins, coordination with the Auger SD
reconstruction working group is highly recommended.

For the bin reducing factor, one might naively consider using the modifications in just
the lower energy range. However, having a term in the minimizing function which is
switched on or off based on an energy threshold is undesirable and would make it difficult,
if not impossible, to account for (correlated) systematic effects. Furthermore, a simple
multiplicative factor does not take into account the evolution of the signal with energy or
other variables. Instead, the uncertainties used in the shape fit should be parameterized as a
function of energy such that it can naturally be incorporated in the negative log-likelihood
or deviance description. This would make sense for the shower physics as the secondary
particle contributions of measured signals change with energy, composition, atmospheric
conditions, and zenith angle. So an average model based on a large simulation library with
various primaries and interaction models would be needed. Further development on this
modification is highly recommendable as the current overestimation of the uncertainties
used in the shape fit leads to an overestimation in the uncertainty of the reconstructed
observables. As seen in Fig. D.5, the uncertainty calculated using the deviance and the bin
reducing factor ranges from around 10 g cm−2 to 75 g cm−2 less than that found with the
negative log-likelihood with respect to energy. When only the pure deviance is used, there
is no discernible difference in the calculated uncertainty. This indicates that an improved
calculation of the uncertainties used in the shape fit (particularly, for lower signals) could
be applied to either minimizing function to yield uncertainties which better reflect the
accuracies of reconstructed data.
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Figure D.5: Comparison of reconstructed uncertainties of QGSJet-II.04 proton-induced simu-
lations for (left) the pure deviance and negative log-likelihood and (right) the deviance with bin
reducing factor and negative log-likelihood reconstructions. More than 48 000 non-saturated
events are compared without any outlier rejection. The (pure) deviance and negative log-
likelihood reconstructions are indistinguishable in terms of the calculated uncertainties as a
function of energy and difference in the reconstructed and true Xmax. It is, instead, the use of
the bin reducing factor that leads to decreased values in the calculated uncertainty; this modifi-
cation, once better defined, could be applied to either the negative log-likelihood or deviance
method.
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Figure D.6: Biases of the reconstructed depth of the shower maximum for (a) non-saturated
and (b) saturated events. Proton- and iron-initiated simulations from QGSJet-II.03 were re-
constructed using the iterative fit. Based upon the large biases seen in saturated events, it was
determined that such events could only be used above 1019.5 eV; thus, all saturated events were
rejected from the analysis [108].

D.2 Saturation in a WCD

In most of the analyses presented throughout this work, only non-saturated events were
considered. The reason for this is based upon: (1) historical results presented in [105] and
[108] (e.g. in Fig. D.6) and (2) the general view of saturation as a loss of critical information
—due to a truncated trace. In the case of merely SD-based analyses, the saturation of a trace
can usually be recovered and used as either a lower limit or equally-participating station
in the LDF fit (as discussed further in Section 2.3.2). However, the LDF fails to account for
azimuthal asymmetries and only treats the 1-dimensional lateral distribution of the shower.
In the case of universality, there is a complicated yet physically-motivated description
of the shower development which incorporates relationships between the core and its
timing, relative muon content, depth of the shower maximum, and shower geometry. These
relationships are evaluated simultaneously in the shape and LDF fit of all triggered stations.
Almost all of saturated stations contribute to the shape fit term. Instead of contributing just
a single-point to an LDF fit —like in the SD reconstruction, the saturated stations provide
precise timing information which is evaluated over multiple bins. This is done using a
partial shape fit, as shown in Fig. 3.14c and described in the surrounding text.

In light of the historical rejection of saturated events, it is essential to evaluate which
shower energies and geometries are more likely to lead to one or more saturated stations.
Furthermore, if saturated events need to be rejected —i.e. as they provide less precise mea-
surements, then the probability of saturation needs to be evaluated for different primary
masses to determine if mass composition biases exist in the selection of only non-saturated
events. The radial distribution of saturated and non-saturated events are shown for proton-
induced simulations and SD data in Fig. D.7. Due to the anticipated saturation of stations
close to the shower core, the simulated Corsika showers of the Napoli library did not
include simulation of secondary particles inside a radial distance of 100 m. Such modifi-
cations decrease the computation time and the resulting file size of Corsika simulations.
The differences in the distribution of saturated stations between data and simulations can
mainly be attributed to the differences in the overall spectral index, with more minor con-
tributions from the difference in the composition and the underlying lateral distribution.
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Figure D.7: (a) QGSJet-II.04 proton-induced simulations from the Napoli library and (b) SD
data are used to show the distribution of saturated and non-saturated events with respect to
the radial distance of the hottest station to the shower core. As simulations follow an energy
distribution of E−1, whereas data follows an E−2.5 spectra, the distributions appear different.
In the other plots throughout this section, energy is explicitly considered, and the distributions
for data and simulations with respect to the probability of saturation are shown to be similar.

When the overall probability of saturation as a function of energy is considered, it is clear
that the angular and radial dependencies for saturation are very similar in data and simula-
tions, as depicted in Fig. D.8a. Furthermore, there are marginal differences between proton
and iron simulations, which are on the order of 5 % at the highest energies. In Fig. D.8b,
the probability of saturation is shown with respect to zenith angle. Due to the increased
attenuating effect of the atmosphere with increasing zenith angle, saturation is more likely
to occur for low zenith angles. This separation becomes negligible at the highest energies.
The dominance of the radial dependence of saturation is further scrutinized in Fig. D.8c.
As shown, the radius at which saturation starts to occur increases strongly with energy.
The combined effect of the zenith angle and radial dependence of saturation is individually
considered for simulations and data in Fig. D.9. For radial distances between 100 m to
250 m to the core, the probability of saturation is 100 % for zenith angles below 48◦. As the
radial range considered increases, the separation between the probability of saturation of
the two zenith bins decreases.

The reconstruction efficiencies for the various reconstruction methods are given in
Fig. D.10. The overall trends and the zenith-dependence (not shown for saturated) of
the various reconstructions are the same as that of non-saturated events presented in
Section 3.2.3. With the exception of the iterative fit, the failure rate of saturated events is
greater than that of non-saturated events. In the case of the global reconstruction, the failure
rate is relatively constant —around 8 % to 10 %— with respect to energy, and the rate of
outliers is increased by 10 % to 25 % with the greatest increases seen at low energies. For
the constrained and fixed axis reconstructions, the outlier rate of saturated events follows
a less steep slope than that seen in non-saturated events. There is a slight increase —on
the order of 3 %— in the number of failed events with respect to energy. Perhaps, this is
due to a combination of more triggered stations yielding a stricter time constraint and
proportionally less of the trace being used in the partial shape fit than at lower energies. In
the iterative method, the rate of outlying events is no longer constant with respect to energy;
instead, in simulations, the rate decreases from 25 % to around 7 % as energy increases.
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Figure D.8: Probability of saturation for air showers simulated with QGSJet-II.04 proton and
iron primaries as well as for SD data. (a) Fraction of saturated events as a function of energy. The
probability of saturation is considered with respect to energy for bins in (b) zenith angle and
(c) radial distance from the shower core. While there are differences between simulations and
data in several bins, the overall trends are similar, and the difference between the probabilities
is within 5 % on average.

Encouraged by the similar efficiencies of the constrained and fixed axis method for non-
saturated and saturated events, a preliminary investigation into the quality of reconstructed
quantities is given in Fig. D.11; the results of other reconstruction methods are also shown.
The average reconstructed biases of the axis-constraining methods are within 5 g cm−2 of
one another, regardless of the saturation status of the events. The corresponding resolution
of saturated events is, on average, 10 g cm−2 greater than that found for the non-saturated
events. In contrast, the bias for saturated events using the global method significantly differs
from the non-saturated events in the low energy range. Similarly, the difference in the
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Figure D.9: The saturation efficiencies for QGSJet-II.04 (a) proton- and (b) iron-induced simu-
lations are considered with respect to zenith angle and the minimum radial distance of a station
to the shower axis —using the true values. (c) The plot of the saturation efficiency of SD data
includes a radial bin from 0 m to 100 m, which is roughly 100 % for all but the lowest energy
bins.

resolution of saturated and non-saturated events is, on average, proportionally greatest at
low energies and decreases with increasing energy. At the highest energies, the constrained
axis, fixed axis, and global methods have similar resolutions for saturated and non-saturated
events. The reconstructed bias and resolution of the iterative fit vastly differ for saturated
and non-saturated events (confirming what was seen in the past study presented in Fig. D.6).
Based upon the results of this combined study, it seems worthwhile to consider saturated
events in the constrained axis method. In Fig. 5.4b, the average Xmax from saturated events
is compared to that obtained from non-saturated events. The mean of both sets of data
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Figure D.10: The reconstruction efficiency of saturated events is shown for QGSJet-II.04 simu-
lations and SD data which were reconstructed using the (a) global, (b) iterative, (c) constrained
axis, and (d) fixed axis methods. Outliers are defined as events with Xmax /∈ [500, 1050] g cm−2

and |θUniv − θSD| > 5◦.

agree above an energy of 1019 eV, but below this energy threshold, there is a significant
drop in the average value for saturated events. The primary cause for this discrepancy
can be attributed to the number of shape stations participating in the reconstruction. As
seen in Fig. D.12, saturated events have, on average, one less station participating in the
shape fit. This is due to the geometry of saturated events which requires that the shower
core lands close to a station, making the next closest stations farther away from the shower
core than in a non-saturated event. In considering Fig. 3.26, the reconstruction efficiency
of non-saturated events first exceeds 90 % above an energy of 1018.7 eV, which corresponds
to roughly 2-4 shape stations. It is not until an energy of 1019 eV that saturated events
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Figure D.11: The (top) bias and (bottom) resolution of the reconstructed (left) depth of the shower
maximum and (right) relative muon content for QGSJet-II.04 proton-induced simulations
from the Napoli library reconstructed with the global, constrained axis, fixed axis, and iterative
methods. Only successfully reconstructed events with Xmax ∈ [500, 1050] g cm−2 are considered
for non-saturated (full markers), and saturated (empty markers) events. In the bias plots, the
median and MAD are used, and the error bars represent the 1 σ spread. The resolution plots
are made using the MAD; the errors are the standard deviation of the MAD as found by
bootstrapping.

have, on average, met this requirement. Further studies are needed to assess the reliability
of the partial shape fit and to determine if the small PMT of the Auger Upgrade could
retroactively be used to improve the fitting procedure of these saturated events. Beyond
this, quality cuts for both saturated and non-saturated events should be considered together
and separately. As already shown, however, the already existing agreement above 1019 eV
shows that saturated events are fully recovered in the reconstruction procedure and could
potentially be used in mass composition and anisotropy studies.
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Figure D.12: Number of shape stations as a function of energy for (a) non-saturated and (b)
saturated events using SD-1500 data. (c) The average depth of the shower maximum as a
function of energy is shown for saturated and non-saturated events without the selection and
corrections described in Chapter 4.
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D.3 Event selection for the global reconstruction

A detailed description of the global reconstruction procedure is provided in Section 3.2.3.2.
Unlike the other reconstruction methods, which use constraints, the global method merely
relies on the parameterized universality models to simultaneously fit eight physics pa-
rameters while holding the energy fixed to that found through the SD reconstruction. In
returning to the analyses presented thus far, it is been shown that the global fitting proce-
dure has great difficulty in reconstructing events below 1019 eV, particularly those with a
zenith angle between 0◦ to 36◦ (Fig. 3.23). Furthermore, the initial studies comparing the
global to the constrained axis method show an agreement in the average bias and resolu-
tion of the depth of the shower maximum and relative muon number above an energy of
1019.4 eV (Fig. 3.26). Such similarity tentatively indicates that the constrained axis methods
may fully incorporate the correlations6 between the Xmax and Rµ, which is the salient fea-
ture of the global method. Nevertheless, due to its low efficiencies and zenith-dependent
bias, the global method is not an ideal candidate for extensive mass composition studies.
However, for events with energies above 1019 eV, there are enough candidate stations that
the zenith-dependent bias is minimal and the results of the global method begin to agree
with those found with the other reconstruction types7 (Fig. 3.26). The purpose of this sec-
tion is to explicitly show the zenith-dependence of the reconstructed variables of the global
method as well as perform an event selection for events above an energy of 1019 eV.

The bias of the reconstructed depth of the shower maximum, relative number of muons,
and zenith angle are given in Fig. D.13 for QGSJet-II.04 proton and iron-induced sim-
ulations. The difference between the reconstructed and true Xmax for the global method
exhibits a zenith-dependence in its bias and resolution with respect to energy. As discussed
in Section 1.1.2, the depth of the shower maximum is proportional to the primary energy
and does not explicitly relate to zenith angle. However, in the universality reconstruction,
the slant depth of the Xmax to each station (depicted in Fig. 3.2) is used in the reconstruction
to not only effectively encapsulate the timing of the shower front but also to successfully
recover the azimuthal asymmetry of the shower. Thus, the observation of a given Xmax by
the SD becomes dependent on the zenith angle. In considering the difference between the
reconstructed and true zenith angle, it can be seen that the bias is also greatest at lower
energies for zenith angles between 0◦ to 45◦. As seen in Fig. 3.22, the number of candidate
stations at an energy of 1019 eV is, on average, five for smaller zenith angles and nine for
larger zenith angles. At an energy of 1019.5 eV, the average number of candidate stations for
smaller zenith angles is almost nine and for higher zenith angles nearly 16 stations trigger.
Thus, the increased biases at low energies can be seen as a result of not enough triggered
stations for the constrainment of the likelihood of the global procedure. Because of the high
number of outliers (and, correspondingly, the large dependencies with respect to zenith
angle) below an energy of 1019 eV, these events are removed from the analysis. Using such
events would distort the underlying distributions of the observables and obscure trends
where energy was not an explicit variable.

For events with energies below 1019.5 eV, the biases of the reconstructed variables still
exhibit a dependence with respect to zenith angle, which improves with increasing en-
ergy. The mean bias of the depth of the shower maximum as a function of zenith angle
differs, at most, by around 150 g cm−2. Proton-induced showers may develop deeper in the

6The study in Section 4.1 confirms that the constrained axis method contains all correlations found in the
global reconstruction method.

7In such an energy range, it then becomes possible to use the global method as a benchmark by which to
compare the results of other reconstruction methods. If the other reconstructions were to differ significantly
from the results of the global method, it would indicate that there was something wrong in those fitting
procedures.
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Figure D.13: QGSJet-II.04 (left) proton- and (right) iron-induced simulations from the Napoli
library reconstructed with the global reconstruction method. Only non-saturated events are
considered with no further cuts applied. The bias of the reconstructed (top) depth of the shower
maximum, (middle) relative muon content, and (bottom) zenith angle are considered with respect
to energy and zenith angle. The biases of the depth of the shower maximum and zenith angle
are dependent on zenith angle, which is ordered by increasing slant depth. Due to the large
zenith-dependent biases, the gray area (below 1019 eV) indicates that such events will not be
considered in the quality selection; these are, however, shown merely for visual comparison
with the results found with the other reconstruction methods.
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Figure D.14: (a) True slant depth with respect to energy for QGSJet-II.04 simulations of proton-
and iron-induced air showers. Both non-saturated and saturated events are shown. ∆X = 0
corresponds an Xmax at ground-level. When considered as a function of slant depth and energy
for non-saturated QGSJet-II.04 proton-induced simulations, the bias for the reconstructed (b)
depth of the shower maximum and (c) zenith angle.

atmosphere than extensive air showers initiated by heavier nuclei. When this is taken into
account with the effective slant depth for a given zenith angle, it means that proton-induced
air showers are more likely to have a depth of the shower maximum closer to ground than
iron-induced showers (as depicted in Fig. D.14a). The resulting biases with respect to slant
depth (Fig. D.14) may thus not only a product of fewer candidate stations (Fig. 3.22) but
also may be attributed to the universality parameterizations not including (enough) show-
ers with Xmax (close to or) below ground. As the purpose of selecting events in the global
method is for mass composition studies, it is not easily possible to perform a cut in ∆X, as
this —depending on the zenith angle and composition— will correspond to differing Xmax
values.

Instead, mis-reconstructed events must be identified with a common criterion. As the
zenith-dependent biases are seen for all reconstructed variables, it is possible to reject events
based on the quality of the reconstructed zenith angle in relation to the true value. As seen
in Fig. D.15, proton and iron-induced showers have events with reconstructed zenith angles
exceeding 5◦ of the true values around an energy of 1019 eV. Such large deviations in the
reconstructed zenith angle to the true value correlate with the positive bias seen in the
reconstructed Xmax for events with a depth of maximum development close to ground.
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(a)

(b)

Figure D.15: The difference in the reconstructed depth of the shower maximum and zenith
angle from the global fit are compared to the true values for QGSJet-II.04 simulations induced
by (a) proton and (b) iron primaries. Only non-saturated events with energies above 1019 eV
are considered. Due to its extensive range in Xmax —from high up in the atmosphere to
below ground, proton-induced showers are more likely than iron-induced showers to have
mis-reconstructed values below 1019.5 eV. The gray areas indicate the rejected events, which fail
to meet −2 < (θUniv − θMC)/◦ < 5.
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Figure D.16: QGSJet-II.04 (left) proton- and (right) iron-induced simulations reconstructed
with the global reconstruction method. Only non-saturated events are considered where −2 <
(θUniv − θMC)/◦ < 5 is met. The bias of the reconstructed (top) depth of the shower maximum
and (bottom) relative muon content with respect to energy and zenith angle.

In applying a selection where −2 < (θUniv − θMC)/◦ < 5, the zenith-dependence of the
reconstruction bias is greatly reduced, as shown in Fig. D.16.
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D.4 Study of the iterative fit

A detailed description of the iterative reconstruction procedure is provided in Section 3.2.3.3.
The primary purposes behind the creation of the iterative method were to remedy the
zenith-dependent biases and inefficiencies at low energies (from few candidate stations) of
the global method. To achieve this, this method has a multi-stage fitting procedure where
certain variables are fixed or fit in combination to achieve an unbiased result. While the
iterative method is able to achieve a minimal Xmax bias with respect to energy (Fig. 3.26),
it does so at the cost of neglecting correlations with the relative muon content. This in
turn makes the Rµ unusable for mass composition studies and also leads to an unphysical
resolution of the depth of the shower maximum. As shown in Fig. 3.24, the overall efficiency
of successful events reconstructed by the iterative fit exceeds 90 % over all energies for
simulations. In data, however, the rate of successful events rapidly decreases with increasing
energy and exhibits a large dependence with respect to increasing zenith angle. Due to these
problems, the iterative fit is not an ideal reconstruction method for performing extensive
mass composition studies.

In this section, the quality cuts derived for the iterative method are selected with the in-
tention that the results could be used a benchmark in the mean Xmax plot for the constrained
axis method8. In order for the results of the iterative fit to be used for comparison-based
analyses, event selection is performed using simulations (Appendix D.4.1), and a calibration
is performed using golden hybrids9 (Appendix D.4.2).

D.4.1 In simulations

The biases of the reconstructed depth of the shower maximum, relative muon content, and
zenith angle for the iterative method are compared to their true values in Fig. D.17. Events
with a zenith angle in the range of 52◦ to 60◦, which can prove harder to reconstruct due to
their stricter timing constraints, are largely biased across all energies for the depth of the
shower maximum, relative muon content, and zenith angle. Because the large biases are
seen across all energies, only zenith angles up to 52◦ may be considered for the iterative fit.
Additionally, the iterative reconstruction, due to its multi-stage fitting procedure, is able to
reconstruct the energy; the bias of the reconstructed energy is given in Fig. D.18. The bias
with respect to energy has, on average, a 7.5 % difference between the mean bias for the
lowest and highest zenith angle bins.

Like in the global method, the outliers of the iterative method may be further identified
with the quality of the reconstructed zenith angle in relation to the true value (−2.5 <
(θUniv − θMC)/◦ < 2.5), as illustrated in Fig. D.19. In these plots, small outlier populations
are seen roughly for Xmax < 500 g cm−2 and Xmax < 1050 g cm−2; these populations may be
rejected without significantly affecting a given primary mass more than another one. After
applying the quality selection criteria, the resulting biases are given in Fig. D.20. There is
a zenith-dependent bias seen for the reconstructed depth of the shower maximum on the
order of 20 g cm−2, relative muon content on the order of 5 %, and energy on the order of

8As discussed in Section 4.3.2, the differing relative muon content in simulations between interaction models
and data causes a difference in the offset of the observed biases. While it is possible to correct this afterwards,
a calibration may be performed before reconstruction with golden hybrid events. Such a calibration is outside
the scope of this work for the constrained axis fit.

9Due to recent changes in the FD reconstruction discussed in Section 2.5.1, the calibration for the iterative
fit must be updated from what was used in [108].
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Figure D.17: QGSJet-II.04 (left) proton- and (right) iron-induced simulations from the Napoli
library reconstructed with the iterative fit. Only non-saturated events are considered with no
further cuts applied. The bias of the reconstructed (top) depth of the shower maximum, (middle)
relative muon content, and (bottom) zenith angle are considered with respect to energy and
zenith angle.
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Figure D.18: QGSJet-II.04 (left) proton- and (right) iron-induced simulations reconstructed
with the iterative fit. The bias of the reconstructed energy with respect to energy and zenith
angle.

Figure D.19: The reconstructed depth of the shower maximum and difference in the recon-
structed zenith angle from the iterative fit are compared to the true values for QGSJet-II.04
simulations induced by iron primaries. Only non-saturated events with zenith angles below
52◦ are considered.
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Figure D.20: QGSJet-II.04 (left) proton- and (right) iron-induced simulations reconstructed
with the iterative fit. The bias of the reconstructed (top) depth of the shower maximum, (middle)
relative muon content, and (bottom) energy are considered with respect to energy and zenith
angle.
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Figure D.21: Bias of the reconstructed Xmax for QGSJet-II.04 proton- and iron-induced simu-
lations reconstructed with the iterative fit.

9 %. The bias across all zenith angles for the reconstructed Xmax (Fig. D.21) is parameterized
with a linear function of the form10

∆Xmax(lg E) = a + b · (lg E− 19) (D.5)

where a = (2.2± 0.5) and b = (−5.1± 0.9) for proton-induced showers (χ2/ndof = 1.8)
and a = (1.6± 0.5) and b = (−6.1± 0.9) for iron-induced showers (χ2/ndof = 1.6).

D.4.2 Calibration with golden hybrid data

The universality signal and timing models were developed with simulations derived from
extrapolated LHC data. While these modern-day cosmic-ray simulations mostly encapsu-
late the development of an EAS, there is a well-known deficit in the simulated number
of muons when compared to data [56, 57]. To account for this discrepancy as well as to
ensure the reliability of reconstructed variables, we calibrate11 the iterative reconstruction
with golden hybrid events, which are measured with both the FD and SD-1500

To perform the calibration, all quantities are fixed to the reconstructed observables of the
FD. Then, with only the signal model and LDF, the core position and Rµ are fit. Afterwards,
these quantities are also fixed, while the the event timing is fit together with ∆mµ . With
this reconstruction method, it is then possible to parameterize the average Rµ(E, θ, Xmax)
and the time model offset of the muonic component ∆mµ.

D.4.2.1 Event selection

In [108], this calibration was performed with data from 1. January 2004 until 31. December
2014. Since then, the FD reconstruction and selection procedure was improved, as discussed
in Section 2.5.1. Also, the FD calibration and aerosol databases were extended to 31. Decem-
ber 2015. The quality selection for SD-1500 data is the same as the selection criteria used for
the SD-1500 energy calibration, as discussed in Section 2.5.2. In particular, the fiducial FoV
quality selection is applied, which ensures that the primary composition is not distorted

10For simplicity, the equation is written such that the units are implied. Anytime Xmax is in an equation the
implied units are g cm−2. Similarly, lg E represents lg(E/eV)

11While a calibration improves our results from SD-1500 data, it is not required for obtaining a mean Xmax
close to that found by the FD, as detailed further in [108] for the iterative fit. For the global and constrained
axis reconstructions, a calibration procedure before reconstruction would help to alleviate the subsequent
reconstructed biases, as depicted in Fig. 4.12.
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Figure D.22: Comparison of the FD reconstructed results of golden hybrid data taken from
[33] (old) and reconstructed based on [104] (new) are compared on the event-level; 1470 match-
ing events were considered. (a) The relative difference in energy and (b) difference in the
reconstructed Xmax is shown with respect to lg E and with equal-width z-binning in sec θ .

by the measurement with the limited FoV of the FD telescopes. A comparison of the past
and current FD reconstruction results are shown in Fig. D.22. Overall, the FD reconstructed
energy and Xmax increased by 5 % and 8 g cm−2, respectively, at the highest energies.

After performing the calibration-based reconstruction, the resulting Rµ and ∆mµ values
(dubbed new) are compared to the those found in [108] (old), as shown in Fig. D.23. Using
the new FD reconstructed values as parameters, the new Rµ decreases at most by 6 % at
the highest energies and by 1 % to 2 % at the lowest zenith angles.

D.4.2.2 Selection of simulations

Throughout this section, QGSJet-II.04 and, occasionally, Epos-LHC simulations from the
Napoli library (Appendix B.2) are shown to act as references for the interpretation of the
mass composition of data. While several of the cuts from Section 2.5.2 still apply, there are
some hardware and atmospheric condition criteria which are not pertinent. Furthermore,
as the fiducial field of view (FoV) cut is dependent upon previous cuts, it is necessary to
define it separately for each primary and interaction model. The general fit for the upper
and lower FoV was a · (lg(E/eV)− 19)2 + b · (lg(E/eV)− 19) + c. For the applied selection
criteria used prior to and the values used in defining the fiducial FoV, see Appendix B.2.
For a brief overview and pictorial representation of the fiducial FoV, see Page 76.

D.4.2.3 Rµ calibration

Prior to fitting the relationship of Rµ, its distribution (Fig. D.23) is scrutinized for potential
outliers and inclusion of saturated events. As highlighted in Fig. D.24a, the events with
saturated stations are diffuse and cover most of the range; as such, only non-saturated
events are used in the parameterization. In both golden hybrid data and simulations, no
clear outlier population is visible.

The dependence of the average Rµ as a function of energy and for different ranges in
zenith angle is shown in Fig. D.27. The following model is fit to describe the data:

〈Rµ〉(θ) = (2.18±0.03) + (0.46±0.05) (sec θ − 2). (D.6)
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Figure D.23: Comparison of Rµ averages and percent differences with respect to (a) energy and
(b) sec θ. The new Rµ has a smaller spread than its predecessor. The averages and differences
of the new and old ∆mµ are compared with respect to (c) energy and (d) sec θ. The new ∆mµ

was restricted to a range from −3 to 3, whereas the range of old was restricted to −1 to 1. This
difference in limits explains some of the difference in the spread.
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Figure D.24: Rµ distributions for (a) golden hybrid data and (b) non-saturated events in
QGSJet-II.04 proton, helium, oxygen, and iron simulations.

Both the Rµ and ∆mµ models are obtained with unbinned chi-squared fits to data. The
correlation of the relative muon content Rµ with Xmax is quantified with an analysis of the
normalized quantity Rµ/〈Rµ〉(θ) as a function of Xmax. A correlation is expected due to
both parameters’ mass sensitivity; proton showers penetrate deeper and have a smaller Rµ

compared to iron showers. The correlation is shown in Fig. D.25a for different ranges in
energy and described with the following function:

〈Rµ〉(E, θ, Xmax) = 〈Rµ〉(E, θ) ·
1 + 0.5

π arctan
(

a lg(E/eV)−Xmax

40 g cm−2

)

1 + 0.5
π arctan

(
a lg(E/eV)−〈Xmax〉

40 g cm−2

) , (D.7)

where a = (42.0±0.4) g cm−2 and 〈Xmax〉 = (764±3) g cm−2.
To better interpret this correlation, ensembles of events are drawn from simulations as

shown in Fig. D.26. Events are binned in intervals of 0.1 in lg(E/eV) from 1018.5 to 1019.3

eV and grouped into a single bin for events with energy greater than 1019.3 eV. In each
lg(E/eV) bin j of width 0.1, 500 events are divided among the primary species s based on
their assigned fractions fs. The number of events per s in a given j bin (Ns,j = 500 · fs,j) are
randomly drawn from the simulations meeting the aforementioned quality cuts and within
j. After the ensemble is created, it is fit with 〈Rµ〉(θ, E) = a + b · (lg E− 19) + c · (sec θ − 2).
The resulting plot comes from the normalization of Rµ with respect to 〈Rµ〉(θ, E). With
a pure proton composition as in Fig. D.26a, the resulting functional shape is relatively
linear. With an equal mixture of proton and iron primaries as in Fig. D.26b, the shape looks
more similar to the arctangent observed in data; however, as the composition does not
change with respect to energy, the distributions within each energy group look relatively
similar. In Fig. D.26c, the composition is drawn based on the fractional mass composition
of proton-iron for the FD [99]12. While the composition is changing, again we see that the
distributions in each energy bin are relatively similar. As seen in Fig. D.26e and Fig. D.26f,
the width of the Xmax distributions for the different primaries stay relatively constant with
respect to energy while its median and mean slightly increase. The Xmax distribution of
proton covers most of the Xmax range. Thus, with just a mixture of proton and iron (where

12For a quick reference, the fractional mass composition is shown in Fig. 1.19
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Figure D.25: Correlation between the normalized relative muon content and the average depth
of shower maximum for (a) golden hybrid data. The red line is the model for this data set,
whereas the dashed black line is from [108]. Despite differing normalization functions, they are
in quite good agreement. (b) The residual of the current fit to data.

proton is more favored in a fit than iron), our result would be expected to cover almost
the full Xmax range. When a composition including intermediate elements is considered
(Fig. D.26d), the resulting highest energy bin has an Xmax range of around 700 g cm−2 to
860 g cm−2, which is similar to what we see in golden hybrid data and corresponds to a
composition dominated by intermediate masses —like nitrogen.

D.4.2.4 ∆mµ calibration

After performing the fit of Rµ that exclusively uses the signal model, the time model offset
∆mµ is fit using the event timing13. Due to the strict time-dependence of this variable, it is
expected that there will be outliers when the start time of a signal is incorrectly defined
for one or more stations. Such issues may be caused by jumps in the signal trace from
accidental muons, an ill-defined GPS position of an SD station, or bad PMTs that have not
been accounted for. Since the last universality-based thesis [108], several improvements
were made in Offline: the cuts and identification of bad PMTs were greatly improved,
and the time-dependent GPS positions of several SD stations were updated. In Fig. D.28,
the current reconstruction of ∆mµ is shown; outliers are present in both simulations and
data at the extrema of the allowed range. In Fig. D.29, the current reconstruction (new)
is compared to the reconstructed ∆mµ from [108] (old). Allowed values of ∆mµ in the
past reconstruction were defined as |∆mµ| < 0.8. In the new reconstruction, advanced
studies using simulations helped to determine an improved range for the time model offset:
−1 ≤ ∆mµ < 2. As anticipated from the aforementioned improvements to Offline and
the change in allowed ∆mµ values, the relative proportion of outliers to well-reconstructed
∆mµ has reduced–from 17.3 % to 11.9 %. Of the outliers, 56.1 % are shared between the data
sets. While roughly half of the outliers are not shared,the largest outlier population is from
events with lg(E/eV) ≤ 19 and a low number of candidate stations (ncand ≤ 9). With such
low energies, these events only have 1 to 3 stations used in the shape fit which makes their
results particularly susceptible to changes in the hardware and jumps in any signal trace.

13A description of ∆mµ is provided in Section 3.1.4.
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Figure D.26: Correlation between the normalized relative muon content and the average depth
of shower maximum for an Epos-LHC (a) pure proton and (b) equal mixture of proton and
iron. Also considered are ensembles of events drawn based on the results of the fractional
mass composition of the FD [99] with the following combination of primaries: (c) proton and
iron and (d) proton, helium, nitrogen (oxygen), and iron mixture [99]. (e) Violin plots of Epos-
LHC simulations induced by various primaries. (f) The true Xmax distributions of proton- and
iron-induced showers are considered for two energy bins.
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Figure D.27: (a), (b) Parameterization of the average Rµ of golden hybrid data as a function of
energy and zenith angle. While the average Rµ of golden hybrid data does not change with
respect to energy, this is not an indication of an insensitivity to mass composition. When con-
sidered with the average Rµ of QGSJet-II.04 proton (red) and iron (blue) lines and accounting
for the muon excess in data, one can see that the composition moves from light to heavy with
respect to energy. (c) The residuals of the fit. Overall, the various populations are well-described.
In a second step, the time model offset is estimated as described in the text and depicted in
Fig. D.30.

In an event-level check of the ∆mµ outliers, it was often found that the start time of the
fit signal trace is 50 ns to 200 ns too early. In an investigation of the literature associated
with another SD reconstruction method [182], I found that the calculated start and stop
times may be affected by an overestimation of the baseline. Additionally, in such high-signal
traces, the saturation of the high-gain channel leads to the use of the low-gain channel in
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Figure D.28: Histogram of ∆mµ for (a) golden hybrid data and (b) non-saturated QGSJet-II.04
proton, helium, oxygen, and iron simulations. Like the reconstructed Rµ, events with saturation
have a large spread in ∆mµ As simulations are not plagued by the changing status of hardware,
the relative proportion of outliers to well-measured events is smaller than that found in data.

the reconstruction. However, the start and stop times are still defined by the high-gain
channel. An algorithm was developed to use the low-gain channel and to correct for the
mentioned effects. In [182], the author found that this algorithm mostly corrected the
outlying events, but in using the correction for all data, it led to an increased width of the
angular resolution —making it an unfavorable solution to implement fully in this thesis. To
get an idea of the possible effect should this algorithm be better defined, I re-reconstructed
only the outliers with specified modifications (Appendix B.1.0.1); 19.6 % of the outliers
were recovered and yielded ∆mµ values in the allowed range.

The time model offset ∆mµ is described with a similar relation as Rµ but a different set
of parameters and with respect to energy:

〈∆mµ〉(E, θ) = (0.02±0.03) + (−0.12±0.04) (lg(E/eV)− 19)
+ (0.05±0.04) (sec θ − 2). (D.8)

The offset is depicted as a function of energy and for different ranges in zenith angle in
Fig. D.30. There are small dependencies on both energy and zenith angle. The offset is
slightly positive below 1019 eV and negative above that energy.

D.4.2.5 Validation of calibrations

The constrained axis reconstruction (Chapter 4) illustrates that universality does not require
a golden hybrid calibration to have well-reconstructed results14. To further solidify this
statement, the previously mentioned calibration method was repeated with events where
lg(E/eV) < 1019. The low-energy parameterizations of Eq. (D.6) and Eq. (D.8) are

〈Rµ〉(θ) = (2.21±0.03) + (0.49±0.05) (sec θ − 2), (D.9)
〈∆mµ〉(E, θ) = (0.01±0.04) + (−0.11±0.07) (lg(E/eV)− 19)

+ (0.03±0.04) (sec θ − 2). (D.10)

14It merely requires a correction in the reconstructed bias to account for the difference in the relative muon
content between hadronic interaction models and data.
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(a)

(b)

Figure D.29: Comparison of the ∆mµ values for 1239 non-saturated events for the new and
old reconstruction. The comparison of the reconstructed ∆mµ is performed (a) with respect to
zenith angle and energy and (b), for events with lg(E/eV) ≤ 19, for the number of candidate
stations and zenith angle. The gray areas enclose the outliers of each respective data set.
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Figure D.30: Parameterization of the average time model offset for golden hybrid data as a
function of (a) energy and (b) zenith angle. (c) The residuals of the fit are shown with data.

For Eq. (D.7), the functional form remains the same while a and 〈Xmax〉 are found to be
(41.8±0.4) g cm−2 and (761±3) g cm−2, respectively. All of the values are within the uncer-
tainties found from the calibration performed with the full energy range. The low-energy
and all-energy calibrations are used to reconstruct golden hybrid events with the iterative
method. The differences in the reconstructed observables between the two calibrations are
given in Fig. D.31. On average, the difference in the reconstructed depth of the shower
maximum is within 15 g cm−2; there is a slight trend of a decrease in the bias at the highest
energies. The relative difference in the reconstructed Rµ increases, on average, nearly lin-
early from 5 % to 15 %. Due to the correlation between the two observables, the respective
trends in the differences are in the opposite direction.



178 APPENDIX D. ANALYSES

(a)

(b)

Figure D.31: Difference in the two reconstructed (a) depth of the shower maximums and (b)
relative muon contents. More than 1600 non-saturated golden hybrid events are compared.
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D.5 Addenda to the study of the constrained axis reconstruction

The subsections contained in this section are supplements to the section in Chapter 4 of
which has a similar or matching title.

D.5.1 Event selection

In Section 4.2, the event selection for the constrained axis is studied and defined. Due to
the many analyses performed, it is not a simple task to include the information needed to
understand why a certain selection is made nor why there are difficulties reconstructing a
certain subset of events. In this subsection, an overview of the role of the minimizer and
minimizing function is provided. Having substantiated that poorly reconstructed events
are passing the quality checks of the minimizer employed, a preliminary investigation
into the correlation of the reconstructed uncertainty and the bias is considered. Despite a
strong correlation, the reconstructed uncertainties cannot easily be matched with outlying
events for all cases. Furthermore, due to the overestimation of the uncertainties used in the
shape fit, the values of the reconstructed uncertainties are also overestimated. Thus, the
reconstructed uncertainties may only be used heuristically until the aforementioned issue
is resolved and cannot be used to remove most of the outlying events.

Before evaluating the reconstruction efficiencies, biases, and resolutions in simulations,
it is important to rigorously separate well-reconstructed events from ones that are merely
poorly fit and a set of events which systematically fails to reconstruct (due to some under-
lying, shared criteria). In an ideal scenario, the negative log-likelihood or other underlying
minimizing function should —in combination with Minuit-2 (or any other minimizer)
and a reconstruction procedure— successfully reconstruct all viable SD events. In a slightly
less ideal scenario, if a minimization were difficult due to a lack of constraints (e.g. less
than five triggered stations in an event), then one would hope that the quality checks of
Minuit-2 would indicate that the minimum found was false or somehow poorly defined.
Simply put, however, Minuit-2 and other numerically-based minimization computer pro-
grams are only as smart as needed to be used for the minimization of any general function.
Thus, the quality criteria used to determine if a fit was successful or not includes whether
or not the minimum is:

• found within the number of allowed calls. To avoid infinite loops, the number of
allowed calls is automatically specified. Typically, as long as the underlying likelihood
is well-defined for the events to be fit —as in universality, the number of calls does
not exceed more than 10 % of the maximum.

• associated with the successful calculation of the covariance matrix. This is the inverse
of the matrix of second derivatives of the function being minimized and takes into
account all parameter correlations (but does not include non-linear dependencies
between parameters).

• given with an estimated vertical distance to the minimum (EDM) that is less than
the specified tolerance (default = 0.1). Given the successful and statistical meaning of
the covariance matrix, it is assumed that the point where the function has its lowest
value (FMIN) determines the best-fitting parameter values. The region over which
the function has similar small values is defined as FMIN+UP and corresponds to a
confidence interval. Based upon the function type used (e.g. negative log-likelihood),
UP (0.5) is assigned a value that corresponds to the 1 σ confidence interval. The
current minimum is found somewhere along this probability curve and is compared
to the minimum by calculating the EDM.
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If any of these criteria are not met, the minimizer will indicate that convergence on a
minimum value was not possible. Despite these fail-safes, Minuit-2 can be tricked into
approving a false minimum. A simple way to improve the rejection of false minima is to
re-calculate the error matrix of the minimum using an alternate method. In the case of
Offline, the minimization is done with MIGRAD, and the error matrix is re-evaluated using
the Hesse matrix. To further improve the rejection, a user can better define the function to
be minimized. In order to do this, detailed analyses must be performed to investigate which
event, parameters, or stages of the reconstruction procedure begin the descent towards a
false minimum. When a strong correlation is found, it is indicative that the reconstruction
procedure and/or the likelihood contribution relating to those variables should be better
defined. If all else fails, the results of the error matrix itself could be used to discriminate
poorly-reconstructed events from well-reconstructed ones. With the negative log-likelihood,
the errors calculated are not fully correct because already the uncertainties of individual
signal bins in the time distributions are not estimated correctly. This was discussed in
Appendix D.1, but as shown in Appendix D.1.2, the current proposed changes are not
physically comprehensive for higher-energy events.

On the other hand, Minuit-2 can also falsely reject a minimum. In the case of univer-
sality —for both the negative log-likelihood and deviance method, the function near the
minimum is slightly non-parabolic in the x- and y-coordinates of the core. In this case,
Minuit-2 overestimates the EDM and determines that the minimization did not converge.
When the found core position is fixed and the minimization re-evaluated with all other
variables set free, convergence is achieved with the change in the fit variables being very
small relative to their initial values. Such false rejections and successful re-evaluations hap-
pen for the negative log-likelihood for around 3 % of events, whereas with the deviance
method it occurs around 30 % of the time.

As shown in the efficiency plots for the global (Fig. 3.22), iterative (Fig. 3.24), and
constrained or fixed axis methods (Fig. 3.25 and Fig. D.39), the reconstruction procedures
and their associated constraints —whether naturally occurring (e.g. number of triggered
stations) or enforced (e.g. constraining the axis by 1◦)— can lead to more or less mis-
reconstructed events. Nevertheless, as shown in the efficiencies of the various deviance
reconstructions in Fig. D.3, poorly defined additions to the function to be minimized can
lead to an increased false-rejection rate for events that are otherwise well-reconstructed.

Several studies in the preparation of this work and in [108] have been performed to de-
termine what leads to outlying events. No common patterns were found that describe a ma-
jority of the observed outliers in the global and iterative fits. However, with the constrained
axis method (discussed further in Chapter 4), it was found that the separate constrainment
of the zenith angle and azimuth —as done in the iterative method— could be improved
by deriving and constraining both quantities from their geometrical determination in the
shower axis. Before, when the zenith angle and azimuth were separately constrained, the
minimizer could be misled and change the zenith angle without updating the azimuth
as the likelihood did not explicitly enforce the geometrical relationship. Now, as they are
considered jointly, the remaining outliers are found at low energies where the number of
triggered stations is reduced to 4− 7 and is greatest for high zenith angles (θ > 55◦) where
the fit of the station times can be most difficult.

Overall, the goal of event selection is that after applying each cut, ideally, there would
be no explicit dependence on primary mass and, whenever possible, a cut should preserve
the underlying distributions of the zenith angle, energy, and other observables. If it were
not easily possible to ensure an unbiased result with respect to mass composition, then it
would become necessary to use data-driven methods to correct for biases when considering
the average trends or distributions of mass-sensitive variables with respect to energy (e.g.
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the depth of the shower maximum). The fiducial selection originally implemented for the
FD, briefly mentioned in Section 2.5.2 and described in Section 4.2.2, is intended for this
purpose.

Nevertheless, fiducial selections15 do not address events which are poorly reconstructed
but within the accepted range (e.g. in zenith angle or depth of the shower maximum). Due
to the difference in the range of true Xmax values with respect to the mass of the primary,
heavier elements —like iron— are more likely than the lighter elements —like proton— to
have reconstructed Xmax values which seem reasonable (i.e. Xmax ∈ [500, 1050] g cm−2) but
may vastly differ from their true values, as depicted in Fig. 4.3b. To identify and reject such
events, a selection may be derived using the uncertainty in the reconstructed depth of the
shower maximum.

As mentioned earlier, the uncertainty of reconstructed values is calculated using the
inverse of the matrix of second derivatives of the function being minimized. So the re-
constructed uncertainties should reflect when a minimum was hard to find. As shown in
Fig. D.32, there is a strong correlation between large uncertainties and large differences
in the reconstructed and true values. However, the 1 σ spread in the extrema of the range
(|∆Xmax| > 200) extends down to 75 g cm−2, which is at the upper range for the 1 σ spread of
events that are less biased. Thus, it is not possible to derive a selection of well-reconstructed
events that is mostly dependent upon the reconstructed uncertainties.

The uncertainty calculation for the shape fit is overestimated (Section 3.2.1.1), particu-
larly for small signals; as such, when correctly calculated, the uncertainties in the recon-
structed values will be reduced and better describe data. In Appendix D.1, the author
defined a constant multiplicative factor to use on the calculated uncertainties in the shape
fit. However, this simple factor, as shown in Appendix D.1.2, is not sufficient to describe
the uncertainties in the signal, which relies not only on the energy but also the depth
of the shower maximum, atmosphere, and geometry. While it is not investigated in this
work, a more rigorous implementation of this change using the negative log-likelihood,
pure deviance, or other minimizing function would lead to an improved error calculation.
This, in turn, would allow for the improved rejection of events based on the associated
uncertainties of the observables. Regardless, it is important to keep in mind that outlying
events are mostly ameliorated by the constrainment of the axis.

D.5.2 Event selection in simulations

In Section 4.2.3, the bias of the depth of the shower maximum is parameterized as a function
of energy. Nevertheless, as seen in Fig. 4.6e and Fig. 4.6f, the bias before being corrected in
a complicated function where the bias is greatest at low energies and the extrema in the
zenith angle range. In this addendum to that subsection, the residual bias (after applying
the energy-based correction) is parameterized. While it is possible to use the functional form
(given below) to correct the bias before the fiducial selection and energy-based correction,
the best description is given when they are applied beforehand.

After performing the fiducial selection and bias correction in simulations as a function
of energy, the remaining zenith-dependent bias of the reconstructed depth of the shower

15This includes both the FD fiducial field of view and the fiducial selection in zenith angle used by universality
(Section 4.2.2.2).
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Figure D.32: Reconstructed uncertainties of QGSJet-II.04 proton-induced simulations as recon-
structed using the global and constrained methods. The uncertainties of the depth of the shower
maximum/relative muon content are considered as a function of (a)/(b) difference/relative
difference of the reconstructed to true value and (c)/(d) with respect to energy. Only non-
saturated events found in both data sets (more than 48 000 events) are considered; no outlier
rejection is used. The constrained axis method has, on average, slightly smaller uncertainties
at low energies than the global fit. Above an energy of 1019 eV, the constrained and global
reconstructions are, on average, indistinguishable in their quality of reconstructions. Due to the
significantly fewer outliers in the constrained method, only a few events are considered in the
extrema of mis-reconstructed quantities.
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Figure D.33: Evaluation of the parameterized Xmax bias as a function of the zenith angle and
energy, as evaulated for (left) proton- and (right) iron-induced showers generated by QGSJet-
II.04. The best fit is shown as function of (top) sec θ with constant values used for lg E and
(middle) lg E with constant values used for sec θ. (Bottom) The residual bias after applying the
parameterization is given.
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Table D.2: Parameters for bias of the reconstructed Xmax as a function of zenith angle and
energy. Term d is not fit for the parameterization of iron-initiated showers; it can be used, but
this term is mostly needed for proton-induced showers due to the mis-reconstruction of Xmax
near ground at the highest energies.

Primary a b c d e f

proton 1.7± 0.4 −6.6± 1.7 40.5± 5.8 24.5± 9.5 −52.9± 5.8 37.0± 17.5
iron 5.5± 0.3 6.0± 1.0 31.3± 3.2 — −103.5± 3.4 102.2± 9.9

maximum (Fig. 4.6) may be parameterized as a function of the secant of the zenith angle
and energy

∆Xmax = a + B(lg E) · (sec θ − 1.4) + C(lg E) · (sec θ − 1.4)2, (D.11)

B(lg E) = b + c · (lg E− 19.5) + d · (lg E− 19.5)2, (D.12)
C(lg E) = (e + f · (lg E− 19.5)). (D.13)

The best fits of the equation are obtained with unbinned chi-squared fits to proton- and
iron-induced simulations of QGSJet-II.04. To visually check the fit, lines are shown for
constant values in lg E and sec θ in Fig. D.33, where the mean value of a given bin is used
as the constant. The parameters are given in Table D.2.

While the application of this correction greatly reduces the zenith-dependence of the
mean Xmax, it does not address the correlations or increased resolution seen in the largely
deviating bins. In order for this to truly be remedied, the uncertainties in the shape fit need
to be correctly calculated; the overall signal and time models used by universality need to
be parameterized for ∆X < 0 g cm−2 and ∆X > 1000 g cm−2 (which are currently poorly
described); and several analyses need to be performed to determine if additional terms
need to be added to the negative log-likelihood to improve the quality of reconstruction,
particularly at lower energies.

D.5.3 Event selection in data

This subsection is an addendum to the discussion found in Section 4.3; for further details,
please refer to that section.

D.5.3.1 Fiducial selection

The fiducial selection discussed in Section 4.2.2 seeks to reject the nonphysical, mis-reconstructed
depths of the shower maximum, which are primarily observed at low energies. In Fig. D.34,
the depth of the shower maximum and energy for each non-saturated event is shown for
SD-1500 data. In Fig. D.34, all events are shown; the observations are compared to the
average hadronic interaction models for proton- and iron-induced air showers. After the
fiducial selection is applied as in Fig. D.35, most of the outlying events have been rejected
from the analysis. Further improvements to the reconstruction as well as correction meth-
ods (discussed in the next section) could allow for more robust fiducial selection criteria
than have been used.

D.5.3.2 Data-based corrections

While it is discouraged due to the already greatly distorted zenith angle distribution, the
fiducial selection derived for the SD-1500 is applied to golden hybrids. The resulting bias
and resolution are shown in Fig. D.36, and the best fitting parameters are given in Table D.3
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(a)

(b)

Figure D.34: The depth of the shower maximum is shown with respect to its energy for all
non-saturated events. (a) The alpha-level of each point is set to a fractional value so that darker,
more compact regions indicate Xmax values more often observed. While there are a few higher
energy events with values below 500 g cm−2 and above 1000 g cm−2, these outlying events are
primarily seen at the energy threshold (1018.5 eV). (b) To further put into context the state of the
outlying events, they are categorized based on their slant depth. Values less than 0 g cm−2 are
below ground, whereas those exceeding 1100 g cm−2 are high up in the atmosphere. In both of
these cases, the observed slant depth is rather unlikely for a nucleon-induced air shower.
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Figure D.35: The depth of the shower maximum and energy for non-saturated events selected
with the fiducial criteria. A significant portion of nonphysical values have been removed; the
remaining population in green requires further scrutiny to ensure a fully efficient selection. To
note, in this energy range, the FD predicts a composition close to pure proton, so we do expect
some deeply penetrating air showers.

and Table D.4. The bias as a function of average area over peak is shown in Fig. 4.16. While
the estimated relative muon content from the FD may be used to quantify the bias as a
function of energy in golden hybrid events, the reconstruction procedure used for this is too
constrained and cannot fully take into account the correlations with the average area over
peak. The resulting bias is given in Fig. D.37 and the associated parameters in Table D.5.

In Appendix D.5.2, the residual bias as a function of zenith angle and energy was
parameterized and corrected for16. The corresponding data-based corrections are shown
in Fig. D.38. The bias of the depth of the shower maximum for golden hybrid data is
parameterized with

∆Xmax = (−46.7± 2.8) + (42± 5) · (lg E− 18.5). (D.14)

This parameterization is similar to that found in Table 4.4; though, the separation in the
zenith bins has been reduced to what is observed in Fig. 4.13. As only the average residual
bias was corrected for with respect to zenith angle and energy, the spread has not changed.
Thus, the parameterization of the detector resolution is the same as Table 4.4. The depen-
dence of the depth of the shower maximum is fit with the average area of peak, which gives
the same values as found in Table 4.6.

16For more details on how these parameterizations are performed, see Section 4.3.2
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Figure D.36: The (left) bias and (right) resolution of the (top) reconstructed depth of the shower
maximum and (bottom) relative muon content for golden hybrid events. The fiducial selection
for universality is applied. The values for the FD resolution are taken from [33].

Table D.3: Parameters for the bias and resolution of the reconstructed Xmax for golden hybrid
data where the universality-derived fiducial selection is used.

Data set a b

bias −39.3± 2.9 39.3± 5.3
resolution 47.6± 1.5 1.4± 0.1

Table D.4: Parameters for the bias and resolution of the reconstructed Rµ for golden hybrid
data where the universality-derived fiducial selection is used.

Data set a b

bias −0.104± 0.008 0.122± 0.018
resolution 0.180± 0.008 0.308± 0.017
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Figure D.37: The bias of the relative muon content as functions of average area over peak for
golden hybrid events. The estimated relative muon content for the FD fails to take into account
the correlation observed with the average area over peak seen in Fig. 4.16.

Table D.5: Parameters for bias of the reconstructed Rµ for golden hybrid data as a function
of average area over peak. For these parameters, the reconstructed relative muon content is
compared to the estimated relative muon content from the FD. These values greatly differ from
those found in Table 4.6.

a b

−0.005± 0.005 0.081± 0.035
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Figure D.38: The (a) bias and (b) resolution of the reconstructed depth of the shower maximum
is determined for golden hybrid events. (c) The bias is shown with respect to the average area
over peak. These biases are evaluated after correcting for the bias observed in simulations and
the residual bias.
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D.6 Global reconstruction with fixed axis

The reconstruction methods discussed throughout this work are detailed in Section 3.2.3.
Out of the methods discussed, the constrained axis reconstruction has the highest average
reconstruction efficiency while still including the correlations between the physics variables.
In this universality reconstruction, the constrainment is such that the universality recon-
structed axis must be within 1◦ of the SD-reconstructed shower axis, which has been found
to be, on average, within 0.5◦ of the true axis. The angular constraint on the reconstructed
axis may be increased or decreased. For this work, a special case of the constrained axis
reconstruction —known as the fixed axis fit— is analyzed where the universality shower
axis is fixed to the SD-reconstructed shower axis (e.g. constrainment of the difference in
the axes is 0◦.

The overall and zenith-dependent reconstruction efficiencies of the fixed axis method are
given in Fig. D.39. Like the reconstruction efficiencies for the constrained axis fit (Fig. 3.25),
more than 90 % of events are reconstructed with minimal outliers. At low energies, there
is a drop in the efficiency that can be attributed to events with a zenith angle between
55◦ to 60◦. Such events have strict timing constraints which prove challenging to fit. While
the efficiencies of the constrained and fixed axis method look mostly similar, a detailed
investigation at the highest energies indicates a slightly larger dependence on zenith angle
at the highest energies for the fixed axis method.

As the simulation-based studies of the constrained and fixed axis methods use the
true values for initial values, a study where the axis is set to the SD axis is performed
(Appendix D.6.1). Finally, the results obtained with the constrained and fixed axis methods
are compared (Appendix D.6.2).

D.6.1 Using SD axis vs MC axis

As discussed in Section 3.2.3, the initial reconstruction parameters for simulations come
from the Monte Carlo values, whereas the initial values for data mostly come from the SD.
It was shown using simulations that the angular resolution of the SD —when compared
to the true values— has a range from 0.25◦ to 0.5◦, which decreases with increasing zenith
angle (Fig. 3.20). Moreover, the deviation of the SD axis to the true is not uniform or
equally distributed among its components. In order to fairly assess the implementation of
the constrained axis for data, a reconstruction was performed where the axis in simulations
was fixed to the axis reconstructed by the SD. The reconstruction efficiencies and biases of
the reconstruction17 are presented in Fig. D.40. Overall, the reconstruction efficiency, bias,
and resolution look similar to that of the fixed and constrained axis reconstructions.

In Fig. D.41, 50 471 non-saturated events are compared for a fixed reconstruction using
the SD or MC axis. The reconstructed depth of the shower maximum and relative muon
content are unbiased and do not exhibit further dependencies with respect to zenith angle.
On average, the change in axis leads to a energy-independent resolution of 15 g cm−2 in Xmax
and 3 % in the relative difference of Rµ. While the observables might differ from event to
event, both methods have nearly identical biases and resolutions when compared to the true
values. Furthermore, the correlation between the reconstructed Xmax and Rµ is unchanged.
The difference between the reconstructed and true core position is given in Fig. D.42.
The reconstructed core relative to the true core position is mostly unbiased with a mean
deviation of 1.5 m. The 1 σ spread is larger for the modified reconstructions at 1018.5 eV, yet
it is of the same order across all other energies. At small zenith angles, a selection bias

17The fixed axis reconstruction using the true axis is given in Fig. D.39.
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Figure D.39: Reconstruction efficiency of the fixed axis fit for non-saturated events with respect
to energy. (a) The overall efficiency is shown for QGSJet-II.04 simulations from the Napoli
library in comparison to SD data from 2004-2016. Successful reconstructed events are analyzed
with respect to energy and zenith angle for (b) SD data and (c) proton and (d) iron simulations.
In comparing the plots shown here to those of the constrained axis of Fig. 3.25, an overall
similarity in the efficiencies may be observed. The efficiencies of simulations in the fixed
axis method have a greater dependence with respect to increasing zenith angle that generally
increases with respect to energy. However, in SD data, this separation is not clearly observed.
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Figure D.40: QGSJet-II.04 proton-induced simulations of non-saturated events from the Napoli
library reconstructed with a fixed SD axis. The (a) overall and (a) zenith-dependent, successful
efficiencies. Difference in the reconstructed and true values of successful events for the (c)
depth of the shower maximum and (d) relative muon content.

of the global reconstruction should be noted; for energies less than 1019 eV, events with a
zenith angle less than 36◦ are increasingly more likely to be poorly reconstructed.

D.6.2 Comparison to constrained axis fit

Many of the figures included in this subsection are meant to be compared with those found
in Section 4.2. The biases of the reconstructed observables are given in Fig. D.43 for the
fixed axis fit. Like the constrained axis, the reconstructed depth of the shower maximum is
biased by less than 30 g cm−2 above an energy of 1018.6 eV for zenith angles below 52.2◦. At
the highest energies, there is a bias — on order of 40 g cm−2— for proton-induced showers
which increases with decreasing zenith angle. This zenith-dependent bias is roughly twice
as large as that found with the constrained axis reconstruction. Correspondingly, the zenith-
dependent bias of the relative muon content is also more pronounced in the fixed axis
reconstruction.

In Fig. D.44, the reconstructed results of the constrained and fixed axis fits are compared.
Above an energy of 1019.0 eV, the spread of the bias of the constrained axis method is larger
than that found with the fixed axis by around 5 g cm−2 to 10 g cm−2, yet the average bias is
smaller by around 5 g cm−2. While this may not seem significant, when this taken into
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Figure D.41: QGSJet-II.04 proton-induced simulations of non-saturated events from the Napoli
library reconstructed with a fixed SD axis and true axis (MC). Difference in the reconstructed
values for the (a) depth of shower maximum and (b) relative muon content. (c), (d) Difference
between the reconstructed and true values. (e) The correlation between the depth of the shower
maximum and relative muon content is shown with 1 σ contours for various energy bins.
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Figure D.42: QGSJet-II.04 proton-induced simulations of non-saturated events from the Napoli
library reconstructed using the global method without modification, with a fixed/constrained
true axis, and fixed SD axis.

18.5 19.0 19.5 20.0
lg (E/eV)

−400

−200

0

200

400

(X
U

ni
v

m
ax
−

X
M

C
m

ax
)/
( g

cm
−

2)

θ/◦

[0.11, 20.71]

[20.7, 30.0]

[30.0, 37.8]

[37.8, 45.0]

[45.0, 52.2]

[52.2, 60.0]

(a)

18.5 19.0 19.5 20.0
lg (E/eV)

−400

−200

0

200

400

(X
U

ni
v

m
ax
−

X
M

C
m

ax
)/
( g

cm
−

2)

θ/◦

[0.0, 20.7]

[20.7, 30.0]

[30.0, 37.8]

[37.8, 45.0]

[45.0, 52.2]

[52.2, 60.0]

(b)

18.5 19.0 19.5 20.0
lg (E/eV)

0.0

0.4

0.8

1.2

R
U

ni
v

µ
/

R
M

C
µ
−

1

θ/◦

[0.11, 20.71]

[20.7, 30.0]

[30.0, 37.8]

[37.8, 45.0]

[45.0, 52.2]

[52.2, 60.0]

(c)

18.5 19.0 19.5 20.0
lg (E/eV)

0.0

0.4

0.8

1.2

R
U

ni
v

µ
/

R
M

C
µ
−

1

θ/◦

[0.0, 20.7]

[20.7, 30.0]

[30.0, 37.8]

[37.8, 45.0]

[45.0, 52.2]

[52.2, 60.0]

(d)

Figure D.43: QGSJet-II.04 (left) proton- and (right) iron-induced simulations from the Napoli
library reconstructed with the fixed axis method. Only non-saturated events are considered
with no further cuts applied. The bias of the reconstructed (top) depth of the shower maximum
and (bottom) relative muon content are considered with respect to energy and zenith angle.



D.6. GLOBAL RECONSTRUCTION WITH FIXED AXIS 195

18.5 19.0 19.5 20.0
lg (E/eV)

−200

−100

0

100

200
(X

U
ni

v
m

ax
−

X
M

C
m

ax
)/
( g

cm
−

2)
Constrained
Fixed

(a)

18.5 19.0 19.5 20.0
lg (E/eV)

−0.2

0.0

0.2

0.4

0.6

0.8

1.0

R
U

ni
v

µ
/

R
M

C
µ
−

1

Constrained
Fixed

(b)

0.5 1.0 1.5 2.0 2.5 3.0
Rµ

600

700

800

900

1000

X
U

ni
v

m
ax

/
( g

cm
−

2)

18.5 ≤ lg (E/eV) < 19.0
19.0 ≤ lg (E/eV) < 19.5
19.5 ≤ lg (E/eV) < 20.0

Constrained
Fixed

(c)

Figure D.44: Comparison of the reconstructed results of the constrained and fixed axis methods.
Non-saturated events from QGSJet-II.04 proton-induced simulations are used. The difference
in the reconstructed and true values for the (a) depth of the shower maximum and (b) relative
muon content are compared for the two methods. (c) The correlation between the depth of the
shower maximum and relative muon content is shown with 1 σ contours for various energy
bins.

account with the greater dependence on the zenith angle in the fixed axis fit, it is likely
that a fiducial selection in zenith angle involving this method would reject more events
than the selection performed for the constrained axis fit. A comparison of the correlation
of the depth of the shower maximum and relative muon content indicates that the both
methods contain the same correlations. As the constrained axis was shown to contain all
correct physics correlations Section 4.1, such agreement indicates that the fixed axis fit also
includes all physics correlations.
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D.7 Addendum to mass composition

Each subsection contained in this section is a supplement to the section in Chapter 5 of
which has a matching title.

D.7.1 Event selection and systematics

In Fig. D.45, the mean values after each selection or modification are made are compared
to the original reconstructed values as a function of energy. In contrast to the study given
in Fig. 5.1, this analysis shows how the overall mean is changed after all modifications are
performed. As the selections are applied sequentially (in the order, given in the legend),
the overall biases are given by the Bias from 〈AoP〉. Above an energy of 1019.3 eV, the bias
correction from golden hybrids reduces the bias correction obtained from simulations to
less than 15 g cm−2 and 2 % (based on Fig. D.45c).

Throughout this appendix, the residual bias of the reconstructed depth of the shower
maximum (Fig. 4.6e and Fig. 4.6f) has been corrected for as a function of zenith angle
and energy (Appendix D.5.2). Correspondingly, the data-based corrections were performed
again (Appendix D.5.3). To carry on this analysis, the resulting systematics are given in
Fig. D.46 and tabulated in Table D.6. The remaining zenith-dependent bias is estimated
from Fig. D.33 to be at most 10 g cm−2. By correcting for the residual bias in simulations,
the change in the mean at the highest energies is reduced from around 15 g cm−2 (Fig. D.45)
to 10 g cm−2; this mean remains unchanged throughout the subsequent modifications. The
additional systematics considered, as given in Fig. 5.2, are similar to what was shown before.
For further information on how systematics are calculated and a discussion of them, see
Section 5.1.

D.7.2 Average depth of the shower maximum

The first and second moment of the depth of the shower maximum are given in Fig. D.47
where the residual bias of Xmax has been corrected for from parameterizations in simula-
tions (Appendix D.5.2). The elongation rate is fit with a χ2/ndof = 1.2 was achieved with a
fit to a broken line. The break point in energy is fit to lg (Eref/eV) = 19.60±0.05, which is
indicated with a magenta hexagon. Below Eref, the elongation rate D10 = d〈Xmax〉

dlg E is18:

D10 = (25±1) g cm−2 , (D.15)

and above Eref:
D10 = (118±35) g cm−2 . (D.16)

To better visualize the break in the plot, the model prior to the break is continued as a
dashed line. The elongation rate below Eref is in better agreement with the elongation
rate (26 g cm−2) found for the FD in Eq. (4.7) than the result obtained in Section 5.2.1
((15±2) g cm−2).

Because the spread of Xmax is still correlated with zenith angle and energy, the fluctu-
ations as a function of energy are nearly identical to the results presented in Fig. 5.6, and
thus, it is not necessary to refit the fractional mass composition found in Fig. 5.12, as this
will yield similar results. In order to improve the mass composition results presented in
this work, further studies on the reconstruction procedure are warranted, as detailed at the
end of Section 5.3.

18The intercept of the line is found to be (771±1) g cm−2.
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Figure D.45: The change in the mean reconstructed (a) depth of the shower maximum and
(b) relative muon content compared to the mean values obtained after each selection is applied.
(c) the relative difference in the mean is also considered for the relative muon content.
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Figure D.46: The change in the mean reconstructed depth of the shower maximum compared
to the mean values obtained (a) after each selection is applied to the original value (b) to the
mean of the modification previously applied.
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Figure D.47: (a) Profiles of the average reconstructed depth of the shower maximum with
statistical and systematic uncertainties. Recent results as measured by the Auger FD are shown
with the green rectangles ([104]). The elongation rate was fit with a broken line, as described in
the text. (b) The uncorrected fluctuations —corresponding to the raw second moment of Xmax—
and values corrected with the detector resolution are shown as a function of energy.
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Table D.6: Average systematic uncertainty for each selection and correction applied.

Xmax/g cm−2

Fiducial selection 3.8
Bias from simulations 5.3
Remaining zenith bias 5.0

Total 8.2

D.7.3 Distribution-based analysis method

In Section 5.3, the changing fractional composition of ultra-high energy cosmic rays is
determined using the distributions of the depth of the shower maximum in distinct energy
bins. Nevertheless, in Fig. 1.4 and Fig. 1.2, the energy spectrum may also be decomposed
into contributions from elemental groups. While this was not investigated in this work,
the fractions derived in Section 5.3 may be multiplied with the measured energy spectrum
of Auger [135] to observe the predicted fluxes, as is done in Fig. D.48. In future analyses,
the universality-derived energy spectrum and depth of the shower maximum may be
simultaneously fit with Monte Carlo templates or injection spectra19.

19Such a method has been explored in [196] using a mixture of FD Xmax data and the SD energy spectrum.
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Figure D.48: Comparison of the predicted composition of the energy spectrum using (left)
FD (values from [104]) and (right) SD-1500 data (this work). (Top) The fractional values (lines)
and their statistical uncertainties (hatched areas) are shown for a proton-helium-nitrogen-iron
mixture derived from Epos-LHC simulations. Due to the large number of events, the statistical
uncertainty is greatly reduced with SD-1500 data. The predicted decomposed energy spectra
are given for (middle) Epos-LHC and (bottom) Sibyll-2.3. In both cases, the predicted spectra
are not as smooth as would be expected from potential sources. Further improvement of the
method developed in this work, as well as simultaneously fitting the composition and energy
spectrum, should yield better, more constrained results.
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