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Introduction

With the observation of the Higgs boson in 2012 [[1}[2], the last missing particle of the standard
model of particle physics was discovered. The standard model has successfully described the
subatomic world for half a century, but also predicted new particles, which have been discovered
afterwards at particle colliders. Although the standard model is a complete and self-consistent
theory, there are unexplained phenomena in nature, whose existence let one come to the con-
clusion that the standard model is not the final answer to all fundamental questions in particle
physics. Many extensions of the standard model have been predicted, but only experimental
evidence will finally decide if one of these theories is realized in nature.

The purpose of the Large Hadron Collider (LHC), the biggest machine ever built by mankind,
is to probe the standard model up to the highest energies ever achieved under laboratory con-
ditions. This is accomplished by accelerating two reverse proton beams up to beam energies of
6.5 TeV and cross their paths at certain interaction points to induce particle collisions. Sophisti-
cated multi-purpose particle detectors, such as the Compact Muon Solenoid (CMS) experiment,
are located at crossing points of the beams to record the signatures of each proton-proton colli-
sion.

With a mass of roughly the same as a gold atom, the top quark is the heaviest fundamental
particle in the standard model. Although mainly produced in top quark-antiquark pairs at the
LHC through the strong interaction, the production of single top quarks allows to probe the
electroweak sector of the standard model. It is not only possible to measure observables of
the electroweak theory with single top quark processes at high precision, but also to search
for deviations in predictions and data that could be a hint for physics beyond the standard
model. Due to its high mass, the top quark is also an excellent candidate to search for associated
production with a Higgs boson, in which the coupling of the Higgs boson to the top quark and
other fundamental particles can be determined.

After the first data-taking period from 2010 to 2012 at center-of-mass energies of 7 and 8 TeV
and a two-year shutdown for upgrades of the accelerator, the LHC started operations again
in 2015 with Run II at 13 TeV center-of-mass energy. Since then, the LHC has surpassed its
design goal in terms of collision intensity and provided more than a quadrillion proton-proton
collisions, from which only a tiny fraction is of interest for single top quark research. This thesis
follows the journey of the LHC Run II and the data recorded by the CMS detector from the first
collisions in 2015 up to the beginning of the precision era at the end of 2017.

In the first chapter, the theoretical foundation of the standard model is provided. The chap-
ter starts with a general introduction, with the focus shifted afterwards on the physics of the
top quark and the Higgs boson, as well as their interplay.

The second chapter introduces the statistical methods employed for the different analyses in
this thesis. In the first part, sophisticated multivariate analysis techniques are outlined that help



to identify signal candidates out of background-dominated data. The second part explains the
underlying statistical reasoning behind the results.

The description of the experimental apparatus, namely the particle collider LHC and the CMS
detector, are subjects of interest in the third chapter. The journey of the proton is followed from
a simple hydrogen bottle to the collision point and from the decay products of the collisions to
the signals in the readout electronics.

The fourth chapter first reveals how simulated proton-proton collisions are generated to de-
scribe the measured data. In the second part of the chapter, the reconstruction procedure is
introduced, which is used to reassemble physics objects from detector signals for simulation
and data alike.

The purpose of the fifth chapter is to describe a common physics object definition, shared be-
tween the different analyses presented in this thesis. In addition, certain quality criteria are
defined that ensure proper modeling of the measured data by the predictions.

In the sixth chapter, a measurement of the cross section of single top quark production in the ¢
channel is presented. The measurement is based on the first year of proton-proton collision data
at a center-of-mass energy of 13 TeV in 2015. The ¢ channel is the most dominant production
mode of single top quarks at the LHC and is therefore well suited for a first single top quark
measurement at Run II of the LHC.

With the increased amount of data recorded during Run II, the focus shifts to more rare single
top quark production channels. One of these channels is the s-channel single top quark produc-
tion, the only major single top quark production mode yet unobserved at the LHC. The seventh
chapter is dedicated to the search for this channel. To increase the sensitivity of this search, the
combined data sets of 2016 and 2017 are used.

In the eighth chapter of this thesis, a search for the associated production of a Higgs boson
with a single top quark is presented. This associated production mode is highly sensitive to the
coupling of the Higgs boson to the top quark and to vector bosons.

The final chapter summarizes the three different single top quark analyses, presents a conclusion
and provides an outlook for the promising field of single top quark research.

vi
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1. Theoretical Foundation

The concept of science is a cycle of observation, conclusion, theory and prediction. No prediction
can be made without a proper theory, which not only describes the already known, but can also
predict yet undiscovered phenomena. In case of elementary particles, this theory is the standard
model (SM) of particle physics. This chapter gives an overview of the different phenomena
described by the SM of particle physics and also provides the current experimental status for
comparison. For the sake of simplicity, natural units are used throughout this thesis, where
h=c=1

1.1. The Standard Model of Particle Physics

The SM was developed in the first part of the second half of the 20th century and was since
then very successful in describing elementary particles and their interactions. Furthermore, all
predicted particles have been experimentally observed at particle colliders afterwards, with the
Higgs boson in 2012 as last missing particle [[1[2]]. The particles in the SM are classified into
two groups depending on their spin. All particles with half-integer spin are called fermions and
all particles with integer spin are called bosons.

1.1.1. Fermions

The SM predicts twelve fermions in total, which are equally divided into two groups: quarks
and leptons. Furthermore, all fermions can also be arranged based on their mass into three
generations, each containing two quarks (up-type and down-type) and two leptons (electrically
charged and uncharged). Particles inside the same generation are divided by the value of their
weak isospin. The quarks and leptons of the SM are shown in Table[I.1]and Table[I.2] respectively,
along with some of their properties.

The quarks of the first generation are the up quark (u) and down quark (d), the second generation
includes the charm quark (c) and the strange quark (s) and the third generation is built up from
the top quark (t) and the bottom quark (b). Quarks are not observed as free particles in nature,
instead most of them form bound states with each other, called hadrons. Since fermions of
higher generations are unstable, the matter of everyday life, such as the electron, the proton
(uud) and the neutron (udd), consists of fermions of the first generation. For every fermion
in the SM there exists a corresponding antifermion with the same properties, but opposite
electric’ charge. Quarks are the only particles in the SM that couple to all known forces. The
group of leptons consists of the electron (e), the muon (p), the tau (t) and for each of them a
corresponding neutrino, the electron neutrino (ve), muon neutrino (v,) and tau neutrino (vy).
Neutrinos are massless in the SM by construction, but the mass of the other fermions range
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Table 1.1.: The six different quarks of the SM, listed with their mass, electric charge and weak isospin, make up
half of the fermions. Values are taken from Ref. [3]. The quarks are grouped into three different generations with
increasing mass, each with an up- and down-type quark.

Generation Mass Electric charge (e) Weak isospin
up (u) 1 2.275-¢ MeV +%/54 +,
down  (d) 1 4.779-5 MeV ~Y, 1,
charm  (c) 2 1.28 + 0.03 GeV +%/3 +Y,
strange  (s) 2 96*8 MeV —1/s 1,
top (t) 3 173.1 £ 0.6 GeV +%/5 +1/,
bottom  (b) 3 4.1870-0% GeV ERVA _1y,

Table 1.2.: The second group of fermions in the SM are the six leptons. Similar to Table their mass, electric charge
and weak isospin are shown . Similar to the quarks, the leptons are arranged into three different generations.

Generation Mass Electric charge (e) Weak isospin
electron neutrino  (v.) 1 < 225¢eV 0 +1/,
electron (e) 1 510.999 keV -1 -1,
muon neutrino (V) 2 < 0.19 MeV 0 +1,
muon (1) 2 105.658 MeV -1 -1,
tau neutrino (Vo) 3 < 18.2 MeV 0 +1/,
tau (1) 3 1.776 GeV -1 -1,

over several orders of magnitude, starting from the electron with 511 keV up to the top quark
with about 173 GeV.

1.1.2. Bosons

All bosons of the SM have spin 1 (vector bosons), with the exception of the already mentioned
Higgs boson (spin 0). The spin-1 bosons are also called gauge bosons, as they mediate the
different interactions of the SM between elementary particles. These are the photon (y), the two
W bosons (W) and the Z boson (Z), as well as the eight gluons (g), each of the three boson groups
being the mediator of a different force. The photon transmits the electromagnetic interaction,
which has an infinite range due to the photon being massless. In contrast to this, the weak
interaction mediated by the W and Z bosons has only a short range because of their relatively
high mass of about 80 GeV and 91 GeV, respectively. Although the gluons are massless, the
interaction also has only a short range because of the self-interaction of gluons. Thus, the
only fundamental force described by the SM that plays a role on a macroscopic scale is the
electromagnetic interaction. The Higgs boson is not a mediator of a fundamental interaction,
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Table 1.3.: Five different bosons are described by the SM. They are either massless or their mass is in the 100 GeV
range. Except for the scalar Higgs boson (spin 0), all other bosons are vector bosons (spin 1) [3]. The vector bosons
are a result of the possible interactions between elementary particles, while the scalar Higgs boson is evidence
for the mass-generating mechanism described by the SM.

Mass Electric charge () Spin
photon (¥) 0 0 1
W bosons (W*)  80.385 + 0.015 GeV +1 1
Z boson (Z)  91.188 +0.002 GeV 0 1
gluons (g) 0 0 1
Higgs boson (H)  125.09 + 0.24 GeV 0 0

but instead the excitation of the Higgs field, which gives all particles of the SM their masses.
An overview of all bosons in the SM is provided in Table

1.2. Theoretical Description

As the SM is a quantum field theory (QFT), all particles are described as excitations of quantum
fields ¢. The dynamics of fields are defined by the principle of least action. The action of a
system is defined as

S = /L(gb, d,9) d*x, (1.1)
where £ is the Lagrangian density of the system (in the following simply called Lagrangian)
and x is a four-vector in spacetime with the relation 9, = % (¢ = 0,1,2,3). The principle

of least action then states that variations of the action vanish, i.e., S = 0. This condition is
satisfied by the Euler-Lagrange equation

0L 9L

FTER T (2

from which the equations of motion of the system can be derived.
As an example, the Lagrangian of a system of spin-less particles without interaction is defined
by the Lagrangian
1 1
L= 5(9,1@5(9” - 5m2¢>2. (1.3)
Applying the Euler-Lagrange equation to this particular Lagrangian yields
(0,0" —m*)¢ = 0, (1.4)

which is known as the Klein-Gordon equation. Similarly, from the Lagrangian of non-interacting
spin-1/, fermions

-LDirac = lﬁ(l)’ya,u - m)lﬁ, (15)
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with ¢ and ¥ = /fy° being the spinor and adjoint spinor, respectively, and y# the gamma
matrices, the Dirac equation can be derived:

(iy#0, —m)y = 0. (1.6)
The local invariance of the Lagrangian under certain gauge transformations results in interac-
tion terms of particles.

1.2.1. Electromagnetic Interaction

The theory of quantum electrodynamics (QED) describes the interaction between light,
matter and all other electromagnetic phenomena. It is commonly referred to as the most pre-
cisely tested theory in the history of science, giving accurate predictions over several orders of
magnitude [7,[8]]. This huge success has made its approaches a baseline for any other QFT in
the SM.

The theory of QED states that the Lagrangian should be invariant under a gauge transformation
of the U(1) symmetry group, i. e., a phase of the type

Y (x) = P (x) = 190y (x), (1.7)

with the electric charge g and an arbitrary, but spacetime-dependent phase ¢. Applying this
transformation to Eq. [1.5|results in an additional term of the transformed Lagrangian:

LG 0,0") = LW.0uY) + gy Po(x). (1.8)

To recover local gauge invariance, an additional term, representing a gauge field, has to be
added to the Lagrangian. This is achieved by replacing the normal derivative with the covariant
derivative

0y = D, =08, —igA,(x), (1.9)
with A, as the four-potential and the gauge transformation
Au(x) = A;; (x) = Au(x) + du0(x). (1.10)

Along with the Lagrangian of this so-called gauge field L4, the Lagrangian of QED can be
written as

Lop = Ly + La
= J(i)ﬂuDy - m)‘// - ;LF;JVF'HV
— — 1
=Y (iy* 9, — m)y + qYy YA, - Z(&,,AV — AL’ (1.11)

The first term in Eq. represents the fermion field propagator, as introduced by the Dirac
Lagrangian (1.5), and the last term is the propagator of the gauge field, which corresponds to
the electromagnetic field tensor F,,, = d,A, — 8, A,. The second term describes the interaction
between both fields. Excitation of the gauge field are the photons with spin 1. They transmit
the electromagnetic force between fermions, which is proportional to the electric charge g. In
each vertex of electromagnetic interaction, the electric charge is conserved. The photon itself is
massless by construction, as a mass term of any gauge field would have the non-gauge invariant
form m% A, A¥.
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1.2.2. Weak Interaction

Similar to the theory of QED, the same approach can be used to describe the weak interaction
between particles. The corresponding gauge group is the SU(2), as the weak interaction mediates
between different particles changing their weak charge, called weak isospin. Therefore, the
fermion field consists of two components
2
= . 1.12
-t ”

A covariant derivative is defined by
Dy =9, - ~igWlol
p=Ou T 5190
1 w3 wl—iw?
=0 — —i 7 p p
On =34 (W; w2 -w (1.13)

with the weak charge g, W;’2’3 the three gauge fields and o/ the Pauli matrices. In contrast to the
electromagnetic interaction, parity is not conserved [9]]. Instead, parity is maximally violated,
meaning that the weak interaction can only couple to one chiral eigenstate of the fermion field

YLR = %(1 Ty, (1.14)

where 1, r are the left- and right-handed components of the field ¢. It turns out that the weak
interaction only couples to left-handed fermions and right-handed antifermions. Mathemati-
cally this is realized by grouping left-handed fermions into isospin doublets and right-handed
fermions into isospin singlets. An exception are the neutrinos, which do not exist as right-
handed particles in the SM. Exemplary for the first generation of fermions this means:

() (3]0, 0, w1

Combinations of W; and W, can be associated to the W bosons from the weak interaction:

1
— (W, FiW,). (1.16)
V2
On the other hand, W5 cannot be associated directly with the Z boson as there is no coupling
to right-handed fermions allowed. Due to parity violation the theory is only gauge invariant if
all fermions are massless. This circumstance is resolved in the following section.

w* =

1.2.3. Electroweak Symmetry Breaking and the Higgs Mechanism

One of the major accomplishments of the SM is the unification of the electromagnetic interac-
tion and the weak interaction to the electroweak interaction [10]. The weak interaction adds two
additional gauge bosons, namely the W bosons. However, in contrast to the massless photons,
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the W bosons have non-zero masses, which is not allowed by gauge invariance. Furthermore,
all fermions should be massless for the same reason. This is resolved by the Higgs mechanism,
developed by Peter Higgs among others in 1964 [[11H13]], and the concept of electroweak sym-
metry breaking [[14}[15].

The Higgs mechanism introduces a new complex scalar field ¢ with SU(2) symmetry:

1 [¢*
= — . 1.17
The corresponding Lagrangian of this field can be written as
Litiggs = (Du9)" (D) = V(9), (1.18)
with the Higgs potential
+ 1 +
V() =919+ SA@9)? (1.19)
and the covariant derivative
1 1 i
D,=0,- Eig'B# - EigW}{oJ. (1.20)

Similar to QED, the field B, is the gauge field of a U(1) symmetry. The charge associated to this
field is the weak hypercharge
Y =2(Q-T), (1.21)

where T; is the third component of the weak isospin. Depending on the value of the y? term,
the Higgs potential has either one global minimum at 0 (4* < 0) or a degenerate minimum in
case of y? > 0 at
2
J7i
V=4l 1.22
. (1.22)

on a circle around the origin of the plane spanned by the real and imaginary components of
the Higgs field. In this case, the minimum is at the so-called vacuum expectation value (VEV)
v = 246 GeV, which can be derived from measurements of the Fermi coupling constant G [[16].
The form of the potential in case of y* > 0 is shown in Fig. The Higgs mechanism allows
the combination of the electromagnetic interaction from the theory of QED and the weak
interaction. The symmetry group of this electroweak interaction is the combined SU(2); xXU(1)y
group with the gauge fields W) 3 3 and B. This symmetry is spontaneously broken by the Higgs
mechanism such that only a U(1)g symmetry remains. This is called electroweak symmetry
breaking. This procedure introduces a mixture of the W; and B fields

Al [ cosby sinbw\[ B
(Z) - (— sinbw cos 0W> (M/?,) (1.23)
to a new field Z and the already known field A from QED. The angle is called the weak mixing

angle or Weinberg angle sin® 6y = 0.231 . The newly introduced Z boson associated to the

Z field receives a mass of
mw

P (1.24)

my =



1.2. Theoretical Description

V()

[— ' Im($)

Re(¢)

Figure 1.1.: The Higgs potential for the case of y? > 0, in which the potential is also referred to as mexican hat
potential. The minimum of the potential is not at 0 (as it would be for 4? < 0), but instead the potential has an
infinite number of minima at |¢| = v, the so-called vacuum expectation value. Figure taken from .
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Figure 1.2.: The three basic electroweak interactions in the SM. A vector boson can either couple to a fermion-
antifermion pair@or to two other vector bosons with triple vertex@ or four vector bosons can interact through

a quartic vertex

while the photon remains massless. The basic interactions of all four gauge bosons are shown
in Fig.[1.2] with Feynman diagrams.

Through this mechanism the weak gauge bosons receive their masses, but in case of quarks and
leptons, the Higgs field couples through a Yukawa interaction with the corresponding fermion
fields. In case of an electron, where no coupling to up-type fermions is allowed, the Lagrangian
can simply be written as

Lyvikawa = ~Ye(YL $YR + Yrdyr), (1.25)

with the Higgs potential ¢, the electron field 1 /g for a left- and right-handed state, respectively,
and the Yukawa coupling constant y. for the electron. This results in a simple mass term for

the electron:

YeV

Me = (1.26)

8|
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A similar term can be derived for quarks, while the situation is slightly different due to the
isospin doublet partner. Here, the flavor eigenstates (d’, s” and b’), which take part in the weak
interaction, are a mixture of mass eigenstates of the quarks (d, s and b). This is parametrized

by the Cabibbo-Kobayashi-Maskawa (CKM) matrix [18-20]:

d Vud Vus Vub d
= Ved Ves Vo |-|s (1.27)
b’ Via Vis Vi) \b

The values of the individual CKM matrix elements can be obtained from different measurements.
Along with unitary conditions, such as |Vyq|? + |Vys|? + [Vip|? = 1, the values can be determined

precisely [3]]:

Vadl  Vasl 1Vl 0.97434 *0-00017 0.22506 + 0.0005 0.00357 + 0.00015
Veal Vel [Vl | =10.22492 + 0.00050 0.97351 +0.0001  0.0411 +0.0013 |. (1.28)
Vidl  Visl |Vl 0.00875 *0-000>2 0.0403 + 0.001  0.99915 + 0.00005

The diagonal elements of the CKM matrix are close to unity and the off-diagonal elements close
to zero, meaning that the coupling to two quarks of the same generation is more likely than to
quarks of different generations.

1.2.4. Strong Interaction

The remaining force in the SM, the strong interaction, is described by the theory of quantum
chromodynamics (QCD) [21H23]. Compared to the interactions described above, the gauge
group of QCD is more complex, following an SU(3) symmetry. The corresponding gauge-
invariant Lagrangian is defined by:

- 1
Locp = Y(iy*Dy = myy - £ Gj,Ca (1.29)

with the gluon field strength tensor G, = d,A7 — 0, A}, +gf ab CAZA?, and the covariant deriva-
tive D, = 0, — igAZ)La, where the indices a, b and c range from 1 to 8. Here, AZ represents the
gluon field, g is the coupling strength and £¢%¢ is the SU(3) structure constant. The matrices A,
are called Gell-Mann matrices and are the generators of the SU(3) group. The force-mediating
boson of the strong interaction is the gluon g, which exists in eight different variants, depending
on the charge.

To better understand the symmetry rules of QCD and the resulting properties of this interac-
tion, an analogy from the macroscopic world is often used, the principle of color charge. In the
theory of QCD there exist three different types of charge, called red, green and blue, while for
antiparticles the charges are antired, antigreen and antiblue. Quarks are the only fermions that
carry color charge, while gluons are the only bosons to do so. Like for any other interaction,
the color charge in the strong interaction is conserved in any vertex. The analogy to color
is used to represent that the combination of all three different (anti)colors or of a color and
its corresponding anticolor results in a net color charge of zero, which is equal to white. The



1.2. Theoretical Description
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Figure 1.3.: The three basic interactions of the strong force. The gluons as color-charged boson can either interact
with a quark-antiquark pair@ with two other gluons @ or four gluons can interact with a quadric vertex

potential of the strong interaction can be parametrized as a combination of a Coulomb potential
and linear term:
40
V(r) = 5t kr, (1.30)
r

with the coupling constant a5 = g%/47 and a constant factor k of the linear term. Since the po-
tential energy of QCD rises with longer distances, free quarks cannot be observed, as the energy
at a certain distance between two color-charged objects will be released in the creation of a new
quark-antiquark pair from a gluon of the field. This mechanism is called color-confinement.
Thus, only bound states of three quarks or antiquarks, called baryons, or of a quark and anti-
quark, called mesons, can be observed at larger scales. In contrast to the confinement at longer
distances, the force between color-charged objects at small distances becomes weaker, resulting
in an effectively free movement, which is called asymptotic freedom. This effect is a result of
the gluons carrying color charge themselves, allowing not only quark-gluon interactions, but
also strong interactions among gluons. Interactions described by QCD are illustrated in Fig.
Similar to QED, virtual quark-antiquark pairs created from gluons effectively weaken the color
charge of a single quark (screening). Because of the color charge of gluons the opposite effect
occurs for virtual gluon loops (antiscreening). The strength of the combined effect depends
on the distance to the object, or equivalent the energy scale. This behavior is absorbed in the
coupling constant «g, making it a scale-depended coupling:

as(p?)

M
1+ as(p?)f1n y—‘;

a5 () = (1.31)

Using this formula, the coupling strength of the strong interaction can be determined for any
scale H}z{’ called renormalization scale, from a measurement of a fixed scale y?. The value of 3
depends on the number of color charges n. and the number of quark flavor n¢:

p= é(llnc — 2ng). (1.32)

As long as the energy scale is high enough, the coupling is smaller than one and QCD can be
described with a perturbation series. This is possible until the so-called QCD scale Agcp, at
which the coupling is too large for the series to provide useful results.
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1.3. From Partons to Particles

Elementary particles of interest for this thesis are only an intermediate state due to their limited
lifetime between the initial protons in the collider and the decay products which are measured
in the detector. The interactions described in the previous sections are the subject to study and
occur multiple times in each collision, but usually only the hardest interaction, i. e., the interac-
tion with the highest momentum transfer, is of interest. The initial particles that took part in the
interaction are not the protons themselves, but the so-called partons of the proton, which each
carry a fraction x of the total momentum of the proton. Because of QCD, the partons can either
be the valence quarks of the proton (u and d), gluons or sea quarks, which are created via pair
production through gluons. The probability to find a particular parton with momentum fraction
x is described by the parton distribution function (PDF) f'(x, xg), where the factorization scale xp
denotes the energy scale at which the PDF was evaluated. Measured at a given scale xf, the
PDF can be determined for other scales using the Dokshitzer-Gribov-Lipatov—Altarelli-Parisi
(DGLAP) equations [[24-26].

A measure of the likelihood of the hard interaction, the cross section &, with the involved par-
tons can then be calculated using the scattering matrix, which is given by the Dyson series of
the interaction term. For proton-proton collisions, the total cross section to produce a particle
X can be calculated as

o(pp = X) = Y [{ dory dea fiorr, x6) £ (62, x0) 6 (i = X), (133)
Lj

where ¢ is the cross section of the hard process to produce particle X from the partons i and j
inside the proton and f;, j are the PDFs of the two partons.

Given the high momentum of the final-state particles created in the hard scattering, additional
gluons are radiated subsequently ,which carries away momentum. This process is called parton
shower, as the emitted gluons can create additional partons themselves. This leads to a large
increase of partons in the final state. In addition, color-charged objects cannot be separated
for longer distances (see Eq.[1.30). Thus, all partons, i.e., the partons from the hard process,
the shower, but also the remnants of the two protons need to form color-neutral bound states,
a process which is called hadronization. This leads to various mesons and baryons, some of
which decay further before they can reach the detector, creating even more additional particles.
At this stage the particles are measured inside the detector. The directions of these hadrons
are aligned and in the experiment they are not treated individually, but combined as bunches,

called jets [27]. The whole chain is illustrated in Fig.

1.4. The Top Quark

The top quark plays a special role in the SM as the heaviest elementary particle with a mass
of 173.1 + 0.6 GeV [3]]. Because of this circumstance, the observation of the top quark was
not possible for a long time, although the existence of a sixth quark was already expected for
symmetry reasons since the first observation of the bottom quark in 1977 and even earlier
to explain CP violation in Kaon decays [[20]]. The top quark was finally observed at the Tevatron

10
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Figure 1.4.: [llustration of the transition from colliding protons to particles measured in a particle detector. Only
one parton of each proton takes part in the hard scattering, carrying a large fraction of the proton’s momentum.
The partons in the final state of the hard scattering undergo a subsequent parton shower until the energy is
low enough for color-neutral hadrons to form (hadronization), which may decay before they reach the detector.

Adapted from [28].

collider (Chicago, USA) by the two experiments CDF and D@ in 1995 [30l[31]. Interestingly, the
top-Yukawa coupling is
_ \/Emt

14

~ 1, (1.34)

Yt

and it is unclear if this is just a coincidence or the result of an undiscovered theory.

1.4.1. Production

Top quarks can be produced via the strong and electroweak force, since quarks couple to all
interactions described in the SM. Due to the high mass of the top quark, only two particle
colliders in history were able to produce top quarks, namely the Tevatron, which was shut
down in 2011, and the Large Hadron Collider (LHC), both hadron colliders. There are plans for
future lepton colliders with sufficient energy for top quark production [32l[33].

Pair Production

The dominant production mode of top quarks is pair production via strong interaction. Exem-
plary leading-order Feynman diagrams are shown in Fig. This involves the creation of a
gluon through a quark-antiquark pair or two gluons in the initial state (Fig.[1.5(a)]and [L.5(b)) or

11
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(a) (b) (c)

Figure 1.5.: The three main possibilities to create top quark-antiquark pairs at the LHC. Despite the annihilation
of a quark-antiquark pair in the initial state into a gluon is still possible I@ it was relatively more likely at
the proton-antiproton Tevatron than the LHC. Instead, the production with gluons in the initial state through
time-likeand space-like diagramshappens more frequently.

in the ¢ channel (Fig. [1.5(c)). The production through quarks in the initial state was dominant at
the proton-antiproton collider Tevatron with a center-of mass-energy of v/s = 1.96 TeV, as anti-
quarks were present as valence quarks there. In contrast, at the proton-proton collider LHC, the
gluon-induced process is dominant. In general, the cross section of top quark pair production is
higher at proton-antiproton colliders compared to proton-proton colliders. However at higher
center-of-mass energies, the gluon-gluon initial state is also dominant for proton-antiproton
colliders, thus making this difference smaller. The predicted cross section at the LHC for a
center-of-mass energy of s = 13TeV is

oy = 831.76725-77 (scale) + 35.06 (PDF + ;) pb (1.35)

for a top quark mass of 172.5 GeV [34)[35]. An overview of the combined Tevatron and various
LHC measurements of the top quark pair production cross section compared to the theoretical
prediction is presented in Fig.

Single Top Production

The production of single top quarks is more rare compared to the pair production, as it is
induced by the weak interaction through a Wtb vertex. Single top quarks can be produced
through the t channel, in association with a W boson and in the s channel. The names ¢ and s
channel refer to the Mandelstam variables t and s which describe the momentum transfer and
the center-of-mass energy, respectively. The basic Feynman diagrams in leading order for all
three processes are shown in Fig. At the LHC, the ¢ channel is the dominant production
mode for single top quarks|[1.7(a)] with a cross section of

Ot ch. = 216.99 T8-82 (scale) + 6.16 (PDF + a) pb (1.36)

at a center-of-mass energy of vs = 13TeV [37-39]. The top quark is produced through the
exchange of a W boson between a bottom quark and a light-flavored quark in the initial state,
changing both quark flavors. This light-flavored quark is usually emitted in a more forward

12
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Figure 1.6.: The experimental status of top quark-antiquark pair production cross section measurements at hadron-
hadron colliders. Various measurements have been carried out by different collaborations for different center-of-
mass energies. All measurements are in excellent agreement with the predictions from theory .

direction compared to the other quarks. The cross section prediction is obtained at next-to-
leading order (NLO) accuracy in QCD, i. e., including all additional Feynman diagrams that are
suppressed by a factor «. The scale uncertainty of the prediction is estimated by independently
varying the nominal factorization and renormalization scales, which are set to the top quark
mass, up and down by a factor of two, where combinations in which both scales differ more
than a factor of two are not taken into account. The final scale uncertainty is then quoted as
the envelope of all different cross section results with varied scales. For the estimation of the
PDF and a5 uncertainties, the envelope of different PDF sets have been used, following the
PDF4LHC prescription [40}[41]. First results at next-to-next-to-leading order (NNLO) have also
been published recently [42l[43]], but until the uncertainties on these NNLO predictions become

(a) (b) (c)

Figure 1.7.: The three main possibilities to produce a single top quark at the LHC through a Wtb vertex. The most
common one is the ¢ channel followed by the tW-associated productionl@and the s channel

13
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Figure 1.8.: Overview of the experimental status of the single top quark production cross section in the three
different channels for a center-of-mass-energy of 7,8 and 13 TeV [36]]. All measured cross sections are in agreement
with the predictions from theory. The analysis of the ¢-channel cross section by the CMS Collaboration will be
extensively discussed in Section@

available for more different parameter values, the NLO result of Eq. is used as prediction
by measurements of the ATLAS and CMS Collaborations.
Another way to produce a single top quark is in association with a W boson through a space-like

bottom quark The cross section at /s = 13TeV is :

oww = 71.7 = 1.80 (scale) + 3.40 (PDF + «a5) pb. (1.37)

The last and rarest channel is the production through the s-channel process with a virtual W
boson[1.7(c)} where the cross section at the LHC is only

s ch. = 10.32 7323 (scale) + 0.27 (PDF + ;) pb (1.38)

for a center-of-mass energy of s = 13 TeV .

Single top production has been observed at the LHC for different center-of-mass energies in the
t channel and the tW-associated production. The s-channel production has been only observed
at the Tevatron, while at the LHC there is only evidence so far. Measurements of the three
channels at the LHC are presented in Fig.

1.4.2. Decay

The top quark is the only quark in the SM that does not form bound states because its lifetime
of about 1072° s is shorter than the typical hadronization time scale . This unique property
allows the study of, e. g., spin properties of top quarks, which would otherwise be washed-out
by the process of hadronization. As the top quark mass exceeds the W boson mass, it can decay
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through a real W boson and change its flavor into a down-type quark. This can either be a down,
strange or bottom quark, but since the CKM martix element V}, is almost equal to 1, the top
quark decays nearly exclusively into a bottom quark. Therefore, the decay of the top quark is
characterized by the subsequent decay of the W boson, which happens either into a quark and
an antiquark (branching ratio 67.4%), called hadronically decaying top quark, or into a charged
lepton and the corresponding neutrino (32.6%), called leptonically decaying top quark. In case of
top quark pair production, the final state can either be fullhadronic, dileptonic or semileptonic,
in case one top quark decays hadronically and the other top quark leptonically.

1.5. The Higgs Boson

With the existence of a Higgs field it should also be possible to observe an excitation of this field,
aHiggs boson. The mass of this boson is a free parameter of the SM, therefore it is experimentally
challenging to directly search for it. First searches from phenomenology started in the early
1970s [45], but left out a wide range of possible masses. More direct constraints on the mass
came later from the Large Electron-Positron and Tevatron colliders [4648]]. Finally, on the 4th
of July 2012, both the ALTAS and CMS Collaborations at the LHC announced the observation
of a new boson with a mass of around 125 GeV [[1l[2]. Although it was not clear by the time if
this was the long-searched-for Higgs boson, succeeding measurements of properties and the
increased amount of data leave almost no other explanation [49].

1.5.1. Production

An SM Higgs boson can be produced in different ways at the LHC. These include production
modes involving fermions and bosons. The different main production cross sections depending
on the center-of-mass energy are shown in Fig.[1.9]and each production mode is explained in the
following. The gluon-gluon fusion (ggF) process is the most dominant production mode at the
LHC. It is also the only mode in which the Higgs boson is produced in isolation and not with any
byproduct. Since the Higgs boson couples directly to the mass, it cannot be produced via gluons
directly. Instead, an additional quark loop is needed. The corresponding Feynman diagram
is shown in Fig. The top quark has the largest contribution SM inside the loop since
its mass is approximately forty times higher than the mass of the second heaviest quark, the
bottom quark. Although this production channel has the highest cross section, the experimental
signature is challenging for some Higgs boson decays due to several larger backgrounds with
similar final-state particles.

In the vector boson fusion production mode (VBF) two vector bosons are radiated from the two
initial state quarks. Both fuse to form together the Higgs boson (Fig.[1.10(b)). These can be either
two neutral bosons or two W bosons of opposite charge. The cross section of this production
mode is already an order of magnitude lower than the cross section of the ggF process. The
VBF channel has the feature of two additional jets in the final state in the forward direction
which makes it experimentally more usable.

The associated vector boson production (VH), or Higgsstrahlung, is the third largest Higgs
boson production mode. Two initial-state quarks form a virtual W or Z boson which radiates
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Figure 1.9.: Theoretical cross sections for different Higgs boson production modes at proton-proton colliders
depending on the center-of-mass energy. A Higgs boson mass of 125 GeV is assumed. The predicted cross sections
span over several orders of magnitude from the production of a Higgs boson via gluon-gluon fusion (pp — H) to
the production of a Higgs boson in association with a single top quark (pp — tH) .

off a Higgs boson (Fig. [1.10(c)).

The last of the main production modes is the associated production with fermion pairs, mainly
with top (ttH) and bottom quark pairs (bbH) (Fig.[1.10(d)). Although the coupling of the Higgs
boson is much larger for top quarks than for bottom quarks, the cross sections of both modes
are about the same at a center-of-mass energy of vs = 13 TeV.

An additional production mode involving associated production with single top quarks (tH)
will be discussed extensively in Section|[1.6]

1.5.2. Decay

Since the Higgs boson couples directly to every massive particle and indirectly via loops to
massless particles it can decay in many different ways [50]. Figure shows the different
possible branching ratios for a SM Higgs boson.

In 58.1% of all cases, the Higgs boson decays into a bottom quark pair. While this channel is
the most dominant one, it is also experimentally the most challenging one due to the signature
being similar to QCD processes. Other fermionic channels include the decay into tau leptons
(6.3%), charm quarks (2.9%) and muons (<0.1%). Although the decay into a top quark pair would
be favored, it is kinematically not allowed for the mass of a SM Higgs boson.

In the bosonic channel the Higgs boson decays mostly into a pair of gauge bosons. Most domi-
nant here are W bosons (21.5%), followed by gluons (8.2%) and Z bosons (2.6%). The branching
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Figure 1.10.: The four main production modes for a Higgs boson at the LHC. The dominant channel is gluon-gluon
fusion but it is also the experimentally most challenging one due to the overwhelming background. Rarer,
but also more promising, are the vector boson fusionl@and the associated production with a vector boson
The rarest of the four main production modes is the associated fermion pair production@

ratio into a pair of photons is only 0.2%, but this mode has a clean signature.
Experimentally observed are the bosonic decay modes of the Higgs boson into photons, W
bosons and Z bosons [[50]. The only observed fermionic decay modes are the decay into tau

leptons and the decay into bottom quarks [52//53]].

1.5.3. Couplings

To answer the question whether the observed Higgs boson is really the Higgs boson predicted by
the SM, the coupling of the Higgs boson to other particles can be studied. Since many different
theories predict additional Higgs bosons, each with different couplings, a study of these coupling
can be used to falsify or exclude such theories. For this reason the so-called kappa framework
was developed [55]]. One assumptions made in this framework is that the Higgs boson is a single
and narrow resonance. In that case the cross section ¢ times branching ratio B of a process
involving the Higgs boson H can be written as

(0 B)ionor= “Hr—r*“f (1.39)

H

with the initial state i, the finale state f and the (partial) width I'. Any deviations from an SM-like
behavior can be parameterized with a coupling modifier k for each given coupling. For example,
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Figure 1.11.: The predicted branching ratios of the Higgs boson depending on the Higgs boson mass. Since the
Higgs boson couples directly to mass, the branching ratio into heavier particles is higher compared to lighter
particles. Although no direct decay to massless particles like gluons or photons is allowed, they can couple to the
Higgs boson through virtual loops of heavier particles like the top quark or the W boson .

the Higgs boson production through gluon-gluon fusion and the subsequent decay into a pair
of bottom quarks is parameterized by

oger - B(H — bb) = k% - o0 - k7 - B, |, (1.40)
where the scaling factors are either k7 = o;/ O'iSM ork? =T; /FiSM depending on whether they
affect the production or decay of the Higgs boson. By construction «x; is 1 for all massive
particles in the SM. In general the modifications can be more complex as for instance in the
given example above there exists no direct coupling of the Higgs boson to gluons. In the SM,
the effective coupling arises from loops of fermions and therefore, the kappa factor of gluons
is decomposed into Ké =1.06 - Ktz +0.01 - KE —0.07 - kikp, || The kappa framework works in
leading order but can in principle be extended to next-to-leading order since most higher-order
corrections factorize with the rescaling of couplings. Additional assumptions can be made such
as that couplings to fermions k¢ and vector bosons ky do not depend on the specific type of
particle. The current status of exclusion limits on those two modifiers is shown in Fig.

1.6. Associated Production of a Higgs Boson with Top Quarks

The most interesting way to investigate the interplay between the Higgs boson and the top
quark is the study of associated production modes. Similarly to the sole top quark production,
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Figure 1.12.: The experimental status of constraints on the coupling modifiers of the Higgs boson to fermions
kr and vector bosons ky after the combination of the Higggs boson measurements from the ATLAS and CMS
Collaborations at Run I of the LHC [49].

it is possible to produce a Higgs boson in association with top quark pairs (ttH) and single
top quarks (tH). This allows direct access to the measurement of the top-Yukawa coupling as
those processes all involve a direct coupling of the Higgs boson to the top quark, while the
signature of the final state is still manageable for an experiment, unlike the gluon-gluon fusion
production mode.

The most common associated production mode is the process involving top quark pairs (see
the exemplary Feynman diagram in Fig. with a cross section of

Ot = 506.5 222 (scale) 205 (PDF + ) fb (1.41)

at a center-of-mass energy of v/s = 13 TeV with a Higgs boson mass of my = 125.09 GeV .
This particular production mode has been only recently observed for the first time by the ATLAS
and CMS Collaborations and is the first direct evidence for the coupling of the Higgs boson to
top quarks, or more generally, to up-type fermions [56//57]). The cross section of this process is
proportional to k? and therefore allows for a direct measurement of the magnitude x|, but not
the relative sign.

This degeneracy can be resolved through associated Higgs boson production with single top
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(b)

() )

Figure 1.13.: Relevant Feynman diagrams contributing to the associated production of single top quarks and a
Higgs boson (tH), in particular tHq @ andl@) and tHW and I@ The Higgs boson in both processes can
be either radiated off from the top quark and[(c)), depending on the coupling modifier ¢, or from the W
boson and with the coupling modifier xy. The overall amplitude of each process strongly depends on the
difference of both coupling modifiers.

quarks [58+62]. Similar to the pure single top production, there is a distinction between the
t channel, the tW-associated production and the s channel, which are denoted by their final
state particles: tHq, tHW and tHD, respectively. The cross sections for all three channels at

Vs = 13TeV are [50]:

Otq = 74.26 T1i%5, (scale) T5-52 (PDF + ) fb, (1.42)
ow = 15.17 07 (scale) +0.96 (PDF + a) fb, (1.43)
Gt = 2.875 70099 (scale) +0.063 (PDF + a;) fb. (1.44)

As the cross section for the tHb process is quite low compared to tHq and tHW production, this
process is neglected for the scope of this thesis and the following discussion.

In contrast to ttH production, the Higgs boson can either couple to the top quark or the W
boson, as single top production always involves a Wtb vertex. The relevant Feynman diagrams
for tHq and tHW are shown in Fig. The cross sections of both production modes can be
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parameterized with the scaling factors k; and xw under the assumption k¢ = k; and ky = kw :

Ottiq = (2.63 - K +3.58 - ki — 5.21 - Kikw) - Oy, (1.45)

omw = (2.91 k7 +2.40 - K&, — 4.22 - Kikw) - O (1.46)

The cross section not only depends on the square of the coupling modifiers, but also on an
interference term, which is introduced due to the two different diagrams contributing to the
given process.

As the magnitude |k¢| can already be constrained by other processes, the most interesting
scenario to study is the SM case with a flipped sign, i. e., ky = —1, which is referred to as the
inverted top coupling (ITC) scenario in the following. A first direct search for the ITC scenario
with the tHq process was performed by the CMS Collaboration at v/s = 8TeV, but was not
able to confirm or exclude the scenario yet [64]. Although this scenario is disfavored through
measurements of the yy final state with top quarks contributing in the necessary loop to couple
photons and the Higgs boson, other, yet undiscovered, particles may also contribute to this loop.
In a more general way, the associated production of a Higgs boson with single top quarks can
be used to search for a CP-violating coupling of the Higgs boson [62]. The effective Lagrangian
of this non-SM Higgs boson can be written as

L= —J (COS(Of)KHttan + iSin(Of)KAttgAﬁ}’s) ¥ Xo, (1.47)

with the corresponding field X, the CP-mixing phase a, the coupling strength g,y = %! and
the coupling modifier . The indices Htt and Att denote the scalar and pseudoscalar compo-
nent, respectively. This parameterization has the benefit of easily transferring between a pure
CP-even state (¢ = 0°) and a pure CP-odd state (¢ = 90°), while also recovering the SM case
for @ = 0° and kg = 1. Furthermore, by setting kg = 1 and xay = %/3, the SM Higgs boson
gluon-gluon fusion cross section can be reproduced for any value of the CP-mixing angle «a,
therefore a possible CP-mixing would only be visible in associated production modes. The pre-
dicted cross sections for the associated production with single top quarks (tX,) and top quark
pairs (ttX,) is shown in Fig. Similar to the case of modified couplings «, the cross section
of the associated production with top quark pairs is degenerate, while the production mode
with single top quarks is sensitive to the whole range of the CP-mixing angle «. In addition,
the SM case with a = 0° is the least sensitive scenario, making any significant excess above the
SM prediction a possible sign of physics beyond the SM.

The CP-nature of the Higgs boson can also be studied with angular distributions of the Higgs
boson decay to two Z bosons, where both Z bosons decay leptonically. While a recent mea-
surement of the CMS Collaboration is in agreement with the SM prediction [[65], the latest
measurement of the ATLAS Collaboration observes small deviations from the SM [[66].

1.7. Indications for Physics beyond the Standard Model

Despite the success of the SM in predicting and describing subatomic particles and their inter-
actions, some phenomena are not part of this theory. Furthermore, there are indications that
the SM of the present day is not a complete theory of fundamental interactions.
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Figure 1.14.: The predicted cross section for the associated production of a CP-violating Higgs boson with top quark-
antiquark pairs and single top quarks as a function of the CP-mixing angle a. While the associated production
with top quark-antiquark pairs is not able to distinguish a CP-mixing angle of 0° and 180°, this degeneracy is
lifted through the associated production with single top quarks .

The most striking issue is that the SM completely neglects an interaction that is dominant in
everyday life: gravity. There is no term in the Lagrangian of the SM accounting for this type of
interaction. Gravity is well described on a macroscopic scale by the theory of general relativity
by Albert Einstein [[67]. If one tries to incorporate gravity into the SM in a similar way like
QED or QCD, non-renormalizable divergences occur. Such a quantum field theory of gravity
would introduce an additional massless boson with spin 2, the graviton. However, completely
neglecting gravitational interactions is not a problem on a microscopic scale, as the other forces
are stronger by several orders of magnitude.

Measurements of rotation velocities from spiral galaxies suggest that a large fraction of matter
inside the galaxy is actually not visible [[68/69]]. This concept of dark matter is further supported
by observations of microlensing around galaxies and the spectrum of the cosmic mi-
crowave background [72}[73]. There is no suitable candidate in the SM which can explain this
behavior in a satisfying way. Furthermore, from the evidence of the accelerating expansion of
the Universe the concept of dark energy arises. Latest measurements came to the conclusion
that dark energy accounts for a total of 69% of the energy in the Universe, while dark matter
contributes with 26%. Only 5% of the total energy of the Universe is described by the known
baryonic matter [[73].
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Observation of neutrino-flavor oscillations have proven that neutrinos possess a non-
zero mass, which is in contrast to the predictions of the SM. Since the oscillation frequency
is proportional to the square of the neutrino mass difference, no oscillation is possible if all
neutrino flavors would have zero (or the same) mass. Some experiments even report significant
excess above the expected neutrino-flavor oscillation, which can be explained by the existence
of sterile neutrinos [[76-83].

The SM also has no explanation for the baryon asymmetry in the Universe. The Big Bang cre-
ated equal amounts of matter and antimatter, but an imbalance was created afterwards which
resulted in a matter-dominated Universe. This mechanism is called baryogenesis. Baryon asym-
metry is predicted in the SM via CP-violation in the CKM-matrix. However, the magnitude of
CP-violation is not sufficient to describe the observable imbalance of matter and antimatter
in the Universe [[84)[85]], which makes a possible CP-violating Higgs boson, as outlined in the
previous section, even more interesting.
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2. Statistical Analysis

In order to be able to make accurate predictions and comparisons between theory and experi-
ment, a solid foundation of statistical inference is necessary. In this chapter, the multivariate
analysis techniques are explained, which are crucial for the analyses of the investigated pro-
cesses in this thesis. Afterwards, the statistical methods employed in this thesis are introduced.

2.1. Multivariate Analysis

In high energy physics analyses, it is crucial to have a good separation of the signal process from
the various background processes. For a few processes this can be achieved by simple conditions
on certain variables, e. g., the number of jets in an event or the transverse momentum of a particle.
Although this may work well for certain processes, a more sophisticated approach to separate
signal and background processes is often necessary. Nevertheless, almost all analyses utilize
this kind of selections to enhance their signal-to-background ratio. The methods employed in
this thesis are based on the concept of multivariate analysis (MVA), meaning the simultaneous
evaluation of multiple variables to classify events into categories. Through this way, correlations
of variables can be exploited to gain even more separation power compared to the simple
ensemble of variables. The specific methods used in this thesis are explained in the following.
Each method requires first to be trained on a data set where the desired outcome is known
to define the algorithm. This is done with simulated data sets. Afterwards, the method can be
applied to a measured data set. These methods need to be trained and applied to a phase-space
region in which the data is well described by simulation. Otherwise, a mismodeling can result in
unexpected outcome. To implement these methods in the analyses, either the TMVA (Toolkit
for Multivariate Data Analysis) package or the self-developed M1ST (Machine learning
in Single Top) framework is used. The latter combines state-of-the-art machine learning tools
such as KERAs and TENsorFLow with a relatively easy data handling for high
energy physics analyses.

2.1.1. Boosted Decision Trees

A boosted decision tree (BDT) is a combination of many binary classifiers, in this case simple
decision trees, each of its own with limited classification abilities. The weighted combination
of those decision trees can result in a significant increase in the classification power.

A simple decision tree consists of a starting point, called root node, from which the incoming
data is classified based on a single property of the data. The two branches themselves lead to new
nodes on which the data is classified based on a different property. The procedure is repeated
until a certain criterion is fulfilled and the data is finally classified as signal- or background-like
depending on the end node, called leaf. The principal structure of a decision tree is shown
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T2 > C21

Figure 2.1.: The basic principle of a decision tree. At each level, a separation on the value of a single variable is
applied, splitting the data into two categories. Consecutive cuts on different variables are used until the maximum
separation is achieved.

in Fig. The cut value at a given split node is determined by maximizing the separation S
between signal and background

S = Gmothernode — Gdaughter nodel — Gdaughter node 2 (2-1)

with the Gini coefficient G [89]. The Gini coefficient describes the imbalance of a data set and
is defined as

N
G=P1-P) ) w, (2.2)
i=1

where P is the purity of the data set and w; the weight associated to entry i of a data set with N
entries. Given Ns number of signal and N, number of background events, the purity is expressed
as

N;
pP= Zi Ws
A No >
2 We+ 2 Wy

(2.3)

where w; are the weights of signal and wy, are the weights of background events. The robustness
of the classification is increased by employing many different decision trees into a so-called
forest and evaluating the average.

In addition to using multiple decision trees, the performance can be enhanced by adapting
the training procedure such that misclassified events receive a higher weight in the training
iteration of the next tree. This method is called boosting. In general, many different algorithms
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for boosting decision trees exist. The method used in this thesis is the adaptive boosting (Ad-
aBoost) algorithm. The rate of misclassified events in the m-th tree is defined as

. Smis
Y‘mis _ Zi ngi

" —Zi ” (2.4)

with the weight w; (= 1/N in the first iteration) and the parameter §™¢, which is 1 for misclassi-
fied events and 0 for a correct classification. The boost weight of a single tree m is then defined
as

1- r,‘ﬁis
am = In Tmis (25)
rm
from which the weight of the subsequent tree is calculated:
Wil = Wiy - e@mO (2.6)

After the evaluation of all individual trees, the sum of the weights is normalized to unity. The
final BDT score is then constructed as the weighted sum of the individual trees:

Ntree
BDT = " tmOm, (2.7)

m=1

where &, is the binary classification of the m-th tree for a given event.

2.1.2. Artificial Neural Networks

The concept of artificial neural networks (ANN) is based on the interconnection of neurons,
similarly to the brains of animals and even humans. Different realizations of ANN exist, but
one of the most common is the multilayer perceptron, which is also used in this thesis. The
principal structure is shown in Fig.

A neural network is organized in different layers, each with a specific number of neurons. Each
neuron in a layer is connected to all neurons of the previous and following layer. The first
layer is called the input layer and consists of one neuron for every input of the network. Each
connection between two neurons is associated with a weight. Therefore, the neurons in the
second layer, called hidden layer, receive the input

Ninput
yj = Z w,-jxi, (28)
i=1

with the value x; at input neuron i, the weight w;; at the connection and the result y; at hidden
neuron j. Before the result is processed further in the network, the value of y; is mapped with an
activation function from an arbitrary range to a well-defined interval. In general, many different
functions can be used, but the functions need to be non-linear to distinguish the network from
a simple matrix multiplication and monotonous to allow a simple minimization of the error
function. One of the most common is the hyperbolic tangent function

2
ex +1’°

tanh(x) =1 (2.9)
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Input Hidden Output
layer layer layer

Figure 2.2.: The basic setup of an artificial neural network. Each input variable gives rise to a neuron in the input
layer, which are all connected to every neuron in the hidden layer. In the same way every neuron in the hidden
layer is connected to the output neuron.

which transforms the input x to an interval of —1 to 1. All neurons of the hidden layer are then
mapped in the same way to the single neuron of the last layer, the so-called output layer, to
build the final neural network variable:

Nhidden Ninput

yaNN = tanh Z wj - tanh Z wijxi |- (2.10)
j=1 i=1

The weights need to be determined in the training step of the network to achieve the desired
outcome. For each training iteration the network result is compared to the target, which is
either +1 or —1 for signal and background events, respectively. The set of weights w is then
adjusted in such a way that an error function

N
E(i|W) = ) In (:6; +€) (2.11)

i=1

for a given number of events N is minimized. Here, X; are the input values for event i, y; is
the achieved response of the network, §; the desired output and € a regularization factor. This
method of adjusting the weights of the network is called back propagation [91]]. Finding the
minimum of the error function is an optimization problem, which can be solved by different
approaches. For the ANN in this thesis, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algo-
rithm is used to find the best possible weights. The algorithm is a quasi-Newton method
in which the Hessian matrix does not need to be computed directly, which saves a significant
amount of time in a non-linear optimization problem.
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Figure 2.3.: Exemplary structure of a deep neural network. The structure shown here is similar to that of a standard
neural network, but consists of significantly more neurons and layers. In general, deep neural networks can be
even more complex, including connections between non-neighboring nodes and constitutional layers, but this
illustration is chosen to resemble the network used in this thesis.

2.1.3. Deep Neural Networks

The determination of the minimum of the error function is the limiting factor for the complexity
of a neural network, as the time to compute the error function quickly rises with additional
layers and neurons. Thus, the classical ANN discussed in the previous section is limited to three
layers and the separation power is similar to that of a BDT, which is in general much faster.
The evaluation of the error function is a rather simple operation for modern central processing
units (CPUs). Due to the development of graphics processing units (GPUs) in recent years, the
training time of neural networks was reduced by several orders of magnitude as GPUs are more
suited for fast and parallel floating point operations. This allowed neural networks to increase
their complexity in the numbers of layers and neurons. To distinguish those complex networks
from the shallow ANN with only one hidden layer, they are referred to as deep neural networks
(DNNs). An exemplary structure of a DNN is shown in Fig. The additional neurons and
layers of a DNN compared to an ANN make it possible to derive more subtle features from
the data set, which can significantly increase the separation power. In addition, more than one
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Figure 2.4.: An example of the overtraining effect. The trainingand testing data setare shown for two variables
x1 and xy, involving signal (red) and background events (blue). The classifier learns statistical fluctuations of
the training data set as features of the data (solid line), while the true separation is different (dashed line). As a
consequence, applying this training to an independent testing sample results in worse performance compared to
the performance on the training data set. Adapted and modified from .

output neuron can be used allowing multiclassification. However, all these advantages usually
require a much larger data set for the training of the DNN compared to ANNs or BDTs.

2.1.4. Training and Validation

Each multivariate classifier is first trained with a subset of a simulated data set, which is then
discarded from the further analysis to ensure a statistically independent result. A common
problem in the training procedure is the so-called overtraining or overfitting. The problem
usually occurs in cases of not enough training data or too many parameters of a classifier.
In case of overtraining, the classifier learns the statistical fluctuation of the training data set
as a feature, increasing the separation power when evaluating the classifier on the training
data set, but decreasing it on a statistically independent data set. This effect is illustrated in
Fig. To check the training of a multivariate classifier, the separation power on the training
data set is compared to a second, independent data set. A similar performance is desired and
this can be quantified based on the corresponding distributions through, e. g., a (two-sample)
Kolmogorov-Smirnov (KS) test [97,98].

Different countermeasures can be carried out to counteract overtraining. In general, more
complex multivariate models are more susceptible to overtraining. Thus, there is always a
trade-off between optimizing the training result, while not learning statistical fluctuations. In
case of BDTs, a common way is to limit the overall complexity, i.e., limit the depth in each
individual tree and the overall number of trees. For neural networks, a common approach is the
regularization of the error function as shown in Eq. to penalize large weights. In addition
for complex networks, such as DNNs, the dropout method can be used [[99)[100]. In the training
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Figure 2.5.: The fractions of true-positive (TP) and false-positive (FP) results are obtained by the integral of the
signal and background distribution from a given classifier value to infinity[(a)] Similarly, the values for the fraction
of false-negative (FN) and true-negative (TN) results are determined by the integral from minus infinity to the
given classifier value. The ROC curve is then obtained by scanning the classifier output range for the rate of TP
and FP classiﬁcations@ Adapted from .

of the DNN, every neuron has a given probability to be active, otherwise it is set to zero. This
method ensures that a complex network does not only rely on a few single neurons and that
the separation power is distributed across all neurons.

The performance of a classifier is quantified with the receiver operating characteristic (ROC)
curve, in which the signal efficiency is shown against the background rejection or more generally
speaking the true-positive (TP) rate against the true-negative (TN) rate. The curve is determined
by scanning the whole range of the classifier output and by calculating both values for different
values of the classifier. Instead of the TN rate, sometimes the false-positive (FP) rate is used
which only mirrors the corresponding curve as TN = 1 — FP. The procedure is illustrated in
Fig.[2.5] AROC curve for a perfect classifier achieves a value of 1 for TP and TN, or in case of FP
a value of 0. The best possible working point for the classifier is the one closest to this optimal
value. The overall performance of the classifier can be determined by the area under the curve
(AUC). A value of 1 is the score of a perfect classifier, while a value of 0.5 corresponds to an
effective lower bound as this is identical to a random decision.

2.2. Statistical Methods

The statistical methods described in this section are either employed by the implementations

in the THETA framework [102] or the comBINE package [49][103|[104], which is based on the
RooFi1T program [[105].

2.2.1. Maximum Likelihood Estimation

Under the assumption that a measurement X; underlies a probability density function f with a
given set of unknown parameters @, the unknown parameters can be estimated with a maximum-
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likelihood fit. To determine which set of parameters a is most likely to give the statistically
independent set of results X, Xs, . . . , Xn, a maximization of the likelihood function

N
L(@) = ]f[f(f,-@ (2.12)

is performed, where f(x;|@) is the probability density function and N is the number of in-
dependent measurements. Since the analyses in this thesis rely on the counting of events in
histograms, the Poisson distribution is used. The parameter of interest is the so-called signal
strength modifier p, which is a scale factor for the number of signal events with respect to
the expected number of signal events. Given a histogram with multiple bins, the combined
likelihood is defined as

bins

L(dataly, 0) = ]—[

i

(psi(6) + bi(6))" o~ (5:(0)+b:(0))
n!

, (2.13)

with the number of observed events n and the number of predicted signal and background
events s; and b; in bin i. The number of predicted signal and background events depends on
a set of nuisance parameters 8 accounting for systematic uncertainties of the measurement.
To determine the maximum of the likelihood function, it is more advantageous to transform
the likelihood first with the natural logarithm as this will turn the product into a sum, which
is easier to calculate. In addition, instead of maximizing the function a minimization of the
negative function is performed as minimization is a common task in computing. Thus, the
negative log-likelihood (NLL) function is used:

N N
NLL = -InL(@) = -In| | f(%12) = - > In f(xila). (2.14)

2.2.2. Systematic Uncertainties

The predicted number of signal and background events depends on various experimental and
theoretical parameters. These parameters are determined with finite precision and an uncer-
tainty on the parameter is known, e. g., from auxiliary measurements. Uncertainties of such
parameters are propagated to the analysis as systematic uncertainties, which are incorporated
into the likelihood function as nuisance parameters. Depending on how the systematic uncer-
tainty affects the prediction, a distinction between rate and shape uncertainties is made.

A rate uncertainty only affects the overall normalization of a template, i. e., the predicted his-
togram, by scaling each bin with the same factor. This is achieved by extending the likelihood
function with a log-normal prior:

)2

(In n—-ngp

n(n) = e on (2.15)

1
V2rnoy,
with the number of events n, the mean number of events ny and the uncertainty o,,. The log-
normal distribution avoids unphysical results, such as n < 0, compared to a Gaussian distribu-
tion.
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The case is different for uncertainties that affect the shape of a template where each bin is scaled
independently. For this kind of uncertainty, a template morphing method is used [[106}[107]]. In
addition to the nominal histogram, up- and down-shifted templates are provided for each sys-
tematic uncertainty, which correspond to a shift of one standard deviation in the respective
direction. Based on those three values for each bin, a polynomial function is fitted to inter-
and extrapolate the discrete values to a continuous function. The overall rate of the different
templates is not conserved in general, therefore shape uncertainties can also include changes
of the overall normalization.

2.2.3. Hypothesis Testing and Exclusion Limits

For the search of new particles in high energy physics, the signal-to-background ratio is usually
relatively small and it is not possible to simply conclude whether a predicted signal is realized
in nature or not. A more quantitative way to decide this is hypothesis testing, where the signal-
plus-background model ’s+b’ (¢ = 1) is evaluated against the background-only model ’b’ (¢ = 0).
Both models are evaluated with a test statistic q. According to the Neyman-Pearson lemma [[108]],
the most powerful test statistic is given by the ratio of the two likelihoods corresponding to
the different hypotheses. For the purpose of this thesis, a slightly modified version of this test
statistic is used [[109]:

L(u, 0
g =—2In (1 On) (2.16)

L(f1,0)
with j1 and éﬁ being the values that maximize the likelihood globally, while éy maximizes the
likelihood for a given p. The underlying probability density function f of the test statistic g,
derived from Monte Carlo toy experiments, can be integrated to obtain the p-value for the
signal-plus-background and background-only model:

Ds+b =/b f(qulp, 0)dq, (2.17)
qp*
l-pp= [ fgulp =0,0)dq,. (2.18)
qp*
obs

The p-value can be interpreted as the probability to obtain a value of g, > g, for a given p
in the signal-plus-background hypothesis. A significance value « is defined, which needs to
higher than the measured value of pg,1, for a given p, otherwise the signal-plus-background
hypothesis is rejected with a confidence level (C.L.) of 1 — « [[110]. The whole procedure is
demonstrated in Fig. For a low expected number of signal events, the interpretation of
p-values can be misleading. In this case, the probability density functions of the signal-plus-
background and background-only hypotheses are almost the same, resulting in false sensitivity
due to fluctuations. For this reason, a modified version of the p-value is used, the so-called CLg

limit [[111][112]]. It is defined as the ratio of Eq. and

CL, = Ps+b .
1-py

(2.19)
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Figure 2.6.: Distribution of the two test statistic probability density functions f(g|b) (background-only hypothesis)
and f(q|s + b) (signal-plus-background hypothesis). To determine the p-values for both hypotheses, the integral
of the probability density function is calculated starting from minus infinity to the observed value of the test

statistic qzbs in case of the background-only hypothesis and from g to infinity for the signal-plus-background

hypothesis. Illustration adapted from Ref. .

It is convention in high energy physics to exclude models with a C.L. of 95%, meaning that
the signal strength modifier p is adjusted until a value of CLs = 0.05 is reached, excluding all
models with higher p.

The exclusion limit based on real experimental data is called the observed exclusion limit.
However, optimizing the analysis towards better results on data is not desired as it will bias the
result. To avoid such a potential bias, even if this does not happen intentionally, the analysis
is optimized and tested only on the prediction and the expected upper limit, determined from
toy experiments. The analysis only determines the observed limit if the analysis concept and
workflow is settled.

Expected limits can be obtained by performing multiple toy experiments and deriving the
median of the resulting qZXp distribution. In addition, uncertainties on the expected limit are
calculated by the one and two standard deviations of the distribution. In order to derive a
valid distribution of qu,Xp, many toy experiments are necessary, requiring a large amount of
computation power. This method is known as the full CL; limit. Alternatively, an asymptotic
formula based on the so-called Asimov data set can be used [[109]. The method is based on
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Figure 2.7.: The obtained p-value [(a)| can be translated into a significance in terms of standard deviations of a
Gaussian distribution@ Adapted from [[109].

the work of Wald [113]] and Wilks’ theorem [[114], which states that asymptotically the test
statistic for a large data set follows an analytical y? distribution. By employing this method,
the computation-intensive calculation of toy experiments can be avoided.

2.2.4. Statistical Significance

In case of an excess of data compared to the background-only prediction, the possible signal
needs to be quantified. In particle physics, the p-value is converted into the significance Z,
defined as:

Z=0"11-p). (2.20)

Here, ®! represents the quantile of the Gaussian distribution. The principle is illustrated in
Fig. The value of Z directly corresponds to the number of standard deviations for which a
Gaussian-distributed variable would be away from the mean of the distribution in case of a valid
background-only hypothesis. As neither the p-value nor the significance Z provide any specific
value for which an observed signal can be claimed or not, it is conventional to set arbitrary
barriers for Z. If the significance exceeds a value of three, evidence for the given signal can
be claimed. An actual observation or discovery requires a significance of Z > 5. As for the
exclusion limit calculation, the significance can be determined based on the prediction, called
expected significance, or as observed significance based on the data.
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3. The Large Hadron Collider and the
Compact Muon Solenoid Experiment

The artificial production of heavy elementary particles, such as the top quark and the Higgs
boson, is only possible at large particle accelerators due to the high amount of energy needed.
A large variety of particle accelerators exists covering a large spectrum of collision energy
and different accelerated particles. The largest and most energetic particle accelerator today
is the Large Hadron Collider (LHC). Accelerating and colliding particles is only one part of
the experimental apparatus, as the collision products have to be measured with high accuracy.
This is achieved in the Compact Muon Solenoid (CMS) experiment, a multipurpose detector for
analyzing a broad range of physics processes. The complete experimental machinery, starting
from initial particles in the accelerator to the signals in the detector, is explained in following
chapter.

3.1. The Large Hadron Collider

With a circumference of around 27 km [[115}[116]], the LHC is the largest machine ever built
by mankind. It is a nearly ring-shaped particle accelerator for protons and nuclei with several
pre-accelerators to reach new energy frontiers. The whole complex is located at the European
Organization for Nuclear Research, which emerged from Conseil Européen pour la Recherche
Nucléaire (CERN), in Geneva (Switzerland) [[117]. After the shutdown of the Large Electron
Positron (LEP) collider in 2000 and its decommissioning in 2001, the already existing tunnel was
used for the LHC, which is built below the state territory of France and Switzerland, about 100 m
below the surface. While the energy loss due to bremsstrahlung limits the maximum energy of
circular lepton colliders such as LEP, the LHC can reach center-of-mass energies almost two
orders of magnitude higher than LEP.

The acceleration process starts with a bottle of hydrogen, from which the protons are extracted
by separating them from the electrons through an electric field. They are then passing the
Linear accelerator 2 (LINAC 2) where the protons are accelerated through radio-frequency
cavities up to an energy of 50 MeV [118]. This energy is further increased by injecting the
protons into the Proton Synchrotron Booster ring (157 m circumference), where their energy
can be raised up to 1.4 GeV [119], before they reach the Proton Synchrotron (PS) [[120]. The
PS with a circumference of 628 m is the oldest accelerator still in operation at CERN, started
in 1959 as the particle accelerator with the highest energy at that time. Today it still serves as
pre-accelerator for the LHC delivering protons and heavy ions at energies up to 25 GeV. From
there, the particles are inserted into the last pre-accelerator before the LHC, the Super Proton
Synchrotron (SPS) with a circumference of nearly 7 km [[121]]. At the SPS, where the W and Z
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Figure 3.1.: Complete overview of the accelerator complex located at CERN. The entire path of the protons is shown,
starting from LINAC 2 until the LHC ring. In addition, all other experiments involving the study of different

particles are highlighted [[124].

bosons were first discovered [122/[123]], the particles can reach an energy of 450 GeV before they
are injected into the main LHC ring. An illustration of the accelerating complex is provided
in Fig. The LHC ring consists of two beam pipes next to each other, where the particles
are traveling either clock- or counterclockwise through the 27 km long accelerator. The beam
itself is not a constant stream of particles, but instead consists of several packets of particles,
called bunches. Each bunch contains of the order of 10! particles and the ring can be filled
with a total of 2808 bunches, separated by a time interval of 25 ns. The two beams are bent by
1232 dipole magnets on a curved trajectory through a magnetic field of up to 8.33 T. In order
to reach such a high magnetic field the dipole magnets are cooled down by liquid helium to
a temperature of 1.9K to reach a superconducting state. Each dipole magnet weighs 35t and
is 15 m long. To counteract the widening of the beam through electromagnetic interactions of
the particles among themselves, the beam is focused by 392 quadrupole magnets along the ring.
The LHC is designed to provide beams of protons with an energy of 7 TeV, providing a total
center-of-mass energy of 14 TeV.

After the particles have gained their maximum energy, the beams are bent to cross each other at
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certain intersection points to allow interactions of particles from opposed bunches. A measure
of the interaction rate is the instantaneous luminosity

nN1N2

L=f- R
40109

(3.1)

with the beam revolution frequency f, the number of bunches n, the number of particles N;
per bunch in beam 1 and 2 and the cross-section profile o;. The intensity of the beam decreases
slowly over time due the interactions of particles and other effects, but the so-called fill will be
kept several hours in the LHC before it is more advantageous to eject the current beam from
the ring and start over with a new fill of higher intensity. To provide a measure of accumulated
collisions, the integrated luminosity

Lint = / Ldt (32)
is used. The number of produced particles N of a given type can then be expressed as
N = Lint e (33)

with the production cross section ¢ of the process.

The LHC started operation in 2008, but because of a magnetic quench destroying several dipole
magnets, the first data taking was delayed until 2010 with lowered energy. In the Run I of the
LHC, collisions were produced at a center-of-mass energy of 7 TeV (2010-2011) and 8 TeV (2012).
The delivered integrated luminosity during this run corresponds to 6.1fb™! and 23.3fb™! at 7
and 8 TeV, respectively. Afterwards the LHC was shut down for two years from 2013 to 2014
for improvements of the accelerator and detectors to prepare the machine for a higher center-
of-mass energy of 13 TeV. The Run II of the LHC started in 2015, delivering a total integrated
luminosity of 96 fb™! until the end of 2017. The Run II of the LHC will continue until the end of
2018. An overview of the luminosity delivered by the LHC during its operation time is provided
in Fig.

The four main particle detectors of the LHC are located at the intersection points of the two
beams to allow the investigation of collision products, each with different specialization:

+ The goal of ALICE (A Large Ion Collider Experiment) is the observation of heavy nuclei
interactions at high energies. Similar conditions have been present shortly after the Big
Bang and could be used to better understand the effects of QCD through studying the
quark-gluon plasma state at high energy densities.

+ The CMS (Compact Muon Solenoid) experiment is a multipurpose detector designed
to search for the Higgs boson, new physics beyond the SM and precision tests of SM
observables at high center-of-mass energies.

« Similary,the ATLAS (A Toroidal LHC ApparatuS) detector covers a broad range of physics
topics, which provides an independent measurement to the topics covered by the CMS
experiment.
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Figure 3.2.: The integrated luminosity recorded by the CMS experiment during the entire LHC operation time.
Run I of the LHC involved collisions at a center-of-mass energy of 7 and 8 TeV in 2010-2012. After a shutdown
in 2013 and 2014, the energy was raised to 13 TeV in 2015. In addition, the LHC increased the instantaneous
luminosity to be able to provide a higher collision rate [125].

+ More specialized in bottom quark physics is the LHCb (Large Hadron Collider beauty)
experiment, which is built asymmetrically into one direction. Exemplary for LHCb are
studies of CP-violation in b hadrons and search for rare decays.

In addition to those four major experiments there are also the LHCf (LHC-forward), MoEDAL
(Monopole and exotic particle detector at the LHC) and TOTEM (Total cross section, elastic
scattering and diffraction dissociation measurement at the LHC) experiments, which share their
location with ATLAS, LHCb and CMS, respectively.

3.2. The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) experiment is a multipurpose detector with several different
layers built around the interaction point of the two colliding beams [[126]]. It is located in a
cavern below the surface at the so-called Point 5 of the LHC near Cessy (France). The cavern
has a dimension of about 50 mx25 mx25m. The detector itself is of cylindrical shape and is
28.7m long with a diameter of 15 m. With all its components the CMS detector weighs 14 000 t,
where the return yoke alone weighs 12 500 t. From the interaction point to the outside the CMS
detector consists of a tracking system built of silicon, electromagnetic and hadron calorimeters,
a superconducting solenoid and a muon system. A schematic overview of the detector and the
subcomponents is shown in Fig. To describe spatial quantities, a right-handed Cartesian
coordinate system is used at the CMS experiment. It is defined such that the x axis points towards
the center of the LHC and the y axis towards the surface. Thus, the z axis is aligned with the
beam direction. Since gravity can be neglected it is advantageous to use spherical coordinates,
as the interactions are invariant under rotations around the beam pipe. The orientation around
the beam pipe, i. e., the x-y plane, is defined by the azimuthal angle ¢. The polar angle 8 describes
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Figure 3.3.: An overview of the Compact Muon Solenoid (CMS) experiment located at the LHC. Closest to the
interaction point in the middle of the detector are the pixel detector and the silicon tracker. They are surrounded
by the electromagnetic and hadron calorimeter, supported with a preshower system in the endcap and a very-
forward calorimeter in forward direction. The calorimeters are enclosed in a superconducting solenoid, providing a
strong magnetic field. The outermost part of the detector is a system dedicated to the measurement of muons .

the angle with respect to the beam direction. It is also useful to define the Lorentz-invariant
rapidity as
1 E +
y=-1In |22, (3.4)
2 E-p,

with the energy E and the momentum in z direction p,. To avoid the dependence on energy
and momentum, a related quantity, the pseudorapidity, can be defined as

n=-In (tan g), (3.5)

which only relies on the polar angle 6. For massless particles, both quantities are equal. Pseu-
dorapidity values range from zero for a particle perpendicular to the beam axis up to infinity
for particles parallel in the beam direction. Negative values are used for the opposite direction.
Together with the azimuthal angle ¢, a combined angular separation AR in the 5-¢ plane is

defined by:
AR = [(An)? + (AP)2. (3.6)
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Figure 3.4.: Schematic overview of a segment of the tracker system, taken from [127]). Closest to the interaction
point are the silicon pixel detectors (PIXEL), consisting of three barrel layers and two endcap layers. The amount
of pixel layers was increased to four and three layers in the barrel and endcap, respectively. The pixel detectors
are surrounded by tracking modules with multiple layers, arranged in the Tracker Inner Barrel (TIB), the Tracker
Inner Disk (TID), the Tracker Outer Barrel (TOB) and the Tracker End-Cap (TEC).

In the following, the various subcomponents of the CMS detector are described in detail, starting
from the innermost part.

3.2.1. Tracking System

Closest to the interaction point is the tracking system of the CMS detector. Its purpose is to
measure hits of electrically charged particles traversing several layers of the tracker system. A
track of the particle is then fitted from the various hits. The charged particles are bent in the
perpendicular magnetic field, which allows to measure their transverse momentum and the sign
of their charge from the curvature of the track. It is crucial to accurately measure all particle
tracks to locate the position of the hard scattering process. The corresponding techniques and
algorithms will be explained in Section [4.2.2

The tracking system is based on the semiconductor silicon. A diode is built up from positively
and negatively doped silicon and operated in reverse bias. Charged particles create electron-
hole pairs while traversing the silicon detector material, which induce a current. This current
is amplified and used to measure a signal. Silicon detectors allow more precise and faster
measurements of particle hits, as the individual elements can be built smaller compared to
e. g. wire chambers. However, they are much more expensive than other particle detectors. An
overview of the complete CMS tracking system is provided in Fig. The first part of the
tracking system is made of silicon pixel modules, called the pixel tracker [128]. It consists of a
barrel with three layers (BPIX) and two endcaps with two layers each (FPIX), covering an area
up to |n| < 2.5. The cylindrical layers in the barrel are 53 cm long and have diameters of 4.3 cm,
7.3 cm and 10.2 cm. The endcaps are +34.5 cm and +46.5 cm away from the collision point. All
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layers together consist of 66 million pixels, most of the size 150 pm by 100 pm, and are arranged
on 1440 individual modules covering an area of 1 m?. A spatial resolution up to 10 pm can be
achieved by using the Lorentz drift of electrons and holes to optimally exploit charge sharing
between different cells.

The pixel detector was replaced during the end-of-the-year shutdown of the LHC between 2016
and 2017 within the so-called Phase 1 upgrade [[129]. Improvements to the pixel detector were
necessary due to radiation damage of the old modules and to prepare the pixel tracker for the
increased luminosity from 2017 on, resulting in a higher number of tracks per collision. Along
with improvements of cooling, readout chips and powering, the number of layers was increased
to four and three in the barrel and the endcap, respectively. For the additional layer in the barrel,
it was necessary to replace the old beam pipe with a smaller one. The layers in the barrel now
range from 3 cm up to 16 cm. With additional layers, the combinatorics for track-fitting can
be reduced and a broader distance of individual layers allows a more precise result. The total
number of pixels was increased to 124 million. Additional updates are planned in the Phase 2
upgrade for even higher luminosities [[130]].

The other part of the tracking system consists of silicon strip detectors, which surround the inner
pixel detector. In total there are 15,148 strip detector modules with about 9.6 million readout
channels covering an area of nearly 200 m?. The geometry is similar to that of the pixel detector,
as the different layers of the strip detector are organized in a barrel and endcap sections. There
are ten layers of strip detectors in the barrel, which is built up by four layers in the Tracker Inner
Barrel (TIB) and six layers in the Tracker Outer Barrel (TOB). The TIB is based at a distance
between 20 cm and 50 cm from the interaction point and consists of two layers of double-sided
(stereo) and two layers of single-sided modules, while the TOB is located from 55 cm to 110 cm
and has also two layers of double-sided modules, but four layers of single-sided modules. Hits
from particles can be determined with an accuracy of 30 pm to 50 pm. The endcaps are also
organized in two different subsystems, the Tracker Inner Disk (TID) and Tracker End-Cap (TEC),
each containing single- and double-sided modules.

3.2.2. Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is the next part of the CMS detector and built around the
tracking system [[131]. The purpose is to measure the energy of electromagnetically interacting
particles by absorbing them. This is achieved through a cascade of electrons, positrons and
photons, called a particle shower. When entering the detector material electrons and positrons
emit photons through the effect of bremsstrahlung and photons convert into electron-positron
pairs. This reaction chain is repeated until the energy of photons is lower than the mass of
an electron-positron pair. The photons are then absorbed by the detector material, which will
release this energy in form of scintillation light. Electrons and positrons also contribute to the
energy deposit in the detector material when their energy is relatively low. The intensity of
the scintillation light is proportional to the deposited energy and thus a direct measure of the
energy from the single initial particle.

Requirements on a scintillator are a material capable of emitting scintillation light and a high
density of the material, which increases the probability of interaction and, therefore, decreases
the total length needed to contain the complete particle shower. This can either be achieved
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by a preshower system (ES) to support identification of nonprompt photons from 7% meson decays ||

through a homogeneous calorimeter of a single material or a so-called sampling calorimeter with
alternating layers of absorber and scintillation material. The ECAL used in the CMS detector is a
homogeneous calorimeter consisting of 75,848 lead tungstate (PbWOy,) crystals. Advantageous
of lead tungstate are a radiation length of X, = 8.8 mm, describing the distance for an electron
energy loss of /., and a Moilére radius of Ry = 2.2 cm, characterizing the transverse dimension
of the shower. In addition, the scintillation time is short enough to be read out while operating
the LHC with a bunch spacing of 25 ns. Similar to the tracking system, the ECAL is separated
into a barrel section (EB) and an endcap section (EE). The layout of the calorimeter is shown in
Fig.[3.5 The crystals in the EB, arranged in 36 supermodules with 1,700 crystals each, have an
area of 2.2 cmX2.2 cm facing the interaction point, however they are slightly inclined to avoid
blind spots between the crystals. With a length of 23 cm, they cover more than 25 radiation
lengths, providing enough material to capture the entire particle shower inside the crystal. The
scintillation light is captured by photo diodes. The EB provides a coverage up to |5| < 1.479.
The crystals in the EE are broader with a size of 2.86 cmx2.86 cm, providing a slightly worse
resolution compared to the EB. To improve the rejection of nonprompt photons stemming from
neutral pion decays, a preshower (ES) is located in front of the EE. The coverage of the ECAL
is extended with the EE up to |5| < 3.0.

The energy resolution of an electromagnetic calorimeter is given by the following formula [[133]:

(#~() - 6 -

where o is the uncertainty on the measured energy E and s, n and c are coefficients to parametrize
different effects. Since the shower evolution is a stochastic process, the coefficient s describes
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the uncertainties of modeling the particle shower and the term itself has a weak energy depen-
dence. The coefficient n describes the electric noise of the system and the resulting absolute
uncertainty is independent of the energy of the initial particle itself. Any constant contributions
are parametrized with the coefficient c, e. g., instrumental effects. It is important to keep the
latter contribution small, especially in experiments such as the detectors at the LHC, as this
term will dominate the calorimeter resolution in the high-energy range. For the CMS ECAL,
these coefficients have been measured with an electron test beam which gave the following

result [[134]:
2 2
oE \? 2.8% 12% )
=] = 0.3%)*. 3.8
(Z) <@)+(E)+< ) (3.8)

3.2.3. Hadron Calorimeter

The hadron calorimeter (HCAL) of the CMS detector serves the purpose of measuring the energy
of strongly interacting particles which traverse the previous subdetectors with no interaction or
minimal energy loss [[135]]. In contrast to the ECAL, the HCAL is a sampling calorimeter built up
on alternating layers of brass absorber and plastic scintillator. The mechanism of measuring the
energy of particles is similar to the ECAL with an electromagnetic shower. While propagating
through the absorber, the particles are scattered inelastically with the detector material creating
additional hadrons such as pions. These secondary particles can also create additional particles,
which results in a hadronic shower. Particles from this shower are then captured mostly by
atoms of the absorber material, raising them into an exited state. The deexcitation of these atoms
is then occurring under the emission of ultraviolet light, which is sampled by the scintillator
layers. The wavelength of the light is then shifted via fibers to the optical spectrum and read
out by photo diodes.

The CMS HCAL is organized in a hadron barrel (HB) and a hadron endcap (HE), complemented
by a hadron outer (HO) barrel and a hadron forward (HF) calorimeter, which utilizes Cherenkov
radiation in quartz fibers due to the high flux in forward direction. All parts are depicted in

Fig.

3.2.4. Superconducting Solenoid

The stable particles produced in collisions at the LHC are light compared to their energy, thus
their velocity is a non-negligible fraction of the speed of light. To ensure that the trajectory of
these fast-traveling particles can be bent to measure their momentum, a powerful magnetic field
is required. This is achieved in the CMS experiment by a solenoid, providing a magnetic field up
to 4 T [[136|[137], although, for longevity, only a field strength of 3.8 T is used [[138]. The solenoid
consists of a superconducting coil with a diameter of 6 m and a length of 12.5 m, enclosing the
HCAL of the CMS detector and producing a field of 3.8 T in the inside. This enormous magnetic
field strength can only be reached by cooling the magnetic coil down to 4.5 K, where the NbTi
conductor is in a superconducting state, allowing the current of 18 kA to flow without electrical
resistance. The total energy stored in the coil corresponds to 2.3 GJ. The coil is surrounded
by an iron return yoke, consisting of several layers, to guide the magnetic field lines, serve as
absorber plates for the incorporated muon system and to increase the bending power. Summing

45



3. The Large Hadron Collider and the Compact Muon Solenoid Experiment

iz

Figure 3.6.: An overview of the different components of the hadron calorimeter (HCAL). The hadron barrel (HB)
and hadron endcap (HE) are surrounded by the superconducting solenoid. Any remaining energy is absorbed by
the hadron outer (HO) barrel. A special hadron forward (HF) calorimeter is installed beginning at || = 3 [126]].

up all layers, which enlarge the diameter of the CMS detector up to 14 m, the complete return
yoke weighs 10,000 t. The yoke is built up from five rings of flat iron plates and three endcaps on
each side. Every ring consists of three layers, where every layer is built up from twelve flat iron
plates arranged around the interaction point. An illustration of the CMS magnet is provided in

Fig.

3.2.5. Muon System

The outermost part of the CMS detector is the muon subsystem, combining three different
gaseous detectors to measure the properties of muons [[139H142]. As muons produced in par-
ticle collisions at the LHC typically have an energy of the order of GeV, they are minimum
ionizing particles and thus are able to penetrate all previous layers of the detector with minimal
interaction. Conversely, this means that muons are the only particles able to reach the outer-
most part of the detector, making a dedicated particle identification unnecessary. The complete
muon subsystem consists of drift tubes (DTs), cathode strip chambers (CSCs) and resistive plate
chambers (RPCs). All these different categories of detectors are incorporated between the sev-
eral layers of iron return yoke in the already familiar fashion of barrel and endcap geometry. A
sketch of the different subsystems inside the detector is provided in Fig.[3.8] In the barrel, where
the flux of muons is not too high, DTs are used to determine the position of a traversing muon.
The DTs are filled with a combination of Ar and CO,. Inside the drift tubes, a strong electric
field is present between the walls and the wire in the center of the tube. When a muon travels
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Figure 3.7.: lllustration of the CMS magnet in the transverseand longitudinalplane. The solenoid consists
of five rings in the barrel, each built up from twelve segments. The barrel is enclosed with three endcap layers

on each side .

through the gas it will separate electrons from the gas ions which are then accelerated by the
applied electric field. This will create additional free electrons through impacts with other ions,
resulting in an avalanche of electrons which can be measured as a current at the anode wire.
The DTs are only located in the barrel section of the CMS detector and provide coverage up to
In| < 1.2 with a total of about 172,000 wires, each 2.4 m long. A DT chamber is built up from
either three (MB1-3) or two (MB4) supermodules (SL). Each SL consists of four layers of anode
wires and cathode walls. To allow a three-dimensional position measurement, the SL of the
three inner layers are shifted by 90°: while for the two outer SL of a DT chamber, the wire is
parallel to the beam, allowing a position measurement in the r-¢ plane, the wires of the center
SL are perpendicular to the beam, revealing the position in z direction. In case of the outermost
layer with only two SL, only a measurement in the r-¢ plane is provided. A spatial resolution
of 100 pm can be achieved.

In contrast to the barrel of the CMS detector, the position of muons in the endcaps is deter-
mined by CSCs. A single CSC is a multiwire proportional chamber and is built in a trapezoidal
geometry. Each CSC consists of seven panels made of epoxy with a thin copper coating serving
a cathode. Each panel is interleaved with a layer of wires for the anodes, such that there are six
layers of wires in each CSC. The working principle is similar to that of the DTs. The CSC mod-
ules are arranged cylindrically around the interaction point with the strips, on which the wires
are mounted, pointing inwards, allowing a measurement of the radial coordinate. This endcap
design allows a muon position coverage up to || < 2.4 with an overlap at 0.9 < |p| < 1.2
with the DTs in the barrel. There are a total of 468 CSCs in operation at the CMS detector with
220,000 readout channels for cathode strips and 180,000 for anode wires.

Although the wire chamber technology of the DTs and CSCs provides good spatial resolution,
the time and momentum resolution can be significantly improved by additional RPCs. An RPC
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Figure 3.8.: The setup of the muon system of the CMS detector. Drift tubes (DTs) are located in the barrel region in
between the return yoke of the magnet, while cathode strip chambers (CSCs) are installed in the endcap section of
the detector. Resistive plate chambers (RPCs) support the muon system with fast information for the trigger .

consists of two high resistivity plastic plates with a gas between them. Similar to DTs and CSCs,
muons create an electron avalanche inside the volume, which is read out by metallic strips. The
hit pattern allows a determination of the muon’s initial momentum. Most advantageous is the
fast readout time of only a few nanoseconds, which allows the RPCs to be used as a trigger for
interesting events. RPCs are installed in the barrel and endcap regions of the detector close to
the other muon detectors to complement them. There are a total of six layers of RPCs in the
barrel and three layers in the endcap, able to detect muons up to |p| < 1.6. The endcap section
was upgraded during the first long shutdown (LS1) with a fourth layer of RPCs and an extended
coverage up to |p| < 2.1.

3.2.6. Trigger System and Data Acquisition

The LHC operates at a bunch spacing of 25 ns, meaning a collision rate of 40 MHz. With protons
colliding and the design luminosity of L = 103 cm™? s71, this results in 25 interactions per bunch
crossing on average. It is technically not possible to save all measured data from the detector for
every collision to be analyzed at a later date. Instead, only events with interesting signatures are
stored. This is achieved through a very fast decision from the trigger system. Based on certain
requirements, such as a high-momentum muon present in the event, a decision whether the
event should be stored for later usage is made within milliseconds. During this time the full
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Figure 3.9.: Illustration of the trigger and data acquisition system of the CMS experiment [[146]. Given the 25 ns
bunch spacing of protons in the LHC, the initial data-taking rate is 40 MHz. In the first step, the rate is reduced
to 100 kHz utilizing custom hardware to search for interesting signatures in the event. Computer algorithms on
standard hardware can reduce the rate down to 400 Hz, at which point the rate is low enough to store all the
remaining events for further analyses. In Run II of the LHC, the HLT rate can reach up to 1 kHz.

event data is held in pipeline buffers until the trigger system decides whether the event is worth
keeping or it can be safely discarded. Through this preselection, the rate of collisions can be
reduced by several orders of magnitude, making it possible to store all the remaining events for
physics analyses.

The CMS trigger system consists of two different levels, the Level-1 (L1) trigger and the high-
level trigger (HLT) [144-146]]. The L1 trigger is implemented in custom hardware, such as
field programmable gate arrays (FPGA) or application-specific integrated circuits (ASIC), and
receives raw inputs from the calorimeters and the muon system. The initial collision rate of
40 MHz can be reduced with the L1 trigger down to a rate of 100 kHz. In contrast to the L1
trigger, the HLT is software-based and runs on standard computer farms. The full event data is
coarsely reconstructed, which allows for more sophisticated trigger decisions. By employing
the HLT, the event rate can be further reduced. This results in a final rate of about 1 kHz for
Run II of the LHC.

The HLT of the CMS experiment is embedded in the data acquisition (DAQ) chain of the detector.
The principle structure is shown in Fig.

3.2.7. Computational Infrastructure

After the significant reduction of experimental data through the trigger system, the output of the
DAQ system is directed to computer farms for storage, full reconstruction and analyses. There is
no sufficient large enough computer center located at the CMS experiment for this task. Instead,
a distributed computing model, the Worldwide LHC Computing Grid (WLCG) [147}[148], is
employed. The WLCG is a grid-like infrastructure of computing centers across the globe, shared
among all LHC experiments, to ensure sufficient computation power, storage and availability
of data to every user. It is hierarchically structured in several layers, called tiers [[149]. An
overview of the WLCG is provided in Fig. The only Tier-0 center is located directly at
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Figure 3.10.: Illustration of the computing infrastructure of the CMS experiment, which is part of the Worldwide
LHC Computing Grid (WLCG). The WLCG is organized into different tiers. A single Tier-0 center located at
CERN stores the raw data and performs a preliminary reconstruction. The data is then forwarded to several Tier-1
centers for full reconstruction. The grid further spreads out into many Tier-2 sites, capable of providing resources
for simulations and analysis workflows. In addition, an inofficial Tier 3 can provide opportunistic resources, such

as cloud services.

CERN. Here, the raw data from the experiments is directly stored on tape. The Tier-0 center
is linked with several Tier-1 centers, large computing centers in different countries, with the
Large Hadron Collider Optical Private Network (LHCOPN), providing a bandwidth of at least
10 Gb/s [[150]]. Main tasks of the Tier-1 centers are hosting copies of raw data, full reconstruction
and fast data-serving for the next layer in the grid. Tier-2 centers are typically hosted at research
institutes and universities, providing a large fraction of computation power, but usually do
not have large storage capabilities compared to the Tier-1 centers. Thus, these centers carry
out most of the simulation and processing needed for the final physics analyses. In addition,
opportunistic resources, such as cloud services, can be added to the WLCG to increase the
available computation power for flexible tasks. This so-called Tier 3 is not directly a part of the

WLCG, but resources can be added at will.
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4. Event Simulation and Reconstruction

To make a comparison between the recorded events from the experiments and the predictions
from theory, an adequate simulation has to be provided, which is able to reproduce the outcome
of the proton-proton collisions to the same level, in this case the electrical signals in the detector
components of the CMS experiment. This is achieved by employing sophisticated simulations
based on random numbers to sample probability density functions. These simulated events are
then on an equal level as the recored data. Both of them then undergo the same processing
sequence, in which the detector signals are combined to reconstruct basic elementary particles,
such as electrons and muons. This chapter first gives an overview of the event simulation
process, before the reconstruction of artificial and measured events is explained.

4.1. Simulation

For an analysis in high energy physics, one usually compares the observation from the experi-
ment with the prediction obtained from a simulation. Collisions of elementary particles obey the
rules of quantum mechanics, which has a non-deterministic nature. It is therefore not possible
to predict the outcome of a single collision of particles. However, the properties of a larger set
of collisions can be accurately described using the Monte Carlo (MC) method [[151}[152], where
single events are simulated by sampling the probability density functions from theory.

The simulation of events from the initial scattering to the electrical signals in the detector
components is a complex task, as depicted in Fig. which cannot be performed by a single
computer program alone. Instead, a factorization approach is used, where each different step is
simulated by a specialized program to achieve the highest accuracy.

4.1.1. Hard Scattering

The simulation of the hard scattering is of special importance as this involves the properties of
the process one is interested in. The four-vectors of the interacting partons in the initial state
are determined with the evaluation of a PDF for each parton. The PDFs are not known analyti-
cally, instead they are measured at a given four-momentum scale and can then be calculated
for the requested energy (see Section 1.3). Different PDFs are available from various collabora-
tions. The most common PDF sets are ABM [[154], CTEQ [155]], HERA [[156], MSTW and
NNPDF [[1584160]]. The latter set has been extensively used in this thesis. The NNPDF set for
two different scales is shown in Fig.

To calculate the cross section of a process, all existing Feynman diagrams have to be considered
to build up the matrix element. This is not possible as additional Feynman diagrams can always
be added to an already existing subset by introducing radiation of gluons. As all these supple-
mentary diagrams require at least one additional strong vertex, the probability compared to a
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Figure 4.1.: Different simulation steps of proton-proton collisions. The hard scattering of initial partons (blue) occurs
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in the red circle in the middle, while a secondary interaction is happening at the purple shape. The outgoing
partons (red and purple) undergo radiation of secondary particles, called parton shower, until their energy is low
enough to form color-neutral hadrons. These hadrons can decay further, increasing the number of particles even

more .
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Figure 4.2.: The NNPDF parton distribution functions, which has been extensively used for the simulation of events
in this thesis. The probability to find a certain valence quark, sea quark or gluon with a given fraction of the
proton momentum x is shown for a momentum transfer of 10 GeVz and 10% GeV? ||

simpler diagram is proportional to as. In case of high momentum transfer, o is small enough
to treat this problem perturbatively and the resulting cross section can be expressed in a series

of ay:
“ A As 2
0 = 010 1+0'1(—)+0'2(—) +...1, (4.1)
21 21

where o1 refers to the leading order (LO) cross section of the process, i.e., including only
diagrams with the least number of strong vertices. The so-called next-to-leading order (NLO)
cross section is obtained by including the next term in the series that is proportional to «s.
Corrections from NLO diagrams include real emissions, but also virtual corrections through
emission and reabsorption (loop). This concept can be extended by including all diagrams with
two additional strong vertices, resulting in the next-to-next-to-leading order (NNLO), and so
forth. The same procedure can be also applied to electromagnetic corrections based on the fine-
structure constant ¢, but for simulations for a hadron collider this is only a minor effect due
to s > ®em. The computation of higher order diagrams increases significantly the simulation
time, but can also introduce divergencies in the calculation and is thus not always straight
forward.
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Figure 4.3.: Leading order Feynman diagrams for the single top quark production in the ¢ channel for the five-flavor
scheme (5FS) and four-flavor scheme (4FS). In the 5FS, a bottom quark is assumed to be present in the proton as
asea quark@ while in the 4FS, the bottom quark must be created first from a gluon splitting@

4.1.2. Parton Shower

In the parton shower step, additional radiation of gluons with lower energy compared to the
hard process is added to the simulation. These emissions can be added to every leg of the
diagram and depending on whether it occurred in the initial or finale state it is called initial-
state radiation (ISR) or final-state radiation (FSR). Subsequent emission of radiation is possible,
resulting in many additional quarks and gluons, each with lower energy and increasing o;. At
higher energies, the shower can be computed with the matrix element, but not for any order. The
evolution of the parton shower at lower energies is described with the Altarelli-Parisi splitting
functions and Sudakov form factors [[161[162]]. To improve the accuracy of the parton
shower, multiple matrix elements can be calculated, each with a different number of additional
emissions. The matrix elements are then merged together and matched with the parton shower.
Various merging and matching techniques are available, such as CKKW [163], MLM and

FxFx [[165].

4.1.3. Processes with Bottom Quarks in the Initial State

A special case arises in the simulation of processes with bottom quarks in the initial state, such
as the production of single top quarks, as the mass of the bottom quark exceeds the mass of
the proton. The process can either be described using the so-called five-flavor scheme (5FS) or
the four-flavor scheme (4FS) [[166]. The difference of both schemes is shown exemplary for the
single top ¢-channel process in Fig. In the 5FS, the bottom quark is assumed to be massless
and a constituent of the proton. Thus, a process like the single top t channel requiring one
bottom quark in the initial state can be described as 2 — 2 process The presence of a
bottom quark as sea quark requires a second bottom quark to be present in the proton, which
is done by performing a backward evolution in the parton shower. In the 4FS, the bottom quark
is not considered a constituent of the proton and the corresponding PDF is set to zero. Instead,
bottom quarks are created in pairs from a gluon splitting with high momentum, which replaces
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the bottom quark in the initial state. In case of the exemplary single top t-channel production,
this results in a 2 — 3 process Here, the second bottom quark is described directly in
the matrix element. This improves the accuracy of kinematic properties, but also makes the
calculation harder due to the additional final-state parton.

4.1.4. Hadronization

With decreasing energy of each parton, the color-confinement of QCD forces the partons to
form color-neural bound states. Since there is no exact solution known to the theory of QCD,
which describes the process of hadronization, phenomenological models are used. One of the
most popular approaches is the Lund string model [167]. In this model, the gluons are described
with field lines, resulting in tubes of field lines between color-charged objects due to the self-
interaction of gluons. If the energy of the string becomes too high, new quark-antiquark pairs are
created in between until no isolated color charge remains. In contrast, the cluster hadronization
model strictly forces all gluons to split into quark-antiquark pairs. Hadrons are then
formed by following the color-lines of partons to find suitable matches for a color-neutral state.
In addition to the hadronization of partons, the decay of unstable hadrons is also simulated to
achieve the same outcome as for real events.

4.1.5. Underlying Event and Pileup

So far, only the two interacting partons have been considered in the simulation, but in reality
the situation at a hadron-hadron collider is more complicated. In addition, the remnants of
the two protons, which do not take part in the hard scattering, also need to be considered as
they are, in general, color-charged due to the missing partons. This so-called underlying event
introduces additional activity in the event in terms of hadronization of the remnants.

As the probability for a single proton-proton collision is rather low, the experiment uses large
numbers of protons in bunches at a high rate to increase the overall probability. However, this
gives rise to the problem of pileup, multiple proton-proton interactions. A distinction is made
between in-time and out-of-time pileup. Multiple interactions from the same bunch crossing,
i. e, at the same time, are called in-time pileup and increase with rising instantaneous luminosity.
The latter one, out-of-time pileup, is attributed to the response time of the detector, since a new
collision happens every 25 ns. Both effects need to be applied to the simulation as well.

4.1.6. Monte Carlo Event Generators

The steps described above are implemented in different programs, where the whole chain of
simulation is either provided by a single program or by interfacing two of them. Usually, the
matrix element is generated with a dedicated program to achieve NLO precision and the output
is directed to another program providing the parton shower and hadronization simulation steps.
The programs are interfaced through a common data format, the Les Houches event (LHE) file
format [[169)[170]]. These programs are called MC event generators and are capable of providing
accurate predictions of a given process. A more extensive overview of MC event generators
and the principles of the methods employed are provided in Ref. [171]].
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MadGraph5_aMC@NLO

The MADGRAPHS5_AMC@NLO package is one of the two main matrix element and event gen-
erators used in this thesis [172]]. It is the successor of MC@NLO and MADGRAPH [174],
which has been extensively used during the first years of the LHC, but with the drawback of
providing only LO calculations. On the other hand, MADGRrRAPH5_AMC@NLO is able to
provide generated events at LO and NLO precision. The generation of events is rather straight-
forward, as the user only has to provide a model with the parameters and define the involved
particles. For the predictions at NLO, a possible double counting can occur as NLO contributions
stemming from real emissions are identical to a hard emission from the parton shower. To avoid
this problem, a dedicated matching of the matrix element calculations and the parton shower
has to be performed. This is achieved through the MC@NLO method, where the overlapping
parton shower contribution is subtracted. The method introduces negative weights to a frac-
tion of events to reproduce the correct NLO predictions. Depending of the specific process, this
can significantly reduce the effective number of simulated events and can lead to unphysical
predictions, where distributions of observables contain negative entries.

POWHEG

The second main event generator is POWHEG, an abbreviation for positive weight hardest
emission generator [175H177]. As the name implies, the hardest emission is already calculated
in the matrix element, providing also simulations with NLO accuracy. This method requires
interfacing POWHEG with a parton shower simulation that provides pr-ordered showers. The
principle of the hardest emission in the matrix element ensures that all simulated events can be
used for an analysis. However, the drawback is that only predefined processes can be simulated
and the implementation of new processes is not straightforward.

PYTHIA

PYTHIA is a multipurpose event generator, providing complete simulation from
matrix elements to hadronization, including also the underlying event and pileup. Since the
matrix elements can only be calculated in LO, PYTHIA is mostly interfaced with NLO matrix
element generators and takes care of the simulation from the parton shower onwards. The
parton shower simulated by PYTHIA is pr-ordered and the hadronization process utilizes
the Lund string model. The underlying event is modeled with different tunes, i. e., different
sets of parameters affecting the modeling of the parton shower and the hadronization, such as
CUETP8M1 [181][i82], CUETP8M2T4 and CP5 [183].

Herwig++

Another multipurpose generator is HERW1G++ [[184], which is also mainly used in combination
with other matrix element generators. The main differences to PYTHIA are an angular-ordered
parton shower and the use of a cluster fragmentation model for the hadronization. The EE5C
tune is commonly used to model the underlying event. The HERW1G++ generator is not
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used in this thesis extensively and is only used to estimate an additional systematic uncertainty
of MC simulations.

4.1.7. Detector Simulation

The last part of the whole chain of simulation programs is an accurate description of the de-
tector response for generated events. The whole CMS detector is simulated with the GEANT4
package [[186}[187]], which describes the interaction of stable and hadronized particles with the
detector material and the readout electronics. This lifts the simulated events on the same level
as the measured data.

4.2. Reconstruction with the Particle-Flow Algorithm

Regardless of whether the events under investigation were simulated or actually recorded by
the experiment, the signals from the detector response need to be reconstructed into physi-
cal or high-level objects. The core of the event reconstruction in the CMS experiment is the
particle-flow (PF) algorithm [[188H190]], which combines the information of all subdetectors to
reconstruct all stable particles in an event. The PF approach has been developed and used suc-
cessfully by the ALEPH experiment at the LEP collider [[191]], but it is the first time this approach
is used at hadron colliders. In order to make use of this technique, each detector component
requires a fine granularity to resolve individual particles. Employing this approach significantly
enhances the overall performance of the reconstructions and provides a powerful way for pileup
mitigation. The algorithm starts by building PF Elements, consisting of reconstructed trajecto-
ries in the tracker and clustered energy deposits in the ECAL and HCAL. All these elements are
then tested for a possible link, e. g., a track, that can be extrapolated to an energy deposit in the
ECAL, a typical signature of an electron. Such combinations are called PF Blocks. The identifica-
tion and reconstruction sequence is then applied to the list of blocks, starting with the easiest
and most striking signatures: the muons. Afterwards, the corresponding blocks are removed
from the list and the remaining blocks are delivered to the electron and photon reconstruction
algorithm. After the remaining blocks have been processed and reconstructed into neutral and
charged hadrons, a post-processing step is applied. Afterwards, high-level objects, such as jets,
can be built. The power of the PF algorithm is illustrated in Fig. In the following sections,
each specific reconstruction algorithm is explained in more detail.

4.2.1. Tracks

Before the first elements of the PF algorithm can be built, the hits of charged particles in the
various layers of the silicon pixel and strip detectors have to be combined to trajectories, called
particle tracks. This needs to take into account possible misalignments of the individual tracker
modules to achieve a resolution in the order of a few pm [192]. The tracks are reconstructed from
the hits in the tracker subsystem using a Combinatorial Track Finder (CTF) algorithm,
which is based on Kalman filters [[193H196]]. The CTF algorithm utilizes an iterative approach,
where tracks with high transverse momentum (pr > 0.8 GeV) and close to the interaction region
are reconstructed first. The corresponding hits are then removed from the event to reduce the
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Figure 4.4.: Illustration of the improvement of jet reconstruction with the particle-flow (PF) algorithm with respect
to the standard reconstruction using only calorimeter information. A transverse view of the CMS detector is
provided for a simulated dijet event, showing the reconstructed tracks and energy deposits in the calorimeters.
While the reconstructed pr of both jets based only on calorimeter information (Calo jet) significantly differs
from the reference values of the simulation (Ref jet), the PF algorithm provides an accurate description by also
including the information of the tracker system (PF jet) [[190].

combinatorics of subsequent iterations. Each iteration consists of four basic steps: First, a track
seed is generated from only two or three hits. In the second step, Kalman filters are used to
extrapolate the track candidates to additional layers and suitable hits are added to the candidate.
A more sophisticated Kalman filter algorithm is then used in the third step to determine the
best possible track for the given hits. In the last step, all tracks that do not fulfill certain quality
criteria are discarded.

4.2.2. Vertices

With all tracks reconstructed, the next step is to find all vertices in the event, i. e., the position
of tracks with the same origin. Of special interest is the determination of the primary vertex
(PV) from the interaction point of the hard scattering. Nevertheless, all other vertices at the
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beamline are also important as they indicate pileup contributions from other proton-proton
interactions in the same bunch crossing. Only high-quality tracks are selected as input for the
vertex reconstruction. The selected tracks are then clustered according to their distance to the
beam spot in z direction. To be able to resolve as many vertices as possible, but not split a valid
vertex into multiple track clusters, a deterministic annealing (DA) algorithm is used to
determine the best possible solution. Vertex candidates with at least two associated tracks to
them are then fitted using an adaptive vertex fitting (AVF) algorithm to determine the
position of the vertex and assign a weight to each of the associated tracks, which corresponds
to a probability to be compatible with the vertex. The PV of an event is defined as the vertex
with the highest sum of p2 from the originating tracks associated to reconstructed physical
objects, such as jets and charged leptons.

In-time pileup effects are mitigated by employing the charged hadron subtraction (CHS) tech-
nique [201]], where PF objects are removed from the collection if they are assigned to a vertex
other than the PV of the event.

4.2.3. Muons

Muons are the first particles that are reconstructed through the PF algorithm as their signature
is unique and they can thus be easily separated from the remaining candidates. The recon-
struction of muons utilizes information from the tracker (tracker track) and the muon system
(standalone-muon track), where the tracks are first reconstructed independently in each subde-
tector [202/[203]]. Depending on which information is used as a starting point, two main differ-
ent reconstruction strategies exist. In the global muon reconstruction (outside-in), a matching
tracker track is searched for a given standalone-muon track and the associated hits of both
tracks are fitted simultaneously using a Kalman filter. This approach significantly enhances the
resolution for high-pr muons, i. e., pr > 200 GeV. The complementary approach is the tracker
muon (inside-out), which considers all tracks with pr > 0.5 GeV as a muon candidate. Possible
tracker muons are found if a track can be matched to a short muon segment built up from hits in
the DTs or CSCs, while considering all possible interactions along the path. The tracker muon
reconstruction is especially efficient for muons with pr < 5GeV since it relies only on small
segments in the muon system. The reconstruction based only on standalone-muon tracks is
also possible, but due to the worse resolution it is not used for the analyses in this thesis.

4.2.4. Electrons

The next particles to be reconstructed are electrons [[134;[204,[205]. Due to their lower mass
compared to muons, electrons can already lose a significant amount of their energy inside the
tracker in terms of bremsstrahlung. This results in a broader shower in ¢ direction in the ECAL
and increases the difficulty of the reconstruction. Similar so the muon reconstruction, two
different approaches are used. The first method starts with energy deposits in ECAL crystals.
Neighboring energy deposits are clustered together around a seed, which is the crystal with the
highest energy deposit, to a so-called supercluster (SC). The seed of the SC serves as starting
point for matching the cluster to tracks in the tracker. In case of electrons the standard track
reconstruction with the CTF algorithm utilizing Kalman filters is not adequate, as hits cannot be
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associated to the track due to changes in curvature because of bremsstrahlung. Thus, tracks with
bad quality from the original track reconstruction are refitted using a dedicated Gaussian sum
filter (GSF) [206}207]], where energy loss of electrons in each layer of the tracker is approximated
with a Gaussian distribution. This approach works well for electrons with high transverse
momentum. The complementary approach starts with Kalman filter and GSF tracks and tries to
link them with ECAL clusters with the help of multivariate techniques, which results in better
resolution for low-pr electrons.

4.2.5. Photons, Charged Hadrons and Neutral Hadrons

After the reconstruction of electrons and muons and removing the corresponding elements
from the collection in the event, the remaining elements are assigned to photons and hadrons.
A special case are isolated photons, where the reconstruction is similar to electrons, but with-
out any associated tracks [208]]. The remaining particles are mostly charged hadrons (r*, K*,
protons), neutral hadrons (K, neutrons) and nonprompt photons stemming from n° decays. Re-
maining clusters in the ECAL and HCAL which cannot be assigned to any tracks are associated
to photons and neutral hadrons. For the region of the tracker (|5| < 2.5), all ECAL clusters are
assigned to photons and HCAL clusters to neutral hadrons. In the forward region (|5| > 2.5),
this strict distinction cannot be made anymore due to the absence of tracking information.
Thus, clusters in the ECAL and HCAL which can be linked are associated to charged or neutral
hadrons stemming from the same source of hadronization, while the ECAL clusters without
such a link are associated to photons. The remaining HCAL clusters are linked to remaining
tracks and ECAL clusters under different hypotheses.

If the measured energy exceeds the momentum of the associated tracks under consideration of
the energy resolution, this is interpreted as a photon or neutral hadron: In case the excess is
smaller than the ECAL energy, but larger than 500 MeV, a photon is reconstructed. If the recal-
ibrated ECAL energy is then still not compatible and larger than 1 GeV, an additional neutral
hadron is reconstructed.

If the measured momentum is compatible with the measured energy, no additional neutral
particles are reconstructed. Instead, the track of the charged hadron is refitted using also the
calorimeter information. This improves the resolution and allows a smooth transition between
the tracker-dominated regime at low energies and the calorimeter-dominated regime at higher
energies.

When the measured energy is significantly lower than the momentum of the associated tracks
(at least three standard deviations), all already reconstructed muons with bad quality are in-
spected for possible ECAL deposits. Any further disagreement is contributed to misidentified
tracks, which are then sorted in decreasing order according to their uncertainty in the trans-
verse momentum. The tracks are then sequentially removed until either the PF block has no
more tracks or the discrepancy between energy and momentum is resolved.

4.2.6. Jets

After the reconstruction of basic particles, additional high-level objects can be defined. They
may have no direct physical meaning themselves, but are more abstract and are closer to the
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Figure 4.5.: Illustration of the concept of infrared safety and collinear safety of jet clustering algorithms. A infrared-
safe clustering algorithm is robust against soft-gluon radiation in such a way that it does not change the outcome
of the clustering@ Similar, the algorithm should be robust against collinear splitting of particles@

experimental situation. One of these objects types is a jet, a collection of collimated hadrons
stemming from the hadronization of partons. As a direct comparison between simulation and
measurement at the level of partons is not possible at hadron colliders, the conclusions on par-
tons are drawn on these artificial objects.

The clustering of hadrons into jets is mathematically defined and follows specific algorithms.
In principle, there are two different kinds of jet algorithms: cone-based algorithms, which clus-
ter all objects within a given radius, and sequential clustering algorithm, combining objects
subsequent according to some criteria. All those methods need to fulfill two properties to be
reliable for an environment such as the LHC: First, the clustered jet should not depend on the
distribution of energy among a collinear splitting of hadrons (collinear-safe). The second con-
dition is that the clustering is robust against additional soft emission of gluons (infrared safe).
Both properties are illustrated in Fig. The main jet clustering algorithm used in CMS is
the anti-kr algorithm [209], which is both collinear- and infrared-safe. Different objects are
clustered according to the generic distance metric:

2

. ij
dij = min %‘,ni’p’?i‘,nj)ﬁ, (4.2)
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where pr is the transverse momentum of object i or j, A;; = \/(yi - y;j)% + (¢ — ¢;)? the dif-
ference between the objects in the y-¢ plane and R a fixed-size parameter. The value of n
determines the actual clustering algorithm. In case of the anti-kr algorithm, a value of n = —11s
used. Values of n = 1 and n = 0 correspond to the kT algorithm and the Cambridge/Aachen
algorithm [211]], respectively. The distance of an object to the beam is given by

dB, i = P%fl, . (43)

The clustering is done in iterative steps. First, all distances between objects themselves d; ;
and between the objects and the beam dp ; are calculated. If the smallest of all distances is
found between object i and j, they are reclustered into a new object k. On the other hand, if the
smallest distance is found between an object and the beam, this specific object is removed from
the list and considered a jet. This procedure is repeated until all objects have been clustered.
The parameter R determines the size of the clustered jet in the y-¢ plane. For the anti-kr jets
used at the CMS experiment, a distance parameter of R = 0.4 is used at s = 13 TeV, while
at 7 and 8TeV a value of R = 0.5 was used. Although the anti-kt algorithm is not a cone-
based clustering algorithm, the resulting jets are of circular shape. A comparison of the three
different jet clustering algorithms is provided in Fig. The clustering of jets can be very
computing intensive for hadron-hadron collisions, as the distances between all objects have to
be calculated in every iteration step. The complexity of the clustering can be reduced utilizing
a nearest neighbor approach [212], implemented in the FAsTJET package [213].

Jet Energy Corrections

Since clustered jets are reconstructed from hadrons in the detector, they are vulnerable to
effects stemming from pileup in the event. Furthermore, the CMS detector is not completely
homogeneous, resulting in different response for the same particles in different regions of the
detector. To counteract these circumstances, dedicated jet energy corrections are applied to
improve the performance of jet measurements. This is realized in the CMS Collaboration with
a factorized approach [214H216]], where each level of corrections represents a different effect.
The corrections are applied sequentially and in a fixed order. An overview of all corrections is
provided in Fig.[4.7] The different jet energy corrections levels are:

« L1 pileup: The first correction applied is aimed at removing contributions from pileup
interactions to the measured jet energy. This is achieved by comparing the simulations
of QCD dijet events with and without additional pileup. The pileup contribution can be
parameterized with an offset energy density [217]. Any residual difference is resolved
with 5-dependent corrections using a random-cone (RC) method in zero-bias events, i. e.,
events without any potential trigger bias.

« L2L3 MC truth: The difference between the energy of the reconstructed jet and the
parton energy is resolved by comparing the response in a simulated QCD MC sample.
Corrections are applied to yield a uniform response in different regions of pseudorapidity
(L2Relative) and transverse momentum (L3Absolute).
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P, [Gev]

anti-k, R=1

Figure 4.6.: Example of different jet clustering algorithms for the same simulated event. The kr Cam-
bridge/Aachenl@ and anti-kt algorithms are shown, all with the same distance parameter of R = 1. While
the jets obtained from the k1 and Cambridge/Aachen algorithm strongly depend on the noise in the detector, the
anti-kt algorithm provides robust, cone-shaped jets .

« L2L3 residuals: Any remaining difference in the response for jets in data and MC sim-
ulations are corrected with residual corrections. Deviations in the pseudorapidity are
resolved using dijet events with similar pr, where one of the two jets serves as reference
in the barrel region (L2 residuals). For the absolute scale of the jet, i. e, response in pr,
corrections are derived from measurements of Z+jets and photon+jets events, where the
additional gauge boson can be precisely reconstructed (L3Residuals).

« L5 flavor: Optional corrections can be applied due to differences in flavor response, but
since they are not used in this thesis, they are only listed for completeness.

The non-continuous numbering follows historical reasons and refers to the jet energy correc-
tions made in Run I for a center-of-mass energy of 7 and 8 TeV.
b Tagging

The processes studied in this thesis all involve top quarks. The top quark does not form any
bound states in form of hadrons and decays into a bottom quark and a W boson in almost all
cases. Thus, the decay products of the top quark are of special importance in identifying events
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Flavor
MC Calibrated
Jets

Applied to simulation ———

Figure 4.7.: lllustration of the jet energy corrections in the CMS experiment. The reconstructed jets undergo
a pileup subtraction based on MC simulations, with residual corrections for jets in data based on a random-
cone (RC) method. The response of the reconstructed jets is then corrected by comparing the energy to the
corresponding parton in a simulation, depending on the pseudorapidity and transverse momentum. Remaining
differences between data and simulation are corrected in data by measurements in dedicated events. Additional
flavor-dependent corrections can be applied [216].

in which top quarks were produced. Jets stemming from bottom quarks feature a property which
can be exploited to distinguish them from jets stemming from gluons or quarks of a different
flavor. This property is the presence of a secondary vertex in the event at which the already
hadronized bottom quark (B meson) is decaying into a charm or up quark. The secondary vertex
can be distinguished from vertices along the beam line because of the long lifetime of B mesons,
as the bottom quark cannot decay into a top quark and the off-diagonal CKM matrix elements
Vep and Vi, are small. Identifying jets from bottom quarks utilizing this information is known
as b tagging and the corresponding algorithms are called b taggers. An illustration
of this technique is provided in Fig. The b taggers used in the CMS Collaboration utilize
information about tracks and secondary vertices to determine a probability that a jet originated
from a bottom quark.

Different variants are available, but the most common at /s = 13 TeV is the combined secondary
vertex (CSVv2) algorithm. This algorithm is an improved version of the original CSV algorithm
heavily used during Run I, which utilizes multivariate techniques to combine information about
displaced tracks and secondary vertices. Tracks compatible with a Kg meson decay or with
angular separation are rejected. Jets without a secondary vertex and selected tracks receive a
default value for the classifier of —1. Three different neural networks are used with a different
number of input variables depending on the number of secondary vertices found in the jet.
These categories are:

1. RecoVertex: At least one secondary vertex has been found and the full set of input
variables is used.

2. PseudoVertex: No secondary vertex has been found, but at least two tracks have a large
impact parameter significance and the combined mass exceeds the mass of the K meson
by at least 50 MeV.

3. NoVertex: Jets that do not qualify for the categories above, thus only track information
is used.

All three neural networks are combined in a likelihood ratio. In addition, two independent
training sets are performed, one with charm quarks as background and one with light-flavored
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displaced
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lepton

jet

eavy-flavour
jet
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Figure 4.8.: An illustration of the principle of b tagging. The creation of a bottom quark in the hard scattering
results in the fragmentation into a B meson, which has an unusual long lifetime. This results in a secondary vertex
(SV), at which the B meson decays, with a flight distance away from the primary vertex and an impact parameter
(IP). The displaced tracks stemming from the secondary vertex can be used to reconstruct the vertex and the b
tagging algorithm provides a probability for the corresponding jet to originate from a bottom quark .

jets as background. The final classifier is then a linear combination of both with a relative
weight of 3 (1) for light (charm) quarks, motivated by the flavor composition of top quark pair
production. The main improvements with respect to the earlier version of the CSV algorithm
are exploiting multivariate techniques, an extended set of input variables (19 in total for the
RecoVertex category, compared to six in Run I) and consideration of the overall jet kinematics.
Due to the recent improvements in the area of machine learning [220], the CSVv2 algorithm
has been further improved during Run II into the so-called DeepCSV algorithm employing a
DNN. The main improvements of the DeepCSV algorithm are an increased number of nodes
and layers in the network and a simultaneous training in all vertex categories. In addition, the
DNN has different output neurons (multiclassification) which correspond to the probability of
jets in different flavor categories:

—_

. P(b): Exactly one b hadron inside the jet

[\

. P(bb): At least two b hadrons inside the jet

3. P(c): Exactly one ¢ hadron and no b hadron inside the jet

S

. P(cc): At least two ¢ hadrons and no b hadron inside the jet

ul

. P(udsg): Jets from light quarks or gluons

With this categorization a more sophisticated separation is possible compared to a single dis-
criminator. To provide the same result as the CSVv2 algorithm, the values of P(b) and P(bb)
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Figure 4.9.: The distribution of both b tagging algorithms utilized in this thesis, the combined secondary vertex
(CSV) algorithm and DeepCSV algorithm@ The response of the classifier is shown for true b jets (red), c jets
(green) and light-flavored jets (blue), measured in data taken in 2016 at a center-of-mass energy of 13 TeV .

are added together. The discriminator of the CSVv2 and DeepCSV (P(b) + P(bb)) b tagging
algorithms are shown in Fig and Fig respectively.

Although b tagging is a reliable way to identify jets stemming from bottom quarks, the afore-
mentioned algorithms are not perfect. Like for any non-perfect classification there is always
the trade-off between signal efficiency, here b tagging efficiency, and the false-positive rate,
which corresponds in this case to the misidentification (mistag) rate, i. e., jets wrongly identi-
fied as jets from bottom quarks. Thus, the CMS Collaboration uses different working points for
each b tagging algorithm. These working points are called loose, medium and tight, roughly
corresponding to a mistag rate of 10%, 1% and 0.1%, respectively. A comparison of different b
tagging algorithms in terms of b tagging efficiency and misidentification probability is provided

in Fig.

4.2.7. Missing Transverse Momentum

Another important quantity of an event is the missing transverse momentum [221]. The CMS
detector is built in a way to measure or even absorb all interacting particles within the detector
volume. As the interacting protons only have momentum in longitudinal direction, but not in
the transverse plane, conservation of momentum predicts that the vector sum of all particles
transverse momenta created in the collision should add up to zero. Any occurring difference
can have two reasons. First, the CMS detector does not cover the entire solid angle of 4 and the
reconstruction of particles is smeared by the detector resolution. However, these detector and
reconstruction effects give only minor contributions. The second reason for missing transverse
momentum are particles that escape the detection of the experiment. In the SM, this is the
neutrino. For instance, the neutrino from a leptonic W boson decay, such as happening in the
decay of the top quark, can carry a significant amount of momentum away from detection. Fur-
thermore, many dark matter candidates are predicted to only interact weakly, thus escaping the
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Figure 4.10.: Comparison of the performance from different b tagging alorithms, showing the b jet efficiency
over the misidentification probability for c jets and light-flavored jets. Significant improvements are observable
when comparing the CSV-based algorithm of Run II to earlier versions at Run I or simpler jet probability (JP)

algorithms [219].

detector and leaving high missing transverse momentum. The missing transverse momentum
is defined as

~miss _ ~miss, raw 20 ~1
Pr =P +Cr+Crp (4.4)
Npr . .
:—ZﬁT’i+C%+CI, (4.5)
i=1
where p"**™" is the uncorrected missing transverse momentum from all reconstructed PF

objects and ¢ %I are the so-called Type-0 and Type-I corrections . The Type-0 correction
accounts for degrading in performance due to missing transverse momentum contributions
from pileup interactions, while the Type-I correction propagates the jet energy corrections to
the calculation of the missing transverse momentum.
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5. Preselection of Physics Objects and
Additional Reconstruction

Although the analyses described in this thesis use different data sets accumulated during the
Run II of the LHC, all share some common quality requirements on the physics objects. These
preselections ensure that all objects are originating from actual physics processes and are not
due to problems or noise effects in the reconstruction. In addition, the reconstruction of the
four-momentum of a leptonically decaying W boson is not straightforward due to the missing
information of the longitudinal momentum of the neutrino. These topics are covered in the
following sections.

5.1. Physics Objects

The physics objects from the PF reconstruction, described in the previous chapter, are the inputs
for the analyses described in this thesis. To ensure a high quality of reconstructed objects, several
requirements are needed to be fulfilled.

5.1.1. Primary Vertex

A primary vertex (PV) candidate must fulfill certain quality requirements to be considered in
the analyses described in this thesis. The PV must be located within a cylinder of radius 2 cm
and length 24 cm around the center of detector. In addition, the number of degrees of freedom
of the PV must be greater than four.

5.1.2. Muons

Apart from the requirements of the PF algorithm, additional criteria are imposed for muon
candidates following the recommendations by the Muon Physics Objects Group (MUO POG) of
the CMS Collaboration [223]]. These muon quality selections are condensed into an identification
(ID) flag, which is true if the muon candidate fulfills all criteria and false otherwise [224]. The
two ID selections for muons, called loose and tight ID, are summarized in Table These
requirements ensure the quality of the muon reconstruction. To reject events with nonprompt
muons, e. g., muons originating from a semileptonic meson decay inside a jet, an isolation
variable can be defined as

1
I, = PT (PT,CH + max (PT,NH + Py — AB * PT,CH(PU)> 0)) , (5.1)
o

with the transverse momentum of the muon pr,,, the transverse momentum of charged hadrons
pr,cH, neutral hadrons pr nu, photons pr,y and charged hadrons from pileup pr, chpu) inside a
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Table 5.1.: Properties of the muon needed to pass the criteria of the loose and tight muon ID. The loose ID only
requires the PF muon to be either a tracker or global muon, whereas the tight ID only accepts global muons with
well-fitted tracks.

loose ID  tight ID

PF muon candidate v v
Global muon or tracker muon v -
Global muon - v
x%/ngot from the muon track fit - <10
Hits in the muon chamber - >1
Number of muon stations with segments - > 2
Impact parameter dy, with respect to the PV - <0.2cm
Longitudinal distance d, with respect to the PV - <0.5cm
Number of hits in the pixel detector - 21
Number of tracker layers with hits - >6

cone of the radius 0.4 in the 7-¢ plane around the muon and an adjustable correction factor Ap.
Since there is no way to distinguish if a neutral particle is created in the PV or stemming from
pileup, the contribution of those particles is corrected. The value of Af is chosen to be 0.5 as
this represents approximately the fraction of neutral to charged hadrons stemming from pileup
interactions [225]]. The isolation variable is a powerful way to suppress nonprompt muons from
QCD multijet events. The efficiency of the muon ID and isolation measured in data from 2015

is shown in Fig.
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Figure 5.1.: The efficiency of muon ID and isolation requirements. The efficiency in simulation and data is shown
for the loose@and tight muon ID@dependent on the pseudorapidity of the muon. Efficiencies for the combined
selection of tight muon ID and tight muon isolation (I, < 0.15) are shown dependent on the transverse momentum
of the muon [(c)| and the pseudorapidity of the muon I@ Differences in efficiency of simulation and data are
corrected in the respective analyses.
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5.1.3. Electrons

Similar to muons, electron candidates have to fulfill several properties to be accepted by analyses
described in this thesis. These criteria follow the recommendations from the E/gamma Physics
Object Group of the CMS Collaboration [226]]. These conditions are summarized in the electron
ID flag, which correspond to an efficiency of about 95%, 90% and 75% for the veto, loose and
tight ID, respectively [227]. To ensure constant efficiencies over different years of data, the
requirements for the electron ID are re-evaluated whenever the conditions of the LHC or the
experiment change. The criteria for the veto, loose and tight electron ID are summarized in
Table for the data taken in the years 2015, 2016 and 2017. The selection criteria on the
impact parameter of the electron with respect to the primary vertex dy, and d, are part of
the ID decision in 2015, but not in 2016 and 2017. Therefore, for data from these years, both
selection criteria are applied in addition to the electron ID decision.

Compared to the muon isolation, the electron isolation is slightly differently defined:

1

I. =
pT,e

(PT,CH + max (PT,NH + Py — P Aetts 0)) , (5.2)

with the average transverse momentum density p and the effective area A.g to estimate the
contribution from pileup interactions. The cone size for the electron is chosen to be only 0.3.
Compared to the muon selection criteria, the electron isolation is already part of the electron
ID and no additional selection is required.
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Table 5.2.: The selection criteria for electrons to pass the corresponding ID in each year of the data taking. The

individual values of each variable are different for the barrel and endcap region of the ECAL. The requirements
on the impact parameters dxy and d, are only present in the ID for data taking in 2015 and are removed from

_ 11 0.0368-p

the ID in 2016 onwards. The constants used for the 2017 electron ID are defined as ¢; = 5= + —f— and

cy = OET§ + 0'19%, where the Eq is referring to the energy of the electron supercluster.
Inse| < 1.479 M| > 1.479
2015 dat
ara veto ID veto ID
Supercluster shower shape < 0.0114 < 0.0352
|An(sc, track)| < 0.0152 < 0.0113
|A¢(sc, track)| < 0.216 < 0.237
Hadronic/EM energy < 0.181 < 0.116
Electron isolation < 0.126 < 0.144
1 1 -1
A - 5[ (Gev) < 0.207 <0.174
Expected missing hits <2 <3
Passing conversion veto v v
|dyy| (cm) < 0.0564 <0.222
|d;| (cm) < 0.472 0.921
15| < 1.479 7| > 1.479
2016 dat
ard loose ID tight ID loose ID tight ID
Supercluster shower shape < 0.011 < 0.00998 < 0.0314 < 0.0292
|An(sc, track)| < 0.00477 < 0.00308 < 0.00868 < 0.00605
|A¢(sc, track)| < 0.222 < 0.0816 < 0.213 < 0.0394
Hadronic/EM energy < 0.298 < 0.0414 < 0.101 < 0.0641
Electron isolation < 0.0994 < 0.0588 < 0.107 < 0.0571
ELSC - ﬁ (GeV) < 0.241 < 0.0129 <0.14 < 0.0129
Expected missing hits <1 <1 <1 <1
Passing conversion veto v v v v
15| < 1.479 7| > 1.479
2017 dat
ata loose ID tight ID loose ID tight ID
Supercluster shower shape < 0.0105 < 0.0104 < 0.0356 < 0.0305
|An(sc, track)| < 0.00387 < 0.00353 < 0.0072 < 0.00567
|A¢(sc, track)| < 0.0716 < 0.0499 < 0.147 < 0.0165
Hadronic/EM energy <0.05+c; <0.026+c; <0.0414+c, <0.026+cy
Electron isolation < 0.133 < 0.0361 < 0.146 < 0.094
ELSC -~ ﬁ (Gev) <0.129 < 0.0278 < 0.0875 < 0.0158
Expected missing hits <1 <1 <1 <1
Passing conversion veto v v v v
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5.1.4. Jets

Jets reconstructed from the PF algorithm rely on the correct measurement of energy clusters
in the ECAL and HCAL. To reject jets only clustered from noise in these detector elements,
a dedicated preselection of jets has to be performed to distinguish jets stemming from real
physics interactions and these so-called noise jets. This is achieved by the PF jet ID [228]], which
involves different jet criteria based on the constituents of the clustered jet such as the number
of constituents or the energy fraction of the ECAL and HCAL. In the central region of the
detector, the tracker can be exploited to incorporate information about the charge from track
measurements. The individual values for the jet ID are shown in Table|5.3| corresponding to the
loose ID for data taken in 2015 and 2016. For the data taken in 2017, the values correspond to
the tight ID, as the achieved efficiency for the tight ID is greater than 99% in all pseudorapidity
regions. The efficiency is determined by the comparison of a noise-enriched minimum-bias
selection with the selection of physical dijet events. A comparison of both selections for the
different variables is shown in Fig.

To correct for differences in the jet energy resolution between data and simulation, the predicted
jet spectrum has to be smeared to describe the observation. This is achieved with a hybrid
method, where the pr of each jet is scaled either by a constant n-dependent scale factor if the
jet can be matched to the corresponding generator-level jet or with a factor obtained from a

stochastic smearing [232].
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Table 5.3.: Requirements on reconstructed jets to be accepted by the analyses described in this thesis. The quality
criteria are dependent on the pseudorapidity of the reconstructed jet to take the different subsystems of the
detector into account, e. g., tracking information for charged particles is only available in the central region of
the detector (|n| < 2.4). Changes with respect to the previous year are highlighted .

2015 data Il <24 24<|p<27 27<|p/<3.0 |y >3.0
Number of constituents > 1 > 1 - -
Neutral hadron fraction <0.99 < 0.99 - -
Neutral EM fraction < 0.99 < 0.99 < 0.90 < 0.90
Number of neutral particles - - >2 > 10
Charged hadron fraction >0 - - -
Charged EM fraction <0.99 - - -
Charged multiplicity >0 - - -
2016 data Il <24 24<|p <27 27<|p/<3.0 | >3.0
Number of constituents > 1 > 1 - -
Neutral hadron fraction <0.99 <0.99 <0.98 -
Neutral EM fraction <0.99 <0.99 >0.01 < 0.90
Number of neutral particles - - >2 > 10
Charged hadron fraction >0 - - -
Charged EM fraction <0.99 - - -
Charged multiplicity >0 - - -
2017 data Inl <24 24<|g| <27 2.7< 19 <£3.0 In| > 3.0
Number of constituents >1 >1 - -
Neutral hadron fraction <0.90 <0.90 - > 0.02
Neutral EM fraction <0.90 <0.90 >0.02and <0.99 <0.90
Number of neutral particles - - >2 > 10
Charged hadron fraction >0 - - -
Charged EM fraction - - - -
Charged multiplicity >0 - - -
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Figure 5.2.: Different variables required for a jet to pass the PF jet ID, in particular: the charged hadron fraction
the neutral energy fraction the charged electromagnetic fraction the neutral electromagnetic fraction
the charged multiplicity I@ and the neutral multiplicity The distributions are shown for signal jets from
physics processes and jets obtained from noise .
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5.1.5. b Tagging

To obtain a reliable way to interpret the different values of b tagging algorithms, different
working points of each algorithm are defined. These working points are defined in such a
way that a selection of every value above a certain working point refers to a fixed mistagging
probability. The different working points are loose, medium and tight and refer to a mistagging
rate of about 10%, 1% and 0.1% for light-flavored or gluon jets, respectively. This results in a b
tagging efficiency of 81% (loose), 63% (medium) and 41% for the CSVv2 algorithm in simulated
top quark pair events [219]. The different working points of each year for the relevant b tagging
algorithms used in this thesis are provided in Table

Table 5.4.: The different working points of b tagging algorithms used in analyses in this thesis. For the data taken
in the years 2015 and 2016, the CSVv2 algorithm is used, whereas for 2017 the DeepCSV algorithm is applied.

2015 data  loose = medium  tight

CSvv2 >0.460 >0.800 >0.935

2016 data  loose = medium  tight

CSVv2 >0.5426 >0.8484 > 0.9535

2017 data  loose = medium  tight

DeepCSV  >0.1522 >0.4941 > 0.8001

77



5. Preselection of Physics Objects and Additional Reconstruction

5.2. W Boson Reconstruction

To be able to fully reconstruct a top quark, all of its decay products, i. e. the bottom quark and the
W boson, have to be reconstructed first. While the bottom quark manifests itself as a jet in the
detector, the W boson can decay either hadronically into a quark and an antiquark or leptonically
into a charged lepton and the corresponding neutrino. More specifically, leptonically decaying
W bosons in the context of this thesis means a W boson decaying into an electron or muon,
where the electron or muon can either come directly from the W boson decay or from the
subsequent decay of a leptonically decaying tau lepton, emerging from the W boson decay.
Although the W boson decays directly into a quark and an antiquark in about %5 of all cases,
this decay mode is not considered for the reconstruction of a single top quark in this thesis as the
background from QCD multijet events would be too overwhelming. Instead, only leptonically
decaying W bosons are considered as stemming from a single top quark decay. However, this
introduces the problem that the neutrino can only be detected indirectly in the transverse plane
and the longitudinal information is missing to construct the full four-vector of the W boson.
This problem can be solved by imposing a constraint on the W boson mass to the literature
value of my = 80.385 GeV [3]]. The mass of the W boson is defined by the kinematic properties
of the decay products

2
iy = (B ) = G BE o+
= (80.385 GeV)?, (5.3)

with the energy of the lepton E% = p% ot pi ;- This equation can be solved for the longitudinal
momentum component of the neutrino p, ., leading to a quadratic equation:

. AN-pay AP-pl . Ep(F)P - A2
pz,v = 2 == 4 - 2 5 (54)
pT,{ pT,f pT,f
with
m?2 .
A= TW + Prg - PSS
mé, .
=— trreopr - cos(Ag), (5.5)

where A¢ is the angle between the lepton and the missing transverse momentum. Depending on
the value of the discriminant, two different cases are possible. If the discriminant is positive, two
different solutions are obtained from which the one with the smaller absolute value is chosen
for p, . If the discriminant becomes negative, two solutions with imaginary components are
obtained. This can be caused by a non-perfect measurement of prTmss, giving the finite resolution
of the detector. In this case, the p, , and p, , components are varied in such a way that the
discriminant vanishes and only one real solution remains [233].

In addition to the full reconstructed W boson, a so-called transverse W boson mass can be

defined as

mY = \J(pr.c + P92 — (pag + P2 — (py.c + P (5.6)
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5.2. W Boson Reconstruction

This variable is helpful to distinguish processes with real W bosons, such as top quark produc-
tion, from processes with virtual W bosons, which occur in QCD multijet events.

The reconstruction of a hadronically decaying W boson requires the combination of two jets
and is therefore unambiguous compared to a leptonically decaying W boson. In this case, ambi-
guity only arises in events where the jet assignment is not well-defined, i. e., more than two jets
exist in the event. This combinatorial problem is present in the search for single top production
in association with a Higgs boson, where multivariate methods are used to find the best possible
jet candidates for the hadronically decaying W boson (see Section 8.5.3).

79






6. Measurement of the t-Channel Single Top
Quark Production Cross Section at
Vs =13 TeV

Single top quark production was observed for the first time at the Tevatron experiments CDF
and D@ in 2009 [234}[235]], 14 years after the discovery of top quark pair production at the same
collider. Single top quark production in the t channel has been also observed and measured at
Run I of the LHC by the